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Abstract

Mediumrangeguided wave testing is commonly employed for inspection of plate and
platelike structures.The method is attractive for crack imagirapnd wall loss

quantification especially in hidden locations where direct access is limited

Lambwave excitation at higfrequencythickness products offers a potential solution for
high-resolution guided wave testingspecially sensitive to vertical cracks and sharps pits.
The technique usually works in pulse echo mode and at high fregtledkgess products,
around 20 MHimm, offering good sensitivity and resolution. Defect sizing is based on
the reflection amplitude of the received mode(s). However, the scattering of guided waves
is complex, and the amplitude of the reflected modes does not eraufficient
information for defect sizing. This work aims to overcome this limitation using a focusing
technique based on Lamb wav&necifically, multiple Lamb wave modes are excited
individually and superimposed to form a new mode with a desired thitbigkmess
energy distribution. This way, energy is focused on a single point in the structure. Using
weighting functions, the locatmoof the focal point is swept across the thickness of the

sample.The technique allows for accurate sizing of flastschas cracks and wall loss.

In contrast to abrupt thickness changes, corrosion scrabs can also appear as gradual wall

thinning areas. The main objective is to determine the remaining wall thickness in the



affected area in order to decide further actions. For this reastiipss quantification is
performed utilsing the cutoff frequency of mode SH1. Ehapproach requires the
excitation of SH1 across a range of frequencies. For this reason, a novel excitation
technique using guided wave phased array steering is developed. Specifically, an array
generating shear horizontal waves is employed. The infleeice t he array ds | e
element width, and mode excitability on excitation is investigated. Byoppately
phasing the elements of the array, mode SH1 is targeted and dynamically excited over a
wide frequencywavelength range. The directionality of SH1 is also studied, as in certain
conditions, this can be critical for the success of the quaniificabimulation results

show the technique can accurately quantify a 65% wall thinning defect, offering a 15%
increase compared to established techniques. This is critical, as wall loss defects above
50% are considered severe. Additionally, using eleatretéering, rapid quantification

can be achieved. Experiments usingelattromagnetic acoustic transduaad synthetic
steering on an intact area and an artificially machined corrdig®mefect validate the

technique.
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Chapterl

Introduction

Contextof Research

Over the past three decades, significant advancements have been made in enhancing
ultrasonic techniques for natestructive testing (NDT)The integration of new and
sophisticated imaging algorithinsuch as phase coherent imaging and the total focusing
method[1,2], coupled with increased processing pousng the graphics processing unit

[3], has significantly enhanced shoange (bulkwave) ultrasonic testingconcurrently,
significant progress has been achieved in the area oféomyg guided wave testing (LR

GWT) [4,5]. The technique is now commercially available and widely employed for rapid
screening and monitoring of pipelines, especially in the oil and gas sector. Fizadiyt
research work is focused on the development of medaunge guided wave testingIR-

GWT). This ultrasonic technique is suitable for the inspection of components from a

moderate distance (approximately up to 5 meters) from the probe location.



Bulk wave ultrasonic NDT is capable of delivering higisolution imaging of areas
directly beneath the probe, yet it necessitates physical access to the site under inspection.
In contrast, longange guided wave techniques obviate the need for such dusedsn't

provide the quantitative information that can be achieved from a localised inspection, such
as defect deptiMoreover,dueto theirlow operating frequency (L TkHz), they are not
sensitive to small defects, such as pitti@um the other hand, MISWT is designed to
provide quantitative measurements. This methodology proves especially beneficial in
circumstances where the inspection site is not directly accesSiblthematic example

of an inspection at an inaccessible location is showfignre 1.1. The probe cannot
approach the inspection area closer than 1 m due to the presence of a wall. This scenario
is representative dhe inservice inspection of the annular plate of storage t@jk©ther
potential applications of MEGWT include crack imaging[7,8] and inspection for
corrosion on pipe networks, especially in hidden locations, such as corrosion under pipe

support49,10].

N/

Figure 1.1. Schematic showing @axample of mediwrange testing at a hard to access
location. The setip is representative of the inspection of the annular plate of above
ground storage tanks while-gervice.

ﬁ
ultrasonic wave




Ongoing developments in the field on medium rang ultrasonic testing introduce new
inspection techniques with the aim of increasing sensitivity and resolution, reliably
detecting and quantifying wall loss, and improving sizing capabilities. A map of
develomd techniques is presentedrigurel.2. Specifically, two main bulk wavbased
techniques have been reported in the literature, namely the Creepingwblsad
Inspection Method (CHIME) and Muigkip (M-Skip) inspection methods. Guided wave
related techniques are split between two classesudreryybased and amplitudeased.

The available techniques for MBWT are described in detail in Sectidri.

Medium-Range

Ultrasonic
Testing

Bulk Waves Guided Waves

CHIME [22] M-Skip [23] Frequency Amplitude-

Based [50] Based [6]

Figure 1.2. A map of mediusmange testing techniques.



ProblemStatement

Currently, many inspections at hard to access areas are intrusive or even impossible. For
instance, examining corrosion under pipe supports necessitates lifting the pipe to remove
the rust, a process typically accompanied by draining the pipe to mitegdtagle risks.
Similarly, inspecting the bottom plate of abey®und storage tanks conventionally relies

on Magnetic Flux Leakage, requiring the tank to be emptied and cleaned. Accessing the
critical area where the annular plate welds to the lower tarlkkrehgins cumbersome.
Another example is the inspection for corrosion under insulation. Several inspection
strategies may be followed, each with its advantages and limitations. For instance, precise
wall thickness measurements may be performeohg a network of thin sensors
permanently attached the pipg11]. However, these can inspect only a single point. LR
GWT or pulsed eddy current (PEGre another alternative, yet these are screening
solutions. To address these problemghis thesis, novel techniques are developed for
nondestructive and nemtrusive inspection at inaccessible locations using medium

range guided wave testing.

The suitability of an inspection technique depends mainly on the nature of the defects one
is looking to find. Ideally, a single inspection technique would cover all cases.
Unfortunately, in the case of inspection at inaccessible locations, this is metlystd.

The morphology of corrosion defects can be categorised into two main cases: gradual wall
loss corrosion with no abrupt thickness changes or when abrupt thickness changes occur,
such as sharp pit$herefore, suitable techniques must be develotfed can detect and

size both types of defects.



ResearcAims

The main aim of this thesis is to develop a set of techniques for thentnasive
inspection of structural components at inaccessible locations. For this purpose, two

techniques using mediunange guided waves were developed.

1. Atechnique capable of sizing flaws with abrupt thickness changes, such as sharp
pits, at inaccessible locations using a protZnetres away from the defect area.
2. A technique to accurately quantify remaining wall thickness due to hidden local

gradual wall loss corrosion

ResearclObjectives

An amplitudebased technique based on Lamb waves is developed to size defects causing
abrupt thickness changes, such as-euvbhbobtical
configuration. An array probe is used, capable of dynamically emitting and regeivin
multiple guided waves selectively, using the principles of phased array steering. The
emitted Lamb wave modes operate around 20 #vidz with a nominal wavelength of

aroundg¢ mm, offering high resolution and sensitivity. Note that this technique would fail

to quantify smooth local corrosion, as the wave packet would be transmitted and no

reflected waves would be received by the probe.

The technique can be seen as an extension of single mode Lamb wave testing in the higher
order mode region, offering several advantages compared to alternative techniques. First,
the technique is insensitive to defect length. This overcomes the limitaiibnow

frequency modes, where interference phenomena complicate depth estimation. Moreover



the throughkthickness location of a defect can be estimétegidr exampleit is a top or
bottom surface breaking cradkinally, using a synthetic focusing approach, it provides a

way to accurately size the depth of sharp defects.

A frequencybased technique for remnant wall thickness quantification of relatively
smooth corrosion patches is also developed. An SH wave is emitted, and both the reflected
and transmitted waves are monitored. Specifically, mode SH1 is swept acrossangéle

of frequencies, from 26600 kHz.

This is an extension of established-offtfrequency techniqudsased on mode SHL1. In
contrast to what is alreadyvailable in the literatufeSH1 is generated using a phased
array approach. This allows rapid quantification. Moreover, it increases the frequency
wavelength range that can be covered, thus increttsmgaximum wall loss depth that
can be accurately quantifiethe technique works well for relatively large corrosion scabs,
approximately with a width of 60 mm. This means its sensitivity is similar to that of PEC.

However, instead of the average, the maximwall loss is reported.

Contributionto Knowledge

This thesis presents unique and novel contributions with direct academic and industry
focused merits, related to inspection at hard to access areas. More specifically, this work
has focused on the investigation and developroEMR-GWT using Lamb and shear

horizontal (SH) guided waves.

The following bullet points summarise the novelty and critical contributions achieved

within this thesis:



1 An analytical model was developed, describing forced guided wave problems.

1 A set of conditions for singlenode excitation and unidirectional propagation
using a linear array was derived. The number of elemgitth,value, frequency
bandwidth, and apodisation profile were determifoecinglemode excitation
The pitch value alone decides unidirectional propagation.

1 Multiple higher order Lamb wave modegreselectively exciteéround 20
MHztmm andsuperimposetb form adesirecthroughthickness energy
distribution. The new energy distribution is focused on a desired degtban
be swept across the thickness of the samifihe depth of a series of surface
breaking and internal notchespresenting corrosion pigas accurately
determined.

1 Mode SHlwasexcited across a wide frequenayavelength rangélhe emitted
wave is unidirectionalA severe 65% wall loss defe@presentative of uniform

corrosionwas accurately quantified.

Research AssumptiorsmdLimitations

Although the material developed is applicable to a range of engineering structures, some

assumptions and limitations come with this work.

First, the developed techniques assume that the component under inspection is an isotropic,
linear elastic solid. These assumptions are valid for a range of structural materials, such
as mild steel, carbon steel, stainless steel, and aluminium. Thesmlnaterheavily used

in the power generation, offshore, and oil and gas industries. Moreover, the longitudinal



and shear wave velocities of these materials are very similar, so their dispersion curves
are also similar. Therefore, although all the experiments in this thesis were conducted on
an aluminium sample, the results are immediately transferable to othelaisateich as

mild steel. This approach is commonly adopted in the research comrfijjtja1 3].

Second, the developed techniques are applicable to plates elikgag&ructures with
thicknesses ranging from 1 mm up to approximately 15 mm. This makes the techniques
not applicable in the case of inspecting thick plates, such as the bottom walts/ef ab
ground storage tanks, which are commonly thicker than 20 mm. Nevertheless, a lot of
engineering components fall within the specified thickness range. Specifically, the
thickness of the annular plate of above ground storage tanks, which are usually used
the oil and gas sector, is typically 10 nj@j. In fact, all experiments in this work were
conducted on a 10 mm thick plate. Moreover, a large number of operating pipelines with
varying nominal pipe sizes and schedule numbers have thicknesses in thelhmm

range[14]i [16].

ThesisStructure

Chapter 2 discusses existing MBWT and related techniques for inspection at

inaccessible locations. Furthermore, theoretical material for guided wave propagation in
plate structures under forced motion is presented. No specific conditions on the force load
were mae, and transient loads were studied. Based on these results, guided wave

excitation using linear arrays is studied in later Chapters.



The excitation of a single Lamb wave mode at Higlgquency thickness products, around

¢ ™MHztmm, is examined in Chapt8r Using the analytical model derived@hapter 2,

the influence of key parameters such as element width, number of elements, pitch, and
temporal excitation profile is determined, and a set of conditions related to the targeted
modeods unidirectionality and purhedeywedi s der
conditions using a dataset acquired with the Full Matrix Capture (FMC) method. Chapter

4 presents a novel imaging technique, termed Lamb wave focusing. An array probe emits
dynamically multiple Lamb wave modes (one at a time) irhtgker order mode region

The modes are superimposed synthetically to focus the energy at a desired depth. The
focus depth can be varied. This way, focusing throughout the thickness of the plate is

achieved. The technique is tested on a series of notches in simulations armdemnigeri

In Chapter5, mode SHL1 is generated over a wide frequemayelength range. An
electromagnetic acoustic transducer (EMAT) array is utilised, and its elements are
appropriately phased to target mode SH1 using beam steering. The array is modelled as a
shear horizontaldlad, andhe effectof key parametersn excitationis determinedThe

results are compared with those obtained in the case of Lamb wave generation (see Section
3.3). Simulations and experiments validate the ability of the array to generate mode SH1
in the desired frequenayavelength range. Chapter 6 is concerned with the usage of the
EMAT array to determine the maximum wall laggelatively uniformcorrosion defects.

The minimum remaining wall thickness of a simulated smooth wall thinning defect is
quantified. Experimental results on a corrosiike defect validate the approach. Finally,

in Chaptei8, key conclusions are drawn.
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Chapter 2

Background and Theoretical Framework

This Chapter presents background material on guided wave testing at inaccessible
locations. Moreover, the theoretical basis for understanding the propagation of ultrasonic
waves in solid media is covered. Specifically, in SecRoh a literature review on
available techniques for inspection at hard to access areas is provided. S2cawers

the underlying theory for wave propagation under forced motion. First, a review of bulk
waves in a linear elastic solid is briefly presented. Then, ultrasonic waves in plate-or plate
like structures are discussed. Boundary conditions are introdeeglihg to guided wave
solutions. Finally, analytic solutions for forced guided wave problems are studied. A new
solution method is presented based on modal analysis. The procedure is simple and can
be applied to a range of forced problems in acouskize.material presented in Section

2.2.3is employed in Chapteand4.
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2.1. Research Background

2.1.1. Guided waves in plates and plditee structures

Ultrasonic guided waves are sound waves that propagate through a structure, such as a
plate or pipe, guided by its geometric boundaries. These waves can travel long distances
along the structure. Their exact range depends mainly on their frequency bandwidt
material attenuation, the general condition of the structure, and the presence of liquids or
coatings. Guided waves distribute energy throughout the thickness of the structure; thus,
the entire thickness is interrogated. They are extensively used inmiDdustries such

as oil and gas, aerospace, and nuclear.

This thesis focuses on the study of guided waves in plate ofliglaructures. A plate
is characterised as a solid rectangular parallelepiped body with a thickness significantly
less than its length and width. A pldilee structure is one that exhibibehaviour akin to
a plate For example, circumferential waves in a thin wall pipe lmaapproximated as a

plate guided waves, provided the ratio between the innergnd outer radiusi is
— 1o Y12]. Throughout this thesis, the term "plate" is used for both traditional flat
plates and structures resembling them. For plates with trafcéentop and bottom

surfaces, two distinct types of guided waves occur: Lamb waves and SH waves.

2.1.1.1. Lamb waves

Lambwaves represent elastic waves with particle vibrations occurring in the direction of
propagation and the shear vertical direct[@Bi 16]. They can bedecompose into

symmetric and antisymmetric mod&ymmetric modes have symmetric compressional
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and antisymmetric shear vertical through thickness displacement components. Conversely,
in antisymmetric modes, the wave structure across the thickness is symmetric for the shear
vertical and antisymmetric for the compressional component. The fundamental
antisymmetric and symmetric modes, termed AO and SO, respectively, exist at all
frequencythickness products. At low frequencies, the former is a flexural (bending) wave,
whereas the latter is almost purely compressive. Therefore, the phase velocity &mode

is similar to the compressional speed of sound of the material, making it faster compared

to mode AO.

The properties of Lamb wave modesich as phase velocity, dispersion, and modal
density depend on thdrequencythickness productThe dispersion curves for an
aluminium plate are shown Figure2.1. In the low regime, below p& MHztmm, the
fundamental modes are well separated, and higher order modes cannot prijadgse.

A0 and SO combine and form the Rayleigh wave for frequémickness products above

x v MHztmm. In this thesis, emphasis is placed on the region gbaiHztmm, referred

to as the higheorder mode region. Within this region, the first few higher order modes
exhibit little dispersion and have low wavelength. Nevertheless, these modes are closely
spaced,posing a challenge to achieving singh®de excitation, although it remains
feasible. The utilisation of these modes for NDT presents a distinctive advantage, as it
enhances sensitivity and resolution, thereby elevating the overall edfeess of the

inspection process.
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Figure 2.1. Frequencythickness product vs phase velocity Lamb wave dispersion curves
for an aluminium plate

2.1.1.2. Shear horizontal waves

SH waves are travelling waves characterised by oscillations exclusively in the shear
horizontal direction concerning the propagation direc{ib8]. For this reason, their
properties are independent of the compressional velocity. SH waves exhibit modes that
can be classified into symmetric and antisymmetric categories. Notably, the fundamental
mode of SHO stands out as the sole mode (including Laawesy with a uniform energy
distribution throughout the plate thickness. Its speed is independent of the frequency
thickness product, as shownkigure2.2. This means SHO is netispersive. There is no
fundamental antisymmetric mode. The first antisymmetric mode is SH1, which exists
approximately abovp® MHztmm. Its displacement maximises at the top and bottom

surfaces of the plate and tends to zero
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contrast to Lamb waves, which require a numerical solution for the calculation of the

dispersion curves, closddrm expressions exist describing SH mode curves.

—
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Figure 2.2. Frequencythickness vs phase velocity product SH wave dispersion curves
for an aluminium plate

2.1.2. Long-range guided wave testing (LFRWT)

LR-GWT is a screening technique ugednspect structures over extended distartks
technique igparticularly useful for the inspection of pipework, such as pipe racks and
transmission linegl7i 21]. Common practice is to mount a ring of transducers around the
pipe and generate a low frequency torsional wave travelling in the axial direction. The
emittedwave can propagate for many nestialong the length of a structure (typically
aroundo 1t p 1t m). Upon interaction with a pipe feature (weld, support) or defect, a
signal is reflected and received by the same Bygnalysing the reflected wavedefects

such as corrosion, erosion, and other anomalas be identified Defect severity is

determinedrmi nl'y by t he

signal 6s amplitude, sharg
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Potential problem areas are further investigated using a more precise method to determine

the exact dimensions of the defect.

This approach is valuable for continuous monitoring and maintenance planning, offering
a costeffective and efficient solution for industries such as oil and gas, where the integrity
of longdistance pipelines is crucial for operational safety and retiabilt allows
inspection of buried pipes and corrosion under insulation wittheuheed for extensive

excavatioror numerous access points.

The main limitation of the technique is its low sensitivity to small defects. Faetssn,
in cases where finer defect detection is required, alternative inspection techniques must

be employed.

2.1.3. Mediumrange guided wave testing (MBWT)

MR-GWT covers a range of a NDT techniques that utilise ultrasonic waves to inspect
structures over intermediate distances, offering a balance between the coverage of LR
GWT and the precision of traditional ultrasonic testing.-M®/T is advantageous in
scerarios where access may be limited or inspection speed is critical. These include
corrosion under pipe supports;service inspection of the annular plate of abgreund

storage tanks, #process weld inspection of relatively thin plates, or rapid ingpectf

large plates, such as tank shells or pressure vessels. Corrosion under insulation can also
be addressed by permanently installing a probe under the insulatie@WIRprovides

a costeffective and efficient solution for industries where continuowsitaring of

structural integrity is essential, enabling timely maintenance interventions and

17



contributing to the overall reliability and safety of critical infrastructure. Over the previous
years, several mediunange guided wave and related inspection techniques have been

developed:

1 CHIME
1 M-Skip
1 Amplitude based guided wave testing

1 Frequency based guided wave testing

In what follows, each technique is discussed in detail.

2.1.3.1. CHIME

CHIME is a screening method for the inspection of plates or pipese outer/inner ratio
does not exceed a value of 1[P2]. The technique utilises singidement transducers

positioned on the opposite sides of an obstacle. Ultrasonic waves are emitted at the critical
angle to produce a creeping wave propagating along the surface of the component. The
first creeping wave generates a head wave, and the head wave generatasain tur
secondary creeping wave at the opposite bounddrg.head wave travels as a plane
wavefront atthe critical shear wave angle. Thigay, thefull volume between the two
probess coveredDue to beanspreading, bulk waves aa¢ésogenerated below or above

the critical angle.The received signal consists of a series of peaks including all the
propagating wave mode#\s acoustic waves propagate through the materitle
differences in amplitude and arrival times of thesee patterns are anabd to identify

defects or irregularities within the structuRavenscroft et alemonstrated the ability of
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the techniquéo detecta series of corrosion pits (with a minimum surface diameter of 11
mm) and generally corroded areas. Similar results were reporf2d]irDefect severity
may be estimated bsanking the signals into three corrosion categoriep: 1t Bp Tt

oL Rnd o v B24,25]

2.1.3.2. M-skip

M-Skip is an ultrasonic technique used to quantify the average wall loss between a pair of
piezoelectric transducef23]. The probes are positioned on the opposite sides of an
obstacle. The transmitter is mounted on an angled wedge and emits shear waves that
refl ect bet ween the structureds boundari e
identical probe without convieng to compressional waves. The number of skips depends

on the thickness of the structure and the separation distance. Wall loss is estimated using
the time of arrival of a series of skip signals. The technique has been tested both in
laboratory and indugal environments. Burch et dR3] tested its performance against
several machined defects representative of corrosion as well as on a naturally corroded
pipe. Average wall loss was successfully quantified along the line of sight between the
probes; however, pitting was not detectabletharronsite trials were conducted by Shell

in partnership with Sonomati@5]. Specifically, a Mskip scanner was developed and
used for wall loss quantification at clamped saddle support locations. The technique
showed good sensitivity to local wall loss. However, in the presence of attenuative
coatings or rough surfaces, the sibis significantly distorted, and wall loss detection and
guantification become difficult. Recentlgn expansion of Mkip has been implemented,

utilising phased array probf6][27]. This is advantageous, as different beam angles are
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sensitive to different pipe geometries and corrosion morphologies, resukiogébeam

angles being more effective than others in arriving at the receiver.

2.1.3.3. Amplitude based guided wave testing

Most commonly, detection and severity estimation of an indication depend on signal
amplitude. Additional features, such as phase or time of flight, have been used by
researchers to detect or size imperfectiohs.reduce mode conversion effects and
simplify signal interpretation, commonly, a single guided wave mode is tarfg8gd
Depending on the inspection requirements, such as inspection range, defect morphology,

and location, a specific mode is chosen.

Singlemode inspection below 15 Mktam

The region below 15 MHmm has been investigated by several authors, particularly for

steel and aluminium samples, utilising both Lg2& 35] and SH wave§36i 40].

Below 5 MHimm

Lowe et al. performed a detailed study on the reflection coefficient of mode SO around 1.5
MHztmm using a series of notches of varying depth and wW&ith It was shown that
depending on the width, the echoes from the two sides of the notch interfere constructively
or destructively, affecting the reflection amplitude. A monotonic relationship between
notch depth and reflection coefficient was observed. Neskess, the relationship
between notch width with the reflection coefficient is not monotonic, making sizing

difficult. Jenot et al. used mode SO to quantify wall loss in a corroded rE&flbriJsing
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time of flight measurements, variations in group velocity and wall thickness were

deducted. The technique was successful for smooth and shallow corrosion profiles.

Clough and caworkers developed a screening system for rapid pipe inspg88anThe

system operates in pitatatch, generating and receivingpdes SHO and SHhat travel

in the circumferential directigrapproximately at 3 MHmm. The presence of a defect is
indicated by the amplitude drop and time of flight of the transmitted siQuaiosion
defects could be identified by comparison with an intact reference signal, yet wall loss
guantification was not possiblé. similar configuration has also been reported38y.
Specifically, Andruschak et al. generated Sidla dispersive region to detect wall
thinning defects under pipe supports. The generated wavepacket was found to be sensitive
to corrosion patches but insensitive to supports. The amplitude of the transmitted signal,
time of flight, and beam spreading werged to detect defects. Hirao and Ogi proposed

an alternative technique for pipe thickness inspe¢8@h A single probe is used to emit

and receive SH waves. Modes SHO and SH1 were selectively excited at 2.3 and 2.8 MHz
a &, respectively. The technique was tested against machinegltdipled and flat
bottom rectangular defects on a steel pipe. The authors claim that by measuring the
amplitude and phase values of SHO and SH1, a procedure for determining wall loss can

be estalished.

Between 510 MHZmm
Cirtautasand coeworkers[41] demonstrated the feasibility of generating the symmetric
modeS3on al0 mm sample with a linegr MHz array mounted on an angled wedge

using a twesided excitation approach. The interactiorS8fwith corrosionlike defects
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was simulated, showing the potential of the mode for corrosion defect detection and
classificationln a follow-up paper, Cirtautas et al. studied the interaction of S3 and other
higher order modes with corrosion defects in more dptajl A method was proposed,
termed phase velocity mapping, to be used as input to train a neural network. The current
models detected corrosion with high accuracy but were unable to quantify maximum wall

loss.

Single mode inspection above 15 Nthin
Recently, there has been a research interest in the inspection at high freickmass

products, above 15 MEnm [61 9,43 47].

Balasubramaniam el. pioneered a technique they call Higher Order Mode Cluster
(HOMC). The technique has been researched for use in the inspection of the critical zone

in the annular plate of storage taf@f corrosion under pipe suppofs44]and the heat

affected zone during pipe weldifgB]. A monolithic piezoelectric transducer is mounted

on a wedge to emit ul t r as eencihco 6w aavoedst ©dptd t ar
configurations are attainabld.broadband excitation toneburst is used, and it is claimed

that multiple higher order modes propagate in the sample. These modes have very similar
group velocities and propagate as a single wavepacket for the range of iltefest.

detection and sizing are performed based on the amplitude of the reflectedIrignal.

related study, Khalilend Cawley showed the properties of the mode cluster are essentially

those of mode AJ43].
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2.1.3.4. Frequency based guided wave testing

Apart from amplitudedbased methods, researchers have used freqibasey techniques
to quantify defects. These techniques are suitable for the minimum remaining wall

thickness estimation of gradual wall thinning defects.

Lamb waves

Higherorder Lamb wave modes have been effectively applied for defect quantification.
Early studies focused on tracking the presence or absence of specific wave modes,
utilising their cutoff frequency property, to estimate wall 10$49,50] Another
frequencybased property investigated by the research community is the so called
frequency compensation conc@pli 52]. This concept relies on the increase in frequency

of a mode when propagating through a wall thinning region to maintain a constant
frequencythickness product. Zhu et gb1] estimated wall loss using simulations and
experiments using two probes across the defect region. Accurate results were obtained.
However, the probes were located inside the wall thinning region, limiting the technique

to cases where this is possible.

More recently, Cao et aJ53] detected envelope variations of mode Al at a frequency
slightly above its cub f f . A metric called O6envel ope di
(EDM). Although EDM was found to increase with an increase in width and depth,
ensuring detection of corrosiplits complex relationship with corrosion morphology
complicates wall loss quantification. Suresh @&alasubramanianib4] used a linear
transducer array to monitor the reflection of A1 mode on a 1 mm thick aluminium plate.

By activating different groups of elements, mode Al is excited at four different frequency

23



thickness products. The approach was tested against a series of machirstthpksh
defects. Wall loss was estimated within a thickness range. Moreover, another series of
experiments was conducted, where the elements of the array were activated withga var
pitch to excite a range of wavelengths from 3.8 to 5.56 mm. Wall loss was estimated with

a maximum error of 2.3%.

SH waves

Recently, the cubff properties of SH modes have been investigated for remnant wall
thickness estimation[55i 58]. Belanger used multiple higher order SH modes
simultaneously to estimate wall loss between a source and a $68koHowever,
experimental results show a 20% underestimation of wall loss for a 30% wall thinning

area. It was suggested that surface roughness may be the reason for this mismatch.

An alternative approach, which has shown promise, is to excite a single higher order mode
across a wide frequency ran@®i 61]. The technique uses a pair of transducers placed
before and after the corrosion scab. Both the reflected and transmitted waves are
monitored. The wall thinning regions act as a frequency filter, allowing only frequencies
above the cubff to pass, whereakwer frequencies are reflected. To reduce mode
conversion, mode SH1 is excited with a periodic permanent magRd) EMAT. The
conventional PPM EMAT is a mature probe used to emit and receive SH {6&}es
These waves exhibit a specific wavelength, which is determined by magnet spacing.
Therefore, this transducer irscapableof sweeping across a widangeof wavelengths

To compensate for this mattetwo different approaches have been reported in the

literature The first involves a budtn mechanism that adjusts the spacing between magnet
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rows[59,60,63] For a given frequency, the spacing is seletdadatch the wavelength

of the targeted mode. Although robust and straightforwphysically changing the
distance of the magnets can be ticomsuming Moreover, the system can quantify up to
v Tt Fvall loss.The secon@pproachinvolves the design of a novel broadband transducer
[61]. The spacing between the magmeivs varies to cover a range elected
wavelengthsA temporal excitation that spans tieguiredfrequenciess selectedThis is
accomplished with only one captualowing for rapiddataacquisition The designed
transducer can quantify wall loss betweem b v . Coveringa large range ofwall

lossrequiredargerprobes which may not be practical in some scenarios.

2.1.4. PEC

An alternative to ultrasonibased techniques applicable in the case of inspection for
corrosion under insulation is pulsed eddy current tes®C is designed to assess
corrosion in ferromagnetic structures such as carbon steel and cast iron. It is commonly
used for inspection of corrosion under insulation and corrosion scab and blister assessment.
The method works without the need to remove insuidfif less than 100 mm) or prepare

rough or dirtysurfaces. A pulsed magnetic field is induced into tlagenmal using a coil.

As this magnetic field interacts with the conductive material, it generates eddy currents.
These eddy currents are sensed by the probe. Their characteristics defphendadarial
properties and thickness of the sample. The received electromagnetic signals are compared
with reference signals from known calibration blgc&sad this way are related to the
thickness of the componenREC is practical and provides quantitative results on

corrosion.However, instead of quantifying the maam wall loss, PEC determines the
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average wall loss with the footprint area. These two values are close when general wall
loss defects are examined; as corrosion morphology becomes more irregular, their
difference is significant. This means the method offers limited sensitivity and resolut
For instance, inspecting a 50% deep defech a 50 mm lift off, the minimum detectable

defectdiameter is approximately 58 mm.

2.2. Theory

Understanding ultrasonic wave propagation is essential for NDT. Depending on the
dimensions of the material and the wavelength bandwidth, a linear elastic solid can be
modelled as finite, infinite, or sermfinite. In the first case, the boundary condiso
determine the mode shapes of the solid. These are essentially standing waves that oscillate
at the modedbds eigenfrequency. I f the wave
dimensions of the body, it may be treated as infinite. In this casepitv&nient to express

the fundamental solutions as a travelling wave. These travelling waves depend only on
material properties and not on boundary conditions; thus, they are called bulk waves. The
third case includes bodies that have one dimension isigmily larger compared to the
others. In this case, a body is modelled as finite in the thin direction and infinite in the
directions that are large compared to the wavelength. These waves are termed guided
waves and are a combination of a standing anavalling wave along the thin and large
directions, respectively. For the purposes of NDT, bulk and guided waves are the most

interesting.
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2.2.1. Bulk waves

Assume a linear elastic solid. A rightinded framea ho oo is located at the centre of

the body.The equations of motion appear in tbéowing form [13],

ri' = g, +F, (2.1)

where” is the material densityj is the displacement vectdf) denotes the external
force per unit volume and is the stress tensdrower case Latin indexé@@Cvary
in the range 1,2,3 and the summation convention for repeated indices is d464ptEde

generalised Hookeb6s |l aw is assumed,
Si = Cii§i »
whereg; is the strain tensor aril  is the foufrank elasticity tensor.

Next, |l et s assume a time harmonic solutio
U = Re{ a exy:(i(kj X -Wt))} (2.2

where a is the amplitude vectoiQis the wavevector, is the angular frequency, and

orepresents time. Plugging equati@®) into (2.1) and in the absence of external forces

one gets
n—| é (!:') ?’Q?’Qé 8
After algebraic manipulations, it can be shown that

"1 6 QQo6 m
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wherg s the Kronecker delta. Settifg @ , where™Qis the wavenumber arid

is a unit vector and using —, the above expression becomes

(G -rctdlg @
wheres 0 ¢ &, andin matrix form

(G -rcl)a 6. (2.3)
To obtain nortrivial solutions, it is required that

det(G -rczl) g (2.4)

Matrix 3 depends on the material properties and selection of vectarthe case of an

isotropic solid, the elasticity tensor has only 2 independent compdd&htEquation

(2.4) reads
(rcz- [ 2 L/)(Z cr 2 L)mO:,

where/ and/m ar e Lameds constants. (ZAyoamelhetheoc i t i ¢

longitudinal and shear wave velocity,

,_ I, +2m 2 _ T
=t —tandc® =+,
“ r o r

respectively. Note that although the vediowas kept arbitrary in the analysis, the
velocities do not depend @n This means that the speed of sound is independent of the

direction of propagation. Fao &, equation(2.3) is satisfied when, = n,. Therefore,
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the bodyodés particles are oscillating in
compressional. Fo® ¢« , all vectors a that satisfyg@ 0 are admissible. The

particles oscillate perpendicular to the direction of propagation, exhibiting shear motion.

2.2.2. Guided waves in plates and plditee structures

Consider a homogeneous isotropic platdength/b width ®and thicknes® ¢ "Cas

shown inFigure2.3. Aframe @ @@ U@ U is located at the centre of the plate.

If the thickness of the plate is comparable to the wavelength of the propagating waves,
interference [65] phenomena occur and standing waves form in thdirextion.
Satisfaction of the boundary conditioassthe top and bottom surfaces of the plasels

to guided wavesolutions These are traviéhg waves in the s plane but standing waves

in the zdirection.

S i,

Figure 2.3. Schematic of a plate structure

Assumea wave solution of the form,
u = Re‘{ gexp( i x+ 3 i )} , (2.5)
where the waweectoris given by

k=k(L0,)". (2.6)
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Equation(2.6) states that the direction of propagation lies in tieeptane. This implies

that travelling waves are generated by a source load extending sufficiently along the y
direction. In the transduction mechanisms employed in this wuekyidth of the source
excitation is multiple times the wavelength, thus condi{@6) is valid. Plugging(2.5)

into (2.4) and using equatiof®.6), a sixth order algebraic equation @ris obtained. Each
solution representa longitudinal, irplane (x-z plane) shear ashear horizontalvave
travelling towards the top or bottom surface. Taking a linear combination of the six partial
waves yields

u' = Reiiég G & ex‘) i% X+ )z w )t

| J=1

2.7)

LN ol i

Next, boundary conditions are employed. Specifically, the plate is tratgerat the top

and bottom surfaces,
T =s,n 9, (2.8)
wheret  mimip . Inserting(2.7) into (2.8) yields a systems of six homogenous linear

equations with respect tG, . Arranging the equations in matrigrin and requiring the

determinant to be zerm tobtain nortrivial solutionsyields the secalled dispersion

equations,
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_ ye
tan((jh) = & Eq 5, for symmetric Lamb wave modes
tan(ph) (q2 . k2)

_ a2- k2 2
tan(((rq)h) = (q ) for ani symmetric Lamb was mode

tan(ph) 4cpg
2

aap W, .
~—-k°,a 9,1..., or shear horia ntal mode
&2h T ¢ "

Where p? +k* 2/ ¢ and g*>+k® =w?/c?. For an admissible solution hQ, the
coefficientsC, determine the contribution of each partial wave to a guided wave mode.
The displacement field can then be expressedaK exp( 4ut), whereX denotes a
guided wave mode.

Lamb wave modes are formed by combining four partial waves, namely the longitudinal

and inplane shear. After summation of the partial wavesdibplacement field of the

Lamb wave modes appears in the form

X' = X*(z)exp(ikx)
X2=0 (2.9)
X® = X*(z) exp(ikx)

where X*(2), X*(2are provided inAppendix A In the xdirection, a timeharmonic

Lamb wave propagates with phase velodfy= u/k. Its wavelength is determined by

/ =2 pk. In the thickness direction, superposition of the partial waves yields a standing

wave. | t -thisknegs hprofileu dgpends on the specific mode and frequency

examined.
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The shear horizontal partial waves construct theadled SH wave modes, given by

X'=0

N _gcos(apz/ d) exp(kx), & 0,2,4,..
"1 sin(apz/ d) exp(kx), & 1,3,5,...

X*=0

(2.10)

In contrast to Lamb waves, closed form expressions exist for their modal properties. For

fd
instance, the phase velocity of modeis given byc, =2¢; , Where

A(fd)’ - ¢

f =2p/ vis the frequency of the mode.

2.2.3. Forced motions of a plate

Forced guided wave problems are commonly solved using a suitable analytical method.
Among others, the normal mode expansion mef6@7]and methods based on integral
transforms, such as the Fourier transf¢t8] are commonly utilised. This work presents

an alternative technique to obtain an analytic solution of wave motion under a general
loading force. Specifically, the plate is treated as a finite body, and tools from modal
analysis are applicable. The methedsiraightforward and intuitive. Furthermore, there

is no need to define new concepts, such as a new orthogonality cof@jiorhroughout

the analysis, all quantities remain finite. A drawback of the method is that solutions are
naturally expressed in terms of vibration modes (standing waves) rather than travelling
waves. However, a standing wave can be expresstet asm of two travelling waves

[15]. After the final solution is derived, the limit A9 Hbis obtained.
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Consider the plate shownhiigure2.3. Forcing terms are considered to extend sufficiently
along the ydirection, thus, effectively, the dynamics are fully captured by studying a 2D
layer of the plate in the-X plane. Ultrasonic waves are assumegrtpagag far from the

left andright boundariesthus,a particularchoice of boundary conditions does not affect

wave propagation. Therefore, the boundary conditairtbe left and right edgesn be

g C can be

arbitraily chosen In fact, any complete set of functions liA

NS
NS

A

selectedIn this work, the set
{explk, x), k,=2p n/(,n =0,12 , b
is employed. Note that & Hs, ‘Obecomes a continuous variable.

A guided wave mode is defined by a point in the angular freqeeaggnumber domain,
1 hQ , where indice§)fE vary from zero to infinity To keep the notation simple, the

pair N is mapped to a single index, sy using the following bijection map
(p.n)- (p+n(p+n B/2 n n

This way, a guided wave mode is denoted by a single indéx. Since the modes form

a complete basis, the displacement field caexpandednto an infinite series form

u=Re& 5 " K (2.11)
m=0

— D
e

-

. 1
whereX is the m" normalsed mode )_Em =—— X, . The components of the metric

mm

tensor are given by
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O (X Xo) = 7 X AV 0P X, (D X0z (g7 (212

where( ) denoteshe conjugate operator

According to modal analysi®8,69], the time coefficient§ satisfy the second order

differential equation
"+ =E (1),

where 1‘%(t)=i f.(t)and f.(t) is the projection of the external foraen the

gmm

conjugate of then” mode,
fn(t)=RE(x 20 dv & x 2. (2.13)

Assuming zero initial conditionghe solution can be obtained accordindto h a me | 6 s

integral,
mapy - L :
t (t)—;prgr‘%( Jsin( @ - Nd
:Wipﬁ(A*(t' w,)sin(t) -B (t, y)cos( pr)
:2,:/I,-/p\/gl?((('Aﬁ '3}) P(Ah B|+))exp( in't) ((Bﬁ A) -H(Ah +B|)) ex.p(iyypt)
where
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A=Re{ AT Eocosty B | A =if | Ocos(, 9

t t (2.19)
B, =R f . )sinCy ¥ } 28, =i | O)sin, 1
Equation(2.11) can be expressed in the followingrfgr
(2 9= 80" 2= Xo(Jexl i)
:%'ai{gexp( (k x -Wpﬁ HA ex()(i Kk X Mg)}
where
1 1 .
AwR= = X, (3((B A) (A B8) (215)
and
A(z-Wk):iix(z)((A-g) {4 B) (2.16)
LA R ] EHA/CJmnq___m | )

Considerthe case wher@8® Hb. For clarity,indexd is replaced withnke , and the

displacement reads

u(x z t):%a aﬁ ex;é i k xwp) HA e>(p(ink X vg)]

n=0 p=0

Usingtheequalityk, =2p /¢, itis true thatDk = ., k, 2p/(, thus
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u(xz) =5 mA HA e (kxw,} mefikxn)k 10
0 %ﬁé‘oé' exp(i(kx 1)) dk ;Lﬁf*éoﬁ ex( i( kx w)) dk

where 0 is the last mode that contributes significantly to the sum. Therefore, the

contribution of a mode at a point in the angular frequemayenumber domaiw; k) is

given by
u(x z t;w, K= A(zw Rexp( { kx+ 1Y) +A(z whexp (i kx ) (217)

Some remarks with respect to the length of the gl&ddow. First, if ¢ is treated as finite,
a natural discretisation on the wavenumber occurs. Therefore, when solving numerically

the dispersion equations, one can use this discretisation, and seardt achk . Finer

discretisation in the wavenumber domain implies that a larger length was assumed. Next,
assuming a finite plate length provides analytical results that can be compared up to
amplitude with finite element method (FEM) simulation results, as FEM gumbed on

finite bodies. Finally, lettingg - =, the solution for an infinite body is obtained in a

rigorous and simple way.

The presented analysis is general, i.e., it applies in both cases where Lamb and SH waves
are considered. The solutions to the forced Lamb and SH guided wave problems are

provided inChapters3 and5, respectively
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2.3. Conclusion

This chapter addressed the background and theoretical underpinnings of guided wave
testingatinaccessible locationé literature review on techniques for inspecting hiard

reach areasvas conducted, where different techniques were discussed and compared.
Moreover,the theoretical framework fartrasonicwave propagatiowasexploral. The
discussion covered bulk waves in linear elastic sddiod guidedwaves in platdike
structures.A new solution method based on modal analysis for forced guided wave
problemswas presented. The proposed metbmatributes to the understanding of guided
waveexcitation but alsoffers a practical solution methodolofgyr forced guided wave

problems.
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Chapter 3

Singlemode Lamb wave excitation high-
frequencythickness products using a

conventional linear array transducer

3.1. Introduction

In this Chaptey attention isplacedon Lamb waveexcitationin plates and platéke
structures. The region belggvMHztmm has been extensively investigated by several
authors, particularly for steel and aluminium samfll8s70 81]. Recently, there has been
a research interes the region abovp uMHztmm [6,9,10,43,4547,55,82] which is
very attractive because of the potential for medmanmge, higkresolution inspection of
relatively thick samples at higher frequencies. For example, operatpmiditiztmm
implies guided waves can be generated gntenm thick plate with & MHz probe.
However, due to the dense spacing of modes sgeare 2.1), multiple modescan

propagatesimultaneously in the specimeromplicating signal interpretatiq@8,43] To
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excite a single Lamb wave mode, the study of the influence of key parameters on Lamb

wave generation is critical.

Lamb wavescan beexcited with piezoelectric, laseor EMATSs [83]. Among others,
piezoelectric transducer excitation includes we{#f$], comb [84], interdigital [80],
periodic [85], phased comly75,86] or apodised phased conjl]. The latter is an
extension of phased comb excitation, describing the case where both time delays and
voltage amplitudes vary across the elements of a conventional linear array probe with
individually addressable elements. Such arrays are commonly degtoyeulk phased

array ultrasonic inspections due to their flexibilipd therefore guided wave excitation
utilising these probes is advantageasghey are readily available and mature. However,
transducer size constraints and scanning resolutiomreagents for common engineering
structures obligate manufacturing usually abpwWdHz. This means that excitation at

high-frequencythickness products is required when inspecting plates around 10 mm thick.

Guided wave phased array excitation is influenced by two key objects, namely the
excitation and frequency spectryd3]. The appl i ed pressure | oa
determines the frequency spectrum. This profile is defined as the convolution of the
excitation signal and the impulse response of the array elements. In guided wave
applications, the excitation signal is tydlgaa finite-cycled toneburst, controlled by the

centre frequency, number of cycles, and applied winffdk The impulse response of

an element of the array depends on the specific array design and material properties.
Although this response might vary across the elements of the array, these variations are

usually minor, and thus all elements are consideredig&nUItimately, the frequency
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spectrum functions as a bandpass filter, passing only guided wave modes whose
frequencies fall within a specific frequency band. This band is determined by the
spectrumbs centr e [BA. doxencdenacsipgleannde, a baarowband d t h
spectrum is preferred, as unwanted modes ¢
excitation spectrum depends on the number of elements, pitch, time delagniw
apodisation profile employed. In the frequewvegvenumber domain, assuming linear

time delays and uniform voltage amplitudes, the poifQ where the spectrum
maximises appear as straight linegdjtation beams)rheir slope is determined by the

pitch, and the applied linear time delay law. Among the infinitely many excitation beams,

one passes through the origin of the frequemayenumber domain. In the frequency

phase velocity domain, this beam appears as a straight horizontal line at constant phase
velocity. Commonly, the time delays are adjusted so that the same excitation beam crosses
the desired mode at the centre frequency. This thaywo spectra intersect on top of the

targeted mode, which is then generated and propagates in the waveguide.

A systematic approach is presented, in an effort to determine the influence of the key
parameters related to single higher order Lamb wave mode excitation using a conventional
linear array transduceEmploying a linear time delay law, a single loligpersion higher

order mode is targeted attMHztmm. The arrayshe length, pitch and apodisation profile

are appropriately determined to optimise singlede excitation. More specifically, the
influence of the number of elements on the bandwidth of the excitation spectrum is
investigated. The effect of the pitch on the elimination of the grating lobes is studied in

detail. It is shown that, provided an appropriate pitch value, guided wave mode
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propagation is unidirectionalhis is due tdhe satisfaction of a condition involving the
pitch and wavelength of the selected mode. The possibilityribierenhancing the purity
of the targeted mode using an apodisation profile is expl&ngueriments conducted on
an aluminium plate verify the theoretical results. The Full Matrix is acquired, and all

signals are reconstructed synthetically.

The organisation of this Chapter is as follows. FirsSection3.2, anarray is modelled
asatransient periodic pressure load acting on the top surface pfateleading toan
explicit expressiorbetweenthe amplitudes of any modmdthe parameters relevant to
the excitation Then, a set of conditions related to the number of elements, pitch, and
apodisation profile is provided in Secti@3. In Section3.4, experimental results are
presented using a dataset acquired FMC method. Finally, in S8djdw®y conclusions

are drawn.
3.2. An analytical solution for theapodisedphased comb

array excitation problem

Consider a piezoelectric array transducer Witelements, width w and pitdhmounted
on top of a plate. The cross section of the plate at-is shown inFigure 3.1. Each

element exerts a surface load in thdirection. The size of the elements in thdirection
is assumed to be much larger than their widdtditection); therefore, the plane strain

condition holdq13].

41



ZI

—Ipo o m|Pr. o mpNi]
S_ i d=2h - [— |-“—ﬂ Lamb moc_ig?s o S

Figure 3.1. Apodised phased comb array excitation model. The platthicamess
d=2h. The pressuradr) on the top surface of the plate models thelement.

The external load can be expressed as a summation of the force of each individual element,
Nt T
ELamb(X’t) :a Pr ’_p :(O’ 0’ p% ( z -')) :
r=0

where] is the Dirac delta. fie solution for an arbitrary element of the array is
expressed in the local framie @ i I 0o 0, asshownagainin Figure3.1. The
global frame (x, zgoincides with the local frame of tkeroth elemeniThe pressurdoad

exerted by the elemei#t given by

b (% t)E AG(x Wil t M), (3.2)
whered ando izarethe maximum voltage amplitude and linear time delay applied
to thei ©Felement, respectivelyt is the time delay constantg(ti) is an0 -cycle

normalisedtoneburstwith centre frequenciQand &(xi; W) is the normalised pressure

distribution which is considered identical for alements and is usuallpodelledas
pistonsource, parabolisource distribution or a similar window function of width e

projection of load) on the ' modeassuming a plate of unit widts given by

oz .
fn=1 4/Ljpr(x,t)x,f;(x) X:(2dy( z- h dxd

o (3.2)
=AX:(z =H K OR,, © x Wexp(kx) a.
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Substitution of(3.2) into (2.14), assuming zero initial conditior@d neglecting the initial

timeo 0 7Q yields

A= AX(BR B x Weos(ky dx [ B )cos(y ) d (3.3)
B, = AX(Hfj, B x weos(ky dx 13 B )sin(y ¥ d (34)

andd 0 T Substituting(3.3), (3.4), (2.15) and(2.16) into (2.17), the displacement

componentu®of a modeat the top surfacef the plate reads

a it (B inyen(itoc wr) XL (g et tin w

=AAexg (kg wtr /).

u® (x, ht)=

The expression fou" and othercomponentssuch as velocity or stresemponentsis
similar. Emphasis is placed on deriving thecomponent of the displacement field at the

top surface of the plate, as this is sampled by the linear array.

Theterm0 appears in théllowing form,

A== XU 38 Rycod o] { 5@ s ol

") cob ik dx

TermO captures thsingleelementresponse of an array elemehtcan be decomposed

into three terms; the first is known as the excitability function, defined as

ELamb 1 (h)
2W gLamb (X l()
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This term is related to the properties of the waveguide and cannot be altered. The
normalsed excitability function for the first 10 guided wave modes gm anm thick
aluminum plate is shown ifrigure3.2 (a). The modes exhibit a transient behawiontil

they reach a local maximum, after whichith@mplitude is strictly decaying. At high
frequencies, modesTt and "Yt combine and form the Rayleigh wayé3], whose
excitability remains constant with frequen&ygure3.2 (b) displays the excitability of the

same modes a MHz. Neglecting the Rayleigh wave, the excitability is strictly

increasing from modeép to ou. The second term is the frequency spectrum, which can

be interpreted as the norm of the Fourier transforif{of,

[P (%0) =[5 Bt ime] o “AneRoswen] (£ Fodnn] @9

The temporal profile of the applied lo&d0 can be seen as the convolution of the
excitation signahndthe impulse response of an array eleméhé frequency bandwidth

of the main lobe of the frequency spectrum is approximately givésihy

Bw=2le. (3.6)
M

The third term is called singlelement excitation spectrum, given by
w2 o
e ‘nw,z & x) cos{ k¥ d* 37)

This term depends on the element width and spatial pressure distribution profile.

Assuming pistorlike excitation, the singlelement spectrum fan elementof width 1
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mm is shown irFigure3.3 (8). The maximum value is reached@t ttrad/mm, while
several local minima and maxima occur in the displayed range. However, Lamb wave
modes around T™MHztmm propagate at wavenumbers belovad/mm. The effect of
element width in this range is showrHigure3.3 (b). Theamplitude ohigh-wavenumber
modesis reducedwith increasing element width. For example Gt o® rad/mm, the
amplitude drop isp®, -v and-p ® dB for element width of @, p and p® mm,

respectively.

Linearity of(2.1) permits the expression of the totiidplacementield as a superposition
of the individual solutions of eadiement These solutionare transformed to the global

frame andsummedaccording to

N-1 N 1 L NE ) .
W(xh=8 | =§AAET™ ™) A AR YT NAH R T
rd r G

r=0

where

H. (W, k):%\/%le2 QNg %’ﬁ%coz{( ke wi( r -} (3.8)

and(/, # are phase values and do not affect modal amplitiides above form of the

spectrumholds for any linear time delay law aagodisation profé. It is important to

notethat the modadmplitudescan bedecomposethto

A=AH., (3.9)
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whered 00 .TermO is related solely to the response of a single elertta it is
determined by the frequency spectrummode excitability and element width.
Multiplication by 0 is merely rescaling and thus insignifica@n the other hand, the
excitation spectrum is strictly related to properties of the array, namely the pitch, number
of elementstime delay law andapodisation profile In the following section, the
properties of thexcitationspectrum are investigated in detail, to derive a set of conditions

for single-mode excitation.
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Figure 3.2. Excitability function for a 10 mm thick aluminium plate. a) Excitability
function of the first 10 modes. b) Excitabilitiwction of the same modas2 MHz.
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Figure 3.3. Singleelement excitation spectrum. a) Excitation spectrum for element width
of 1. mm. b) Excitation speaifor element width ofw=0.5,1 and 1.5 mm. Higher
wavenumbeare attenuated with increasing element width.

3.3. Selection of excitation parameters to enhance the
purity of asingle mode

If uniform amplitude® p are considered, the excitation specti(®8) simplifies to

sings. N( ksgw )

i

H.(w,k;N, s 0= (3.10

Nsin

(ksrw i)

iz

The spectrum depends on angular frequency and wavenumber, while the number of

elements, pitch and time delay law are treated as paramétetsermore, using the

transformationsd ¢A"®d  — and Q@ —h equivalent representations such as

'O "GP H fz can be obtained. To enhartbe forward propagation of a mgdsyat
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"th® , the time delay constant is selected to maxirf@se HQ , requiring the

denominator of the same expression to vaf86h

sin(%(ke s-w, ) 0 Yt % (3.11)

pe e

O

whereb O— and is anintegeFor0 T, the method is known as excitation at constant

phase velocity75].
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Figure 3.4. ExcitationspectrumiO for a 16element array with a pitch of 4.5 mm. a)

Spectrum in the frequenghase velocity domain. The main lobe is at constant phase

velocity. The white lines represent the dispersion curvegoitam thick aluminium
sampleb) Gated signal at 2 MHz, showing the main, grating and side lobes.

The excitatiorspectrumio "o NO A At for ap gelement array with pitch® mm on

top of the dispersion curves (in white) op amm thick aluminium plates shown in
Figure3.4 (a). Although the pitch value it representativef a conventional linear array
probe, it is selected here to make it simpler to illustrate the attributes of the spectrum,

namely the main, grating and side lobes. The time delay constant istseti ffo

48



p p wrs to enhancéy at "O ¢- (W& ¥ M O. The excitation beam at
constant phase velocity shown (main lobe), whileeveral excitation beams appear
below and abové (grating lobes)Fortunately,not all of these beams are relevant to
guided wave excitation. This is based on the fact that all guided wave modéhkilea

well-defined region bounded lilge Rayleigh waveéy and cutoff velocity G gy 1, 1

AR AR YRy
thereafter referred to as the excitable phase velocity region. Therefore, beams outside this
region do not intersect with a guided wave maddthus have no effecn guided wave
excitation. For common steel and aluminium sampi®s, o m/ms andq @it f GG
m/ms.The excitation spectrum captured by the gat®at™Qis shown inFigure3.4 (b).

The spectrum consists of the main, side and grating .|dlm#s that the display dynamic

range inFigure3.4 (a) thresholds all but the biggest amplitude side lobes.

The features of the excitation spectrimFigure 3.4 (b) are familiar from bulk wave

steering. In factdirect comparisonfq3.10) with the directivity functior{88] for phased

array steerin©O — reveals that setting
. C,l .
sing,,= *>andsin g % (3.12
s

it turns out that

Hz(qaz) = H° ! (313)
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where[ ,[ arethe azimuthal and steering angles with respect to the centre of the array,
respectively.This means the material for phased array beam steering is transferable to
phasedarray guided wave excitation. Howevtre performance of the array is not tested

against angleg,, but phase velocity, which is not a material constant due to the

multimodal and dispersive nature of guided waves. Note that settifag —and

OF1 pyields identical results, however, the former choice is made.

In what follows, emphasis is placed on the main attributes of the spectrum to improve
guided wave excitation. More specifically, Bection 3.3.1, the bandwidth of the
excitation spectrum is defined aad explicit form relating its width to relevant excitation
parameters is provideth Section3.3.2 a setof conditions on the pitch of the array are
derived, to eliminate the grating lobes in the excitable phase velocity régmatly, the
general form of the spectruis re-considered and an optimised apodisatioafile is

derived to further enhance the purity of tagetednodein Section3.3.3

3.3.1. Bandwidth ofthe excitation spectrum at constant phase

velocity

At high-frequencythickness products, the ledispersion modescan be roughly
approximatedas straight horizontal lines in the frequespdyase velocity domairkEach

guided wavanode can be associated with a phase velocity bandwidth, defined as

50



where® is the phase velocity ahode®and® hd&  arethe phase velodés of the
modes closest t@such thato @ @ .The preceding definitiois useful, as it

guantifies how oO0fard the examined mode

bandwidth of ¢ atg¢ ™MHztmm is shown irFigure3.5.

45r [ T
|‘ L I‘. | \\ A\ Y -------- Antisymmetric
\ \ i \ . Symmetric

350 |
\ .
\ Sea

Phase velocity (m/ms)
/

250

L . . L L )
0 0.5 1 1.5 2 25 3
Frequency (MHz)

Figure 3.5. Phase velocity bandwidth of moteat 2 MHz on a 10 mm aluminium
plate.

Next, attention is shifted to the phase velocity bandwdaithof the spectruniO . Based

on the above, singlmode excitation requires

Dc,/2 < & and cp/2 & (3.14)

p

wherez® is defined as the phase velocity interval containing the main lobe together with

the left and right peak side loheseFigure3.6. More specifically, using46) from[88]
and (3.12) the phase velocity corresponding to the laoalximaof the first threeside

lobes located on the rigkhtand side of the main lolveads

e m i=2,- 3, -£ (3.15
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with corresponding amplitudes atp & dB, p ydB and ¢ pdB, respectively, as
shownagain inFigure3.6. Includingthe peak side lobes in the definition of the bandwidth
ensures the maximum amplitude outside the bandwidth regna gseatethan p aB.

Note that n the aboveequation,the dispersion effects are neglected. This is a valid
assumption for the lowdispersion modal region. For exampldien™ is targetedihe
errorbetween the exact phase velocity value corresponding to the maximum of the peak

side lobe and3.15) is less than® P Employing (29) from[88] and(3.12) and setting

) ¢, 3 is given by
s 2/, 6 .82/[ 066 4/
[x (o) + € = l e 2 EC .
P Ns 2 ENs @0 "Ns ™

The above=quationshows that théandwidth of the excitatiospectrun increasesvhen
thewavelength and phase velocity of taegetednodeare increased bukecreases when
the total length of the arrag increased. The length can be increasedhbyeasing the
number of elements or the pitch. Howevernglsbe shown inSection3.3.2 increasing
the pitch can have negative effects, as grating lobag appear. The phase velocity
bandwidth of™ at 20 MHzt mm and the bandwidth of the excitation spectrum
corresponding to armrray with pitch T& vmm operating at MHz for o & tand

p ¢ glementsregivenin Table3.1. We dserve thagw 30 , which suggests that
the modal density increastes lower phase velodis The minimum number of elements
required to satisfy conditiof8.14) is given by

_ 2/,
Dc,/2<Dc)” - N >D?‘scpe_ N 90,
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which suggestsy can be exciteéfficiently with an array length above 68 mm

noag dAe
A(,P ~ ﬁcp(,

-13.5dB

-18dB

25 3

3.5

4

Phase velocity (m/ms)

Figure 3.6. Excitation spectrufO at 2 MHz for a 64element, 0.75 mm pitch array.
The maximum amplitude of the peak, second and third side lobes is shown

Table3.1. Phase velocity bandwidth @atMHz of mode™6 and a 0.75 mm pitch array
with 32, 64 and 128 elements

Phase velocity | 3® (m/ms) |30 (m/ms)| 30 I¢ (m/ms)
Mode/Spectrum

(m/msg)
S3 o X T G e, P -
o0 ¢ elementarray o X - - ™ W
@ 1 elementarray oX X - - T 1T
p ¢ Y Qement

o X - - T U

array
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3.3.2. Elimination of grating lobes in the excitable phase
velocity region

The grating lobes correspond to local maxima of the excitation spectruaneafuaind by
setting the denominator of the spectri@nto zero.Combinng (33) of [88] and (3.12),

their location is determined according to

c,(m) Q m—! S (3.16)
whered is an integerFor thegeneralineartime delay law given i3.11) the main lobe
occurs fora 0, whilea U corresponds tgrating lobesTherefore, there exists an
infinite number of grating lobes. Nevertheless, as stated earlier, only lobes that lie in the
excitable phase velocity region are relevant. To eliminate them in this region, two
necessary conditions are requir€tle first requireshe lobe at the right 0 p(see

Figure3.4(b)) of the main lobe to occur at phase velotiigher than the ceff,
(M ¥ 1} Gzu- (3.17)

The second condition requires the lobe atiéftax U p of the main lobé&o occurat

phase velocityower thanthe Rayleighwave velocity
c,(m ¥ 1 s (3.18
At this stage, it is convenient taansform(3.16) in thefrequencywavenumbedomain,

2m

P2 e (3.19)

2 v
{s ¢

k = W-lm
S

n |~
oen%z

e

WO o
wpﬁi'\’
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This form is advantageous as it explicitly contains the frequency, which can bé&zXet to
"Q In the frequencywavenumber domain, the excitation beams appear simply as straight
lines of equal and positive slopand the excitation beam for  Ttintersects the

frequency spectrum (in red) on top & mode at 2 MHzas shown irrigure3.7.

Antisymmetric
Symmetric

Wavenumber (rad/mm)
Amplitude (dB)

Frequency (MHz)

Figure 3.7. Excitation spectrurfO in the frequencyvavenumber domain for a 32
element array with pitch 2.25 mm and target modé@to . The white lines represent
the dispersion curves of a 10 mm thick aluminium sample.

Condition(3.17) reads

o ~ _1 ,
w_ 42 2p g%ﬁ(v ) ¢ <k (3.20)
Ccut—off (;/e S - S 1'@

Similarly, condition(3.18) is stated as

3 0 +1 .
w dp 2m 9%p(vrY) g _k (321)
Cs (;/e S = S Cphase_l
Ce
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Conditions (3.20) and (3.21) set an upper bound for the pitcBxploiting the fact

that s t G h 23O Gy h 2fOE any guided wave mode, both conditions can be
expressed in the more compact form mi m—h— hwhere— h- are positive

numbers such thap , Jems r — andd n e P — . Asan example, consider an
array ontop ofa 10 mmaluminiumplate operating at MHz with target mode S3 hen,

- ™R T& b_ p& ymm, andsimplecalculations yield

O 1 El——h —— & mme
p 8 8 p s %A

Condition(3.20) proved stricter than conditidB.21) at the scenariabove That is indeed
the case when lowdispersiormodes close to the Rayleigh wave are targeted. Therefore,

for the cases examined in this work, only condi{i@21) is significant.

The above conditions do not eliminate grating lobes in the backward direction. For this

purpose;,O is examinedThe grating lobes are located at

&4 m/ 8
c,= % — D (3.22)

In a similarmanner (3.22) is first transformed to

k= Ly 3/ 21 v o Z2m (3.23)
S S ¢/.t fs = S



which shows that the excitation beams related to backward propagation are also straight
lines with equal but negative slopéext, itis required tlat the excitatiorbeamgiven by
a U p does not intersect with the frequency spectrum inside the modal region, as

shown inFigure3.8.

Antisymmetric
Symmetric

citation beam m' = 1

Wavenumber (rad/mm)
O
Amplitude (dB)

-18

Frequency (MHz)

Figure 3.8. Excitation spectrurfO in the frequencyvavenumber domain for a 128
element array with pitch 0.75 mm and target modé Gt

This is ensured if the excitation beaassumes a higher wavenumber value that the

Rayleighwaveat™Q "Q

a 02p(-v 4 .
w_ f2p 2p 02p(ve) o, ko (3.24)
CR Q/e S - S 1+Cphase

CR

In contrast to conditiof3.20), condition(3.24) is not only necessary, but alsofficient.

In other words, if it is satisfied, unidirectional propagation is enforEadhernore, if

Gy e Ao A0 the condition becomds —, which is a welknown condition applied in
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phased array beam steerifi@8]. Note that this condition is related only to the

unidirectionality of the mode and not to propagation in the forward direction.

Although conditions(3.20) and (3.24) were derived in a systematic way, some
assumptionswere made. Specifically, the whole derivation is solely based on the
excitation spectrum, completely neglecting the effect of the seiglaent response. In a
sense, it is assumed tleasingle element distributes energy uniformly across the modes,
when in fact, more energy is distributed to the-lwavenumber modes, especially for
arrays with largevidth elements. Furthermore, the excitation beams and frequency
spectrumaresimply treated as lines with zerahdwidth For these reasons, in practice,

these conditions are expectedoeslightly violated.

3.3.3. Apodisation

Apodisationprofiles can be employed to potentially improve guided wave excitation.
Standard podisationrwindows such as Hanning or Blackman eliminate the side lobes but
increasehe width of the main lobpt1]. In this sectionan apodisatiorprofile is derived
based on an optimisation proce3is optimised profile is compared with common

apodisation profiles in Sectid®14.3

Consider the generabiim (3.8) of the spectrun®© . First, the terms that do not depend on

frequency or wavenumber are omitted. The modified spectrum is given by

N-1r 4

H=8 &A A cos((ks- wi(r -q))

r=0q 9

which can be expressed in the more compact form
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H = ATHA

H=A PEAwhereQ o B andOis all () matrix with elements

[|Erq] gcos((ks- wi)(r -q)) . q «

1 0, otherwise

whereifj 18 A p. Next, an objective function that neetb be maximsed is

defined[77,89],

_ATHEA
ATHEA

(3.25)

P i

o Pi 9 -
where t =3 HE(f_ k) andH (B QH (E _k ). The points in the frequeney

epi’™ ep)
pi=0 p ®i

wavenumber domai(nfepi,kep) : ( fsp'h(sp) correspond to modeo enhanceindsuppress,

respectivelyThe critical poins of 3 are found by imposing thfellowing requirement

n, De (W HE /(H BHI§E 0 RA VA (3.26)

whereY O ( 'O (. Solution of (3.26) resultsin finding the eigenvalues
and eigenvectors oY. In the cases examined in Secti®d@.3 Y was found to be an
invertible matrix. "he apodisation profile is selected as the eigenveigywhich

corresponds to the largest eigenvdlue .
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3.4. Experimental results

The experimental setup is presentedFigure3.9. Two linear¢® UMHz Vermon arrays

with 128 elements and a pitch o umm wereused in pitckcatch configuration on top

of ap ™mm thick 6082T6 aluminium plateFMC data was collectemlongan overall line

scan of 192 mm by using each element of the receiver probe as independent receiver. The
length of the phased array probe is 96mm so the 192mnsdare was captured in two
steps (2x96 mm) by manually moving the probee separation distance was set in the
first captureat approximately, 1 mm edgeto-edge The transducers were aligned with

a metallic frame (not shown Figure3.9). The signalsveregenerated and received with

the 32Tx/32Rx/128E FI Toolboj©0], which is an array driver capable of producing
arbitrary waveform signals using pulse width modulation with-staBe pulserThe
samplingfrequencywas set tw TMHz. To excite a single mode, a narrowband signal was
required. For that reason, in dHe following results, the excitation wasparcycle
Hanning windowed toneburst centred aMHz, leading to¢ MHztmm operating
frequencythickness product. The excitation signal was Hanning windowed to suppress
any sidelobeg$71]. The selected number of cycles narrows the frequency band of the
signal to approximately 0.17 MHz atp dB. Although this is desired to excite a single
mode, an immediate downside is the decrease in spatial resolution of the travelling wave
as the length of the waygacket increases. However, the wavelengths of the guided wave
modes at 20 MHmm are in the range @&® o mm for the lowdispersion modes, say

0p ™. This can compensate for the high number of cyclestwidldimensional fast
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Fourier transformZDFFT) [91] results are presented on top of the dispersion curves (in

white) for thep Tmm thick aluminium sample that was used for the experiments.

1 mx 0.3 mx 10 mm aluminium plate

Figure 3.9. Experimental setup, showing two linéa5 MHzarrays with128elemens
operating in pitchcatchtechniqueon top of a 10 mr6082T6 aluminium plate.

All signals were reconstructed syntheticg®2,93] More specifically, yen thefull
matrix of signals| o hwhere index andr denote the transmitting and receiving
elements, respectively, the linearity 1) suggests the reconstructed signadvats

given by
g(x:h 9 =8 Agy(t 1),

This means once tHall matrix is obtained, any delay law and apodisation profile can be
constructedsynthetically.In this work, only linear time delays are considered; however,

general voltage amplitud€s are addressed in Secti8nt.3

The 2DFFT of a single element of the array is showRigure 3.10. Considering the
amplitude decompositio(B.9), this plot is related to term . Essentially, the single

element response sets an amplitude floor, which is ¢hbanced or suppressey the
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excitation spectrum. Simple examination reveals more energy is piaceée low
wavenumber modesvhich are in general more dispersive, suchyand™Y, while little

energy is distributed to higher wavenumber modes, suolp asd™p8 The 2DFFT map

reveals that there is an offset between the experimental data and the dispersion curves,
especially for highwavenumber modes. This error is likely due to the frequency
wavenumber discretisation involved in the 2DHB%]. The numerical error was found

to be around 3% and did not cause any problems throughout the analysis, so it was deemed

acceptable for the purposes of this work.

In the experimental results that follow, modeat "ChQ ¢ MH o® T dndm was
targeted.Based on the excitability function presentedFigure 3.2 (b), "6 is more
excitable than any lower order modegatMHztmm. Furthermore, this mode is less
dispersive compared to higher order modes suérvBE®M eFE ,A9. ModesdT and”Y
exhibit little dispersion and high excitability. However, méiewas preferred due to its
lower wavelength at MHz, namelyp& «nm, over 2.03 an@.21 mm of 6t and™Y,
respectively. Modes A4 and S4 are also considered in S&dad In all that follows,

modes BT and™Y were excited usin@B.11) withv 118
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Wavenumber (rad/mm)
Amplitude (dB)

Frequency (MHz)

Figure 3.10. 2DFFT of a single element for a-t4¥cle Hanning windowed toneburst
centred at 2 MHz. More energy is distributed to the-\eavenumber modes.

3.4.1. Experimenal investigation of the influence of the

excitation spectnnd bandwidth on singkenode excitation

Three different setups are presented, varying the numbaemientsn the transmitter
array, to investigate experimentally the e
guided wave excitatim In all setups, uniform amplitudés p and time delay constant

z ¢ ntms were employedihe excitation bandwidth as givenTable3.1 is plotted in

red on top of the 2DFFT results presentedrigure 3.11 (a), (b) and (c). In the first
configuration, only the firstr celements of the transmitter array were used. As shown in
Figure3.11 (a), a significant amount of energy is distributed not onlyddut also to its
neighbours, namely modésy and0t. This is expected, as the excitation bandwidth
associated with a 3@lement arrays large enougho significantly overlap wittbc and

0T aroundg¢ MHz. In the second configuration, the figgttelements were used for the
excitation. Energy leakage is reduced, and more energy is focused oidnede~igure

3.11(b). This is due to the narrower spectrum bandwidth@fealement array. Finally,
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the excitation is further improved by utilising gll¢ dlements and can be considered
single modeOverall, the response improves significantly when the number of elements
is increased, which narrows the bandwidth of the excitation spedixemple Ascans

for the three configurations investigated are provided to help understand the effect of the
number of elements on the excitation. The signals showigure 3.12 (a), (b) and(c)

were captured at a distance of around 303, 307 and 320 mm from the first element of the
transmitter array, respectively. This way, the peak amplitude of S3 occurs araupnd

for all three cases. The group velocitieofiy anddt were found to be& ym/ms,

¢® ¢m/ms and 2.45 m/ms, respectively, with errors less than 0.5%, 0.5% and 1.3%

compared with the theoretical group velocities obtained from the Dispersion Calculator

[95].

Amplitude (dB)

2 E 2

Frequency (MHz) Frequency (MHz) Frequency (MHz)

(a) (b) (c)
Figure 3.11. 2DFFT produced witla 0.75 mm pitch array and a) 32, b) 64 and c) 128
elements.

o’ (arbitrary)
o' (arbitrary)

' L ' L ' gl . L ' L L gl . . L '
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(@) (b) (c)
Figure 3.12. Example Ascans targeting mode S3 varying the numbederhents. a) 32
elements were used; modes A3 and A4 are present. b) 64 elements were used; modes A3
and A4 are suppressed. c) 128 elements were used; mode S3 is dominant.

3.4.2. Experimendl verification of the generation @frating

lobes

Another set of experiments was conducted to examine the validity of conqBiafs

and(3.24), whichreadi ¢& ynmandi T@& tmm, respectively.

The 2DFFT in the forward direction for p®h& uvando mmis shown inFigure3.13

(@), (b) and (c) The data was obtained from the same FMC datasskipping one, two
andthree elements of theansmitterarray. Theactive aperturavaskept constant ab @
mm, and voltage amplitudes were unifarfiimroughout the plots, the red line indicates an
excitation beamFori p&® mm, condition (3.20) is satisfied anda single mode is
generated in the forward directioas no excitation beams intersect with the frequency
spectrum and only¢ is excited,seeFigure3.13 (a). The response is very similar to the
one presented ifrigure 3.11(c). However, fori ¢& uvmm, an unwanted modes
generated, as shown kigure 3.13 (b). Thelocation of the unwanted mode is at the
intersection of the frequency spectrum watih excitation beam (grating lobe), which can
be found by substituting p in (3.19). This means conditior(3.20) is violated
somewhat earlier in practice, which is expectedboth the frequency and the excitation
beams are associated with finite bandwidths. The effect af the p beamis present

also fori o mm, as shown ifrigure3.13(c). The increasi pitch has shifted the beam
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to the left thus, compared to the previous caskigher wavenumbeasnwanted mode is

generated

Next, the 2DFFT for guided wave propagation in the backward direction is presented in
Figure3.13(d), (e) and (f)for i p®h¢& wndo mm, respectivelyThis time, the time

delay law appliedsynthetically is given by o O p iz, to mimic a beam
propagating in the wdirection. In what follows, thet dB value corresponds to the
maximum amplitude of th&rward propagating wavd-or example, thetdB value in
Figure3.13 (d) corresponds to the maximum amplitudé~mure3.13 (a). Note thatdr

i 1) umm condition(3.21) is satisfied anaho energy higher thanp wB was found

to propagate in theackwarddirection, thus this result is not presenteak.all three setups,
condition (3.21) is violated andunwantedmodespropagate. Thesare located at the
intersection between the frequency spectrum anckxbationbeams given by3.23).
Specifically, fori  p&® mm, the excitation beam for  p intersects the frequency
spectrum, and two unwanted modes are generated, as sh&guie3.13 (d). Figure

3.13 (e) shows that for ¢& umm, the excitation beam for ~ p does not activate

any modes, but the beam for ¢ does. InFigure3.13 (f),i o mm, two excitation
beams intersect with the frequency spectrum inside the modal region, causing lower and
higher wavenumber modes to be excitBue above results are in strikingreementvith

the material developed in Secti8r8.2
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Figure 3.13. Top Row: 2DFFT in the forward direction, varying the pitch valué (a)

p® mm. (b)i ¢& unm. (c)i o mm Bottom Row: 2DFFT in the backward
direction, varying the pitch value. (d) p& mm. (e ¢& uim. ()i omm.

Similar results can be obtained if the elements of the array are grouped to simulate larger
elements. For example, instead of skipping two elements, the array can be partitioned into
groups of three elements, combinietementstt c¢ho uvfB Ip ¢ op ¢ LThe two
approaches are equivalent in the sense that both give the same pitch value. However, the
response of a single group is different from the shedgenent response shownRigure

3.10, due to the larger width of the group. The 2DFFT of a group that consists of three
elements is shown ifigure 3.14. The energy distribution to the higher wavenumber
modes is belowl8 dB. This makes targeting these modes more challenging, mainly for

three reasons. First, even if conditi@R20) is satisfied and no grating lobes are present,
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a small amount of energy may still be distributed to-\eavenumber modes, as the group
element response enhances these modes significantly. Second, the energy of the high
wavenumber targeted mode is decreased compared to the case where the elements are not
grouped, leading talower signalto-noise ratio. Comparison of the 2DFFT result shown

in Figure 3.15 (a) with Figure 3.11 (c) revealed that the amplitude & was 10 time

lower. Finally, if condition(3.20) is violated, the unwanted modes are expected to

dominate the signal.

Antisymmetric
Symmetric

Wavenumber (rad/mm)
Amplitude (dB)

Frequency (MHz)

Figure 3.14. 2DFFT of a group of 3 elements. More energy is distributed to the low
wavenumber modes

Figure3.15(a), (b) and(c) present 2DFFT results in the forward directigrouping two,
three and four elements, respectivelyne red line on top of the graphs indicates an
excitation beamAll remaining parameters were kept identical to the results already
presented in Sectio®4.2 The 2DFFT for pitch valup® mm is shown inFigure3.15

(@). Similar toFigure3.13(a), most of the energy is focused ‘tdBHowever, in this case,
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energy leakage toward lewavenumber modes is presenEigure 3.15 (b) and (c)
correspond to pitch values ¢& wando mm. Again, these are similar Fagure3.13 (b)

and(c), but with a sharp difference. Specifically, the energy of the targeted ade
significantly lower compared tiheenergy level of the unwanted modes, which dominate
wave propagation, being approximately 18 dB higher than S3. This is expected, as the
singlegroup response amplifies lewavenumber modes, séegure3.14. The results for
propagation in the wdirection are very similar to the ones already presenté&dgime

3.13(d), (e) and(f), andarethereforenot repeated here.

Frequency (MHz) Frequency (MHz) Frequency (MHz)

(@) (b) (c)

Figure 3.15. 2DFFT in the forward direction, varying the pitch value.i(a) p® mm.
Mode S3 is dominant. (b) ¢& umm (c) s=3 mm.

3.4.3. Experimenél assessment of apodisation

The experimental results presented so far assume uniform voltage ans@ituoiss the
elements of the array. This raises a natural quesiibather an apodisation profile can
improve the purity of the targeted mode. Here, three apodisation profiles are compared,
namely uniform, Blackman window araptimised as shown irFigure 3.16 (a). The

optimisedprofile is the result othe optimisation problem described in Sect®B.3
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where the points in the frequenraavenumber domain to enhance and suppress are
manually selected based d-igure 3.11 (c). In general, the definition of a suitable
objective function is a subtle issudifferent apodisation profiles result from different
definitions. Herethe points to enhance and suppressta@oins of maximum amplitude

of " andd1 fwhich in the frequencephase velocity domain are given B@o and

~

"thoo ¢8t M H io8o v p/m s. The effect of each of théreeprofiles on the phase
velocity spectrungated at 2 MHas shown inFigure3.16 (b), similar toFigure 3.4 (b)

but plotted in dB scaleAs expected, the Blackman window significantly reduces the
amplitude of alkide loles;however, the width of the main lobe increases. On the contrary,
the optimisedprofile's spectrum is very similar to the uniform spectrum, with one key
difference the second side lobe's amplitude is significantly reducedp&alkof this side

lobe occursat  o®o v m/ms which is very close t@® . The amplitude obt at
"t depends on the magnitude of the excitation spectrum at the same point. This

means that the second side lobe is primarily responsible for the generatipraof it is
exactly the same lobe that is suppressed by the optimised apodisation profile. Therefore,
by reducing the magnitude of the second side lobe of the spectrum, the anipliigde

expected to decreasehich is beneficial to enhance the purity of mode S3.
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Figure 3.16. (a) Uniform, Blackman and optimised apodisation profilesaft28
element array(b) The excitation spe@ifor each of these profilese shown

The effect of the selected profiles on guided wave excitation is further investigated.
Specifically, an experimental 2DFFT for each amplitude profile is com@utddshown

in Figure3.17. The overall improvement is visible in the 2DFFT graphs.

Figure 3.17. 2DFFT results for different apodisation profiles. The unwanted modes are
encircled in red(a) Uniform amplitudegb) Blackman window(c) Optimised profile.

The performance of each profile farther measured with the definition of an objective

functionthatis similar to(3.25), defined by
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A A (fk)

DE —pi=0

A A (1K),

pi=0

but in this caseAE( fepi,kep), AE( o, K ) represenamplitudes extractednanuallyfrom

Sp’ iBp
theexperimental 2DFFT resultBor this calculation, four points 8% andfifteen points
of 0T were selected aroungdMHz. Then, the amplitude (linear scale) of these points was
extracted from the 2DFFT for the cases of uniform, Blackman and optimised apodisation
profiles. Theexperimental objective function together with its numerator and denominator
are shown inFigure 3.18. The amplitude of the target mode for uniform amplitude
excitation was set to one and all others were scaled accordisglgxpected, the
optimisedapodisation profile performs better among the selected, thuggesting it is

themost appropriate choice for singi@ode excitation.

w
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Figure 3.18. Amplitude comparison between uniform, Blackman and optimised profiles.
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Next, the possibility of further improving singleode excitation using apodisation is

investigated for more higher order modes, namehand™Y .

Figure 3.19 displays 2DFFT maps in the frequenggvenumber domain. Uniform
voltage amplitudes were employed. At 2 MHz, the wavenumber values and™Y

reado® 1 rad/mm and;& p md/mm thus the required time delay constanp ig ns

andp ¢ s, respectively. However, since the samppegodis 20 ns, the applied time
delays need to be rounded to the closest multiple of 20, leading to 180 ns and 160 ns. This
introduces an error of 5 ns and 7 ns. To bypass this issue, the excitation frequency for
mode 6T was shifted top@ tMHz. This way, energy is centred alQ hQ

pB T OB U I & , as shown ifFigure3.19 (a). Targeting this point requires a

time delay constarg p Y ms Most of the energy is focused om, while some
energy leakage is observed at modésand ™. A similar frequency shift may be
employed to excitéY atp ¢@ ms. However, to illustrate the effect of applying a time delay
law slightly different from the nominal one, modé was excited at 2MHzThe
maximum energy was found at poif® hQ pBo @ 'Od G I G , seeFigure
3.19(b). Although the target mode is excited, in this case, ndadis significantly excited,

spanning a wide range of frequencies, fioo 1o ¢® UMHz.
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Figure 3.19. 2DFFT in the frequenewavenumber domain using uniform amplitudes
and targeting mode&) A4 and(b) S4.

The performance of uniform, Blackman and optimised profiles is tested on the selected
modes. The optimised profile for mode is shown inFigure 3.20 (a). An objective
function according t¢3.25) was defined. The point to enhance was selected as the point
of maximum amplitude odt. The points to suppress were selected as the maxima of the
first three side lobes of the excitation spectrum at 1.94 Nrimire 3.20 (b) shows the
optimised profile for modéX. Again, the point to enhance was selected as the point of
maximum amplitude of the targeted mode. The maxima of the first five side lobes at the

same frequency were suppressed. These maxima occur at
® T& st P by ™ E GBR gn/ms.
All these side lobes contribute to the excitation of the unwanted thadas it spans a

wide frequency range, approximately fraé 10 £& MHz at-18 dB. In this case, the

Blackman window is expected to yield satisfactory results, as it effectively suppresses all

side lobes.
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Figure 3.20. Optimised apodisation profiles for A4 and S4 moBsApodisation profile

targeting A4.(b) Apodisation profile targeting S4

Figure3.21 (a), (b) and(c) present 2DFFT results for uniform, Blackman and optimised
apodisation profiles when the target mod®1ts Visual examination reveals that the
optimised profile performs best, se@ure 3.21 (c), while the uniform and Blackman
window have similar behaviour. However, this is not true when targeting odee
Figure3.21 (d), (e) and(f). In this case, the Blackman window yields better results, as
shown inFigure3.21 (). This is not surprising, as the Blackman window suppresses all
side lobes, and in this case, multiple sidelobes contribute to the generation of A5. The
amplitude of the relevant modes extracted from the 2DFFT graphs is shbignrie3.22.

The procedure followed was similar to the one describedrifpure 3.18. Specifically,

eight points alon@t and fifteen points alond¢ and™ aroundp®> tMHz were selected

for Figure 3.22 (a), while seven points along S4 and seventeen points alomgound
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p& dMIHz were selected to produéégure 3.22 (b). The results agree with the previous

observations.
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Figure 3.21. 2DFFT results for different apodisation profiles. Top Row (£a):
Uniform amplitudes(b) Blackman window(c) Optimised profile. Bottom Row (S4Jl)
Uniform amplitudes(e) Blackman window(f) Optimised profile.
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Figure 3.22 Amplitude comparison between Uniform, Blackman and Optimised profiles.
(a) Mode A4 is targetedb) Mode S4 is targeted.

3.5. Conclusion

This Chapteffocused on the proper selection of key parameters for singtke excitation

in the higherorder moderegion with a conventional linear array. Ilhear array was
modelled, andan important decomposition between the excitation spectrum and the
response of a single element was made. Then, a set of conditions was degVethje

3.2. Thesecan be seen as guidelines for the proper selection ofutimder of elements,
pitchand apodisation profil&.he firstconditiondetermines the phase velocity bandwidth
and provided a pitctvalue decides the number of elements. The secand third
conditions areelated taeliminatinggrating lobesn theforwardand backward directions,
respectively Violation of the second condition will lead to the propagation of unwanted
modes since a grating lobe will intersect with the frequency spectrum, generating low
wavenumber modes. However, satisfaction of the same requirement doessood

singlemode excitation; for example, unwanted neighbouring modes might be generated
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due to the small aperture length of the array. This means this condition is only necessary.

On the contrary, the third condition is also sufficient since it ensures unidirectional
propagation. This condition is stricter than the necessary condition, serise that if it

is satisfied, the necessary condition is satisfied as well. Therefore, it can be used to
determine the pitch of the array. More specifically, the pitch should be small enough to
satisfy this requirement, but large enough to increasethdength of the array and thus
decrease the =excitation spectrumds bandwi
optimised, to possibly enhance the purity of the targeted mode. The exact form of the
objective function is defined online, after perforgie 2DFFT analysis. This can be seen

as a calibration process, tuning each voltage amplitude to improve guided wave excitation

and propagation.

An experimental FMC dataset was obtained to validate the above theoretical results. This
allowed different numberof elementsand pitch values to besvaluated after post
processingthe sameraw data signals.The agreement between the theoretical and
experimental results was strofgnphasis was placed on excitig, although modest

and"Y were targeted as well. The performance of different apodisation profiles was
evaluated for each of these modes. The suitability of the apodised window depended on
the energy distribution of the unwanted modes in the 2DFFT map. When they spanned a
narrow frequency range, the optimised profile gave better results compared to the uniform
amplitudes and Blackman window. However, when the unwanted mode spanned a wider
frequency range, multiple side lobes needed to be suppressed. In this case, the Blackman

window was found to perform best.
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Table3.2. Conditions for singlenode excitation

Condition
Condition Description
No.
Suppression of
1 Dc s pe neighbouring modes of
targeted mode
s< /e No grating lobes in
2 1 Cphase ) )
Coot direction
/ No grating lobes in
S< e - - - - -
3 1+ Cohase direction(unidirectional
CR
propagation)
Furtherenhancement of
4 | A@ the purity of the targeted

mode
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Chapterd

Mediumrange throughhickness focusing

using Lamb waves

4.1. Introduction

Although a fair body of work is committed to the developmenvi&f-GWT, there are

still important considerations that limit the wide application of the technique. Specifically,
while in Chapter3 it has been shown that a single guided wave mode can be generated
and received, it is difficult to size indications reliably and determine the severity of
damage using purely the amplitude of the reflection of the received modes. The scattering
behaviour 6 ultrasonic waves is complex and depends on defect size, orientation, and
geometry. Moreover, the variation in energy distribution across modes means there is no

consistency in the reflectivity from different flaws

In Chapter3, an array probe was used to selectively excite a single higher order Lamb
wave mode. In this Chapter, an array is usefbcuson mediumrange distancesgsing

Lamb waves. The array is mounted on a wedge to excite and receive modes that require
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an incident wave at high anglgk3]. Multiple higherordermodesare selectively excited

and time delayed to arrive simultaneously at a selected cross sectian,, ssyshown in
Figure4.1. The modes are then weighted and superimposed so that energy is focused on
a specific point at® f . By altering the modal weights, the focal point can be swept

across thehickness of the plate.

The structure of this Chapter is as follows. First, in Seati@hLamb wave focusing is
presented, and analytical results are outlined. Next, in Set@psimulation results are
presented, testing the technique against various defects. Then, in 8etoperimental

results are illustrated and discussed. Finally, in Section 4.5, key conclusions are drawn.

rd Xos

|
|
10 mm X SS—f{;& 8@*) N % focal point

Figure 4.1. Schematic showing Lamb wave focusing approach. Multiple guided wave
modes are combined to focus the energy at a specific cross sectand depth.

4.2. Theory

In this section, the fundamental theory for Lamb wave focusing is outlined. The excitation
of Lamb waves at high frequentyickness products is discussed in Sectddhl In
Section4.2.2 the details of the method are presented. A sensitivity analysis is performed

in Sectiord.2.3 to study how various parameters affect focusing.
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4.2.1. Single mode excitation at high frequertyckness

products

At high frequencythickness products, aroudmMHztmm, the first few higher order
modes exhibit little dispersion and have small wavelengths. These properties make them

attractive for mediuntange NDT applications.

Figure 4.2 displays thethroughthickness compression#l and shear,  stress
component®f the first four higher order modésr ap mmm thick plateMode Al has a
dominant shear stress component, as shoviigiare4.2 (a). Energy is concentrated at

the middle of the platdzigure4.2 (b) illustrates the stress profiles of mode S2. The shear
wave stress is still dominant, maximising aatd ¥4 of the plate thickness. Modes A2

and S2 have both stress fields dominant, as showigure4.2 (c) and (d) respectively.

These four modes are individually excited and superimposed to form a new desired energy
distribution.Since all modes have a dominant shear stress profile, this is selected for Lamb

wave focusing. To simplify the notation, in what folloysh , 8

- N w e o
1

5 |
-60 -40 -20 20 40 60 -60 -40 -20 20 40 60

0
Stress (kPa)

0
Stress (kPa)
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(@) (b)

-2 2 60 50 0 50
Stress (kPa) Stress (kPa)

(© (d)

Figure 4.2. Stress profiles along the thicknesection of mode: (a) Al, (b) S1, (c) A2
and (d) S2.

Consider an array probe mounted on a wedge of anglas shown schematically in
Figure4.3. The aperture length of the arrayds U i. Applying a linear time delay law,
ultrasonic waves are steered at an argl®ith respect to the wedge angle. Therefore, by

varying—, the angle of incidence, given by
a=q *s

can be selected to dynamically target more than one guided wave Tu@lot of
frequency versus coincidence angle is showRigure 4.4. The first four higher order
modes are densely packed arogniviHztmm. Unless care is taken, multiple modes are

generated simultaneously and propagate in the sample.
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‘_‘—X

Figure 4.3. Schematic of an array prolmeounted on an angled wedge.

The excitation spectrum of a single element probe mounted on an angled wedge is given

by Ros€96]. In the case of an array probe, the spectrum appears in the more general form,

sin(O.ENscosyS(( W g)tan g g cos))

(wic,)sin ¢ e, 41

HW(CP,W;N,S, q, g: 2

where is the velocity of the wedgéf no time delays are applied- T, and the
spectrum is identical to the singééement transducer case. Tlet of equation(4.1) in
the frequencyphase velocity domain is shown kigure 4.5. At high frequencies,hie
spectrumappears as a horizontal limed has a phase velocity bandwidth. The phase

velocity bandwidthof ( at «wdB reads

Dc, (N, sq,, q) =202

where'O

0 T& w[P6]. For a 32element array with @ mm pitch and

targeting mod@®p at 1.9 MHz,_  p& mm and thus® T8t v pm/s. The phase

velocity separation between modes Al and S1 can be found from the dispersion curves to
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be3® o8 W@oR T o T8 L mm/s. Thus, since— 3® , mode Al can

be targeted and solely excited. Since thst of the higher order modes are greatly

separated, it follows that these modes can be excited individually.

Besides the excitation spectrumgiiation of a single mode in a high frequesthickness
product region, aroung TMHztmm, requires narrow frequency bandwidth. In practice,
thisrequiresa temporal excitation with a relatively large number of cyclé® effect of

the frequency bandwidth on the excitation of a single mode is studied experimentally and

presented later in Sectign4.1
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Figure 4.5. Excitation spectrum of an array mounted on an angle wedge in the
frequencyphase velocity domain.

4.2.2. Throughthickness multimodal focusing

To focus the acoustic energy at a specific point along the thicklirestion, multiple
modes are utided. Each mode has a differesftearstress distribution, denoted & .
The modes can be superimposed to create a new pradiée,

s(2)=4 w £(2) 4.2)

a=1

wherel is a weight associated withodec Obviously, dfferent weight valuegenerate
differentstressrofiles. Therefore, the weights need to be appropriately selected to match

a desired profile, say
a
SE(ZiZf’ 5):exp$ (Z Zf) (4.3)
¢

whered is the focal point ang is thewidth of the focal point ato®dB. Indeed, it is

straightforward to determine the weights after dissa&tin along theé-axis and using the
GramSchmidtprocessFigure4.6 shows the absolute value of the desired and obtained
stress profiles after implementation of the Gr8ohmidt algorithm using the first six
hi gher order modes, namely A1, S1.,pmmé., S3.
Smaller focal widths yield poorer focusing profiles, thuscal width of 1 mm was used

The results indicate energy is successfully concentrated for-¢ and-oc mm. However,

when focusing closer to the bottom surface of the plate, namély at T mm, the
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agreement between the obtained and the desired profiles is poor. Therefore, the technique

has a 6dead

zoneo

c

| ose

t

o the bottom

sur f

p® mm. Since the focusing results are symmetric along the z axis, an identical dead zone

appears close to the top surface. Although the Rayleigh wave can be potentially used for

inspection of the top surface of the plate, it cannot be used with a conventsalige as

it is damped by the wedd43].
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To decide the performance of different modal combinations on focuairsgnilarity

metric isderived,

h -h

Al 8 7) e
A L Azz) 2 7) dudz

Assuming a perfect match between the desired and obtained profiles at all focakpoints

N

simm=

the similarity metric equals to one. The metric varies between 0 and 1, giving a score for
each combination of modes. The result of the similarity metric for combisatibn
different modes is shown Figure4.7. The result indicates low focusing resolution when
using only two modes, Al and S1. When four modes are considered, namely Al, S1, A2
and S2, the focusing resolution is significantly improved. Superimposing six modes
slightly improves the result. Usinggiit modes barely improves the result. Since adding
more modes makes the experimental analysis more involved, practically adding more than

four modes does not improve focusing.
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Figure 4.7. Similarity metricvalue for different modal combinations.

88



Next, the distribution of stresslong thew-axis is investigated.Consider the time

harmonic case of equati¢h.2),
§(x,z,t;zf,.3):§ Y 2 w(z, fV):exp(ﬁ R x- tma))y (4.9

Assumingthatthe total phase is zero ai o
FA=kix, - u, + OF (4.5)

the phase atdistanceX away from x  reads
a a X
7=k (x:s R) _wés f, 2 7951_ : (46)

Equation(4.6) shows thafor X, 0, phase angles contribute the sunof (4.4). Figure

4.8 shows the energy distribution along the plane for focusingtfour different depths,
namelyd mh ph ¢ and o mm. Modes Al, S1, A2 and S2 weutilised using
equation(4.4). Note that although the waves are time harmonic and extend infinitely along
thewraxis, the energy drops further away from. The reason ithateach mode has a
different wavelengththus at distances far froa , the modes are not in phase and can
cancel each other. In practice, the excitation signal is nothammonic and has a non

zero frequency bandwidth. Therefore, the axial length of the wave packet is limited due

to the finite duration of the excitatioarteburst.
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Figure 4.8. Energy distribution at>-a plane after superposition of tirk@rmonic
guidedwavesab @ p mMmmand o0 T® T | using the first 4 modes.

4.2.3. Sensitivity

4.2.3.1. Sensitivityto phase

So far, it is assumed that all modes are in phase at a desiregsertes,sayw . In
practice, this can be achieved by time shifting the modes to arrive simultaneously at the
same cross section. This is performed in simulation and experiments sections as a
preliminary step. However, the process of determining the time delays ispesrogy

which leads to erroiig focusing. Consider again the tirharmonic case using modes Al,
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S1, A2 and S2. The focusing profile is given by equafdf). The phase angle can

be expressed as
Y=yt

whergl is an arbitrary phase angle andis a phase shift. The phase shift is selected

so that all modes arrive simultaneouslymat ®
=0 - f =k #H o
However, small errors in phase shifts might occur, thus
Yi=n tE,
and
=K%, -, ¥ B Y o

If the phaserrorf  reacheso 1 $he contribution of the mode to the focused profile
becomesero. Moreoverin the case where p Y 1tle inverted profile contributes
to the sunof equation(4.4). This is equivalent to multiplying the mode with a negative

weight value and has undesirable results.

Figure 4.9 displays the sensitivity of the similarity metric to phase changes of a given
mode. Each curve is obtained by increasing the phase error of only the corresponding
mode, whereas all other modes are assutaele in phase. For example, the curve
corresponding to mode Al (in blue) is obtained keepingr o ¢loft and

varyingi  from 1t do o ¢ m\When the phase error is zero, all modes are in phase and
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the similarity metric is about®. As phase changes are introduced, the similarity metric
decreases, reaching its minimum value aji Twhen the modes are out of phase. As the
phase error further increases, the similarity metric also increases, until it ré&ches
maximumvalueato ¢ TAll modes show the same pattghnowever the similarity metric

is most sensitive to phase changes of mode Al. This implies mode Al has a significant
contribution to equatior§4.4). As modal order increases, the similarity metric is less

sensitive to phase errors. The similarity metric is above 0.65 when the phase error is below

o u. At ¢ MHz, the corresponding time delay erropis L1 @ ns.
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Figure 4.9. Sensitivitywith respect to phaserror of mods Al, S1, A2 and S2.

4.2.3.2. Sensitivity to small thickness variations

Consider glatelike structure with a nominal thickness @mfrmm and a small smooth
local thicknessvariation, as shown ifigure4.10. The wall thickness of @ Tm thick

plate reads
d(x)=10 - ¥x),

where thandentationfunctionw can be put in the following form
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where is the height and] is the length of theaxdentation
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Figure 4.10. Plate with an indentationof p mm extending fop Tmm

As guided waves propagate through the indentation region, dherating frequeney
thickness producslightly changesTherefore the propagatiorspeed also changes, and
this can lead to phase errofssumingtiime-harmonic wavdghetraveltime through the

wall loss is

Therefore, the phase differenbetween the two casean be written in théollowing

form,

fshift = ”(/tint 'tind ) (4-7)
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The plot of equatioif4.7) with respect to indentation lengith shown inFigure4.11 (a).

As expectedjn the absence of the indentatidhe phase difference is zero. As the
indentationlength increases, the difference in phase increases linearly. dfoebehibits

the smallest slopas s the least dispersive amongst the four modleis is beneficial, as
focusing is mostly sensitive to phase changes in mode AlR{gaee4.9.) The plot of
indentation length vs. the similarity metric is giverFigure4.11 (b). For lengths smaller
than p umm, the similarity metric is above 0.65. This means that small thickness
variations with a length less than or equalafgproximatelyoy.  p umm), do not

significantly affect the technique.
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Figure4.11. Indentationlength vs. (a) phase changef each mode, (b) similarity
metric

4.3. Simulations

To capture the fundamental physics and speed up simulation time, 2D finite element
simulationg97] were developed using OnSc$®8]. The mesh size was setrt8t unm,

which resulted in more the20 nodes per wavelengff9]. The timestep was set ks,
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which is lower than the time required for the fastest wave to travel through an element of

the given siz¢100].

In Section4.3.1 a preliminary set of simulations was performed on an intact plate. In

Section4.3.2 focusing simulations were performed on a series of different notches to

evaluate the sensitivity and resolution of the technique. Focusing was performed using the

first four higher order modes, namely A1, S1, A2 and S2.

Table4.1. Simulation parameters
Excitation Excitation
Array
Wedge Wedge Plate Plate long.| Plate shear| Plate Array signal signal
Parameters Array pitch | element
Velocity Angle thickness Velocity velocity density elements centre number  of
width
frequency | cycles
2700 5-Al
2343 m/s T@b 10 mm 6473 m/s 3226 m/s 32 1 mm 0.75 mm 1.9 MHz
kg/m? 15S1,A2,S2
4.3.1. Extraction of timeof arrival and stresprofiles on an
intact plate

A schematic of the simulation sep is shown irFigure4.12. An angled wedge is located

on top of gp Tmm thick plate. A 3zZ2lement array is mounted on top of the wedge. The

array emits plane waves by applying a pidika pressure load at the wedgkeement

interface. Using beam steering, guided wave modes are excited. Each mode is excited

individually, thus requires a separate simulation. The simulation parameters are given in

Table4.1.
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/ Xes = 345 mm monitoring points
|
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X 10 mm

Figure4.12. Schematic adimulation seup.

Four simulations were performed to determine the time of agivahd stress profilg

of each mode across the cross sectian afThe time of arrival is defined here as the time
when the stress maximizes. Extracting the time of arrival allows time shifting the
modes to arrive simultaneouslyat. Modes Al, S1, A2 and S2 were generated and
received using a vertical monitoring line locatedoat To keep the results general,

was arbitrary selecten T mm away from the front face of the wedge. The time of arrival
of each modés shown inTable4.2. The stress profile along the alirection was also

recorded. This profile is essentially identical to thdtigfire4.2, so it is not repeated here.

Table4.2. Time of arrival at cross section 345 mm away from the wedge

Mode Al S1 A2 S2

Time of arrival(* ) | p 0@ p odp p Ty p T

4.3.2. Lamb wave focusing

Next, Lamb wave focusing is evaluated against different notches. The length, depth, and
position of the notch are varied to evaluate the sensitivity of the technique to different
types of flaws. Short and deep notches are simple models of a crack gpishahgreas

larger and shallower notches may be used to model a corrosion patch. Unless otherwise

stated, all parameters in the simulations are identical to the ones used in &8ction
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4.3.2.1. Focusing at a notch

The simulation setip is shown irFigure4.13. A notch of lengtib ~ and deptiQ
is modeled. The notch is locatedt mm away from the front face of the wedge, as in
Sectior4.3.1 Modes Al, S1, A2 and S2 are excited separately and received independently

by all array elements, thus operating in pulse echo mode.

Focusing is performed in peptocessing at the front (insonified) face of the notch. The
focal points lie at® i and their number depends on the step of discretisation, which

was selectedi® umm. First, the received signals are phased accordihaitie4.2. Then,
for each focal point, guided wave modes are weighted and summed, according to equation

(4.2). This leads to the construction of a matrix of the foom Y 0. Next, for each
focal point @ M , the signals are beamformed and the reflection amplitude is
calculated. It is expected tHata is large when a reflector is present and small in the

absence of a reflectofFhebeamformings semisynthetic, akamb wavesare physically

propagating, buthey are superimposed and focused synthetically.

/ Xcs = 345 mm fnotch

X 10 mm | dnoteh

Figure 4.13. Schematic of simulation sep to image a vertical notch.

Effect of notch length

Three different notches with varying lengthere simulated. The lengtlof the notcles

werechosen tdhe 2——— h_ andu_ ,where_ isthe wavelength of mode A1 and
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equalsp& mm. The depth of the notekwas kept constant ab 11 Rhickness The
beamforming, by combination of the different modes, is as per the methodology outlined
in equation(4.3) and this is used to step the focus throughout the thick8pssifically,

the focal pointx was swept from o@® to c® mm and the focal width was set,to p

mm. For@ o® anda o®), i.e. close to the top and bottom surtackthe plate, the
technique has no focusing ability (Seigure4.6). Figure 4.14 illustrates the reflection
amplitude’Y G against . ThertdB value is common for all three cases. Little
change is observed between the three cases, meaning the technique is insensitive to length
variations, even for lengstsmaller than the wavelength. Ti@B value is common for

all three cases. Moreover, the depth of the notch can be accurately estimated. Specifically,
a strong reflection is obtained when focusing along the face of the notch. The reflection
amplitude is around O dB, with a variation of and p® dB. When focusing on depths
below the notch, the reflection amplitude drops by 8 dB, with a variation of ap@ind

dB. The depth of the notch can be estimated at

Rcall - maXRnotch+ mianotch (48)
2
whered @ 06 and & QY are the maximum and minimum of the reflection

amplitude, respectively. The call line is shown as a horizontal li@e at Td unm. The

estimated depth is thus @ P,
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Figure 4.14. Focusing reflection of a 50% deep notch of length he_  and—.
Effect of notch depth

The effect of notch depth is studied. Three top surface notches were simulated at
corresponding depths of 35%, 50% and 70%. The length was kept egual Figure
4.15 illustrates the reflection amplitude for each case. The reflection from the 35% deep
notch is shown in red. As expected, the reflection amplitude is approximately constant
when focusing along the face of the defect; however it drops significantly whesirfgc
below the notch. The same pattern is observed for the 50% and 70% notches, shown in
blue and green, respectively. These results indicate the depth of the notch can be
accurately obtained using equati@h8). Moreover, three bottom surface notches were
simulated. The reflection amplitude.\fecal point is shown irFigure 4.16. Again, the
reflection amplitude drops when focusing away from the defect face. Nevertheless, the
reflection locally peaks at some unwanted locations, for exaemglendd p& mm for
theuv 1 lRleep notch. This could be due to the size of the focal point, which is around 1

mm, but in any case, the increase in reflection amplitude is small and local.
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Figure 4.15. Focusing reflection varying the depth of a top surface notch.
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Figure 4.16. Focusing reflection varying the depth of a bottom surface notch.

4.3.2.2. Focusing at internal notches
To further test the technique, focusing was performed at internatiidkaakotches. Four
notches were simulated, with a vertical length-di, b, andt, . The centre of all

notcheswas a Tt mm. The reflection amplitude along the thickness direction is shown
in Figure4.17. Although in all cases the highest reflection is obtaiaethe crack face,
accurate estimation of t he(48ispEosskléfercrackr t i c a

lengths larger than the focalidth. Specifically, cracks with vertical length equal to
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¢, hr, were overestimated with an errormfo Randp v Prespectively, whereas cracks
with vertical length equal te-h, were overestimated witly p Randv 1 Ferror. The

reflection amplitude for the first three notches is very similar.

[T17]

Thickness (mm)
h A b N A o 2N w A~ o

-10 8 6 4 2 0 LZ": m“(ﬁm m3;8
Reflection (dB) g

Figure4.17. Focusing on a crackke notch of depth-h, hc, andt, .

4.4. Experimental results

4.4.1. Influence of steering angle and frequency bandwidth

4.4.1.1. Effect of steering angle

The SANR (signato-ambientnoise ratio)angleis defined as the angle that maximizes

the energy dissipated in the targeted madtie. SANR angle is determined experimentally

and should coincide with the theoretical steering angle. The stesmijig vs signal
amplitudefor the first six higher order modés shown inFigure 4.18. To extract the
amplitude, at each angle, the Hilbert envelope of the signal is obtained, and the maximum

of the Hilbert envelope is plotted. For each mode, the amplitude paaksSANRangle.
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As expected, as the modal order increasesSHKNR angles are further separated from

each other.

8000
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w
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Steering angle 95 (degrees)

Figure 4.18. Steering angle vs. signal amplitude. The SANR angle is where amplitude
peaks.

For singlemode excitation, it is usually beneficial to select an excitation angle slightly
different from the SANR angle. The SMNBignatto-modatnoise ratioangle isdefined

asthe angle that maximizeése SMNR,

whered is a mode to enhance aid are the selected modes to suppress, which are
usually the neighboring modes @f. The SMNR angle is not necessarily equal to the
SANR angle. However, both angles must have similar values, because if not, the SANR
drops significantly, and the excitation is suboptimal. For this reason, the SMNR angle is

not allowed to cause an amplitudi®p of less thar2.5 dB.
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Figure 4.19. A-scan comparing the ratio between mode Al (targeted) and S1 (unwanted)
for different steering angles.

Consider for example mode Al. In contrast to other modes, mode Al has a single neighbor
in the dispersion diagram, namely mode S1 (neglecting the Rayleigh wave). It can be
shown that the amplitude ratio A1/S1 is monotonically increasing as the anglielehce
exceeds the SANR angle. However, the overall energy dissipated to mode Al decreases,
and there is a tradaff between singlenode excitation and energy dissipation. A good
compromise was found at 5.3 degrees, where the amplitude drop of mode2/GLdB

and the A1/S1 ratio is significantly improved, as showRigure4.19. A similar analysis

was conducted for all modes. The SANR and SMNR angles are gilelie4.3.

Table4.3. SANR and SMN&ngles and for four modes.

Steering angle
Al S1 A2 S2
\Mode
SANR (deg.) T8 181 ¥ T80
SMNR (deg.) vd o €5 T80
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4.4.1.2. Effect of frequency bandwidth

The frequency bandwidth is a critical factor for guided wave excitafibe. centre
frequency was kept fixed pBoMHz, thus the bandwidth depends only the number of
cycles, see equatidB.6). As shown irFigure4.19, mode Al is successfully excited using

3 cycles. However, this is not the case for other higher order modes.

To clarify the ideas that followmode S3 is studiedimilar results are obtained by
studying A3, A2 or SZThe A-scanof mode S3s shown irFigure4.20(a). Several echoes
appear in the signal, with two dominant echoeapgdroximatelyequal amplitude. The
2DFFT result is shown iRigure4.20 (b). Multiple guided wave modes are observed, and
two modes are dominant, namely A3 and S3tidly, it might seemlike each mode
depictedin the 2DFFT corresponds to a distinct echo in thecan. However, this is not
accurate, as clarifidoly the timefrequency graph presentedrigure4.20(c). According

to the timefrequency plot, all echoespan the samieequencyrange Therefore, an echo
does not correspond to a mode, sieaehmodeis dominanin a distinctfrequency range.

In fact, each echo that appears in theséan is a combination of all mod&he signal
corresponds ta bulkwave bouncing at the top and bottom surfaces of the plate. These

types of waves are used in thedip method23].

Amplitude (arbitrary)
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(@) (b) (c)

Figure 4.20. Mode S3 excited with adcle toneburst centred at 1.9 MHz: apéan b)
2DFFT c) spectrogram.

As the number of cycles increases, the frequency bandwidth becomes narrower, thus only
the targeted mode is excited. The spectrogram of mode S3 at 3, 10 and 15 cycles is shown
in Figure4.21. The corresponding bandwidths @& Xr® yandn® uMHz, respectively.

As the frequency bandwidth decreases, the excitation becomesraimgge
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Figure 4.21. Spectrogram of mode S3 excited with:¢afb) 10 and (c) 15 cycles.

4.4.2. Experimental determination of the through thickness

profiles

To determine experimentally the throutjtickness profiles of the modes and time of
arrival, afirst experimentwasconducted in pitcitatch configuration. More specifically,
awedgemounted32 elementp mm pitch array witrea nominal frequencyf ¢& uvHz
emits plane wavesndthese are received laysecond 128lementr umm pitch array

mounted at the edge of thbermm plate Only the first 13 elements of the latter array are
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in contact with the sample and so only these are used as receivers. A scherhatic of t

experimentaketup is shown irFigure4.22.

Xcs = 345 mm Receliver array

X 10 mm E

Figure 4.22. Pitch-catch configuration setip.

Thickness (mm)
Thickness (mm)
o
Thickness (mm)
B

_}//

-1.5 -1 -0.5 0 0.5 1 15 -2 -1.5 -1 -0.5 0 0.5 1 15 2 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Signal amplitude x10* Signal amplitude x10* Signal amplitude x10*

Thickness (mm)
Thickness (mm)
o
Thickness (mm)

Signal amplitude «10* Signal amplitude x10* Signal amplitude «10*

Figure 4.23. Experimental vaheoretical througkthicknessompressional stress
profiles.

Figure4.23 presents the experimental iseoretical throughhickness profiles. Note that

due toa nonviscous couplant layer between the plate and the receiver, the shear
components cannot propagate andhese profiles correspond to the profile. As can

be seen, there is very good agreement for all mddes.validates the generation of the

targeted modes.
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The profile, ¢ MO is obtained experimentally for each mode. Usingand the

theoretical ratio of—, the,,  profile is obtained. The time of arrival of each mode at the

edge is extracted manually. Specifically, the time of arrival is selected at the time where

, Mmaximizes. The shear and compressional stress profiles are phasethiny this

phase difference is added to obtain the time of arrival of

In contrast to simulations, in this case, the edge of the plate was used to extract the
amplitude and time of arrival of each mode. To validate the approach, two separate sets
of simulations were conducted to generate parameters that are more easilyedheasur
experimentally. Specifically, the displacement fields were extracted at the edge of the
material. The distance between the edge and the front face of the wedger veas.

The displacement fields were used instead of stress asmnishes at the edge. Then, the
displacement fields were extracted at the bulk of the material at the same distance. Direct
comparison of the displacement fields showed no phase distortion yablegeees was
observed in the waveforms for modes Al, S1, A2 and S2. Modes A3 and S3 showed a
phase shift of o tcand w Tdegrees, respectively. This means that the estimated time of

arrival of the first six modes is sufficiently accurate.

4.4.3. Imaging defec

The experimental seip for imaging a notch 345 mm away from the front face of the
wedge is shown irfFigure 4.24. Data was received and acquired with a phased array

controller with 64 transmitter and 64 receiver channels. Data was streamed and stored in
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a personal computer (PC) for further processing. All experimental parameters match those

in Table4.1.

Phased array controller

—~~

Figure 4.24 Experimental setip for imaging a vertical notch.

Figure 4.25 (a) illustrates the reflection amplitude when focusing at @& Rleep top
surface notch. The length of the notch was kept to approximately The reflection
amplitude is close to 0 dB at the face of the notch. Although the amplitude drops away
from the notch, a local peak right below the notch is present, thus the depth of the defect
is overestimated with 1T Rerror using equatio(®.8). Figure4.25 (b) shows the reflection
amplitude for a 55% deep bottom surface notch. In this case, the amplitude starts dropping
slightly earlier. The defect size is underestimated with an errgriofTo evaluate the

effect of adding two higher order modes to the technique, miodaesd™6 were added

to the sum of equatio@.2). The result is shown iRigure4.25 (c) and (d).The results

are very similar to those iRigure4.25. This validates experimentally that no significant

contribution is gained by adding modes A3 and S3.
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Figure 4.25. Experimental results from throughickness focusing at a 5.5 mm deep 10
mm diameter (a) top surface notch using 4 modes, (b) bottom surface notch using 4
modes, (c) top surface notch using 6 modes and (d) bottom surface notch using 6 modes.

Compared to simulation results, the error in depth estimatibibits a slight increase,
which can be attributed to various contributing factéisstly, small variations in the
thickness of the plate may introduce small errors in the estimation of the time of arrival
for each mode. Additionally, in contrast to simulations, the time of arrival was determined
using the edge of the plate. This oduces small phase shifts in each mode that can affect
focusing Furthermore, positioning discrepancies ingh&be between the pitatatch (see

Figure4.22) and pulse echo (séagure4.24) experiments might contribute to issues in
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focusing Also, errors can be introduced in the calculation of the weight functions. The
weights are calculated using the analytical thretigtkness profiles. Although these
agree well with the experimental ones (Begure4.23), small differences might lead to
errors in the derivation of the weight function&hile these error sources may be
individually small, their cumulative impact may either mitigate or amplify the overall
error in depth estimation. Overall, the experimental results are in good agreement with

simulations.

4.5. Conclusion

A focusing technique using guided waweas developed to image the volume of plate

like structures at locations up te32m away from the prob&irst,emphasis was placed

on singlemodeguided wave excitation at high frequerttyckness products. Specifically,

it was shown that multiple modes can be solely excited using an array probe, provided
that both the excitation and frequency spectrums are narrowband. Then, guided wave
modes were igerimposed to focus on a single point at a specified distance from the
transducer and at a desired depth. By weighting the modes, the focal point was swept
across the thickness of the plate. It was found that the first four higher order modes yield
good bcusing results, and adding more modes does not significantly improve the focusing
resolution. Analytical computations showed that the focusing ability decreases as the focal
point approaches the top or bottom surfaces of the plate. Effecadely,5 mm 6 dead
stats from both the top and bottom surfaciside this region, focusing is not possible.
Additionally, thickness variations did not affect focusiag long as thegid notextend

significantly, i.e., less than 9 wavelengths for a 1 mm vesk lanomalyHowever, the
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results indicate that if general corrosion is significant and the general condition of the
component is poor, phase errors will result in poorer focudlegt, simulations were
performed. A variety of notches witharying lengtrs and deptk were modelled. Thi
depthwas accurately estimated, provideddslarger than the focal width. Notch length

did not affect depth estimation, even for lengths shorter than the wavelength. Finally,
experiments were conducted using two 55% deep nqtohesn the topwsface and the

other on the bottom surface. As expected, a high reflection amplitude was obtained when
focusing on the face of the notch, whereas focusimifpe intact region of the sample led

to a drop in amplitude. The error was slightly higher compared to simulation results, but

the overall performance was in good agreement with theoretical and numerical results.
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Chapterb

Shear horizontal phased array steenmh

an EMAT array

5.1. Introduction

In this Chapter, aovel excitation techniqu®r remnant wall thickness quantification is
proposed Specifically, node SH1 is excited using an array transducer over a wide
frequencywavelength rangenamely fromg 1 kiHz-¢ umm touv 1 kiHz-@® mm, on a 10

mm thick plate.The elements of an array probe capable of generating shear horizontal
forces are phased appropriately to selectively excite mode SH1 without having to alter the

transducer configuratiofhe advantages of the technique follow:

1 A wide frequencywavelength range can be covered using steering, allowing for
quantification of deeper defects.

1 A feasible transducer size is maintained, argugdumm.

1 Using electronic steering to phase the array elements, rapid scanning can be

achieved.
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Although practical, theesign andnanufacture of prototypeEMAT phased arragre
beyond the scope of this work. Recent stufli®4,102]have showrit is possible tduild
such an arrayTo demonstrate the concept of shear horizontal phased array steering
experimentally, data was acquired by robotically translating a pair of magnets on top of a
racetrack coil, and mode SH1 was constructed synthetiddélyertheless, atandard

array configuration was modelled in simulatiasthiswas straightforward tomplement

The organisation of this Chapter is as follows. In Sechi@ shear horizontal phased

array steering is examined, and the influence of key parameters on excitation is determined.
Simulations are performed in Sectibr8. Mode SH1 is excited on an intact plate across

a wide frequencyvavelength range using shear horizontal steering. The directionality of
the propagating mode is also examined. Experimental results are presented in6Skction

Conclusions are drawn in Sectibrb.

5.2. Shear horizontal mode excitation

In this sectionan analytical model of an array generat8tgwaves is developed, and the
principle of steering is extended to shear horizontal. The impact of mode excitability,

element width, array pitch, and number of elements on the excitation is studied.

To excite SH guided waves on a sample, a PPM EMAT array is emplegel.array
element is modelled as a shear horizontal surface(fmadllel towraxis), asshown in

Figure5.1.
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Figure5.1. N-element array with pitch s and widfhon top of a platevith thickness
Q ¢Q

The surface loadsepresent.orentz forces applied by tHRPM EMAT on the plate. The

shear horizontdbadexerted by the array on the surface of the plate is expressed according

to
Fsu(xz1)= Na_.l_q » 9 :(0’ qa;, (z 'D’QT

Like the procedure presented in sect®oB first, thesolution foran arbitrary elemerit
of the array i©btainedThei element is modeled as a shear horizontal surfacejoad
of width equal to the magnet widthhe shear horizontdbad exerted by the elemersg
given by

g = A8 Wkt M.
Projection ofgr on a shear horizontal modeusing (2.13), and substitution 0f2.14),

(2.15) and(2.16) into (2.17) yields the shear horizontal displacement at the top surface of

the plate in the following form,

uP(xi,ht)= A Aexgp { kaiw & £)).
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Similar tothe solution for Lamb wave excitatiolerm® 71 hQ can be decomposed into
the product othe excitability functionfrequency spectrum and singdeement excitation

spectrumThe excitability function of th&H modes is given by

Through combination oéquationg2.10) and(2.12), the excitability functionappears in

the form

Séi a=0
2w bd’ B
E'whb h =] 1W . (5.1)
,If—m, a:1,2,3,..
w

This means that at the sarftequency,the excitability function is constant for &iH
modes, except for mode SHO, which has half the excitability of the higher order modes.
This is explained in more detail Appendix B This is a sharp contrasbmparedo Lamb
wave excitationwhere the excitability variesignificantly between different modeseg
Figure 3.2). The frequency spectrunms identical to that provided in equatidB.5).
Moreover, the singkelement excitation spectrum is identical to equa(@i), and

assuming a pistelike shear loadlistribution[103], it turns out that

sin(p V)

Hee(/ W) =| / ! (5.2
D
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For a fixed width valuep 0 , the singleelement excitation spectrum vs. wavelength
is illustrated in Figure5.2 (a). The graph reveals the presence of multiple local minima
and maxima within the range 1) . As the wavelength exceeds the element width
significantly, _1 0 , 'O asymptotically approachas 8Figure 5.2 (b) shows the
excitation spectrum against element width assuming a fixed wavelength_vallieis

graph can guide the selection of an optimal element width based on a desired wavelength

value_ . Simple examination reveals that the maxima and minima valu&2pbccur

by settingd _ £e - and0 _ édetae pltfB Hb, respectively. For instance,

choosingd —is an optimal choice, whereas _ leads to poor excitation. In this

work, mode SHL1 is excited across the wavelength ranged@ramng unm. The effect of
element width ofO for 0  ¢hthp mm is shown inFigure 5.2(c). As expected,
selectingd @ mm significantly attenuates wavelengths aropmdm. On the contrary,

for 0 ¢ mm,O is approximately constant across the targeted wavelength range. This
behavior is desirable as it ensures an even distribution of energy across wavelengths. An
element width of mm yields also acceptable sensitivity across the desired wavelength
range. Since 4 mm wide magnets were readily available, this width value was selected in

the simulation and experimental sections of this work.
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Figure5.2. Singleelement excitation spectrua. @) wavelength(b) element widtland
(c) wavelength for elements widths of 2, 4 and 6 mm.

The tdal solutionis the sum of théocal solutionof each element after these are expressed
in the global frame,

e {(k(x- r97ft )7 /) (o e ji - Ji
uZ :a ur2 =%Aé F /i :tESHFHSE H é FJi lyl’

r=0

and assuming uniform amplitudés p (since in a phased array EMAT the force
pattern does not need to alternatid@1]) and a linear time delay law, the excitation
spectrumH. can be expressed in a fondentical to that of (3.10). Therefore, the
conditions provided iTable3.2 related to the number of elements and pitch, apply also
for shear horizontal steering with slight modificatiod®ving forward, the determination

of the time delay constant, number of elements, and pitch for shear horizontal steering is

discussed.

To enhance a SH mode, corresponding to a pdinbiQ in the angular frequeney
wavenumber domain, the tingelay constantan be seaccordingto (3.11). If excitation

at constant phase velocity is employed, equdBdiil) simplifies to
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t =s/ G, (5.3
Then, a linear time delay law can be applied,
t =rt, (5.9
or
t. =(N 41 F)t, (5.5)

to steer the forward propagating wave towards th®r waxes, respectivelyn what
follows, aforward propagating wave is defined as one that travels in the steering direction,
whereasa backwardvave travels in the opposite direction. For instance, using the time
delay law(5.5), the forward wave travels in the negativdisection with respect tbigure

5.1. Thewandwaxes are selected to be parallel to the wave propagation path and parallel

to the shear horizontal direction, respectively.

The selection of the number of elements plays an important role in the plitig
targetednode Traditionally,generating single mode is considered important as it makes
signal interpretation and inspection eadié8]. If more than one mode needs to be
generatedthese can bexcited sequentially and analydendependently. The critical
parameter for singlenode excitation is theandvidth of the excitatiorspectrum[43],

which depends on tHength of theactive aperture of the arra@iven a pitch value, the
length of the array is primarily determined by the number of elements. The minimum

number of elements required for singh®de excitation at p & dB is given by
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2
N > fe—ie
De,'s (5.6)

Considering the excitation of SH1, the phase velocity difference between SH1 and SHO

reads

21 d

4(1d)"- &

Dcrf”l' <, & o 1).

Taking into account that SH1 is twice as excitable as SHO, con{iti®can be halved,

2
N > fe/e

26, (21
4(fd) -

The plot of frequency vs. minimum required number of elements to selectively excite SH1
is shown inFigure5.3. The required transducer length is also shown on thedights.
A v mm pitch array and p Tmm aluminum plate with shear velocit® m/ms were
assumed to produce the plot. The relationship is approximately linear @bok&eiz and

as frequency increases, singh®de excitation requires more elements
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Figure 5.3. Plot of frequency vs. minimum number of elements required to selectively
excite SH1 (leftoaxis) and transducer length (righitaxis) for av mm pitch array on a
p mm thick sample.

Another important parameter for guided wave generation is the pitch value, which
determines the directionality of the propagating mode. Unidirectipr@agation is
desiredas signal interpretation becomes easier, especially in plate structuresadhe
or weld reflections mightbe misinterpretedSpecifically, to eliminate the backward

travelling wave, condition 3 dfable3.2 reads

s< #. (5.7)
1+c,. /¢

For example, when mode SH1 is targeted in the range 6580&Hz, & pand

thusi M1 7c.

Conditions (5.3), (5.6) and (5.7) arise directly from the properties of the excitation
spectrum, thus they do not depend on element width. Although connt#ive, this

means conditioll5.7) is valid even ifo .
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5.3. Finite elementisulations on an intact plate

Finite element simulations were developed using OnSnae2D domainThe mesh size

was set taw® mm, which resulted in more than 10 nodes per wavelength when the
smallest wavelength in the model is consid¢®8j. The timestep was set to 10 ns, which

is lower than the time required for the fastest wave to travel through an element of the

given sizg100].

The simulation setup for thexcitationof SH1 on an intact plate is shownkigure5.4.
Specifically, he middle crossection of a 10 mm thick aluminium plate was modelled,
whereas @ velementarray with av mm pitch was placed on the top surfaéer
simplicity, the array elements are illustrated as rectangular blocks (in blue colour). They
exert shear horizontal loads in the direction perpendicular taitiie plane, similar to
Figure5.1. Shear horizontal wave propagation on a 2D model is possible in OnScale by
applying the 'grid sh' command to the 2D gricheTelements were mm wide, as this

was the width of the magnets used in the experimental setpig; mm monitoring line

was placed at the top surface, approximat@ym from the last array elemerithe
surface velocity in the shear horizontal direction vea®rdedas this is the field sampled

by an EMAT.The model wap® m long to avoid edge reflection echoes.

Each array element generated a pidiom shear horizontal loadhe array elements were
phased appropriately to enhance SH1 mdte.excitation signdQdP was an Mcycle
sinusoid. Multiple simulations were conducted, varying the centre frequency of the

excitation signal frong 1t kiHz up tov 1T kiHz with a¢ kHz step. The number of cycles
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is given byt, =M/ f, andwas determined based on the frequency bandwidth of the

signal see equatio(B.6). Specifically, the cycles were determined so that the main lobe
width of the frequency spectrum is around 100 kHz, to have sufficient overlapping in the
frequency domain between excitatiolibe number otyclesis shown inTable5.1. All

cycles were rounded to integers tlas function generator us@uthe experimental setup

did not allow forhalf-cycle excitation.

At each simulation SH1 was targeted atOhtd and the time delay constant was

determined according emjuation(5.3). Elementl was initially fired to steer the ultrasonic

beam in the positive directiaf the waxis.

The simulated array had an aperture lengtly @mm, which is above the minimum
required length for singlenode excitation in the range oft tv 1 kHz (sedFigurebs.3).
Adding more elements should further enhance the purity of SH1, but at the cost of having

a larger size probe.

Table5.1. Sinusoidakexcitation signalst varying frequencies and cycle numbers to
maintain constant bandwidth between excitations

No. Cycles| 4 T v v (0} (0] X X U] U W| w|pTm

Centre
frequency [¢m|i¢¢lqui|¢gXxlomjoglov]jox|tTm|T¢lTULU]|TX|UT

(kH2)

Bandwidth

(kHz)
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Figure 5.4. 2D simulation modelA v mm pitchp velement arrays simulatedon top of
ap mm thick aluminium plate.

Figure 5.5 presents 2DFFT91] maps whentargeting mode SHkt four different
frequencies, namely 1,1 1t,m Tthandu Tt kHz. In all cases, energy is centratiSH1

around the excitation frequencyhe results show that with a proper selection of the
arrayoés |l engt h, it i s possible to selecti:’
using shear horizontal steering. 2DFFT maps at intermediate frequencies are similar. Note

that although emphasigas placed on generating SH1, other modes could also be targeted,

such as SHO or SH2, using the appropriate time delagpl@hensuring that the excitation

length is sufficient.

Wavenumber (rad/mm)
Amplitude (dB)
Wavenumber (rad/mm)

0 100 200 300 400 500 600 0 100 200 300 400 500 600
Frequency (kHz) Frequency (kHz)

(@) (b)
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Wavenumber (rad/mm)
Amplilude (dB)
Wavenumber (rad/mm)
Amplilude (dB)

0 100 200 300 400 500 600 o 100 200 300 400 500 600
Frequency (kHz) Frequency (kHz)

() (d)
Figure 5.5. 2DFFT mapf signals obtained from simulation using adlBment 5 mm

pitch array targetingSH1 at (a) 200kHz,(b) 300kHz,(c) 400kHz (d) 500kHz The
dispersion curves of a 10 mm thick aluminium plate are shown in white.

In practical applications, it is common to use a shejment transducer for signal
reception, and thus a 2DFFT analysis is not possible. In these cases, wall loss
qguantification is performed after pestocessing the acquired data to produce a
spectrogam [59,61] This way, datdrom multiple acquisitions can be represented in a
single timefrequency plat Figure 5.6 displays the spectrogram result composing all
excitation configurationsTo produce the spectrogram mapscans were captured hy
monitoring point X mmawayfrom thecentre of thdirst element of the arrayrheshort

time Fourier transforriL3] was employed to obtain the sapectrogram for eadh-scan

Each entry (timdrequency point) ofhe finalspectrogram was selectedtas maximum

of the corresponding enrsin the subspectrogramsThe spectrogram before amplitude
normalsation of the Ascans is shown iRigure5.6 (a). Althoughmode SH1 is selectively
excited at the desired frequency rangere energy is distributed arougdu o v kHz.

This can be attributed to different properties of mode SH1 across the examined frequency

wavelength range, such as excitability, dispersion, and the effect of the-alieglent
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