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Abstract

Coating the exterior of a cylinder with a layer of fluid is a fundamental problem in

fluid mechanics and occurs in numerous natural processes and industrial applica-

tions, such as heat and mass transfer and the production of orthopaedic implants.

This thesis formulates and analyses novel models for two different coating flow

problems which are not restricted by the common assumptions that the cylinder

has circular cross-section and/or that the film is thin.

The first problem involves the unsteady, two-dimensional flow on the exterior

of a uniformly rotating horizontal cylinder with elliptical cross-section. By using

a long-wave approximation we derive a thick-film model, and by using a thin-film

approximation we derive a thin-film model. Both models incorporate the effects of

cylinder eccentricity, rotation, gravity, centrifugation, viscosity, and surface ten-

sion. By studying the thin-film model, we demonstrate both analytically and

numerically that the behaviour of the film coating the elliptical cylinder signifi-

cantly differs from that in the circular case. In particular, it is shown that even

a relatively mild departure from circularity produces significant qualitative and

quantitative differences from the behaviour in the circular case.

The second problem involves the unsteady, three-dimensional flow of a thick

film on the exterior of a vertical fibre with circular cross-section. By using a long-

wave approximation and the method of weighted residuals, we derive a thick-film

weighted-residual model, which incorporates the effects of gravity, viscosity, surface

tension, and inertia. We study the thick-film weighted-residual model in the linear

regime in order to elucidate the mechanics that determine both the stability and

the axisymmetry of the flow. We demonstrate that these results in the linear

regime, in general, correctly predict the results of the linear calculations of the

Navier–Stokes equations and the results of numerical simulations of the thick-film

weighted-residual model in the nonlinear regime.
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Chapter 1

Introduction

In this chapter, we introduce the background theory underpinning the work de-

scribed in this thesis, and we review the relevant existing literature. In Section 1.1,

we discuss and give examples of free surface flows and, more specifically, coating

flows. In Section 1.2, we outline the reduced-order modelling techniques that we

use throughout this thesis. In Section 1.3, we discuss the important distinction

that we draw between a “thin-film” approximation and a “long-wave” approxi-

mation, and discuss how to model the flow of a thick film. We then review the

relevant literature for the two coating flow problems which will be discussed in

this thesis, namely the coating of a horizontal cylinder in Sections 1.4 and 1.5,

and the coating of a vertical fibre in Section 1.6. We then outline the contents of

this thesis in Section 1.7, before concluding with a list of presentations of the work

contained in this thesis in Section 1.8.

1.1 Free surface flows

“Free surface flows” are a specific category of fluid flows in which one or more of

the surfaces bounding the fluid are not confined by a solid wall or boundary and

are therefore free to move. Understanding the dynamics of free surface flows is

a fundamental problem in fluid mechanics, and, as such, has been the subject of

multiple major reviews [1–12]. Free surface flows are commonplace in numerous

natural processes and industrial applications. For example, free surface flows are

present in lava flow [13–15], avalanches [16–18], the flow of ice sheets [19–21],

1



Chapter 1 2

safety features of hydroelectric power dams (as shown in Figure 1.1, which shows

the spillway of the Höljes dam in Sweden, before and after refurbishment) [22],

soap bubbles (as shown in Figure 1.2, which shows the freezing of a soap bubble

deposited on an ice disk) [23; 24], the survival of COVID-19 in respiratory droplets

[25], heat and mass transfer [26; 27], and microfluidics [28; 29].

Of particular interest to this thesis are “coating flows”, in which a layer of

fluid is applied to the surface of a solid object. Coating flows have also been the

subject of multiple major reviews [30–32], and occur in many natural processes

and industrial applications. For example, coating flows are present in harvesting

moisture from desert air [33; 34], the lining of lungs and airways [35], the coating

of the cornea of the eye [36–38], the production of protective films used in product

packaging [39, Chapter 2], the coating of television screens [40], the manufacture of

microelectronic devices [41], the production of aluminium foil [42], the production

of solar cells [43; 44], moisture collection from fog and mist in plants [45], moisture

collection from fog and mist in spider silk (as shown in Figure 1.3, which shows

spider silk collecting moisture from mist) [46], moisture collection from fog and

mist in cactus spines (as shown in Figure 1.4, which shows cactus spines at various

angles collecting moisture from fog) [47–49], artificial moisture collection from fog

and mist inspired by spider silk [50], and artificial moisture collection from fog

and mist inspired by cactus spines (as shown in Figure 1.5, which shows a cactus-

inspired moisture collection device) [51].

1.2 Reduced-order modelling

The flow of a viscous fluid is governed by the Navier–Stokes equations, which

are a system of nonlinear partial differential equations. The Navier–Stokes equa-

tions are famously intractable, since performing any form of analysis often proves

either difficult or impossible, either numerical via Direct Numerical Simulations

(DNS), which can have a high computational cost, or analytical, which may only

be possible in certain limits and/or special cases. However, there are a range

of mathematical simplifications which can be applied to make the Navier–Stokes

equations more amenable to analysis.

A useful (and perhaps the most common) method of analysing the behaviour

of the solutions of the Navier–Stokes equations is via the use of a linear stability
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Figure 1.1: The spillway of the Höljes dam (Sweden) with the original layout with
two gate openings (left) and after refurbishment with a new 17m gate opened next
to the existing gates to accommodate increased discharge (right). Reproduced with
permission, Copyright 2019, Yang et al. [22].

Figure 1.2: The freezing of a soap bubble deposited on an ice disk. Reproduced
with permission, Copyright 2019, Ahmadi et al. [24].



Chapter 1 4

Figure 1.3: Microscopic observation of moisture collection on spider silk in mist.
(a) Tiny water droplets (indicated by arrows) condense on the semi-transparent
puffs of dry spider silk. (b)–(c) As more water condenses, the puffs shrink to
opaque bumps, (d) which finally form periodic spindle-knots. (e) Smaller drops
condense on the spider silk (denoted 1–10). (f) Small drops 1–5, 6–7, and 8–10
coalesce to form large drops denoted L, M, and N, respectively. (g)–(i) A more
detailed view of the directional drop movement on an individual spindle-knot.
Reproduced with permission from Springer Nature, Copyright 2010, Zheng et al.
[46].
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Figure 1.4: A cactus spine placed in fog at various angles and viewed under a
microscope. Panels (a)–(e) show tilt angles of 90°, 45°, −45°, −90°, and 0°, respec-
tively. Water droplets condense on the line and are driven towards the base of the
spine. The scale bar indicates 500µm. Reproduced with permission, Copyright
2012, Ju et al. [48].
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Figure 1.5: (a) An illustration of the cactus-inspired moisture collection device.
(b) An illustration of the water transportation pathway. (c) A photograph of the
cactus-inspired moisture collection device. (d) The moisture collection process.
Reproduced with permission from John Wiley and Sons, Copyright 2014, Cao et
al. [51].
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analysis. Linear stability analysis involves analysing the linear growth rates asso-

ciated with perturbations to some base-state solution (e.g. a uniform film coating

the surface of an inclined plane). These perturbations either decay with time (in

which case the base-state solution is linearly stable), grow with time (in which

case the base-state solution is linearly unstable), or neither grow nor decay with

time (in which case the base-state solution is linearly neutrally stable).

1.2.1 Hierarchy of reduced-order models

Linear stability analysis is an extremely useful tool which can be used to uncover

some very important and interesting behaviours of a fluid system. However, the

linear stability analysis is, of course, only valid in the linear regime (i.e. close to the

base-state solution), and so is not able to capture the nonlinear mechanisms behind

the full range of behaviour which can be exhibited by a fluid system. Therefore, we

require other techniques if we wish to be able to analyse the nonlinear behaviour

of a fluid system. A very fruitful approach is to develop a reduced-order model

which captures the nonlinear behaviour of a fluid system, by exploiting a disparity

between the length scales of the flow.

A typical procedure for implementing this reduced-order modelling approach is

to define a small aspect ratio (sometimes also referred to as a slenderness param-

eter) δ = H/λ ≪ 1, where H is a characteristic length scale in the cross-stream

direction (usually a characteristic film thickness), and λ is a characteristic length

scale in the streamwise direction (usually a characteristic wavelength of the film).

This technique is referred to as a “long-wave” or a “thin-film” approximation (we

will discuss this approximation further in Section 1.3).

We will discuss various methods of developing reduced-order models for the

simple case of two-dimensional flow down an inclined plane. However, the methods

which we shall discuss can be readily extended to three-dimensional flow [52; 53]

and/or flow over a non-planar geometry [54–58].

1.2.1.1 Gradient expansion method

Applying a long-wave approximation to the Navier–Stokes equations, we obtain a

system of equations which may be solved order-by-order via a standard perturba-
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tion method. This procedure is often referred to as a gradient expansion method

in the literature associated with weighted residual modelling [52; 53; 55; 59–66]

(discussed further in Section 1.2.1.4), and we use this terminology consistently

here to aid making a clear distinction with other techniques. This is the technique

used by Benney in their pioneering work [67] to derive a single evolution equation

for the film thickness for flow down an inclined plane, which has come to be known

as the Benney equation, namely

∂h

∂t
+

∂

∂x

ï
1

3
h3 + δ

Å
2

15
h6
∂h

∂x
− cot β

3
h3
∂h

∂x
+

Γ

3
h3
∂3h

∂x3

ãò
= 0, (1.2.1)

where h(x, t), t, x, and Γ = γρ1/3H2/(µ4/3(g sin β)1/3λ2) denote the dimensionless

film thickness, the dimensionless time, the dimensionless streamwise coordinate,

and the dimensionless surface tension parameter, respectively, where γ, ρ, µ, g,

and β denote the surface tension coefficient, density, viscosity, acceleration due to

gravity, and angle of inclination of the substrate to the horizontal, respectively.

The terms in the square brackets (from left to right) correspond to the convective

effect of gravity, the destabilising effect of inertia, the stabilising effect of gravity,

and the stabilising effect of surface tension, respectively. Note that in the original

work by Benney [67], the surface tension terms first appear at third order in δ,

and were neglected. However, subsequent works have shown that it is crucial to

retain surface tension at first order in δ in equation (1.2.1) [1; 2].

In the linear regime, equation (1.2.1) predicts the exact same threshold for in-

stability as the linearised Navier–Stokes equations (i.e. the Orr–Sommerfeld equa-

tions) [59, Chapters 3 and 5]. However, for moderate to large inertial effects, the

solutions of equation (1.2.1) are known to suffer “blowup” in a finite time (i.e. the

thickness of the film becomes infinite in a finite time) [68–71]. This is of course an

unphysical prediction and is not observed in DNS of the Navier–Stokes equations

[72; 73] or in physical experiments [53].

1.2.1.2 Weakly nonlinear method

Equation (1.2.1) can be simplified by considering the limit of small interfacial

perturbations. For simplicity, we consider the case of a vertical plane (i.e. β = π/2).
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Setting h(x, t) = 1 + δqh(x, t) and neglecting third-order terms yields

δ

Ç
∂qh

∂t
+
∂qh

∂x

å
+ δ2

Ç
2qh
∂qh

∂x
+

2

15

∂2qh

∂x2
+

Γ

3

∂4qh

∂x4

å
= 0. (1.2.2)

To change the system from the laboratory frame to a moving frame of reference

(i.e. removing the terms which represent convection), we set qx = x− t and qt = δt

to obtain

δ2
Ç
∂qh

∂qt
+ 2qh

∂qh

∂qx
+

2

15

∂2qh

∂qx2
+

Γ

3

∂4qh

∂qx4

å
= 0. (1.2.3)

By rescaling qx, qt, and qh in (1.2.3) as

qx =

…
5Γ

2
X, qt =

75Γ

4
T, qh =

1

15

…
2

5Γ
H, (1.2.4)

and dividing by δ2, we recover the Kuramoto–Sivashinsky equation, namely

∂H

∂T
+H

∂H

∂X
+
∂2H

∂X2
+
∂4H

∂X4
= 0. (1.2.5)

The second, third, and fourth terms in the Kuramoto–Sivashinsky equation (1.2.5)

correspond to the convective effect of gravity (relative to the moving frame), the

destabilising effect of inertia, and the stabilising effect of surface tension, respec-

tively. The process of deriving equation (1.2.5) from equation (1.2.1) is known as

weak nonlinearisation, where the second term is the only nonlinear term which

remains in equation (1.2.5). Weakly nonlinear equations are more amenable to

analytical and numerical analysis than fully nonlinear equations. Solutions of the

Kuramoto–Sivashinsky equation (1.2.5) can also exhibit chaotic solutions [74–76].

The Kuramoto–Sivashinsky equation (1.2.5) is applicable in a variety of contexts

such as interfacial flows [54; 76–79], two-phase flow in cylindrical pipes [80], flame

front propagation [81–84], chemical reaction dynamics [85; 86], and has also been

used extensively in control theory [87–90].

1.2.1.3 Integral boundary layer method

As the effects of inertia become more significant, an improved reduced-order model

is needed whose solution does not experience unphysical blowup. An alternative

to the gradient expansion method used to derive equation (1.2.1) is the Integral
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Boundary Layer (IBL) method. Note that the terminology “boundary-layer” is

something of a misnomer as there are, in fact, no boundary layers present, however

this terminology is now commonly used in the literature associated with weighted

residual modelling [52; 53; 55; 59–66], and so we (reluctantly) use it in the present

work. In Section 1.2.1.4 we show that the IBL method is a special case of weighted

residual modelling.

The IBL method yields a two-equation model for the dimensionless film thick-

ness h(x, t), and the dimensionless volume flux q(x, t), namely,

∂h

∂t
+
∂q

∂x
= 0, (1.2.6)

5

2h2
q − 5

6
h+ δ

ï
5

6

∂q

∂t
+

2

h
q
∂q

∂x
+

Å
5 cot β

6
h− q2

h2

ã
∂h

∂x
− 5Γ

6

∂3h

∂x3

ò
= 0. (1.2.7)

Equations (1.2.6) and (1.2.7) are sometimes referred to as Shkadov’s model [91].

The solutions of equations (1.2.6) and (1.2.7) do not experience blowup, which

is an improvement on the Benney equation (1.2.1). However, when performing

a gradient expansion on the flux in equations (1.2.6) and (1.2.7) (by expanding

the flux in powers of δ), the Benney equation (1.2.1) is not recovered, and thus

equations (1.2.6) and (1.2.7) do not predict the same threshold for instability as

the Orr–Sommerfeld equations [59, Chapters 3 and 6].

1.2.1.4 Weighted residuals integral boundary layer method

A method for developing a reduced-order model which does not experience un-

physical blowup and yet does predict the same threshold for instability as the

Orr–Sommerfeld equations is the Weighted Residuals Integral Boundary Layer

(WRIBL) method, pioneered by Ruyer-Quil and Manneville [52]. The WRIBL

method is a separation of variables approach, combined with the selection of suit-

able weight functions during the computation of the residuals.

To implement the WRIBL method, we begin by applying a long-wave approx-

imation to the Navier–Stokes equations to obtain a boundary-layer equation for
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the dimensionless streamwise velocity u(x, y, t), namely

B(u) ≡∂
2u

∂y2
+ 1− δ

Å
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y

ã
+ δ

Å
Γ
∂3h

∂x3
− cot β

∂h

∂x

ã
+ δ2

ñ
2
∂2u

∂x2
+

∂

∂x

Ç
∂u

∂x


y=h

åô
+O

(
δ3
)
= 0,

(1.2.8)

where v(x, y, t) and y denote the dimensionless cross-stream velocity and the di-

mensionless cross-stream coordinate, respectively. Note that by using the continu-

ity equation we can express v in terms of u.

First, we will discuss the process of using the WRIBL method to derive a first-

order model [52]. We seek a solution of the boundary-layer equation (1.2.8) in the

form of the expansion

u = a0 (x, t) g0 (y;h) + δ
N∑
i=1

ai (x, t) gi (y;h) +O
(
δ2
)
, (1.2.9)

where

g0(y;h) = hy − y2

2
(1.2.10)

is the leading-order solution for u with coefficient a0(x, t), and gi(y;h) is a set of

suitably-chosen basis functions (which are closed under the differentiations and

products present in the boundary-layer equation (1.2.8)) with coefficients ai(x, t)

for i = 1, . . . , N , where N + 1 is the total number of coefficients. In principle,

the expansion (1.2.9) can be substituted into the boundary-layer equation (1.2.8)

and explicit expressions for the coefficients can be determined by matching in

powers of y, however this is a cumbersome process, even at first order in δ (for

algebraic details, see Ruyer-Quil and Manneville [52] and Wray et al. [62]), and so

instead we use a weighted residuals approach to solve the boundary-layer equation

(1.2.8) [52; 62]. We use weight functions Wj(x, y, t) and define the residuals Rj

for j = 0, . . . ,M as

Rj(x, t) =

〈
Wj,B

(
a0g0 + δ

N∑
i=1

aigi

)〉
(1.2.11)
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for j = 0, 1, . . . ,M , and where

⟨α, β⟩ =
∫ h

0

αβ dy (1.2.12)

is an inner product. In general, Ruyer-Quil and Manneville [52] show that the

number of weights required, M + 1, is the same as the number of basis functions,

N +1 (i.e. M = N). We set the residuals ‹Rj (1.2.11), for j = 0, 1, . . . , N , equal to

zero to obtain a system of N + 1 equations to be solved for the coefficients ai for

i = 0, 1, . . . , N . While different weights will yield different systems of equations,

all will yield the same coefficients when the number of basis functions is sufficiently

large [63]. However, judicious choices of weights can make the evaluation of the

coefficients substantially simpler, as we now show.

When computing the residuals (1.2.11) at first order in δ, we notice that the

coefficients ai, for i = 1, . . . , N of the expansion (1.2.9) only enter the problem via

the leading-order viscous term in the boundary-layer equation (1.2.8). Evaluating

the residual of the viscous term explicitly yields∫ h

0

Wj
∂2

∂y2
(aigi) dy = −

Å
Wj

∂

∂y
(aigi)

ã
y=0

−
Å
aigi

∂Wj

∂y

ã
y=h

+

∫ h

0

aigi
∂2Wj

∂y2
dy,

(1.2.13)

for i = 0, 1, . . . , N and j = 0, 1, . . . , N , where we have used integration by parts,

and applied the no-slip condition and the tangential stress balance in the stream-

wise direction. The evaluation of terms on the right-hand side of (1.2.13) can be

made independent of terms involving ai, for i = 1, . . . , N (thus negating the need

to determine the ai, or even the gi, for i = 1, . . . , N) by a suitable choice of Wj for

j = 0, 1, . . . , N . However, as we are about to show, only one weight function W0

(i.e. M = N = 0) is required if we choose this weight function such that

W0|y=0 = 0,
∂W0

∂y


y=h

= 0,
∂2W0

∂y2
= A, (1.2.14)

where A is a (non-zero) constant. The first two conditions on W0 in (1.2.14) allow

us to eliminate the first two terms on the right-hand side of (1.2.13), while the

final condition on W0 in (1.2.14) allows the remaining integral on the right-hand
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side of (1.2.13) to be written so as to be proportional to∫ h

0

u dy = q. (1.2.15)

By making this particular choice of W0, which satisfies the conditions (1.2.14),

only one basis function, namely g0, is required (and thus only one residual R0

must be evaluated) to derive a first-order model. In particular, when A = −1 in

equation (1.2.14), the weight function W0 is

W0 = g0 = hy − y2

2
, (1.2.16)

where g0 is defined by equation (1.2.10). In this case, the WRIBL method in fact

coincides with the Galerkin approach, in which the weight functions and basis

functions are identical [52; 63; 64]. Other applications of the WRIBL method,

while following the same procedure outlined in the present section, do not use the

Galerkin approach [55; 60]. Evaluating R0 = ⟨W0,B(a0g0)⟩ = 0 at first order,

with this choice of W0 (1.2.16), results in a single equation involving only a0 and

h. However, the coefficient a0 (which has no physical meaning) can be eliminated

in favour of q, which is a physically measurable quantity, by substituting the

expansion (1.2.9) into equation (1.2.15), truncating at first-order, and obtaining

an expression for a0 in terms of q. Therefore, eliminating a0 in favour of q yields

5

2h2
q − 5

6
h+ δ

ï
∂q

∂t
+

17

7h
q
∂q

∂x
+

Å
5 cot β

6
h− 9

7h2
q2
ã
∂h

∂x
− 5Γ

6

∂3h

∂x3

ò
= 0, (1.2.17)

which, with the kinematic condition (1.2.6), yields a closed system of two coupled

evolution equations for h and q.

Note that equation (1.2.17) has terms of the same form as equation (1.2.7) but

with different coefficients for three of the terms (namely the third, fourth, and

sixth terms of equations (1.2.7) and (1.2.17)). In particular, if we were to choose

W0 = 1 instead of (1.2.16), then evaluating R0 = ⟨1,B(a0g0)⟩ = 0 would yield

equation (1.2.7) instead of equation (1.2.17) [63]. The first-order model (1.2.6)

and (1.2.17) does not experience blowup and does recover the Benney equation

(1.2.1) when a gradient expansion is performed on the flux, and hence correctly

predicts the same threshold for instability as the Orr–Sommerfeld equations [59,

Chapters 3 and 6; 52]. The first-order model (1.2.6) and (1.2.17) incorporates the
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effects of gravity, viscosity, inertia, surface tension, and the angle of inclination of

the substrate to the horizontal, but does not include the effects of second-order

viscous terms. Note that the second-order viscous terms have a dispersive effect on

the linear wave speed, and hence we will refer to them as (second-order) viscous

dispersion terms, in line with standard terminology in the literature associated

with weighted residual modelling [59]. If we wish to include the effect of viscous

dispersion, we must proceed to second order.

To derive a second-order model, we extend the expansion of u (1.2.9) to second

order

u = a0 (x, t) g0 (y;h) + δ
N∑
i=1

ai (x, t) gi (y;h) + δ2
N∗∑
k=1

a∗k (x, t) g
∗
k (y;h) +O

(
δ3
)
.

(1.2.18)

Similar to the first-order case, a suitable choice of Wj for j = 0, 1, . . . , N + N∗,

negates the need to determine the a∗k, or even the g∗k, for k = 1, . . . , N∗. However,

an expression for u at first order is required, and so some of the ai and gi for

i = 1, . . . , N must be determined. In particular, Ruyer-Quil and Manneville [52]

were able to show that, at first order, u could be written as

u = a0 (x, t) f0 (y;h) + δ [a1 (x, t) f1 (y;h) + a2 (x, t) f2 (y;h)] , (1.2.19)

where f0 = g0, and f1 and f2 are linear combinations of g0, g1, g2 and g0, g1, g2, g3, g4,

respectively (for algebraic details, see Ruyer-Quil and Manneville [52] and Wray

et al. [62]).

The expression for u at first order (1.2.19) involves three basis functions, namely

fi for i = 0, 1, 2, and thus requires three weight functions, Wj = fj for j = 0, 1, 2,

with three residuals to evaluate, namely Rj = ⟨Wj,B(a0f0 + δ [a1f1 + a2f2])⟩ = 0

for j = 0, 1, 2 (i.e. M = N = 2). Evaluating Rj = ⟨Wj,B(a0f0+δ [a1f1 + a2f2])⟩ =
0 for j = 0, 1, 2, results in three equations involving only ai for i = 1, 2, 3 and

h. The coefficients ai for i = 1, 2, 3 (which have no physical meaning) can be

eliminated in favour of q(x, t), s1(x, t), and s2(x, t), where s1 and s2 are additional

variables which describe the deviation of the velocity profile from the leading-order

semi-parabolic profile (1.2.10) [52]. Therefore, the second-order model is a coupled

system of four equations for h(x, t), q(x, t), s1(x, t), and s2(x, t) [52]. The equations

comprising the second-order model are lengthy, and are not reproduced here, but
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are given by equations (11) and (38)–(40) in Ruyer-Quil and Manneville [52]. The

second-order model includes the effect of viscous dispersion, which was absent in

the first-order model (1.2.6) and (1.2.17).

While the second-order model does not experience blowup and is second-order

accurate in δ, its complexity limits its amenability to either analytical or numerical

analysis. The second-order model can be simplified by the ad hoc elimination of

s1 and s2, by assuming that these terms are higher-order in the velocity expan-

sion (1.2.9). With this assumption, only the leading-order term of the velocity

expansion (1.2.18) (and thus only the leading-order basis function) is required.

Therefore, evaluating R0 = ⟨W0,B(a0g0)⟩ = 0, with W0 given by (1.2.16), but

with the second-order boundary-layer equation (1.2.8) yields

5

2h2
q − 5

6
h+ δ

ï
∂q

∂t
+

17

7h
q
∂q

∂x
+

Å
5 cot β

6
h− 9

7h2
q2
ã
∂h

∂x
− 5Γ

6

∂3h

∂x3

ò
− δ2

ñ
4

h2
q

Å
∂h

∂x

ã2
− 9

2h

∂q

∂x

∂h

∂x
− 6

h
q
∂2h

∂x2
+

9

2

∂2q

∂x2

ô
= 0,

(1.2.20)

which, with the kinematic condition (1.2.6), yields a closed system of two coupled

evolution equations for h and q, and is referred to as the simplified second-order

model by Ruyer-Quil and Manneville [52]. The simplified second-order model

(1.2.6) and (1.2.20) includes the effect of viscous dispersion at second order, but

does not include any of the second-order inertial effects which are associated with

s1 and s2.

While the simplified second-order model is no longer second-order accurate

(in particular, as it does not recover the Benney equation (1.2.1) at second order

when a gradient expansion is performed on the flux), it is much more amenable

to analytical and numerical analysis than the full second-order model (equations

(11) and (38)–(40) in Ruyer-Quil and Manneville [52]). Additionally, the results

of computations of the simplified second-order model in the linear and nonlinear

regime have both been found to be accurate when compared to experimental results

[64; 92; 93] and DNS computations [55; 60; 62; 94]. Thus, many studies adopt

the simplified second-order model rather than the full second-order model [53; 55;

60–62; 64–66], however, finding the best two-equation model is still an open and

active problem [95].

Reduced-order models can also be analysed using analytical techniques which
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are not applicable to the Navier–Stokes equations. One such analytical technique

is the Whitham wave hierarchy, which we will use in Chapter 5, and is described

in the following subsection.

1.2.2 Whitham wave hierarchy

For equations of a specific structure, the onset of the instability of a flow in the

linear regime can be understood via the Whitham wave hierarchy, as introduced

by Whitham [96, Chapter 10]. The Whitham wave hierarchy has been applied

in many contexts such as traffic flows [96, Chapter 3], two-phase flows [97], flood

waves [96, Chapter 3], and falling film flows [59; 64–66; 98; 99]. The Whitham wave

hierarchy provides a mathematical framework for discussing and understanding the

physical mechanisms of wave dynamics and, in particular, how the dynamics of

the waves relate to the linear stability of the flow.

The Whitham wave hierarchy is applicable to linearised equations of the form

[96, Chapter 10; 98],

d0

Å
∂

∂t
+ ck

∂

∂x

ã
qh+ d1

Å
∂

∂t
+ cd−

∂

∂x

ãÅ
∂

∂t
+ cd+

∂

∂x

ã
qh = 0, (1.2.21)

where d0 and d1 are positive constants and ck and cd± are the kinematic and

dynamic wave speeds [100], respectively. The kinematic waves are those formed

in response to deformations of the free surface, and the dynamic waves are those

formed in response to variations in momentum. When two-equation reduced-order

models (such as those developed using the WRIBL method) are linearised around

a constant base-state solution, then the linear governing equation may be able to

be rewritten in the form of equation (1.2.21) [59, Chapter 7], and, to illustrate this

process, we will use the first-order WRIBL model (1.2.6) and (1.2.17). To linearise

equations (1.2.6) and (1.2.17), we decompose h and q as

h(x, t) = 1 + ξqh(x, t), (1.2.22)

q(x, t) = q̄ + ξqq(x, t), (1.2.23)

where ξ ≪ 1, q̄ is the base-state solution for the flux, and the terms with checks

denote the perturbations to the base-state solutions. We substitute (1.2.22) and

(1.2.23) into equations (1.2.6) and (1.2.17). At first order in ξ, we differentiate the
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expression arising from equation (1.2.17) with respect to x and use the expression

arising from equation (1.2.6) to eliminate ∂qq/∂x (and thus also eliminating qq) to

leave a single equation for qh of the form (1.2.21). The Whitham wave hierarchy

can be extended to include derivatives of a higher order in equation (1.2.21) [59,

Chapter 7; 64–66; 97–99], and we shall consider this extension in Chapter 5. Equa-

tions of the form (1.2.21) are referred to as having a “two-wave structure” [99] and

the flow that equations of this form describe is stable when the stability criterion

cd− ≤ ck ≤ cd+ (1.2.24)

is satisfied [96]. The stability criterion (1.2.24) can be justified by solving equation

(1.2.21). To do this, we decompose qh as

qh(x, t) = h̃eikx+σt, (1.2.25)

where k and σ denote the (real) streamwise wavenumber and the (complex) linear

growth rate, respectively. Substituting (1.2.25) into (1.2.21) yields

d0 (ickk + σ)− d1
(
cd−k − iσ

) (
cd+k − iσ

)
= 0. (1.2.26)

When the linear growth rate is unstable for k → 0+ (i.e. for disturbances with

a long wavelength), then this mode of instability is referred to as “long-wave

instability” [101]. The mode of instability for the flow described by equation

(1.2.21) is long-wave instability, thus an expansion of the linear growth rate of the

form

σ = σ0 + kσ1 + k2σ2 +O(k3) (1.2.27)

is used, for k ≪ 1. Substituting (1.2.27) into (1.2.26) and solving order-by-order

in k yields

σ0 = 0, σ1 = −ick, σ2 = −d1
d0

(
cd− − ck

) (
ck − cd+

)
. (1.2.28)

Therefore, the stability is governed by the sign of σ2, as σ0 = 0 and σ1 is purely

imaginary, and thus does not affect the stability. The sign of σ2 is negative when

the stability criterion (1.2.24) is satisfied. Note that there is a second linear growth
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rate of the form (1.2.27) namely

σ0 = −d0
d1
, σ1 = i(ck − cd+ − cd−), σ2 =

d1
d0

(
cd− − ck

) (
ck − cd+

)
, (1.2.29)

which is always negative for small k and thus is always stable.

We will now provide a physical interpretation for the stability criterion (1.2.24)

in the context of a signalling problem with a localised initial condition. Kinematic

waves appear due to first-order derivatives in equation (1.2.21), and dynamic waves

appear due to second-order derivatives. We can explore the roles of the two waves

individually by examining equation (1.2.21) in the limits of d1 → ∞ and d1 → 0+

(or equivalently, d0 → 0+ and d0 → ∞). First, consider the limit d1 → ∞, in

which equation (1.2.21) reduces toÅ
∂

∂t
+ cd−

∂

∂x

ãÅ
∂

∂t
+ cd+

∂

∂x

ã
qh = 0, (1.2.30)

with the general solution

qh = qh1(x− cd−t) +
qh2(x− cd+t). (1.2.31)

Now, consider the limit d1 → 0+, in which equation (1.2.21) reduces toÅ
∂

∂t
+ ck

∂

∂x

ã
qh = 0, (1.2.32)

with the general solution
qh = qh0(x− ckt). (1.2.33)

A localised perturbation to the uniform base state produces a wavepacket which

consists of both kinematic and dynamic waves. The early stages of the wavepacket

evolution are governed by equation (1.2.30), where the wavefronts at the front and

back of the wavepacket travel with speeds cd+ and cd− , respectively. In other words,

the dynamic waves carry the “first signal” at speeds cd+ and cd− [96, Chapters 1

and 10]. The later stages of the wavepacket evolution are governed by equation

(1.2.32), where the wavefronts travel with speed ck. Here, the kinematic waves

carry the “main disturbance” at speed ck [96, Chapters 1 and 10]. Figure 1.6

shows a sketch of the characteristic curves of equations (1.2.30) and (1.2.32) for

a wavepacket of length L. Figure 1.6(a) shows neutral stability (cd− = ck = cd+)
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(a)

(b)

(c)

Figure 1.6: Sketch of the characteristic curves of equations (1.2.30) (dashed) and
(1.2.32) (solid) for a wavepacket of length L. The cases sketched are (a) neutral
stability (cd− = ck = cd+), (b) stability (cd− < ck < cd+), and (c) instability
(cd− ≤ cd+ < ck).
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in which the wavepacket does not change shape. Figure 1.6(b) shows stability

(cd− < ck < cd+) in which the wavefront at the front of the wavepacket travels

faster than the wavefronts in the middle of the wavepacket, which in turn, trav-

els faster than the wavefront at the back of the wavepacket, thus the amplitude

of the wavepacket decreases with time towards the uniform base state. Figure

1.6(c) shows instability (cd− ≤ cd+ < ck) in which the wavefronts in the mid-

dle of the wavepacket travel faster than the wavefronts at the front and back of

the wavepacket and the characteristics of the waves overlap, which causes the

wavepacket to become multi-valued. When the wavepacket is multi-valued, equa-

tion (1.2.21) is no longer physically valid, and cannot describe the evolution of the

wavepacket produced by a perturbation to the uniform base state.

By constructing a hierarchy of the lower-order (dynamic) waves and higher-

order (kinematic) waves, we have a useful analytical technique which we will use

to explore the mechanisms which govern the stability of the flow.

1.3 Thin-film and thick-film flows

In Section 1.2, we discussed the development of reduced-order models by exploiting

a disparity in length scales of the flow. In the present section, we will discuss the

relationship between length scales present for flow on a planar substrate, and then

extend this discussion for flow on a curved substrate. Throughout this section,

hats denote dimensional quantities.

1.3.1 Flow on a planar substrate

For flow on a planar substrate, only two length scales are present. These are the

characteristic film thickness Ĥ (i.e. the length scale in the cross-stream direction),

and a characteristic wavelength of the film λ̂ (i.e. the length scale in the streamwise

direction), as shown schematically in Figure 1.7.

There are two common techniques which are used to exploit a disparity in

length scales of the flow. The first is a thin-film approximation, which assumes

that Ĥ is small relative to λ̂. The planar thin-film small aspect ratio δplane is
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Figure 1.7: Schematic of the relationship between the two length scales present for
flow on a planar substrate.

defined by

δplane =
Ĥ

λ̂
≪ 1. (1.3.1)

The second is a long-wave approximation, which assumes that λ̂ is large relative

to Ĥ. However, in the present case, assuming that λ̂ is large relative to Ĥ (i.e.

a long-wave approximation) is equivalent to assuming that Ĥ is small relative

to λ̂ (i.e. a thin-film approximation). Thus, for flow on a planar substrate, the

terms “thin-film” and “long-wave” are interchangeable. For the remainder of this

section, for convenience, when discussing flow on a planar substrate, we choose to

refer to the planar thin-film small aspect ratio δplane, defined by (1.3.1) as simply

the planar small aspect ratio δplane.

1.3.2 Flow on a curved substrate

A curved substrate introduces two additional length scales, namely the two char-

acteristic radii of curvature of the substrate. For simplicity, in the following dis-

cussions of flow on a curved substrate we will consider a substrate with only one

characteristic radius of curvature L̂ (e.g. a cylinder, where one of the two charac-

teristic radii of curvature is the cylinder radius and the other is infinite and thus,

similar to the radii of curvature in the planar case, can be ignored). However, the

ideas discussed in the present section can be readily extended to curved substrates

with two finite radii of curvature (e.g. an ellipsoid or a sphere). In this section, we

use the characteristic radius of curvature L̂ to nondimensionalise the length scales

H =
Ĥ

L̂
, λ =

λ̂

L̂
, L =

L̂

L̂
, (1.3.2)
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where H and λ are free parameters, and L is taken to be unity. While unconven-

tional, we continue to include L explicitly in our discussion for the remainder of

the present section.

As described, for example, by Wray et al. [55] and Wray and Cimpeanu [60], we

draw a clear distinction between the terms “thin-film” and “long-wave” for flow on

a curved substrate, which, as we shall explain, do not, in general, mean the same

thing even though they are sometimes used interchangeably in the literature. For

flow on a planar substrate, there is one small aspect ratio δplane, defined by (1.3.1),

whereas for flow on a curved substrate, due to the presence of an additional length

scale, there are two small aspect ratios, namely the thin-film small aspect ratio ε

(which we shall define in Section 1.3.2.1), and the long-wave small aspect ratio δ

(which we shall define in Section 1.3.2.2).

We will first discuss both a thin-film approximation and a long-wave approxi-

mation for flow on a curved substrate in Sections 1.3.2.1 and 1.3.2.2, respectively,

and then discuss how a long-wave approximation can be used to develop reduced

order models to describe the flow of a thick film on a curved substrate in Section

1.3.2.3. In particular, we define a thick film as one in which the characteristic

film thickness is of the same order of magnitude as the characteristic radius of

curvature.

1.3.2.1 Flow of a thin film on a curved substrate

On a curved substrate, a thin-film approximation assumes that the characteristic

film thickness H is small compared to both a characteristic wavelength λ and the

characteristic radius of curvature L. The thin-film small aspect ratio ε is defined

by

ε = H ≪ 1, (1.3.3)

where λ = O(1). The relationship between the length scales present for the flow

of a thin film on a curved substrate is shown schematically in Figure 1.8. The flow

of a thin film on a curved substrate will be discussed in detail in Sections 1.4 and

1.5 for flow on a horizontal cylinder, and in Section 1.6 for flow on a vertical fibre.
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Figure 1.8: Schematic of the relationship between the three length scales for the
flow of a thin film on a curved substrate with a thin-film approximation.

1.3.2.2 Flow of a thick film on a curved substrate

On a curved substrate, a long-wave approximation assumes that a characteristic

wavelength λ is large compared to both the characteristic film thickness H and the

characteristic radius of curvature L. The long-wave small aspect ratio δ is defined

by

δ = λ−1 ≪ 1, (1.3.4)

where H = O(1). The relationship between the length scales present for the flow

of a thick film on a curved substrate is shown schematically in Figure 1.9. The

flow of a thick film on a curved substrate will be discussed in detail in Section 1.4

for flow on a horizontal circular cylinder, and in Section 1.6 for flow on a vertical

fibre.

1.3.2.3 Modelling the flow of a thick film on a curved substrate

Many studies of flow on a curved substrate have restricted themselves to using

a thin-film approximation (i.e. assuming that H ≪ 1) [102–108], however, by

using a long-wave approximation, it is possible to relax the restriction that the

film thickness must be small relative to the characteristic radius of curvature (i.e.

allowing H = O(1) while maintaining the assumption that λ−1 ≪ 1) in order to
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Figure 1.9: Schematic of the relationship between the three length scales for the
flow of a thick film on a curved substrate with a long-wave approximation.

develop reduced-order models which are appropriate for a film thickness of order

unity [55; 60; 64; 109; 110].

When the fluid film is thick, bulges which have a large interfacial curvature

(relative to the characteristic radius of curvature) can form in the film. To accu-

rately model these bulges, a common (albeit ad hoc) assumption is to retain the

full form of the interfacial curvature κ [55; 60; 71; 109; 111–116]. Thus, terms in

the full form of κ that are of higher order in δ are retained in order to effectively

model these bulges.

Some reduced-order models have been developed using a thin-film approxima-

tion (i.e. assuming that H ≪ 1) but are then used to model a flow in which the

film thickness can exceed the range of validity of a thin-film approximation. As

an example, we will discuss the flow of a thin film of fluid on a two-dimensional

stationary horizontal circular cylinder. While the film is indeed initially thin, as

the free surface evolves it can eventually exceed the range of validity of a thin-film

approximation [113; 117]. Figure 1.10(a) shows a plot of the initial uniform free

surface on a stationary circular cylinder and Figure 1.10(b) shows a plot of the

free surface at t = 150, when the fluid has drained to form a bulge at the bottom
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(a) (b)

Figure 1.10: Plot of the unscaled free surface (solid) on a stationary horizontal
circular cylinder (dashed) from the numerical solution of the two-dimensional case
of equation (54) from Evans et al. [56] with W = 0, M = 0.05 (in the notation of
Evans et al. [56]), Bo = 100, and ε = 0.075 (we defer the discussion of the work
of Evans et al. [56] to Section 1.4.1.3). (a) The initial free surface is of uniform
thickness, and (b) a bulge has formed in the free surface at the bottom of the
cylinder due to gravity at t = 150.

of the cylinder, due to the effect of gravity (note that these results are generated

from the numerical solution of the two-dimensional case of equation (54) from

Evans et al. [56] which we will discuss in Section 1.4.1.3). The initial uniform free

surface is clearly thin in Figure 1.10(a), whereas the free surface has become (lo-

cally) thick at the bottom of the cylinder in Figure 1.10(b) with the maximum film

thickness being of the same order of magnitude as the cylinder radius. Thus, as

the free surface evolves with time, the solution has violated the thin-film approx-

imation. Therefore, to model a flow in which the free surface becomes (locally)

thick, such as in the present example, it is not appropriate to use a reduced-order

model derived using a thin-film approximation. However, despite the long-wave

approximation also being violated in the present example, in which the (local) film
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thickness, cylinder radius, and wavelength are all of a similar size, the results of

a reduced-order model derived using a long-wave approximation can still provide

a good agreement with the results of DNS, as we shall show in the remainder of

this section.

A long-wave approximation has been successfully used to derive a reduced-

order model for flow on a curved substrate with a fixed streamwise domain length.

For example, we consider the case of a circular cylinder [55; 60] with azimuthal

coordinate θ and a fixed azimuthal domain length of 2π. In this case, (following

Wray et al. [55] and Wray and Cimpeanu [60]) applying a long-wave approximation

to θ introduces the scaling
∂

∂θ
= δ

∂

∂θ̃
, (1.3.5)

where δ ≪ 1. The scaling (1.3.5) follows from the assumption that variations are

slow in the azimuthal direction. The long-wave scaling is applied to the variation of

θ and not θ itself, since the azimuthal domain length is fixed at 2π, and thus cannot

be assumed to be “long”. As a consequence, the long-wave approximation for flow

on a circular cylinder does not, in fact, constitute a formal asymptotic approach.

Reduced-order models for flow on a circular cylinder (or more generally, for flow

on a curved substrate with a fixed streamwise domain length) derived using a

long-wave approximation can instead be treated as “data-driven” models in which

validation of the results of the model are provided a posteriori against the results

of the linear calculations and DNS of the Navier–Stokes equations [55; 60; 109].

Reduced-order models for flow on a circular cylinder derived using a long-wave

approximation have been shown to provide good results in comparison with the

results of both the linear calculations and DNS of the Navier–Stokes equations,

even outside their range of formal validity. We demonstrate this point using an

example from Wray et al. [55] for the problem of fluid coating the exterior of a

two-dimensional uniformly rotating horizontal circular cylinder in the limit of zero

gravity (in the absence of inertia). Figure 1.11 shows their plots of the linear

growth rate s (in the notation of Wray et al. [55]) as a function of the unperturbed

film radius h̄ for the n = 2 mode (left), the n = 4 mode (middle), and the n = 6

mode (right), where n is the (integer) azimuthal wavenumber. The linear growth

rates for the flow described by their second-order thick-film WRIBL model and

the Stokes equations agree well, even at h̄ = 2 (when the film is as thick as

the cylinder radius). Note that their second-order thick-film WRIBL model is
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Figure 1.11: Plots of the linear growth rate s as a function of the unperturbed
film radius h̄, for the problem of fluid coating the exterior of a two-dimensional
uniformly rotating horizontal circular cylinder in the limit of zero gravity (in the
absence of inertia), for the n = 2 mode (left), the n = 4 mode (middle), and
the n = 6 mode (right), where n is the azimuthal wavenumber. The dashed
green, dash-dot blue, solid black, and solid red lines correspond to the linear
growth rates for the flow described by their second-order thick-film WRIBL model
(derived using a long-wave approximation), their first-order thick-film gradient-
expansion model (derived using a long-wave approximation), their first-order thin-
film gradient-expansion model (derived using a thin-film approximation), and the
Stokes equations, respectively. Reproduced with permission from the Society for
Industrial and Applied Mathematics, Copyright 2017, Wray et al. [55].

not a simplified second-order model (see Section 1.2.1.4) due to the absence of

inertia. The linear growth rates for the flow described by their first-order thick-

film gradient-expansion model and their first-order thin-film gradient-expansion

model give poor agreement with the linear growth rates for the flow described

by the Stokes equations, and the agreement becomes worse as h̄ increases. In

particular, Figure 1.11 shows that the linear growth rates of reduced-order models

derived using a long-wave approximation accurately predict the linear growth rates

of the Stokes equations, whereas the linear growth rates of reduced-order models

derived using a thin-film approximation fails to predict the linear growth rates of

the Stokes equations. The wavelengths of the n = 6 mode are not strictly “long”,

however the linear growth rate of the second-order thick-film WRIBL model still

accurately predicts the linear growth rate of the Stokes equations, even outside the

range of formal validity of the long-wave approximation, as shown in the rightmost

part of Figure 1.11. We will discuss the results of Wray et al. [55] in more detail

in Section 1.4.1.4.
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1.4 Flow on circular cylinders

1.4.1 Flow on rotating circular cylinders

The pioneering work of Moffatt [57], which was inspired by both the question of

what is the maximum load of honey which can be supported on a rotating knife

[57], and a 1973 lecture delivered by V. V. Pukhnachev, has stimulated a large

and growing body of work which has focused on improving our understanding of

how fluid behaves when coating an object.

For mathematical convenience, the pioneering works by both Moffatt [57] and

Pukhnachev [58] used a circular cylinder as a simple model for the knife. Nonethe-

less, fluids coating circular cylinders have been the subject of considerable interest

in their own right as they are an important component in a variety of industrial

processes, such as fluid transfer in printing processes [118], manufacturing func-

tional films through nanoimprint lithography [119; 120] and ultraviolet imprint

lithography [121], removing heat from an aero-engine bearing chamber [122], the

application of radiation-curing coating materials to steel plates via a roller-coating

process (as shown in Figure 1.12(a), which shows a sketch of the roller-coating

process, and Figure 1.12(b), which shows the experimental apparatus used to test

the performance of radiation-curing coating materials in response to vibrations)

[123], and the manufacturing of lithium-ion battery electrodes via a slot-die coating

process (as shown in Figure 1.13(a), which shows a schematic of the experimental

set-up used for investigating the quality of the coating, and Figure 1.13(b), which

shows a coating with no defects, a coating with bar-shaped defects, and a coating

with a stripe defect).

1.4.1.1 The pioneering works of Moffatt [57] and Pukhnachev [58]

The work of Moffatt [57] uses a thin-film approximation to develop a reduced-order

model of the form
∂h

∂t
+

∂

∂θ

Å
h− h3

3
cos θ

ã
= 0, (1.4.1)

where h(θ, t), t, and θ denote the dimensionless film thickness, the dimensionless

time, and the azimuthal coordinate, respectively. Equation (1.4.1) is nonlinear

and incorporates the effects of rotation and gravity (the first and second terms
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(a)

(b)

Figure 1.12: Roller-coating is a method used to apply radiation-curing coating ma-
terials to steel plates. (a) A sketch of the roller-coating process, where the drawing
roller, coating materials box, coating fluid, and coating roller are indicated by 1,
2, 3, and 4, respectively. (b) Experimental apparatus used to test the performance
of radiation-curing coating materials in response to vibrations (left), and the roller
coating process performance experiment in operation (right). Reproduced with
permssion, Copyright 2022, Lv et al. [123].
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(a)

(b)

Figure 1.13: Slot-die coating is a commonly used method for the manufacturing
of lithium-ion battery electrodes. (a) A schematic of the experimental set-up
for investigating the quality of the coating applied to a rotating circular cylinder
through a slot-die coating process. The topography of the coating is analysed by
means of a laser triangulation system, and the coating is then removed from the
cylinder by a blade. (b) When no defects are present, the coating is uniform (left),
bar-shaped defects can occur in the coating at low flow rates (middle), and stripe
defects can occur in the coating when large particles locally clog the coating gap
(right). Reproduced with permission from Elsevier, Copyright 2013, Schmitt et al.
[124].
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in brackets, respectively), while neglecting the effect of surface tension. Equation

(1.4.1) admits a steady solution when ∂h/∂t = 0, i.e. when

h− h3

3
cos θ = q, (1.4.2)

where q(θ, t) is the dimensionless volume flux (as the flow is steady, q is constant

in both time and space). Moffatt [57] showed that (1.4.2) only admits a steady

“full-film” solution (a single-valued solution for θ ∈ [0, 2π) for which the fluid

wets the entire cylinder) when 0 < q ≤ qc where qc = 2/3 is the critical value

of the flux. The (dimensionless) maximum supportable load for the cylinder is

Mc ≈ 4.443 (which was incorrectly given by Moffatt [57] as Mc ≈ 4.428), occurs

at q = qc = 2/3. We note here a confusing piece of terminology in the field: Mc

is sometimes confusingly termed the “maximum supportable load” or “maximum

load”, even in studies with surface tension [125], when it would be better termed

“the maximum supportable load in the absence of surface tension” (as, in the

presence of surface tension, solutions do exist withM > Mc). For clarity, hereafter

we always refer to Mc as the maximum supportable load in the absence of surface

tension. The steady full-film solution of (1.4.2) is given explicitly by

h =



2√
| cos θ|

sinh

Å
1

3
sinh−1B

ã
cos θ < 0,

2√
cos θ

cos

Å
2π

3
− 1

3
cos−1B

ã
cos θ > 0,

q cos θ = 0,

(1.4.3)

where

B = −q3
2
sgn(cos θ)

»
| cos θ|, (1.4.4)

and 0 < q ≤ qc, as shown by Duffy and Wilson [126]. Figure 1.14(a) shows a plot

of the steady full-film solution (1.4.3) for various values of 0 < q ≤ qc. The film is

thickest at θ = 0 (where the direction of gravity is tangential to the cylinder, and

the effects of gravity and rotation oppose each other) and thinnest at θ = π (where

the direction of gravity is tangential to the cylinder, and the effects of gravity and

rotation are combined), and, for 0 < q < qc = 2/3 the solution is smooth, but for

q = qc = 2/3 the solution has a corner at θ = 0. This corner can be seen clearly in

Figure 1.14(b) which shows an example of the solution (1.4.3) for both the critical

and a subcritical value of q on a cylinder rotating with constant angular velocity in
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(a)

(b)

Figure 1.14: (a) Plot of the steady full-film solution (1.4.3) for q =
1/15, 2/15, . . . , qc = 2/3 (lowest to highest curve). (b) An example of the
steady full-film solution (1.4.3) on the rotating circular cylinder (dashed) for
q = 3qc/4 = 1/2 and q = qc = 2/3, where the cylinder rotates with constant
angular velocity in the direction indicated by the arrow.
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Figure 1.15: The shark-teeth-like pattern observed in the rimming flow experi-
ments of Thoroddsen and Mahadevan [127]. Reproduced with permission from
Springer Nature, Copyright 1997, Thoroddsen and Mahadevan [127].

the direction indicated by the arrow. A corner is, of course, not a physical feature

of the free surface, and is no longer present when the effects of surface tension are

included in the model. Pukhnachev [58] showed that there exists a unique steady

solution for two-dimensional flow on the exterior of a rotating cylinder. Using a

thin-film approximation, Pukhnachev [58] developed a reduced-order model of the

form
∂h

∂t
+

∂

∂θ

Å
h− ω

h3

3
cos θ + α

h3

3

∂

∂θ

ï
h+

∂2h

∂θ2

òã
= 0, (1.4.5)

where ω = ε2ρgR/(Ωµ), α = ε3γ/(ΩµR), and ε = H/R ≪ 1 denote the di-

mensionless gravity parameter, the dimensionless surface tension parameter, and

the thin-film small aspect ratio (see Section 1.3.2.1), respectively, where R and

H denote the cylinder radius and the characteristic film thickness, respectively.

When the effect of surface tension is neglected in equation (1.4.5) (i.e. in the limit

α → 0+) equation (1.4.1) is recovered, up to a difference in scalings.

While both Moffatt [57] and Pukhnachev [58] considered flow on the exterior

of a cylinder (coating flow), their leading-order equations are also applicable for

flow on the interior of a cylinder (rimming flow). The problem of rimming flow

has proven to be of great interest [127–136] with various different phenomena

observed, such as the shark-teeth-like pattern observed in the experimental work

of Thoroddsen and Mahadevan [127] as shown in Figure 1.15. However, the focus
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of this thesis will be on coating flows.

1.4.1.2 Extensions to the works of Moffatt [57] and Pukhnachev [58]

There have been numerous studies on both coating and rimming flow which have

built upon the pioneering works of Moffatt [57] and Pukhnachev [58] in a variety

of ways.

Early work was motivated by trying to improve upon Moffatt’s [57] value for

the maximum supportable load in the absence of surface tension. The pioneer-

ing numerical investigation of Hansen and Kelmanson [137] studied steady two-

dimensional coating flow on a rotating circular cylinder, without any restriction

on the film thickness. Hansen and Kelmanson [137] found that the corner in Mof-

fatt’s [57] steady full-film solution (1.4.3) (see Figure 1.14) is never observed in

practice (even in the absence of surface tension). Hansen and Kelmanson [137]

used an integral-equation method and compared their numerical results with Mof-

fatt’s [57] analytical results. Hansen and Kelmanson [137] found that the film

is always thickest at θ = 0 and thinnest at θ = π (which agrees with Moffatt’s

[57] steady full-film solution (1.4.3)), and that the maximum supportable load in

the absence of surface tension is close to, but always slightly above, Moffatt’s [57]

value.

Later, Kelmanson [138] tried to improve upon Moffatt’s [57] value for the max-

imum supportable load in the absence of surface tension by using analytical and

numerical methods. Kelmanson [138] developed a reduced-order model using a

thin-film approximation which incorporates the effects of rotation and gravity at

leading-order in the thin-film approximation (while neglecting the effect of surface

tension), and retains a first-order term in the thin-film approximation correspond-

ing to rotation. This approach yields a positive correction to Moffatt’s [57] value

for the maximum supportable load in the absence of surface tension, which results

in an improved agreement with the numerical results of Hansen and Kelmanson

[137].

Later, Wilson et al. [139] tried to further improve upon Moffatt’s [57] value for

the maximum supportable load in the absence of surface tension using analytical

and numerical methods. Wilson et al. [139] found that if Kelmanson [138] had

retained all first-order terms in the thin-film approximation, then the correction



Chapter 1 35

to Moffatt’s [57] value for the maximum supportable load in the absence of surface

tension is actually negative, and therefore the agreement with the numerical results

of Hansen and Kelmanson [137] is actually worse. By including terms which are

formally of higher order in the thin-film approximation, the results of Wilson

et al. [139] exhibited good agreement with the numerical results of Hansen and

Kelmanson [137].

Johnson [132] considered the case of steady rimming flow and, by developing a

reduced-order model using a thin-film approximation, found that four different free

surface profiles are possible (two of which involve discontinuous “shock solutions”)

for various cylinder rotation speeds. Shock solutions are solutions in which there

is a discontinuity in the free surface. Shock solutions have a fluid load which

is greater than the maximum supportable load in the absence of surface tension

found by Moffatt’s [57] steady full-film solution (1.4.3). O’Brien and Gath [133]

later determined the height and location of the shock solutions for rimming flow

in the absence of surface tension.

Duffy and Wilson [126] extended the work of Moffatt [57] to include “curtain”

solutions, which are unbounded at the top and bottom of the cylinder, where the

fluid falls onto and off of the rotating circular cylinder, respectively.

Hinch and Kelmanson [140] analytically investigated the long-time dynamics

of a reduced-order model which incorporates the effects of rotation, gravity, and

surface tension (i.e. equation (1.4.5), up to a difference in scalings). Using the

method of multiple scales, they found that perturbations to the free surface slowly

decay towards a steady state, where the film is thickest at θ = 0 and thinnest at

θ = π. As the perturbations decay, they experience a gravity-induced phase lag

due to the complex interactions between gravity, rotation, and surface tension.

Benilov and O’Brien [141], Noakes et al. [142], and Kelmanson [143] all ex-

tended the work of Moffatt [57] and Pukhnachev [58] to include the effects of both

surface tension and inertia.

Lopes et al. [144] investigated steady coating and rimming flow using DNS and

by using a variational approach [145] (which ultimately leads to the retention of

the full form of the interfacial curvature) to develop a reduced-order model, which

they termed the “variational lubrication model” (VLM). The VLM retains the full

form of the free energy which, in the case of Lopes et al. [144] consists of surface
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energy (via the surface tension terms) and potential energy (via the gravitational

term). Using the VLM, Lopes et al. [144] were able to capture regimes with

weak surface tension in which there are multiple solutions, for both coating and

rimming flow, for a single set of parameters. Classical (leading-order) models did

not predict such multiplicity of solutions for a single set of parameters, and Lopes

et al. [144] attributed this to the fact that classical models used a simplified form

of the interfacial curvature.

1.4.1.3 The work of Evans et al. [56]

Thus far we have primarily discussed the maximum supportable load in the absence

of surface tension on a cylinder which is rotating at a given speed, Mc, which is, of

course, analogous to the minimum rotation speed needed to support a given load in

the absence of surface tension. However, we have not yet discussed the behaviour

of the free surface as the rotation speed is varied parametrically. Evans et al. [56]

theoretically investigated the effect of parametrically varying the rotation speed on

two-dimensional coating flow. This study uses one of the most complete models

and most extensive parametric studies (as we are about to describe). Since we

compare some of the results we obtain in Chapters 2 and 3 with the work of Evans

et al. [56], we discuss their results in some detail.

Evans et al. [56] developed a reduced-order model using a thin-film approxima-

tion, which includes terms that are of first order in the thin-film approximation.

The model of Evans et al. [56] is fully three-dimensional and includes the effects

of gravity, viscosity, rotation, surface tension, and centrifugation. We will focus

on the two-dimensional case, which is described by a reduced-order model of the

form

(1 + εh)
∂h

∂t
+

∂

∂θ

[
UΩ

Å
h+ ε

h2

2

ã
+ ε

1

Bo

h3

3

∂

∂θ

Å
h+

∂2h

∂θ2

ã
− cos θ

Å
h3

3
+ ε

h4

2

ã
+ ε

[
W 2 − sin θ

]Åh3
3

∂h

∂θ

ã]
= 0,

(1.4.6)

where Bo = ρgR2/γ, W = ΩR1/2/g1/2, M = µ/(ρg1/2R3/2) (in the notation

of Evans et al. [56]), and UΩ = VΩ/(ε
2V ) = WM/ε2 = µΩR/(ρgH2) denote a

Bond number, a dimensionless rotation speed, a dimensionless viscosity, and a
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Figure 1.16: The film thickness at θ = 0 plotted as a function of t forW = 0, 0.002,
0.004, 0.008, 0.012, and 0.016. Reproduced with permission from AIP Publishing,
Copyright 2004, Evans et al. [56].

dimensionless ratio of the velocity of the surface of the cylinder (VΩ = ΩR) to the

characteristic velocity (V = ρgR2/µ), respectively.

To simplify their numerical scheme, Evans et al. [56] neglected three of the

terms which appear at first order in ε in equation (1.4.6), namely the second and

fourth terms on the first line and the second term on the second line. The results

of Evans et al. [56] are expressed in terms non-dimensional, but otherwise unscaled

variables.

The key result of Evans et al. [56] is a parametric study on the rotation speed

W , which is increased monotonically from W = 0. In the notation of Evans et

al. [56], the (dimensionless) minimum rotation speed needed to support a given

load in the absence of surface tension is denoted by Wc (where Wc ≈ 0.0141 for

the parameter values used by Evans et al. [56]). Figure 1.16 shows their plot of

the film thickness at θ = 0 as a function of t for several values of W . In what

follows, we discuss the results of their parametric study for a stationary cylinder, a

subcritical rotation speed, the critical rotation speed, and a supercritical rotation

speed, respectively
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When the cylinder is stationary (i.e. when W = 0), a bulge is formed on the

bottom of the cylinder due to gravity and is supported by surface tension. As the

free surface evolves, the film thickness at the top of the cylinder decreases, but the

film does not reach zero thickness in a finite time.

When 0 < W < Wc, corresponding to a load greater thanMc, a bulge is formed

on the underside of the cylinder due to gravity, and is held in a steady state due

to the effects of surface tension (see the curves for 0.002 ≤ W ≤ 0.012 in Figure

1.16, which asymptote to a constant value). Figure 1.17(a) shows their plot of the

maximum film thickness and minimum film thickness for the steady state on the

underside of the cylinder plotted as a function ofW (for 0 < W < Wc), and Figure

1.17(b) shows their plot of the location of the maximum film thickness and the

location of the minimum film thickness for the steady state on the underside of the

cylinder plotted as a function of W (for 0 < W < Wc). As W increases towards

Wc in Figure 1.17(a), the maximum film thickness decreases while the minimum

film thickness increases. This is a result of more fluid being carried around the

rotating cylinder, and less fluid accumulating in the bulge. AsW increases towards

Wc in Figure 1.17(b), the location of the maximum film thickness moves further

up the cylinder, i.e. towards θ = 0, and, in particular, the film thickness at θ = 0

increases. As W increases towards W ≈ 0.01 in Figure 1.17(b), the location of the

minimum film thickness also moves further up the cylinder until there is a jump

in the location of the minimum film thickness at W ≈ 0.01. As W increases from

W ≈ 0.01 towardsWc in Figure 1.17(b), the location of the minimum film thickness

is now θ = π. The jump in Figure 1.17(b) is due to the minimum film thickness

changing from being located at a “capillary ripple” to being located at θ = π.

Capillary ripples have been described in the pioneering work of Wilson and Jones

[146] for flow down a vertical wall into a pool of fluid. Since then, capillary ripples

have also been studied in many other situations, such as falling films down inclined

planes [147], drops on inclined planes [148], and fluid draining on the exterior of

a stationary circular cylinder [149]. Figure 1.18 shows a plot of the free surface

for the steady state on the underside of the cylinder from the numerical solution

of equation (1.4.6), where the dashed boxes highlight the location of the capillary

ripples, and the crosses denote the location for the minimum film thickness. Figure

1.18(a) shows a plot of the free surface for W = 0.008 (i.e. to the left of the jump

seen in Figure 1.17(b)), in which the capillary ripple at θ ≈ 3π/2 is the location
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Figure 1.17: Plots of (a) the maximum film thickness and minimum film thickness
for the steady state on the underside of the cylinder plotted as a function ofW (for
0 < W < Wc) and (b) the location of the maximum film thickness and the location
of the minimum film thickness for the steady state on the underside of the cylinder
plotted as a function ofW (for 0 < W < Wc). The maximum and minimum values
are marked by “+” and “×”, respectively. Reproduced with permission from AIP
Publishing, Copyright 2004, Evans et al. [56].
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(a)

(b)

Figure 1.18: Plot of the free surface for the steady state on the underside of the
cylinder from the numerical solution of equation (1.4.6) with M = 0.007 (in the
notation of Evans et al. [56]), Bo = 100, ε = 0.007 and t = 4900 (i.e. the same
parameter values used by Evans et al. [56] in Figure 1.16) for (a) W = 0.008, and
(b) W = 0.012. Note that Evans et al. [56] used unscaled variables, and so the
final time in Figure 1.16 is equivalent to the time used in the present figure when
scaled with ε2. The dashed boxes highlight the location of the capillary ripples,
and the crosses denote the location of the minimum film thickness.



Chapter 1 41

for the minimum film thickness, and Figure 1.18(b) shows a plot of the free surface

forW = 0.012 (i.e. to the right of the jump seen in Figure 1.17(b)), in which θ = π

is now the location of the minimum film thickness.

For W = Wc, corresponding to a load equal to Mc, there is still a bulge formed

by gravity which reaches a steady state in which the film is thickest at θ = 0 and

thinnest at θ = π, with a near-top-to-bottom symmetry. In practice, the subtle

interplay of the effects of rotation, gravity, and surface tension will prevent the

top-to-bottom symmetry of this steady state.

For W > Wc, corresponding to a load less than Mc, there is still a bulge

formed by gravity, but it is now carried around the cylinder in the direction of

rotation, but at a speed slower than the rotation of the cylinder. As the bulge

is carried around the cylinder, its amplitude decays due to surface tension (see

the curve for W = 0.016 in Figure 1.16, which has a decaying saw-tooth-like

pattern) and the bulge approaches a steady state, with the maximum and minimum

film thickness at θ = 0 and θ = π, respectively. However, in practice, due to

the subtle interplay of the effects of rotation, gravity, and surface tension, the

timescale required to reach this steady state may be large, as shown analytically

by Hinch and Kelmanson [140]. Evans et al. [56] numerically investigated the

long-time behaviour of the solution when W = 0.016 > Wc, by comparing the free

surface at two (unscaled) times, namely t = 106 (after approximately 17.8 cylinder

revolutions), and t = 5 × 106 (after approximately 89.1 cylinder revolutions), to

Moffatt’s [57] steady full-film solution (1.4.3). Evans et al. [56] found that their

solution at t = 106 is close to Moffatt’s [57] steady full-film solution (1.4.3), however

at t = 5 × 106 their solution (which has near-top-to-bottom symmetry) is nearly

identical to Moffatt’s [57] steady full-film solution (1.4.3).

Evans et al. [56] also investigated the behaviour of the free surface in the limit of

zero gravity (which is equivalent to the limit of rapid rotation and strong surface

tension, as we shall describe in Chapter 3). Equation (1.4.6) has been nondi-

mensionalised using the characteristic velocity V = ρgR2/µ, which is no longer

an appropriate choice for the characteristic velocity in the limit of zero gravity.

Therefore, to nondimensionalise equation (1.4.6) in the limit of zero gravity, an

appropriate choice of characteristic velocity is Vzg = γ/µ. Recall that Evans et al.

[56] neglected three of the first-order terms in equation (1.4.6), and so, in the limit
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of zero gravity, the simplified version of equation (1.4.6) is
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where CaΩ = µVzg/γ = µΩR/γ and We = W 2Bo = ρΩ2R3/γ denote a capillary

number based on the velocity of the surface of the cylinder, and a Weber number,

respectively. WhenWe is large, the effects of centrifugation dominate the effects of

surface tension, and when We is small, the effects of surface tension dominate the

effects of centrifugation. In the limit of zero gravity, a film of uniform thickness is

a steady solution of (1.4.7). Evans et al. [56] performed a linear stability analysis

on this steady solution by decomposing h as

h(θ, t) = h̄+ ξh̃einθ+σt, (1.4.8)

where ξ ≪ 1 with h̄, ξh̃, n, and σ denoting the uniform base-state solution, the

(initial) amplitude of the disturbance, the (integer) azimuthal wavenumber, and

the (complex) linear growth rate, respectively, which yields

σ = −CaΩni+ εh̄3
n2

3

(
1− n2 +We

)
. (1.4.9)

For the n = 1 mode, the real parts of the linear growth rate (1.4.9) are neutrally

stable for We = 0 and are unstable for We > 0. As We increases from We = 0,

the real parts of the linear growth rate (1.4.9) are unstable for n = 1 and are

also unstable for a finite range of n extending from n = 1. For We > 0 the

perturbations grow due to the effects of centrifugation and form distinct bulges

which are separated by thin films of fluid. Figure 1.19 shows their plot of the

free surface in the limit of zero gravity at a time after these distinct bulges have

formed whenWe = 50 in Figure 1.19(a) and whenWe = 100 in Figure 1.19(b). The

number of distinct bulges which form is accurately predicted by the fastest-growing

wavenumber. Specifically, a good approximation for the number of distinct bulges

which can form is given by

N ≈
ñ…

1 +We

2

ô
, (1.4.10)

where the square brackets give the greatest integer less than the argument [125].
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(a)

(b)

Figure 1.19: Plot of the free surface in the limit of zero gravity (where the dotted
lines denote the circular cylinder) after the distinct bulges have formed for (a)
We = 50 at t = 10000, and (b)We = 100 at t = 2000. Reproduced with permission
from AIP Publishing, Copyright 2004, Evans et al. [56].
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For We = 50 and We = 100 we have N ≈ [5.0498] = 5 and N ≈ [7.1063] = 7,

respectively, which is indeed the number of distinct bulges which are shown in

Figure 1.19(a) and Figure 1.19(b), respectively.

Evans et al. [150] later extended their investigations to the three-dimensional

case. Three-dimensional effects have also been the subject of various theoretical

and experimental investigations [57; 127; 150; 151].

1.4.1.4 Thick-film flow on rotating circular cylinders

Thus far, we have primarily restricted our attention to situations in which the film

coating the cylinder is thin. The problem of a thin film of fluid coating a circular

cylinder has been extended to include other physical effects, such as the effect

of an irrotational airflow [152; 153], dewetting effects [154; 155], non-isothermal

effects [156; 157], the effects of a magnetic field [115], surfactant effects [114; 158],

and the effect of drying on a film laden with colloidal particles [159], however of

particular interest to this thesis is the study of a thick-film flow on a rotating

circular cylinder.

Wray et al. [55] and Wray and Cimpeanu [60] have developed reduced-order

models, which are appropriate for a film thickness of order unity (see Section

1.3.2.2), by applying a long-wave approximation, and then applying the WRIBL

method to derive a second-order model. Specifically, Wray and Cimpeanu [60]

derived a simplified second-order model, as discussed in Section 1.2.1.4, whereas

the second-order model derived by Wray et al. [55] is not a simplified second-order

model due to the absence of inertia. The reduced-order model of Wray et al.

[55] includes the effects of gravity, viscosity, rotation, surface tension, and viscous

dispersion, while the reduced-order model of Wray and Cimpeanu [60] also includes

the effect of inertia.

The key result of Wray et al. [55] for modelling the flow of a thick film on a

curved substrate, is that the results of the thick-film models (i.e. reduced-order

models developed using a long-wave approximation) give better agreement with

the results of DNS than the results of thin-film models (i.e. reduced-order models

developed using a thin-film approximation). A demonstration of this is given in

Figure 1.20. The left image in Figure 1.20 shows their plot of a thick film hanging

from a rotating circular cylinder when the free surface has reached a steady state
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Figure 1.20: Plot of a thick film hanging from a rotating circular cylinder when
the free surface has reached a steady state after an initial transient phase (left),
a plot of the maximum film thickness as a function of the rotation speed cV (top
right), and a plot of the location of the maximum film thickness as a function
of the rotation speed cV (bottom right) for the second-order thick-film WRIBL
model (dashed red), the thin-film model (dotted green), and DNS of the Stokes
equations (solid blue). Reproduced with permission from the Society for Industrial
and Applied Mathematics, Copyright 2017, Wray et al. [55].
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after an initial transient phase, for the second-order thick-film WRIBL model

(dashed red), the thin-film model (dotted green), and DNS of the Stokes equations

(solid blue). The second-order thick-film WRIBL model and the DNS of the Stokes

equations agree well, whereas the thin-film model fails to accurately capture the

free surface. The top right and bottom right images in Figure 1.20 show their

plots of the maximum film thickness as a function of the rotation speed cV (in the

notation of Wray et al. [55]) and the location of the maximum film thickness as a

function of the rotation speed, respectively. The agreement between the second-

order thick-film WRIBL model and the DNS of the Stokes equations is again good,

with a maximum error of 5% for maximum film thickness, and a maximum error

of 0.025 radians for the location of the maximum film thickness. Again, the thin-

film model gives weaker agreement with the DNS of the Stokes equations, with a

maximum error of 18% for maximum film thickness, and a maximum error of 0.22

radians for the location of the maximum film thickness.

The work of Wray and Cimpeanu [60] extended the work of Wray et al. [55]

by including the effect of inertia and investigating regimes previously inaccessible

to thin-film models, which reveals a rich variety of behaviours. Figure 1.21 shows

their results of a parametric study of the behaviour of the free surface in cR–

cV parameter space (where cR denotes the film radius in the notation of Wray

and Cimpeanu [60]) where solid lines correspond to the delineation between flow

regimes as predicted by the simplified second-order thick-film WRIBL model, and

symbols correspond to DNS of the Navier–Stokes equations, for two values of the

Weber number We = ρgR2/γ. Figures 1.21(a) and Figure 1.21(b) show regimes

in which the effect of surface tension is strong relative to the effect of inertia

and where the effect of surface tension is weak relative to the effect of inertia,

respectively. Figure 1.21(a) shows each of the three possible behaviours of the free

surface, namely a steady state, a periodic state, and a multivalued free surface,

however, Figure 1.21(b) only shows a periodic state and a multivalued free surface

as, in this case, the surface tension is too weak to allow the free surface to exhibit

steady states. For sufficiently large film thicknesses and/or rotation speeds, the

free surface always becomes multivalued. Wray and Cimpeanu [60] used both their

simplified second-order thick-film WRIBL model and DNS to explore the regimes

which allow steady states and periodic states. However, only DNS can capture the

dynamics of the regime in which a multivalued free surface occurs.
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Figure 1.21: Plot of the results of a parametric study of the behaviour of the free
surface in cR–cV parameter space, where cR and cV denote the film radius and
cylinder rotation speed, respectively for (a) We = 0.59 (surface tension is strong
relative to inertia), and (b) We = 18.8 (surface tension is weak relative to inertia),
where We is the Weber number. Solid lines correspond to the delineation between
flow regimes as predicted by the simplified second-order thick-film WRIBL model,
and symbols correspond to DNS of the Navier–Stokes equations with squares,
circles, and diamonds representing flow regimes where the behaviour of the free
surface is a steady state, a periodic state, and a multivalued free surface, respec-
tively. Reproduced with permission, Copyright 2020, Wray and Cimpeanu [60].
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1.4.2 Flow on stationary circular cylinders

Thus far, we have restricted our attention to situations where the cylinder is ro-

tating, however the problem of fluid coating a stationary cylinder has also been

the subject of previous works.

Reisfeld and Bankoff [157] investigated the unsteady two-dimensional flow of

a thin film of fluid coating the exterior of a uniformly heated or cooled station-

ary horizontal circular cylinder. Their reduced-order model includes the effects

of gravity, viscosity, surface tension, thermocapillarity, and intermolecular forces.

We will only discuss their results for cases in which the film is isothermal and in-

termolecular forces are negligible. Reisfeld and Bankoff [157] found that a steady

state is only possible in the limit of strong surface tension (i.e. the limit of zero

gravity). When the effects of gravity are reintroduced to the limit of strong sur-

face tension, the fluid begins to drain and a bulge is formed at the bottom of

the cylinder. When the effect of surface tension is negligible, the fluid drains and

experiences blowup in finite time.

Weidner et al. [113] investigated the unsteady three-dimensional flow of a thin

film of fluid coating the exterior of a stationary horizontal circular cylinder. Wei-

dner et al. [113] determined the maximum volume of fluid which can be supported

as a bulge on three-dimensional stationary horizontal cylinders of various radii by

developing a reduced-order model, which includes the effects of gravity, viscosity,

and surface tension. Weidner et al. [113] found that for large cylinder radii the

bulge is localised at the bottom of the cylinder, whereas for sufficiently small cylin-

der radii the bulge can wrap around the entire cylinder, forming a part pendant,

part sessile bulge. Weidner et al. [113] noted that it was necessary to use the full

form of the interfacial curvature in order to predict the shape of the bulges which

form at the bottom of the cylinder, when the amplitude of the bulge is sufficiently

large.

Cachile et al. [117] investigated the unsteady flow of a thin film of fluid coating

the exterior of a three-dimensional stationary horizontal cylinder, both theoret-

ically (via a reduced-order model which includes the effects of gravity, viscosity,

and surface tension) and experimentally. Their theoretical predictions agreed with

their experimental results, and Cachile et al. [117] found that the film thickness at

the top and bottom of the cylinder decreased monotonically and increased mono-
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tonically, respectively. Cachile et al. [117] also determined the fastest-growing

wavelength of the Rayleigh–Taylor instability, which destabilises the coating at

the bottom of the cylinder in the axial direction.

McKinlay et al. [149] recently investigated the unsteady two-dimensional flow

of a thin film of fluid on the exterior of a stationary horizontal circular cylinder.

Specifically, McKinlay et al. [149] investigated the late-time draining of this flow by

developing a reduced-order model which includes the effects of gravity, viscosity,

and surface tension, and by using a combination of analytical and numerical tech-

niques. At late times, three regions of qualitatively different behaviour emerge,

namely the “draining region” on the upper part of the cylinder, the “pendant-drop

region” on the lower part of the cylinder, and the “inner region” on the narrow in-

termediate region between the draining and pendant-drop regions. In the draining

region, the effect of gravity dominates the effect of surface tension, resulting in a

draining flow which causes the film in this region to thin. In particular, McKinlay

et al. [149] showed that the film thickness in the draining region decreases as t−1/2,

where t denotes (dimensionless) time. In the pendant-drop region, the effects of

gravity and surface tension balance, resulting in the formation of a quasistatic

pendant droplet. The inner region has a capillary ripple structure and consists of

an infinite sequence of alternating “dimples” (i.e. narrow regions in which the film

thickness has a local minimum) and “ridges” (i.e. narrow regions in which the film

thickness has a local maximum).

1.5 Flow on non-circular cylinders

Since the pioneering works of Moffatt [57] and Pukhnachev [58], the problem of

coating a circular cylinder has been extended in numerous ways and still remains

an active area of research. However, in many applications (such as the production

of microelectronic devices [41], medical implants [160], orthopaedic implants [161],

dental implants [162], and the coating of chocolate bars [163]), the substrate may

not be perfectly circular. While the coating of circular cylinders has been well

studied in recent years, there has been surprisingly little work on non-circular

cylinders, even though a relatively mild departure from circularity can cause a

radical difference in the behaviour compared to the perfectly circular case [125].
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Figure 1.22: Photograph of 3D printed gears, which serves as an example of a to-
pographically patterned cylinder. Reproduced with permission from the American
Physical Society, Copyright 2017, Li et al. [165].

1.5.1 Flow on topographically patterned cylinders

Sahu and Kumar [164] were the first to study the problem of a thin film of fluid

coating a uniformly rotating horizontal topographically patterned cylinder. Figure

1.22 shows a photograph of a 3D printed gear, which is an example of a topograph-

ically patterned cylinder. Sahu and Kumar [164] developed a reduced-order model

which includes the effects of gravity, viscosity, rotation, surface tension, centrifuga-

tion, topographical pattern amplitude, and topographical pattern frequency, but

assumed that the amplitude of the topographical pattern is small. When the effect

of gravity is significant, the free surface never reaches a steady state. In the limit

of zero gravity, the free surface does reach a steady state, the behaviour of which

depends on the rotation speed. For low rotation speeds, the fluid accumulates in

the troughs of the pattern, while for high rotation speeds, the fluid accumulates

at the crests of the pattern.

Li et al. [165] later considered this same problem using DNS. Li et al. [165] also

derived a corrected version of the reduced-order model of Sahu and Kumar [164]

who erroneously multiplied two terms at first-order in the thin-film approximation

by an extra factor of 2, namely one of the terms representing the effect of gravity

and the term representing the effect of centrifugation. However, the qualitative

conclusions of Sahu and Kumar [164] remain valid for this problem as the results
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of the corrected reduced-order model of Li et al. [165] qualitatively agree with

the results of the reduced-order model of Sahu and Kumar [164]. Li et al. [165]

found that, when the interfacial curvature was sufficiently small, the results of DNS

agreed with the results of their reduced-order model. However, as the amplitude

of the topographical patterns increases, the agreement between the reduced-order

model and DNS worsens as the interfacial curvature becomes larger.

Parrish et al. [166] considered three-dimensional cylinders with azimuthal to-

pographical patterns (see Figure 1.22), axial topographical patterns, and screw-

shaped cylinders (a combination of both azimuthal and axial topographical pat-

terns), both theoretically and experimentally. Parrish et al. [166] developed a

reduced-order model which includes the effects of gravity, viscosity, rotation, sur-

face tension, centrifugation, topographical pattern amplitude, and topographical

pattern frequency, but assumed that the amplitude of the topographical pattern

is small. In the limit of zero gravity, for cylinders which are topographically pat-

terned in the axial direction, for low rotation speeds, the fluid accumulates in the

pattern troughs and is stable to disturbances in the azimuthal direction. In par-

ticular, the free surface will not show any noticeable variation in film thickness

in the azimuthal direction while the fluid remains in the pattern troughs. In the

limit of zero gravity, for cylinders which are topographically patterned in the ax-

ial direction, for high rotation speeds, the fluid accumulates at the crests of the

pattern and is unstable to disturbances in the azimuthal direction. In particular,

the fluid forms a stream of bulges in the azimuthal direction, which are separated

by thin-films of fluid, and a good approximation of the number of bulges which

can form is given by (1.4.10). In the limit of zero gravity, for cylinders which

are topographically patterned in the azimuthal direction, for low rotation speeds,

the fluid accumulates in the pattern troughs and is stable to disturbances in the

axial direction. In particular, the free surface does not show any noticeable varia-

tion in film thickness in the axial direction while the fluid remains in the pattern

troughs. In the limit of zero gravity, for cylinders which are topographically pat-

terned in the azimuthal direction, for high rotation speeds, the fluid accumulates

at the crests of the pattern and is unstable to disturbances in the axial direction.

In particular, the fluid forms a stream of bulges in the axial direction, which are

separated by thin-films of fluid. In the limit of zero gravity, for cylinders which are

screw-shaped, for low rotation speed, the fluid accumulates in the troughs of the
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pattern and is stable to both axial and azimuthal disturbances, whereas, for high

rotation speeds, the fluid accumulates at the crests of the pattern and is unstable

to both axial and azimuthal disturbances. The theoretical results of Parrish et al.

[166] agreed well with their experimental results.

Parrish et al. [167] later developed a thin-film reduced-order model which in-

cludes the effects of gravity, viscosity, rotation, surface tension, centrifugation,

pattern amplitude, and pattern frequency, but relaxes the assumption made by

previous works that the amplitude of the topographical pattern is small [164–166].

This reduced-order model was applied to both topographically patterned and el-

liptical cylinders (we will discuss the results of Parrish et al. [167] for elliptical

cylinders in Section 1.5.2), and the results of DNS were compared with the results

of the reduced-order model. Parrish et al. [167] found that, for topographically pat-

terned cylinders with pattern amplitude of the order of the radius of the cylinder,

the results of DNS give good agreement with their reduced-order model, whereas a

simplified reduced-order model which assumes that the pattern amplitude is small

[165] gives weaker agreement.

1.5.2 Flow on elliptical cylinders

The first to study the problem of a layer of fluid coating a rotating elliptical cylin-

der, which is one of the two main subjects of this thesis, was Hunt [168]. The length

of the semi-major and semi-minor axes of the elliptical cylinder are denoted by a

and b, respectively, where b ≤ a. The works discussed in this section use the length

of the semi-major axis a as the characteristic length scale to nondimensionalise the

governing equations, thus a is taken to be unity and b is a free parameter. The

eccentricity of the cylinder decreases as b increases (i.e. the cylinder becomes less

elliptical), with the special cases of a circular cylinder and a flat plate recovered

when b = 1 and b → 0+, respectively. The work of Hunt [168] incorporated the

effects of viscosity, gravity, rotation, and cylinder eccentricity, but neglected sur-

face tension and inertial effects (including centrifugation, the Coriolis force, and

convective inertia). Hunt [168] used DNS to determine the maximum supportable

load in the absence of surface tension for an elliptical cylinder, again denoted by

Mc.

Figure 1.23 shows their plot of the maximum supportable load in the absence of
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Figure 1.23: The maximum supportable load in the absence of surface tension Mc

plotted as a function of the Stokes number γ for various eccentricities of elliptical
cylinder on a log-log scale. The cylinder eccentricity decreases from bottom to top
(b = 0.2, 0.3, 0.4, 0.5, 0.6, 0.8, 1), where the top curve (dotted) corresponds to the
maximum supportable load in the absence of surface tension for a circular cylinder
(i.e. b = 1). Adapted with permission from John Wiley and Sons, Copyright 2008,
Hunt [168].

surface tension Mc as a function of the Stokes number, denoted by γ = ρga/(µΩ)

in the notation of Hunt [168], on a log-log scale for various eccentricities of el-

liptical cylinder (where the top dotted curve corresponds to a circular cylinder).

As γ increases, the effect of gravity becomes more significant, which corresponds

to stronger gravity-driven drainage, resulting in a decreased Mc. Figure 1.23 also

shows that as the cylinder becomes more eccentric Mc decreases, therefore a cir-

cular cylinder can support a greater load of fluid than an elliptical cylinder (in the

absence of surface tension).

Figure 1.24 shows their plot of the free surface for the first half-rotation of

the cylinder when the initial load is greater than Mc for an elliptical cylinder

with b = 0.5. The leftmost panel shows the initial free surface, and the subsequent
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Figure 1.24: Plot of the free surface for the first half-rotation of the cylinder when
the initial load is greater than Mc for b = 0.5. Reproduced with permission from
John Wiley and Sons, Copyright 2008, Hunt [168].

panels show the free surface over the course of the first half-rotation of the cylinder.

As the cylinder rotates, the fluid flows towards the underside of the cylinder and

then falls off the cylinder after about one half-rotation. This is a consequence of

surface tension being absent in Hunt’s [168] work.

Li et al. [125] expanded on the work of Hunt [168] by performing DNS including

the effects of surface tension and centrifugation (while neglecting the effects of the

Coriolis force and convective inertia). By including the effects of surface tension,

Li et al. [125] were able to obtain solutions for which the initial load was greater

than Mc (analogous to the earlier discussion in Section 1.4.1.3 of the results of

Evans et al. [56] for a circular cylinder). In this case, a bulge is formed on the

underside of the cylinder, and is held in a periodic state which oscillates with each

half-rotation of the cylinder. Li et al. [125] term a free surface characterised by this

behaviour a “coating with a liquid bulge”. When the initial load is less thanMc, a

bulge is formed and is carried around the cylinder. As the bulge is carried around

the cylinder, its amplitude decays due to surface tension. Li et al. [125] term a

free surface characterised by this behaviour a “smooth coating”. This regime was

previously studied by Hunt [168] in the absence of surface tension. The transition

between a free surface which is characterised by a “smooth coating”, and a free

surface which is characterised by a “coating with a liquid bulge” is how Li et al.

[125] determine Mc (i.e. when a bulge is no longer formed on the underside of the

cylinder). Figure 1.25 shows their plot of Mc plotted as a function of the Stokes

number γ on a log-log scale for an elliptical cylinder with b = 0.5 (the solid line and

symbols correspond to the results of Hunt [168] and Li et al. [125], respectively)

and a circular cylinder (b = 1) (dotted line and dashed line correspond to the

results of Moffatt [57] and Kelmanson [138], respectively). In particular, Figure

1.25 shows that the results of Li et al. [125] and Hunt [168] agree well for the
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Figure 1.25: The maximum supportable load in the absence of surface tension Mc

plotted as a function of the Stokes number γ on a log-log scale. The solid line and
symbols correspond to the results of Hunt [168] and Li et al. [125], respectively,
for Mc for an elliptical cylinder with b = 0.5, and the dotted line and dashed line
correspond to the results of Moffatt [57] and Kelmanson [138], respectively, for
Mc for a circular cylinder (b = 1). Adapted with permission from the American
Physical Society, Copyright 2017, Li et al. [125].
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Figure 1.26: Plot of the free surface in the limit of zero gravity for a cylinder with
b = 0.2. Figures (i) to (iii) show snapshots of the free surface at t = 750, 1750,
and 2750, respectively. Reproduced with permission from the American Physical
Society, Copyright 2017, Li et al. [125].

parameter regime chosen by Li et al. [125].

Li et al. [125] also examined the behaviour of the free surface in the limit of zero

gravity. Figure 1.26 shows their plot of the free surface in the limit of zero gravity

for an elliptical cylinder with b = 0.2. In the parameter regime chosen by Li et al.

[125], the effects of centrifugation are stronger than the effects of surface tension,

and so the fluid flows towards the tips of the cylinder as time increases from Figure

1.26(i) to Figure 1.26(iii). Li et al. [125] also examined the case of a nearly-circular

ellipse in the limit of zero gravity. Figure 1.27 shows their plot of the free surface

in the limit of zero gravity with We = W 2Bo = 160 (in the notation of Evans et

al. [56]). The cylinder in the leftmost part of Figure 1.27 is circular with b = 1,

and equation (1.4.10) predicts that there will be eight distinct bulges, which is

exactly how many are present. The cylinder in the middle part of Figure 1.27 is

nearly circular, with b = 0.99. The effect of centrifugation causes fluid to collect

towards the tips of the ellipse, and so, while there are still eight bulges, they are

now unevenly spaced, with two bulges forming on the tips of the ellipse and four

bulges forming closer to the tips of the ellipse. Despite the cylinder in the middle

part of Figure 1.27 being nearly circular, the behaviour is radically different when
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Figure 1.27: Plot of the free surface in the limit of zero gravity for cylinders with
(left) b = 1 (circular), (middle) b = 0.99, and (right) b = 0.95, for We = W 2Bo =
160 (in the notation of Evans et al. [56]). Reproduced with permission from the
American Physical Society, Copyright 2017, Li et al. [125].

compared to the perfectly circular case in the leftmost part of Figure 1.27. The

cylinder in the rightmost part of Figure 1.27 has b = 0.95, and here only six visible

bulges are formed, with the amplitude of the bulges on the tips of the ellipse being

larger than that of the bulges formed elsewhere on the ellipse. Thus, Li et al. [125]

showed that even a slight eccentricity can significantly change the behaviour of the

free surface when compared with the perfectly circular case.

Parrish et al. [167] have also applied their reduced-order model to elliptical

cylinders. They compared the results of their reduced-order model against DNS

and found that they are in good agreement. Parrish et al. [167] performed a

parametric study of the behaviour of the fluid coating for a fixed Stokes number γ

as the initial fluid load is varied. This parametric study revealed four characteristic

behaviours of the free surface for an elliptical cylinder with b = 0.5, as shown in

Figure 1.28. In Figure 1.28(a) gravitational effects are dominant, in Figure 1.28(d)

surface tension effects are dominant, and in Figure 1.28(b) and Figure 1.28(c)

gravitational and surface tension effects are in competition. Figure 1.28(a) shows

the characteristic behaviour of the regime previously studied by Li et al. [125] (i.e.

an initial load aboveMc), and Figure 1.28(b) shows the characteristic behaviour of

the regime previously studied by Hunt [168] (in the absence of surface tension and

centrifugation) and Li et al. [125] (i.e. an initial load slightly belowMc). In Figure

1.28(c), surface tension drives the fluid away from the tips of the cylinder. The

fluid forms an asymmetric coating, where the bulges, which are formed at opposite

ends of the cylinder, oscillate with the cylinder rotation. In Figure 1.28(d), surface

tension dominates, driving the fluid away from the tips of the cylinder. However,
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Figure 1.28: Plot of each of the four characteristic behaviours of the free surface
from a parametric study of the initial load for b = 0.5. The initial load decreases
from (a) through (d). The initial load is greater than Mc in (a), and less than Mc

in (b) to (d). Reproduced with permission from the American Physical Society,
Copyright 2022, Parrish et al. [167].
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unlike the regime characterised by Figure 1.28(c), in this regime, the coating is

symmetric as the effect of surface tension is strong enough to prevent the bulges

from oscillating with the cylinder rotation. The characteristic behaviours shown in

Figure 1.28(c) and Figure 1.28(d) were not observed by Li et al. [125], who studied

the case of moderate surface tension, or Hunt [168], who neglected surface tension.

The three previous studies of elliptical cylinders have highlighted the radical

difference in the behaviour of the free surface compared to the perfectly circular

case [125; 167; 168]. Among these previous studies, only the work of Parrish

et al. [167] involves a reduced-order model. However, despite this, they do not

present any analytical results, which is surprising. Additionally, none of these

previous studies consider the special case of a stationary cylinder or the effect of

parametrically varying the rotation rate (i.e. extending the work of Evans et al.

[56] discussed in Section 1.4.1.3).

1.6 Fibre flow

Fibre flows have been the subject of considerable interest as they are an important

component in a variety of industrial and natural processes such as heat and mass

transfer (as shown in Figure 1.29(a), which shows multiple dew drops covering the

Geranium robertianum fruit, and Figure 1.29(b), which shows the break up of a

layer of silicone oil coating a conical fibre into a stream of bulges which flow away

from the apex of the conical fibre) [169–176], desalination [177], distillation [178],

water and oil separation [179], wastewater treatment [180], microfluidics (as shown

in Figure 1.30, which shows a droplet interacting with the intersection of two nylon

fibres, where the intersection acts as a fluidic diode) [181], moisture collection from

fog and mist [182; 183], and falling film bioreactors [184]. The plethora of natural

processes and industrial applications which involve fibre flows has naturally led to

many experimental and theoretical investigations of the dynamics of this type of

flow.

1.6.1 Axisymmetric fibre flow

Much of the prior research on fibre flows has assumed that the flow is axisymmetric

(i.e. that there are no variations of the flow in the azimuthal direction).
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(a)

(b)

Figure 1.29: (a) Multiple dew drops covering the Geranium robertianum fruit. (b)
A conical fibre (inspired by the shape of the Geranium robertianum fruit) coated
with a thin layer of silicone oil viewed under a microscope, where the scale bar
indicates 1mm. Panels (i)–(v) show snapshots of the break up of the film into a
stream of bulges which flow from left to right along the conical fibre (away from
the apex) at 19.2 s, 44.8 s, 58.0 s, 73.6 s, 117.8 s, respectively. Reproduced with
permission of the Royal Society of Chemistry, Copyright 2022, Lee et al. [176];
permission conveyed through Copyright Clearance Center, Inc.
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Figure 1.30: A droplet interacting with the intersection of two nylon fibres of
radius 70µm, where the intersection acts as a fluidic diode. Snapshots are taken
every 10ms. (a) A small droplet is pinned on the intersection, (b) while a large
droplet crosses the intersection, leaving behind a tiny amount of fluid. Reproduced
with permission from AIP Publishing, Copyright 2009, Gilet et al. [181].
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1.6.1.1 Thin-film regime

In addition to assuming axisymmetry, many investigations were also restricted

to the thin-film regime. Assuming that the flow is both axisymmetric and thin

significantly simplifies the governing equations, which has led to the development of

various reduced-order models. One such reduced-order model is that of Hammond

[108], which has the form

∂h

∂t
+

∂

∂z

ï
h3

3

∂

∂z

Å
h

a2
+
∂2h

∂z2

ãò
= 0, (1.6.1)

where h(z, t), t, z, and a denote the dimensionless film thickness, the dimension-

less time, the dimensionless axial coordinate, and the dimensionless fibre radius,

respectively. Equation (1.6.1) is nonlinear and includes the effects of viscosity

and surface tension, while neglecting the effect of gravity. In particular, equation

(1.6.1) captures the competing effects of the azimuthal and axial components of

surface tension (the first and second terms in the round brackets, respectively).

A film of uniform thickness is a steady solution of (1.6.1). We perform a linear

stability analysis on this steady solution by decomposing h as

h(z, t) = 1 + ξh̃eikz+σt, (1.6.2)

where ξ ≪ 1 with k, σ, and ξh̃ denoting the (real) axial wavenumber, the (complex)

linear growth rate, and the (initial) amplitude of the disturbance, respectively,

which yields

σ =
k2

3

Å
1

a2
− k2
ã
. (1.6.3)

The linear growth rate (1.6.3) is purely real as there is no convective flow due to

the absence of gravity. The linear growth rate (1.6.3) is unstable for a finite range

of k extending from k = 0 to k = 1/a2 but is stable for k > 1/a2. Therefore, unlike

flow down an inclined plane (as described, for example, by the Benney equation

(1.2.1)) which is linearly stable in the absence of inertia, the flow described by

equation (1.6.1) is linearly long-wave unstable, even in the absence of inertia.

When the film is planar, surface tension acts as a stabilising mechanism to

counter destabilising mechanisms, such as inertia in the Benney equation (1.2.1),

for example. However, when the film is cylindrical, the free surface experiences
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Figure 1.31: A cylindrical jet of fluid emanating from a nozzle experiences the
Rayleigh–Plateau instability and breaks up into a stream of beads. Adapted with
permission, Copyright 2020, Speirs et al. [186].

the Rayleigh–Plateau mode of instability [185], which is an instability driven by

the azimuthal component of surface tension, and is often observed in the context

of fluid jets [112]. An example of a fluid jet experiencing the Rayleigh–Plateau

instability is shown in Figure 1.31. Surface tension acts so as to minimise surface

area by causing the fluid to break up into a stream of beads, and the Rayleigh–

Plateau instability is a consequence of this surface area minimisation. The flow

described by equation (1.6.1) also experiences the Rayleigh–Plateau instability,

which causes the fluid film coating the fibre to break up into a stream of bulges

separated by thin films of fluid. The regions between the bulges demonstrate

asymptotic thinning, which is where the fluid continues to drain from the thin

films of fluid separating the bulges and accumulates in the bulges themselves [187].

Frenkel [188] extended the work of Hammond [108] to develop a reduced-order
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model of the form
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Equation (1.6.4) is identical to equation (1.6.1) apart from the inclusion of the con-

vective effect of gravity (the first term in the braces). The real parts of the (com-

plex) linear growth rate of equation (1.6.4) coincides with the real linear growth

rate of equation (1.6.1), however, the inclusion of gravity provides a mechanism

for nonlinear stabilisation via the mean flow down the fibre, which can prevent

the asymptotic thinning observed by Hammond [108]. In order to investigate the

nonlinear mechanism for how small disturbances to the free surface evolve to form

bulges, Kalliadasis and Chang [189] rescaled equation (1.6.4) to yield
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where β = (γH/ρgR3)2/3 is a dimensionless parameter which represents the relative

importance of azimuthal and axial curvature effects (note that β → 0+ corresponds

to the planar limit). Kalliadasis and Chang [189] found the critical value β = βc ≈
1.413, which denotes the transition between the two characteristic bulge formation

behaviours. These two characteristic behaviours are shown schematically in Figure

1.32 for a thin film flowing down a vertical fibre. For β < βc, the mean flow

prevents the amplitude of the bulge from growing to become of the same order

as the characteristic film thickness, as shown schematically on the left of Figure

1.32. For β > βc, highly localised bulges with thickness of the same order as

the characteristic film thickness form on the free surface due to the Rayleigh–

Plateau instability overwhelming the convective effect of the mean flow. These

highly localised bulges flow down the fibre with leading capillary ripples, as shown

schematically on the right of Figure 1.32.

The assumptions that the flow is both axisymmetric and thin lead to many

simplifications, however, despite the rather restrictive assumptions there have been

experimental works in this regime which have shown good agreement between

theory and experiments [190]. Thin-film equations of the form (1.6.1), (1.6.4), and

(1.6.5) have since been extended to include other physical effects, such as electric

fields [191], thermal effects [192; 193], a self-rewetting film [194], the effects of wall

slippage [195], a thermoviscous fluid [196], and the effects of suction [197].
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Figure 1.32: Schematic of the two characteristic bulge formation behaviours on
a thin film flowing down a vertical fibre for β < βc (left) and β > βc (right).
Reproduced with permission from Cambridge University Press, Copyright 1994,
Kalliadasis and Chang [189].
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1.6.1.2 Thick-film regime

More recent works have aimed to remove the assumption that the film is thin,

while retaining the assumption that the flow is axisymmetric.

Kliakhandler et al. [109] performed experiments for thick film flow down a fi-

bre (where the film thickness is at least double the fibre radius) and developed

a reduced-order model using a long-wave approximation (as discussed in Section

1.3.2.2) to model their experimental observations. From their experiments, Kli-

akhandler et al. [109] observed three distinct flow patterns, in which the onset of

bulges is triggered by the Rayleigh–Plateau instability, which they termed “regime

a”, “regime b”, and “regime c”, as shown in Figures 1.33(a), (b), and (c), respec-

tively. These flow patterns are shown in Figure 1.33, where the flow rate decreases

from (a) to (c). Figure 1.33(a) shows regime a which is characterised by large

bulges flowing rapidly down the fibre. The film between the bulges is nearly uni-

form and is thick relative to the fibre radius. The average distance between the

bulges is long, although the distance between each individual bulge varies. The

large bulges can sometimes collide with each other in an irregular fashion, and the

collision process is fast. Figure 1.33(b) shows regime b which is characterised by

regularly-spaced periodic bulges flowing down the fibre. The speed, shape, and

distance between bulges do not change over time. The speed and size of a bulge

in regime b is smaller than in regime a. Figure 1.33(c) shows regime c which is

characterised by large primary bulges separated by smaller secondary bulges flow-

ing down the fibre. The size and speed of a primary bulge in regime c is larger

than a bulge in regime b. The primary bulges collide with and coalesce with the

secondary bulges in front of them. During the collision and coalescence process,

the primary bulge moves faster, and as a result, the speed of the primary bulge

changes periodically in time.

The reduced-order model of Kliakhandler et al. [109] includes the effects of

viscosity, gravity, and surface tension, and has the form

S
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Figure 1.33: Experimental observations of the three distinct flow patterns which
occur at different flow rates. The flow rate decreases from (a) to (c). The small
marks on the ruler are 1mm apart. Reproduced with permission from Cambridge
University Press, Copyright 2001, Kliakhandler et al. [109].
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with
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where S(z, t) and κ(z, t) are the dimensionless film radius and the (full form of

the) interfacial curvature, respectively. The h3/3 mobility coefficient in equations

in the thin-film regime (such as equations (1.6.1), (1.6.4), and (1.6.5)) is replaced

by the first term in the square brackets in the thick film regime. In order to model

the large bulges observed in their experiments, Kliakhandler et al. [109] retained

the full form of the interfacial curvature κ in equation (1.6.6) (see Section 1.3.2.3).

They showed that, in the linear regime, the real parts of the linear growth rate

of equation (1.6.6) compare well with the real parts of the linear growth rate of

the Stokes equations. In the nonlinear regime, Kliakhandler et al. [109] captured

the characteristic behaviours of both regime b and regime c from their numerical

solution of equation (1.6.6). Figure 1.34 shows their plot of the free surface profiles

for regime b (left) and regime c (right) from the numerical solution of equation

(1.6.6). The free surface profile for regime b resembles the flow pattern shown

in Figure 1.33(b), however, despite having clear primary and secondary bulges,

the resemblance of the free surface profile for regime c being (in the words of

Kliakhandler et al. [109]) “close to that observed” in Figure 1.33(c) is dubious.

Kliakhandler et al. [109] were also unable to capture the main feature of regime

a, namely the nearly uniform film separating large bulges, with their numerical

solution of equation (1.6.6).

Later, Craster and Matar [110] developed a reduced-order model which includes

the effects of viscosity, gravity, and surface tension, and has the form
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where δ = R/L ≪ 1 denotes the long-wave small aspect ratio (see Section 1.3.2.2),

where R and L = γ/(ρgR) denote the characteristic film radius, and the charac-

teristic length scale in the streamwise direction, respectively. Equation (1.6.8) is

identical to equation (1.6.6) (up to a difference in scalings) apart from the approx-

imation of the full form of the interfacial curvature (1.6.7). The term in equation
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Figure 1.34: Free surface profiles for regime b (left) and regime c (right) from the
numerical solution of equation (1.6.6). Reproduced with permission from Cam-
bridge University Press, Copyright 2001, Kliakhandler et al. [109].
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(1.6.8) which represents the axial component of surface tension (the second term

in the curved brackets inside the braces) is formally of a higher order in δ, but

is retained in order to provide a stabilising effect on the flow. In the nonlinear

regime, Craster and Matar [110] computed travelling wave solutions of equation

(1.6.8) and compared these solutions with the experimental observations of Kli-

akhandler et al. [109]. Figure 1.35 shows their plot of the free surface profiles of

the travelling wave solution of (1.6.8) for each of the three regimes observed in

the experiments of Kliakhandler et al. [109]. The free surface profiles shown in

Figure 1.35 are in good agreement with the flow patterns shown in Figure 1.33.

In particular, Figure 1.35(c) bears a much closer resemblance to the flow pattern

shown in Figure 1.33(c) than Figure 1.34(b) does.

Craster and Matar [110] did not perform any further comparisons with the

experimental results of Kliakhandler et al. [109], but instead performed their own

experiments, with which they then compared the numerical solution of (1.6.8).

The experimental results of Craster and Matar [110] only showed the character-

istic behaviours of regime a and regime c, and they noted that the characteristic

behaviour of regime b was only observed near the inlet. Craster and Matar [110]

showed that the travelling wave solution and the numerical solution of equation

(1.6.8) compared well to their experimental results in regime a and regime c, re-

spectively.

Thick-film equations of the form (1.6.6) and (1.6.8) have since been extended

to include other physical effects such as electric fields [198; 199], thermal effects

[200; 201], a self-rewetting film [202], a rotating fibre [203], the effect of curvature

elasticity [204], and porosity of the fibre [205–207].

Thus far, each of the works described in the present section has assumed that

inertia is negligible and therefore could not account for the Kapitza mode of in-

stability. The Kapitza instability is an inertia-driven instability which is often

observed in the context of falling films on inclined planes [59; 208]. The Kapitza in-

stability causes the fluid film to break into continuously interacting solitary waves.

Figure 1.36 shows a schematic representation of the characteristic shape of two

pulses flowing from left to right down a vertical wall under gravity. The two pulses

in Figure 1.36 are excited by the Kapitza instability, with capillary ripples due to

surface tension. Unlike the Rayleigh–Plateau instability, the Kapitza instability

cannot occur if there is no mean flow down the fibre.
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Figure 1.35: Free surface profiles of the travelling wave solution of (1.6.8) for
(a) regime a, (b) regime b, and (c) regime c, as observed in the experiments of
Kliakhandler et al. [109]. Reproduced with permission from Cambridge University
Press, Copyright 2006, Craster and Matar [110].
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Figure 1.36: Schematic representation of the characteristic shape of two pulses,
separated by a distance l, and located at x1 and x2, flowing from left to right down
a vertical wall under gravity. The pulses are excited by the Kapitza instability,
with capillary ripples due to surface tension. Reproduced with permission from
Oxford University Press, Copyright 2012, Pradas et al. [208].

Ruyer-Quil et al. [64] developed a reduced-order model for the axisymmetric

flow of a thick film down a vertical fibre by applying a long-wave approximation,

and then applying the WRIBL method. The reduced-order model of Ruyer-Quil et

al. [64] includes the effects of viscosity, gravity, surface tension, viscous dispersion,

and inertia, and is a simplified second-order model (see Section 1.2.1.4). The

equations comprising this reduced-order model are lengthy, and are not reproduced

here, but are given by equation (4.16) in Ruyer-Quil et al. [64].

In the linear regime, Ruyer-Quil et al. [64] used the framework of the Whitham

wave hierarchy (as discussed in Section 1.2.2) to show that the effects of viscous

dispersion and axial surface tension have a stabilising effect on the flow, whereas

the effects of inertia and azimuthal surface tension have a destabilising effect on

the flow. In the nonlinear regime, Ruyer-Quil et al. [64] computed travelling wave

solutions of both their equation (4.16) and the equation of Craster and Matar [110]

(1.6.8) for each of the three regimes observed in the experiments of Kliakhandler et

al. [109]. Figure 1.37 shows their plot of the free surface profiles and streamlines of

the travelling wave solution of equation (4.16) in Ruyer-Quil et al. [64] and equation

(1.6.8). The travelling wave solutions of both equation (4.16) in Ruyer-Quil et al.

[64] and equation (1.6.8) are in good agreement with the flow patterns shown in

Figure 1.33. The only noticeable difference between the travelling wave solutions

of both equation (4.16) in Ruyer-Quil et al. [64], and equation (1.6.8) is the absence

of capillary ripples in the travelling wave solutions of equation (4.16) in Ruyer-Quil

et al. [64], in agreement with the experimental observations of Kliakhandler et al.

[109].
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Figure 1.37: Free surface profiles and streamlines of the travelling wave solution
of (a, c, e) equation (4.16) of Ruyer-Quil et al. [64] and (b, d, f) the equation of
Craster and Matar [110] (1.6.8). (a, b), (c, d), and (c, f) correspond to regime
a, regime b, and regime c, as observed in the experiments of Kliakhandler et al.
[109], respectively. Reproduced with permission from Cambridge University Press,
Copyright 2008, Ruyer-Quil et al. [64].
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Ruyer-Quil et al. [64] also compared the numerical solution of both equation

(4.16) in Ruyer-Quil et al. [64] and equation (1.6.8) with the experimental observa-

tions of Kliakhandler et al. [109]. Ruyer-Quil et al. [64] found that the numerical

solution of their equation (4.16) gives better agreement with the experimental

observations of Kliakhandler et al. [109] than the numerical solution of equation

(1.6.8). In particular, in regime a, the numerical solution of equation (4.16) in

Ruyer-Quil et al. [64] displays bulge coalescence events and predicts a bulge am-

plitude and bulge spacing in agreement with the experimental observations of

Kliakhandler et al. [109], whereas the numerical solution of equation (1.6.8) does

not display bulge coalescence events and predicts a bulge spacing approximately

three times smaller than the experimental observations of Kliakhandler et al. [109].

However, the numerical solution of both equation (4.16) in Ruyer-Quil et al. [64]

and equation (1.6.8) cannot capture the behaviour of regime c. Ruyer-Quil et al.

[64] also showed that their numerical solutions are in good agreement with the

experimental observations of Duprat et al. [209], in which the effect of inertia is

non-negligible.

Despite improving upon equations (1.6.6) and (1.6.8), the travelling wave so-

lution of equation (4.16) in Ruyer-Quil et al. [64] does not accurately capture the

dynamics in every regime observed in the experiments of Kliakhandler et al. [109].

In particular, the travelling wave solution of regime c shown in Figure 1.37(e) does

not capture the secondary bulges observed in the flow pattern shown in Figure

1.33(c), and the travelling wave solution of each regime does not accurately pre-

dict all of the experimental measurements Kliakhandler et al. [109] (i.e. the bulge

speed and the maximum and minimum bulge height). Finding the best reduced-

order model to effectively capture the dynamics of every regime observed in the

experiments of Kliakhandler et al. [109] is still an open and active problem [210–

212].

1.6.2 Non-axisymmetric fibre flow

In the previous section, we have discussed various theoretical and experimental

studies which have assumed that the flow is axisymmetric, in both the thin-film

regime and the thick-film regime. However, the classical experimental work of

Binnie [213] observed a flow that is non-axisymmetric. Figure 1.38 shows the
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experimental observations of Binnie [213] in which non-axisymmetric bulges have

formed on the free surface of a thin film of fluid flowing down the exterior of a

vertical fibre. Despite the observation of non-axisymmetric flow in this classical

experimental work of Binnie [213], situations in which the flow is non-axisymmetric

have, surprisingly, remained relatively unstudied. Non-axisymmetric flow down a

vertical fibre is one of the two main subjects of this thesis.

The first theoretical study of non-axisymmetric fibre flow was performed by

Shlang and Sivashinsky [54] who developed a weakly nonlinear reduced-order

model in the moving frame of reference of the form

∂qh

∂t
+ qh

∂qh

∂z
+Re

∂2qh

∂z2
+∇2

Ç
qh

a2
+∇2

qh

å
= 0, (1.6.9)

where qh(θ, z, t) and Re = ρ2gH3/µ2 denote small deviations in the dimensionless

film thickness from the uniform base-state solution and a Reynolds number, respec-

tively. The second and third terms of equation (1.6.9) correspond to the convective

effect of gravity (relative to the moving frame) and inertia, respectively, and the

terms in the brackets correspond to the azimuthal and axial components of sur-

face tension, respectively. Equation (1.6.9) is a generalised form of the Kuramoto–

Sivashinsky equation (1.2.5). In addition to being weakly nonlinear, equation

(1.6.9) is also only applicable in the thin-film regime. Shlang and Sivashinsky [54]

only explored the dynamics of equation (1.6.9) in the linear regime. We perform

a linear stability analysis by decomposing qh as

qh(θ, z, t) = h̃eikz+inθ+σt, (1.6.10)

where n is the (integer) azimuthal wavenumber, which yields the (purely real)

linear growth rate

σ(n) = Rek2 +
k2 (1− 2n2)

a2
− k4 +

n2 (1− n2)

a4
. (1.6.11)

For the n = 0 (axisymmetric) mode, the linear growth rate (1.6.11) is

σ(0) =

Å
Re+

1

a2

ã
k2 − k4, (1.6.12)

and for the n = 1 (first non-axisymmetric) mode, the linear growth rate (1.6.11)
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Figure 1.38: Experimental observations of non-axisymmetric bulges which have
formed on the free surface of a thin film of fluid flowing down the exterior of
a vertical fibre. Reproduced with permission from Cambridge University Press,
Copyright 1957, Binnie [213].
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is

σ(1) =

Å
Re− 1

a2

ã
k2 − k4. (1.6.13)

The linear growth rate for the n = 0 mode (1.6.12) is long-wave unstable, even in

the absence of inertia, which is in agreement with the works discussed in Section

1.6.1. However, the linear growth rate for the n = 1 mode (1.6.13) is long-wave

unstable when Re > 1/a2 (i.e. increasing Re and/or increasing a destabilises the

n = 1 mode). Therefore, for non-axisymmetric flow to occur, a destabilising

effect, such as inertia in the present case, has to be included. Higher azimuthal

wavenumbers (i.e. n ≥ 2) can also be destabilised by further increasing Re and/or

increasing a. However, the n = 1 mode will already have been destabilised for

values of Re and a which are large enough to destabilise the n ≥ 2 modes, and so

the flow will already be non-axisymmetric. We are only interested in the onset of

non-axisymmetric instabilities, therefore, we are able to ignore the n ≥ 2 modes

and focus only on the (in)stability of both the n = 0 mode and the n = 1 mode.

Figures 1.39(a) and 1.39(b) show a sketch of the characteristic shape of the n = 0

mode and the n = 1 mode, respectively, viewed from above as a two-dimensional

cross-section of the fibre. Figures 1.39(c) and 1.39(d) show a sketch of the flow

down a fibre when excited by the n = 0 mode and the n = 1 mode, respectively.

Later, Dávalos-Orozco and Ruiz-Chavarŕıa [214] studied the non-axisymmetric

flow down a rotating fibre by investigating the linear stability of the Navier–Stokes

equations. In what follows, we discuss their results for the case of a stationary fi-

bre with a uniform base-state solution. While analytical progress is not possible in

general in the linear regime, it is possible to make certain approximations in order

to allow analytical progress. Two such approximations which Dávalos-Orozco and

Ruiz-Chavarŕıa [214] made in order to obtain analytical solutions for the linear

growth rate were to take the limit of small Reynolds number (Re → 0+), and

the limit of small axial wavenumbers (k → 0+), i.e. long waves. In the limit of

small Reynolds number, Dávalos-Orozco and Ruiz-Chavarŕıa [214] found that the

n = 0 mode is always unstable, while the n = 1 mode is always stable, while in

the limit of small axial wavenumbers, they found that the n = 0 mode is always

unstable (which agrees with the results of Shlang and Sivashinsky [54] mentioned

previously). The n = 1 mode in the limit of small axial wavenumbers was not con-

sidered analytically until the later paper by Ruiz-Chavarŕıa and Dávalos-Orozco

[215]. Ruiz-Chavarŕıa and Dávalos-Orozco [215] found that the n = 1 mode was
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(a) (b)

(c) (d)

Figure 1.39: Sketch of the characteristic shape of (a) the n = 0 (axisymmetric)
mode and (b) the n = 1 (first non-axisymmetric) mode viewed from above as a
two-dimensional cross-section of the fibre. Sketch of the flow down a fibre when
excited by (c) the n = 0 mode and (d) the n = 1 mode. Note that the size of the
disturbance in (b) has been exaggerated for illustrative purposes.
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stabilised by increasing the strength of surface tension, and destabilised by in-

creasing the fibre radius and/or increasing the effect of inertia (which also agrees

with the results of Shlang and Sivashinsky [54] mentioned previously). Later,

Ruiz-Chavarŕıa and Dávalos-Orozco [216] considered the linear stability of the

Navier–Stokes equations for general axial wavenumbers numerically. The numer-

ical results of Ruiz-Chavarŕıa and Dávalos-Orozco [216] validated the analytical

results of their previous papers [214; 215].

Much of the work on non-axisymmetric flow down a fibre was confined to

either the linear or weakly nonlinear regime, however, a nonlinear reduced-order

model for non-axisymmetric flow down a fibre was developed by Frenkel et al. [188]

using a thin-film approximation. This reduced-order model includes the effects of

viscosity, gravity, and surface tension, and has the form

∂h

∂t
+

∂

∂z

Å
h3

3

ã
+∇ ·

ï
h3

3
∇
Å
h

a2
+∇2h

ãò
= 0, (1.6.14)

where h(θ, z, t) is the dimensionless film thickness. Frenkel et al. [188] only explored

the dynamics of (1.6.14) in the linear regime. We perform a linear stability analysis

by decomposing h as

h(θ, z, t) = 1 + ξh̃eikz+inθ+σt, (1.6.15)

where ξ ≪ 1, which yields the linear growth rate

σ(n) = −ik + 1

3

Å
k2 (1− 2n2)

a2
− k4 +

n2 (1− n2)

a4

ã
. (1.6.16)

The real parts of the linear growth rate (1.6.16) is identical to the linear growth

rate (1.6.11) when Re = 0, up to a difference in scalings. Therefore, the flow

described by equation (1.6.14) is axisymmetric, as there are no effects present

which will destabilise the n = 1 mode.

More recently, thin-film equations of the form (1.6.14) have since been extended

to include other non-axisymmetric instability-inducing effects, such as fingering

instability due to a gravity-driven contact line [217; 218], electric fields [219],

thermal effects [220], and fibre inclination [221].

Despite there being surprisingly little theoretical work, the problem of non-

axisymmetric flow down a fibre is still an active area of research, with two recent

experimental works investigating situations in which the flow is non-axisymmetric



Chapter 1 80

Figure 1.40: Experimental observations of the three distinct flow patterns origi-
nally observed by Kliakhandler et al. [109] (from left to right: regime a, regime
b, and regime c) for (a) axisymmetric flow, and (b) non-axisymmetric flow. Re-
produced with permission from the American Physical Society, Copyright 2021,
Gabbard and Bostwick [222].

[222; 223].

The first of these works is the experiments performed by Gabbard and Bostwick

[222] on the non-axisymmetric instability experienced by the flow down a vertical

fibre. Gabbard and Bostwick [222] found that the three distinct flow patterns

observed experimentally by Kliakhandler et al. [109] for an axisymmetric flow

(namely, regime a, regime b, and regime c) are also observed in a non-axisymmetric

flow, as shown in Figure 1.40. In their experiments, Gabbard and Bostwick [222]

applied the fluid to the side of the fibre (i.e. the flow is initially non-axisymmetric)

and examined the transition from a non-axisymmetric flow to an axisymmetric

flow. Figure 1.41 shows a plot of their results of an experimental parametric

study for the transition from a non-axisymmetric flow to an axisymmetric flow,

showing how it depends upon the fibre diameter and surface tension. Gabbard

and Bostwick [222] found that decreasing the fibre diameter and/or decreasing the

strength of surface tension caused the (initially) non-axisymmetric flow to become

axisymmetric. Gabbard and Bostwick [222] also found that non-axisymmetric flow

has more predictable dynamics than axisymmetric flow. Figure 1.42 shows their

plot of the bulge frequency as a function of the flow rate for both non-axisymmetric

(red circles) and axisymmetric (blue triangles) flows. The bulge frequency for non-
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Figure 1.41: The results of an experimental parametric study for the transition
from a non-axisymmetric flow to an axisymmetric flow, showing how it depends
upon the fibre diameter and surface tension. Circles, triangles, and squares corre-
spond to parameter values for which the flow remained non-axisymmetric, transi-
tioned to an axisymmetric flow, and randomly transitioned back and forth between
a non-axisymmetric flow and an axisymmetric flow. Reproduced with permission
from the American Physical Society, Copyright 2021, Gabbard and Bostwick [222].
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Figure 1.42: Plot of the bulge frequency (the speed of the bulge divided by the
spacing between bulges) as a function of the flow rate from the experimental results
of Gabbard and Bostwick [222]. Red circles and blue triangles correspond to
experiments where the flow is non-axisymmetric and axisymmetric, respectively.
Reproduced with permission from the American Physical Society, Copyright 2021,
Gabbard and Bostwick [222].
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axisymmetric flow increases almost linearly with the flow rate, whereas the bulge

frequency for axisymmetric flow is more spread out. The predictable dynamics

of non-axisymmetric flow, as observed experimentally by Gabbard and Bostwick

[222], are, of course, extremely beneficial in industrial processes which involve fibre

flow. In particular, Gabbard and Bostwick [222] note that the optimal desalination

process occurs when the flow has a regular pattern of bulges with a maximal bulge

frequency [177].

The second of these works is the experiments performed by Eghbali et al. [223]

which examined the effect of fibre eccentricity on the flow. Fibre eccentricity is

where the fibre is placed in a position away from the centre of the flow. These

experiments showed the existence of two unstable modes, which Eghbali et al.

[223] termed the “pearl” and “whirl” modes, as shown in Figure 1.43. The pearl

mode (shown in the left column of Figure 1.43) is characterised by the flow of

non-axisymmetric fluid bulges down one side of the fibre, whereas the whirl mode

(shown in the right column of Figure 1.43) is characterised by the fluid forming

a single helix which “whirls” around the axial direction as the fluid flows down

the fibre. Eghbali et al. [223] found that both decreasing the strength of surface

tension and decreasing the fibre radius promotes the whirl mode over the pearl

mode.

The works discussed in Section 1.6.1 explored both the thin-film regime and

the thick-film regime for axisymmetric flow down a fibre. In particular, the work of

Ruyer-Quil et al. [64] used the WRIBL method to derive a thick-film reduced-order

model which incorporates the effect of inertia. The works discussed in Section 1.6.2

explored non-axisymmetric flow down a fibre. Much of this work has been confined

to the linear [214–216] and weakly nonlinear regimes [54]. Frenkel et al. [188]

derived a nonlinear thin-film reduced-order model, however, this model did not

incorporate any effects (such as inertia [54; 215; 216] or other physical effects [217–

221]) which would induce a non-axisymmetric instability. For non-axisymmetric

flow down a fibre, there have been no previous works in the nonlinear regime

when the non-axisymmetric instability-inducing effect of inertia is incorporated.

Additionally, there have been no previous works in the thick-film regime for non-

axisymmetric flow down a fibre.
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Figure 1.43: Experimental observations of the flow down an eccentric fibre excited
by (a) the pearl mode and (b) the whirl mode, viewed from the front (top row)
and the side (bottom row). In each part, the time increases from left to right. The
front and side views are not synchronous. Reproduced with permission, Copyright
2022, Eghbali et al. [223].
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1.7 Outline of thesis

In Chapter 2 we derive a reduced-order model using a long-wave approximation

and a reduced-order model using a thin-film approximation for flow on a two-

dimensional uniformly rotating horizontal elliptical cylinder.

In Chapter 3 we analyse the analytical and numerical results of the thin-film

reduced-order model derived in Chapter 2 by performing a parametric study on the

rotation speed. We also investigate the special case of a stationary cylinder and the

asymptotic limits of strong surface tension, rapid rotation, and a nearly-circular

ellipse.

In Chapter 4 we derive a reduced-order model for the non-axisymmetric coating

of a vertical fibre by a thick film of fluid by applying a long-wave approximation,

and then applying the WRIBL method. We also recover generalisations of reduced-

order models previously studied by other authors in the thick-film regime and the

thin-film regime.

In Chapter 5 we analyse the results of reduced-order models derived in Chapter

4 in both the linear and nonlinear regimes. We compare these results with the re-

sults of the Navier–Stokes equations in the linear regime and with the experimental

results of Gabbard and Bostwick [222].

In Chapter 6 we provide some concluding remarks and discuss possible direc-

tions for future work.

1.8 Presentations

The work contained in this thesis has been presented by me (both virtually and

in person) at several local, national, and international meetings and conferences.

Aspects of Chapter 1 have been presented by me as a poster presentation

at the Carnegie PhD Scholars’ Gathering 2019, February 2019, Royal College of

Physicians and Surgeons of Glasgow, Glasgow.

Aspects of Chapters 2 and 3 have been presented by me as a poster presen-

tation at the 62nd British Applied Mathematics Colloquium (joint with British

Mathematical Colloquium), April 2021, University of Glasgow (virtually), as a pre-
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recorded oral presentation at the 73rd Annual Meeting of the American Physical

Society Division of Fluid Dynamics, November 2020, Chicago (virtually), and as

an oral presentation at the Carnegie PhD Scholars’ Gathering 2020, February 2020,

Discovery Point, Dundee; at the Continuum Mechanics and Industrial Mathemat-

ics (CMIM) Research Group Seminar, February 2020, University of Strathclyde,

Glasgow; at the 34th Scottish Fluid Mechanics Meeting, May 2021, Robert Gordon

University (virtually); at the 14th European Coating Symposium, September 2021,

Université Libre de Bruxelles, Brussels (virtually); at the 35th Scottish Fluid Me-

chanics Meeting, May 2022, Scottish Association for Marine Science, Oban; and at

the 14th European Fluid Mechanics Conference, September 2023, Megaron Athens

International Conference Centre, Athens.

Aspects of Chapters 4 and 5 have been presented by me as an oral presentation

at the 63rd British Applied Mathematics Colloquium, April 2022, Loughborough

University, Loughborough (virtual); at the 35th Scottish Fluid Mechanics Meeting,

May 2022, Scottish Association for Marine Science, Oban; and at the 1st Spanish

Fluid Mechanics Conference, June 2022, University of Cádiz, Cádiz.

Part of the work in Chapter 2 and the work in Chapter 3 is currently being

prepared for publication in a peer-reviewed journal.
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Formulation of reduced-order

models for the coating of a

uniformly rotating horizontal

elliptical cylinder by a thick film

of fluid and a thin film of fluid

In this chapter, we derive a thick-film reduced-order model and a thin-film reduced-

order model, for flow on a two-dimensional uniformly rotating horizontal elliptical

cylinder. In particular, in Section 2.1 we introduce the system which we will

be investigating and describe the coordinate system. We then derive and nondi-

mensionalise the governing equations and boundary conditions in this coordinate

system. In Section 2.2 we derive a thick-film model using a long-wave approxima-

tion (see Sections 1.3.2.2 and 1.3.2.3), and recover the special cases of a circular

cylinder and a flat plate in Section 2.2.2. In Section 2.3 we derive a thin-film model

using a thin-film approximation (see Section 1.3.2.1), and again recover the special

cases of a circular cylinder and a flat plate in Section 2.3.2.

87
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2.1 Problem formulation and geometry

We consider the unsteady, two-dimensional coating flow of an incompressible New-

tonian fluid of constant density ρ̂ and constant viscosity µ̂ on the exterior of a

uniformly rotating horizontal elliptical cylinder. Throughout, hats denote dimen-

sional quantities. The length of the semi-major and semi-minor axes of the ellipse

are denoted by â and b̂, respectively, where b̂ ≤ â. The cylinder rotates about its

axis in the anti-clockwise direction with constant angular velocity Ω̂. The fluid is

surrounded by an inviscid, hydrodynamically-passive gas at constant pressure p̂a,

and the gas-fluid free surface has constant surface tension γ̂. The characteristic

film thickness is denoted by Ĥ, a characteristic wavelength is denoted by λ̂, and

the mass of the fluid per unit width is denoted by M̂ .

We work in a non-inertial frame of reference that rotates with the cylinder, and

which has its origin located at the axis of the cylinder. In this rotating frame of

reference, the surface of the cylinder is located at r̂ = r̂e(θ̃), where (r̂, θ̃) are the

usual polar coordinates, and

r̂e(θ̃) =
âb̂√

â2 sin2 θ̃ + b̂2 cos2 θ̃
. (2.1.1)

The elliptical cylinder is aligned such that the semi-major axis is on θ̃ = 0.

2.1.1 Body-fitted curvilinear coordinate system

We make use of a body-fitted curvilinear coordinate system (θ̃, ŷ) as described by

Roy et al. [103] (see also Roberts and Li [102] and Wray et al. [55]), as opposed

to Parrish et al. [167] (see Section 1.5.2), who used a cylindrical polar coordinate

system. As shown in Figure 2.1, e1 and e3 are unit vectors in the directions parallel

and perpendicular to the surface of the cylinder, respectively. In particular, the

coordinate (θ̃, ŷ) corresponds to a point which is a distance ŷ in the direction e3

from (i.e. perpendicular to) the surface of the cylinder at the point r̂ = r̂e(θ̃),

where

e1 =
−â sin θ̃eX + b̂ cos θ̃eY

m̂
, e3 =

b̂ cos θ̃eX + â sin θ̃eY
m̂

, (2.1.2)
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Figure 2.1: Schematic of the elliptical cylinder in a body-fitted curvilinear coordi-
nate system in the rotating frame of reference.

in which

m̂(θ̃) =

»
â2 sin2 θ̃ + b̂2 cos2 θ̃ (2.1.3)

is the metric scale factor, and eX and eY are the unit vectors in the horizontal

and vertical directions, respectively. The metric scale factor ensures that each ∆θ̃

results in the same ∆ŝ (where ŝ denotes an arc length) regardless of the current

value of θ̃, and the spatial scale factor, namely

ĥ(θ̃, ŷ) = m̂+
âb̂ŷ

m̂2
, (2.1.4)

extends this into the fluid layer. Hence, the surface of the cylinder is located at

ŷ = 0, and the free surface is denoted by ŷ = η̂(θ̃, t̂), where t̂ is time. The velocities

in the e1 and e3 direction are denoted by û(θ̃, ŷ, t̂) and v̂(θ̃, ŷ, t̂), respectively. A

schematic of this body-fitted curvilinear coordinate system in the rotating frame

of reference is shown in Figure 2.1.
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2.1.2 Governing equations in vector form

The fluid satisfies the continuity and Navier–Stokes equations, which in this refer-

ence frame are [224, Chapter 3]

∇·û = 0, ρ̂ (ût̂ + û · ∇û) = −∇p̂+µ̂∇2û−ρ̂Ω̂×
Ä
Ω̂× x̂

ä
−2ρ̂Ω̂×û+ρ̂ĝ, (2.1.5)

where û = (û(θ̃, ŷ, t̂), v̂(θ̃, ŷ, t̂)) and p̂(θ̃, ŷ, t̂) are the velocity and pressure of the

fluid, respectively, ĝ is the acceleration due to gravity, Ω̂ = Ω̂eZ where eZ is the

unit vector parallel to the axis of the cylinder, and

x̂ = â cos θ̃eX + b̂ sin θ̃eY + ŷe3 (2.1.6)

is the spatial position. The boundary conditions are no-slip and impermeability

conditions at the surface of the cylinder, ŷ = 0,

û = 0, (2.1.7)

and the tangential and normal stress balance conditions at the free surface, ŷ = η̂,î
n̂ · T̂ · t̂

óG
F
= 0,

î
n̂ · T̂ · n̂

óG
F
= γ̂κ̂, (2.1.8)

where [·]GF represents the jump in a quantity at the free surface between the fluid

and gas regions. The total stress tensor is given by

T̂ = −p̂I+ µ̂
î
∇û+ (∇û)T

ó
, (2.1.9)

where I is the identity tensor, the unit normal and tangential vectors to the free

surface are

n̂ =

−∂η̂
∂θ̃

e1 + ĥe3 
ĥ2 +

Å
∂η̂

∂θ̃

ã2 , t̂ =

ĥe1 +
∂η̂

∂θ̃
e3 

ĥ2 +

Å
∂η̂

∂θ̃

ã2 , (2.1.10)

respectively, and the interfacial curvature is given by

κ̂(θ̃, t̂) = ∇ · n̂. (2.1.11)
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The system (2.1.5)–(2.1.11) is closed by the kinematic condition at the free surface

D

Dt̂
(ŷ − η̂) = 0, (2.1.12)

where D/Dt̂ = ∂/∂t̂+ û · ∇ is the material derivative.

2.1.3 Governing equations in coordinate form

The system (2.1.5)–(2.1.12) is nondimensionalised using

ŷ = âỹ, η̂ = âη̃, û = V̂ ũ, v̂ = V̂ ṽ, p̂ =
µ̂V̂

â
p̃, t̂ =

â

V̂
t̃

κ̂ =
1

â
κ̃, M̂ = ρ̂â2M̃, m̂ = â‹m, ĥ = âh̃

(2.1.13)

where V̂ = ρ̂ĝâ2/µ̂ is a characteristic velocity for gravitational drainage. This

gives rise to six dimensionless parameters, namely

Ca =
µ̂V̂

γ̂
, Re =

ρ̂V̂ â

µ̂
, W = Ω̂

 
â

ĝ
, b =

b̂

â
, H =

Ĥ

â
, λ =

λ̂

â
, (2.1.14)

representing a capillary number, a Reynolds number, the dimensionless rotation

speed, and dimensionless measures of the length of the semi-minor axis, the char-

acteristic film thickness, and a characteristic wavelength, respectively.

In this novel application of a body-fitted curvilinear coordinate system (as

described by Roy et al. [103], and discussed in Section 2.1.1) to flow on a two-

dimensional uniformly rotating horizontal elliptical cylinder, the continuity equa-

tion and the azimuthal and radial components of the Navier–Stokes equations

(2.1.5) for flow on a uniformly rotating horizontal elliptical cylinder are

∂ũ

∂θ̃
+
∂(h̃ṽ)

∂ỹ
= 0, (2.1.15)
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Re

Å
∂ũ

∂t̃
+
ũ

h̃

∂ũ

∂θ̃
+ ṽ

∂ũ

∂ỹ
+
ũṽb

h̃‹m2

ã
=− 1

h̃

∂p̃

∂θ̃
+

2

h̃2

∂h̃

∂ỹ

∂ṽ

∂θ̃
− 1

h̃2

∂h̃

∂θ̃

∂ũ

∂θ̃
+

1

h̃

∂

∂θ̃

Ç
1

h̃

∂h̃

∂ỹ

å
ṽ +

1

h̃2

∂2ũ

∂θ̃2

+
∂

∂ỹ

Ç
1

h̃

∂(h̃ũ)

∂ỹ

å
−W 2 (1− b2)

2‹m sin 2θ̃ − 2W
√
Reṽ (2.1.16)

− 1‹m îb cos θ̃ cos Ä‹VΩt̃ä− sin θ̃ sin
Ä‹VΩt̃äó ,

Re

Å
∂ṽ

∂t̃
+
ũ

h̃

∂ṽ

∂θ̃
+ ṽ

∂ṽ

∂ỹ
− bũ2

h̃‹m2

ã
=− ∂p̃

∂ỹ
− 1

h̃2

∂h̃

∂θ̃

∂ṽ

∂θ̃
+

1

h̃2

∂2ṽ

∂θ̃2
− 1

h̃

∂

∂θ̃

Ç
1

h̃

∂h̃

∂ỹ

å
ũ− 1

h̃2

∂h̃

∂ỹ

∂ũ

∂θ̃

+
2

h̃

∂h̃

∂ỹ

∂ṽ

∂ỹ
+
∂2ṽ

∂ỹ2
+W 2

Å
b‹m + ỹ

ã
+ 2W

√
Reũ (2.1.17)

− 1‹m îsin θ̃ cos Ä‹VΩt̃ä+ b cos θ̃ sin
Ä‹VΩt̃äó ,

respectively, where ‹VΩ =
W√
Re

=
Ω̂â

V̂
(2.1.18)

is the dimensionless ratio of the cylinder velocity to the characteristic velocity.

At the surface of the cylinder, ỹ = 0, we have the no-slip and impermeability

conditions (2.1.7)

ũ = ṽ = 0. (2.1.19)

The total stress tensor (2.1.9) becomes

‹T =


2

h̃

∂ũ

∂θ̃
+

2b

ĥ‹m2
ṽ − p̃

1

h̃

∂ṽ

∂θ̃
+
∂ũ

∂ỹ
− b

h̃‹m2
ũ

1

h̃

∂ṽ

∂θ̃
+
∂ũ

∂ỹ
− b

h̃‹m2
ũ 2

∂ṽ

∂ỹ
− p̃

 , (2.1.20)

At the free surface, ỹ = η̃, we have the tangential stress balance (2.1.8)

4h̃2
∂η̃

∂θ̃

∂ṽ

∂ỹ
+

ï
∂ṽ

∂θ̃
+ h̃2

∂

∂ỹ

Å
ũ

h̃

ãòñ
1−
Å
∂η̃

∂θ̃

ã2ô
= 0, (2.1.21)
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the normal stress balance (2.1.8)ï
κ̃

Ca
− p̃

ò ñ
h̃2 +

Å
∂η̃

∂θ̃

ã2ô
+ 2

∂ṽ

∂ỹ

ñ
h̃2 −

Å
∂η̃

∂θ̃

ã2
ô
− 2

∂η̃

∂θ̃

ï
∂ṽ

∂θ̃
+ h̃2

∂

∂ỹ

Å
ũ

h̃

ãò
= 0,

(2.1.22)

where the interfacial curvature (2.1.11) becomes

κ̃ =

b‹m2
h̃2 +

∂η̃

∂θ̃

Ç
b‹m2

∂η̃

∂θ̃
+
∂h̃

∂θ̃

å
− h̃

∂2η̃

∂θ̃2ñ
h̃2 +

Å
∂η̃

∂θ̃

ã2ô3/2 , (2.1.23)

and the kinematic condition (2.1.12)

∂η̃

∂t̃
+
ũ

h̃

∂η̃

∂θ̃
− ṽ =

∂η̃

∂t̃
+

1

h̃

∂

∂θ̃

∫ η̃

0

ũ dỹ = 0. (2.1.24)

The mass of the fluid is

M̃ =

∫ 2π

0

‹mη̃ + 1

2

b‹m2
η̃2 dθ̃. (2.1.25)

2.2 Thick-film equations

In this section we exploit the fact that a characteristic wavelength in the azimuthal

direction is large compared to both a characteristic film thickness and the length

of the semi-major axis in order to derive a reduced-order model in the thick-film

regime, which we refer to as the thick-film ellipse equation.

2.2.1 Thick-film ellipse equation

We examine the thick-film regime in which the long-wave small aspect ratio is

δ = 1/λ ≪ 1 (and H = O(1), as discussed in Section 1.3.2.2). In particular, we
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use the long-wave scalings

∂

∂θ̃
= δ

∂

∂θ
, ỹ = y, η̃ = η, ũ = u, ṽ = δv, p̃ = p,

t̃ =
t

δ
, κ̃ = κ, M̃ =M, ‹m = m, h̃ = h.

(2.2.1)

The scaling of the variation of θ follows from the assumption that variations are

slow in the azimuthal direction compared to variations in the radial direction.

Note that we have (as discussed in Section 1.3.2.3) chosen to scale the variation of

θ and not θ itself, following Wray et al. [55] and Wray and Cimpeanu [60], since

the azimuthal domain length is fixed at 2π, and thus cannot be assumed to be

“long”. The scaling on v is chosen in order to balance the radial and azimuthal

components of velocity at leading order in the continuity equation (2.1.15). The

scaling on t is chosen in order to retain the time derivative by balancing leading

order terms in the kinematic condition (2.1.24).

In order to derive the thick-film ellipse equation correct to first order in δ, we

require equations (2.1.15) and (2.1.16) correct to first order, namely

∂u

∂θ
+ v

∂h

∂y
+ h

∂v

∂y
= 0, (2.2.2)

− δ
1

h

∂p

∂θ
+

∂

∂y

Å
1

h

∂ (hu)

∂y

ã
−W 2 (1− b2)

2m
sin 2θ

− 1

m

î
b cos θ cos

Ä
V

(thick)
Ω t

ä
− sin θ sin

Ä
V

(thick)
Ω t

äó
+O(δ2) = 0,

(2.2.3)

and equation (2.1.17) to leading order, namely

−∂p
∂y

+W 2

Å
b

m
+ y

ã
− 1

m

î
sin θ cos

Ä
V

(thick)
Ω t

ä
+ b cos θ sin

Ä
V

(thick)
Ω t

äó
+O(δ) = 0,

(2.2.4)

where

V
(thick)
Ω =

W

δ
√
Re

=
Ω̂â2

λ̂V̂
(2.2.5)

is the dimensionless ratio of the cylinder velocity to the characteristic velocity (in

the thick-film regime). In deriving (2.2.2)–(2.2.4), we retain the effect of centrifu-

gation while the effects of both convective inertia and the Coriolis force have been

neglected by assuming that Re is at most O(δ) and that W
√
Re is at most O(δ),

respectively, which then allows for V
(thick)
Ω to be at most O(δ−1).
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At the surface of the cylinder, y = 0, the no-slip and impermeability conditions

(2.1.19) are

u = v = 0. (2.2.6)

At the free surface, y = η, the tangential stress balance (2.1.21) is required correct

to first order

h
∂u

∂y
− u

∂h

∂y
+O(δ2) = 0, (2.2.7)

and the normal stress balance (2.1.22) is required correct to leading order

p =
κ

Ca
+O(δ), (2.2.8)

where the interfacial curvature (2.1.23) is now

κ =

b

m2
h2 + δ2

∂η

∂θ

Å
b

m2

∂η

∂θ
+
∂h

∂θ

ã
− δ2h

∂2η

∂θ2ñ
h2 + δ2

Å
∂η

∂θ

ã2ô3/2 , (2.2.9)

while the kinematic condition (2.1.24) becomes

∂η

∂t
+

1

h

∂

∂θ

∫ η

0

u dy = 0. (2.2.10)

As discussed in Section 1.3.2.3, we retain the full form of the interfacial curvature

κ (2.2.9) here. The mass of the fluid (2.1.25) is now

M =

∫ 2π

0

mη +
1

2

b

m2
η2 dθ. (2.2.11)

The leading order pressure p can be determined by solving the leading-order

radial component of the Navier–Stokes equation (2.2.4) subject to the leading-

order normal stress balance (2.2.8) to yield,

p =
κ

Ca
+W 2

Å
b

m
(y − η) +

y2 − η2

2

ã
− y − η

m

î
sin θ cos

Ä
V

(thick)
Ω t

ä
+ b cos θ sin

Ä
V

(thick)
Ω t

äó
.

(2.2.12)

Substituting the leading order solution for p (2.2.12) into the first-order azimuthal
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component of the Navier–Stokes equation (2.2.3) yields

∂

∂y

ß
m3

(m3 + by)

∂

∂y

ïÅ
1 +

by

m3

ã
u

ò™
(2.2.13)

=
δm2

(m3 + by)

1

Ca

∂κ

∂θ
+

δW 2m2

(m3 + by)

∂

∂θ

ï
b

m
(y − η) +

y2 − η2

2

ò
− δm2

(m3 + by)

∂

∂θ

[y − η

m

Ä
sin θ cos

Ä
V

(thick)
Ω t

ä
+ b cos θ sin

Ä
V

(thick)
Ω t

ää]
+W 2 (1− b2)

2m
sin 2θ +

1

m

î
b cos θ cos

Ä
V

(thick)
Ω t

ä
− sin θ sin

Ä
V

(thick)
Ω t

äó
.

The azimuthal velocity u can be determined up to first order by solving (2.2.13)

subject to the no-slip condition (2.2.6) and the first-order tangential stress balance

(2.2.7). The resulting expression for u can then be substituted into the kinematic

condition (2.2.10) to determine the first-order evolution equation for thick-film

flow on the exterior of a uniformly rotating horizontal elliptical cylinder (i.e. the

thick-film ellipse equation), namely

m4

2b

∂

∂t

(
Γ2
)
+

∂

∂θ

{
m11

72b4

(
δ
9bM1

m3

∂

∂θ

[
1

Ca
κ−W 2

Ç
m2 (Γ− 1) +

m6 (Γ− 1)2

2b2

å
+
m2 (Γ− 1)

b

Ä
sin θ cos

Ä
V

(thick)
Ω t

ä
+ b cos θ sin

Ä
V

(thick)
Ω t

ää]
+

2bM2

m2

[
1

m

Ä
b cos θ cos

Ä
V

(thick)
Ω t

ä
− sin θ sin

Ä
V

(thick)
Ω t

ää
+W 2 (1− b2)

2m
sin 2θ

]

+ δ (2M2 − 9M1)
∂

∂θ

[
W 2 b

m
− 1

m

Ä
sin θ cos

Ä
V

(thick)
Ω t

ä
+ b cos θ sin

Ä
V

(thick)
Ω t

ää])}
= 0,

(2.2.14)

where

Γ(θ, t) = 1 +
b

m(θ)3
η(θ, t), (2.2.15)

and M1(θ, t) and M2(θ, t) are mobility coefficients defined by

M1 = 1− Γ4 + 4Γ2 log Γ (2.2.16)

and

M2 = 2− 6Γ2 − 3Γ5 + Γ3 (7 + 6 log Γ) , (2.2.17)
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respectively. The thick-film ellipse equation (2.2.14) incorporates the effects of

cylinder eccentricity, rotation, gravity, centrifugation, viscosity, and surface ten-

sion, and is appropriate for a film thickness of order unity (see Section 1.3.2.3).

In order to solve thick-film equations, such as the thick-film ellipse equation

(2.2.14), we work in non-dimensional, but otherwise unscaled, variables [55; 60].

However, due to time constraints, we do not study the results of the thick-film

ellipse equation (2.2.14) in the present work.

2.2.2 Special cases of the thick-film ellipse equation

Two special cases of equation (2.2.14) are of particular interest. In the case b = 1

the cylinder is circular, and equation (2.2.14) becomes

1

2

∂

∂t

(
S2
)
+

1

72

∂

∂θ

{
δ9M∗

1

∂

∂θ

ï
1

Ca
κ−W 2S

2

2
+ S sin

Ä
θ + V

(thick)
Ω t

äò
+ 2 (1− δ)M∗

2 cos
Ä
θ + V

(thick)
Ω t

ä}
= 0, (2.2.18)

where

S(θ, t) = 1 + η(θ, t), (2.2.19)

and M∗
1 (θ, t) and M

∗
2 (θ, t) are mobility coefficients defined by

M∗
1 = 1− S4 + 4S2 logS (2.2.20)

and

M∗
2 = 2− 6S2 − 3S5 + S3 (7 + 6 logS) , (2.2.21)

respectively, with

κ =

2δ2
Å
∂S

∂θ

ã2

+ S

Å
S − δ2

∂2S

∂θ2

ãñ
S2 + δ2

Å
∂S

∂θ

ã2ô3/2 . (2.2.22)

Equation (2.2.18) matches, for example, equation (3.18) of Wray and Cimpeanu

[60] up to differences in scaling, when expressed in the rotating frame.

In the case b → 0+ the cylinder is a flat plate. Making the transformation
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x = − cos θ, equation (2.2.14) becomes

∂η

∂t
+

∂

∂x

[
η3

3

(
− δ

1

Ca

∂κ

∂x
+ sin

Ä
V

(thick)
Ω t

ä
+W 2x

− δ cos
Ä
V

(thick)
Ω t

ä∂η
∂x

− δW 2η
∂η

∂x

)]
= 0,

(2.2.23)

where

κ = −
δ2
∂2η

∂x2ñ
1 + δ2

Å
∂η

∂x

ã2ô3/2 . (2.2.24)

However, perhaps more well known is the equation for an inclined flat plate,

which we can also recover from equation (2.2.23) in the stationary case by the

ad hoc replacement of V
(thick)
Ω t with a constant. In the case W = 0 and setting

V
(thick)
Ω t ≡ α to be a constant, the flat plate is stationary and inclined at the angle

α to the horizontal, and equation (2.2.23) becomes

∂η

∂t
+

∂

∂x

ï
η3

3

Å
−δ 1

Ca

∂κ

∂x
+ sinα− δ cosα

∂η

∂x

ãò
= 0. (2.2.25)

Equation (2.2.25) matches, for example, the Benney equation (1.2.1) up to differ-

ences in scaling (and in the absence of inertia).

2.3 Thin-film equations

In this section we exploit the fact that the characteristic film thickness is small

compared to both a characteristic wavelength in the azimuthal direction and the

length of the semi-major axis in order to derive a reduced-order model in the

thin-film regime, which we refer to as the thin-film ellipse equation.

2.3.1 Thin-film ellipse equation

We now examine the thin-film regime in which the thin-film small aspect ratio is

ε = H ≪ 1 (and λ = O(1), as discussed in Section 1.3.2.1). In particular, we use
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the thin-film scalings

θ̃ = θ, ỹ = εy, η̃ = εη, ũ = ε2u, ṽ = ε3v, p̃ = εp,

t̃ =
t

ε2
, κ̃ = κ, M̃ = εM, ‹m = m, h̃ = h.

(2.3.1)

The scalings (2.3.1) are the same as those used by Evans et al. [56; 150], Li et

al. [165], and Li and Kumar [225]. Due to the difference of coordinate systems,

the scalings of Parrish et al. [167], who used a cylindrical polar coordinate system,

appear different but are consistent with the present scalings (2.3.1) for a body-

fitted curvilinear coordinate system.

In order to derive the thin-film ellipse equation correct to first order in ε, we

require equations (2.1.15) and (2.1.16) correct to first order, namely

∂u

∂θ
+ εv

b

m2
+

Å
m+ ε

b

m2
y

ã
∂v

∂y
= 0, (2.3.2)

− ε
1

h

∂p

∂θ
+

∂

∂y

Å
1

h

∂ (hu)

∂y

ã
−W 2 (1− b2)

2m
sin 2θ (2.3.3)

− 1

m

î
b cos θ cos

Ä
V

(thin)
Ω t

ä
− sin θ sin

Ä
V

(thin)
Ω t

äó
+O(ε2) = 0,

and equation (2.1.17) to leading order, namely

−∂p
∂y

+W 2 b

m
− 1

m

î
sin θ cos

Ä
V

(thin)
Ω t

ä
+ b cos θ sin

Ä
V

(thin)
Ω t

äó
+O(ε) = 0, (2.3.4)

where

V
(thin)
Ω =

W

ε2
√
Re

=
Ω̂â3

Ĥ2V̂
(2.3.5)

is the dimensionless ratio of the cylinder velocity to the characteristic velocity (in

the thin-film regime). In deriving (2.3.2)–(2.3.4), we retain the effect of centrifu-

gation while the effect of both convective inertia and the Coriolis force have been

neglected by assuming that Re is at most O(ε−2) and that W
√
Re is at most

O(ε−1), respectively, which then allows for V
(thin)
Ω to be at most O(ε−1).

At the surface of the cylinder, y = 0, the no-slip and impermeability conditions

(2.1.19) are

u = v = 0. (2.3.6)

At the free surface, y = η, the tangential stress balance (2.1.21) is required correct
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to first order
∂u

∂y
− ε

bη

m3

∂u

∂y
− ε

b

m3
u+O(ε2) = 0, (2.3.7)

and the normal stress balance (2.1.22) is required correct to leading order

p =
1

Ca

ï
1

ε

b

m3
+

1

m6

Å
m3dm

dθ

∂η

∂θ
− b2η −m4∂

2η

∂θ2

ãò
+O(ε), (2.3.8)

while the kinematic condition (2.1.24) becomesÅ
m+ ε

b

m2
η

ã
∂η

∂t
+

∂

∂θ

∫ η

0

u dy = 0. (2.3.9)

The mass of the fluid (2.1.25) is now

M =

∫ 2π

0

mη +
ε

2

b

m2
η2 dθ. (2.3.10)

The leading order pressure p can be determined by solving the leading-order

radial component of the Navier–Stokes equation (2.3.4) subject to the leading-

order normal stress balance (2.3.8) to yield,

p =
1

Ca

ï
1

ε

b

m3
+

1

m6

Å
m3dm

dθ

∂η

∂θ
− b2η −m4∂

2η

∂θ2

ãò
+W 2 b

m
(y − η) (2.3.11)

− y − η

m

î
sin θ cos

Ä
V

(thin)
Ω t

ä
+ b cos θ sin

Ä
V

(thin)
Ω t

äó
.

Substituting the leading order solution for p (2.3.11) into the first-order azimuthal

component of the Navier–Stokes equation (2.3.3) yieldsÅ
m+ ε

b

m2
y

ã
∂

∂y

ß
m3

(m3 + εby)

∂

∂y

ïÅ
1 + ε

by

m3

ã
u

ò™
(2.3.12)

=
1

Ca

∂

∂θ

ï
b

m3
+

ε

m6

Å
m3dm

dθ

∂η

∂θ
− b2η −m4∂

2η

∂θ2

ãò
+ εW 2 ∂

∂θ

ï
b

m
(y − η)

ò
− ε

∂

∂θ

[y − η

m

Ä
sin θ cos

Ä
V

(thin)
Ω t

ä
+ b cos θ sin

Ä
V

(thin)
Ω t

ää]
+W 2

Å
1 + ε

b

m3
y

ã
(1− b2)

2
sin 2θ

+

Å
1 + ε

b

m3
y

ãî
b cos θ cos

Ä
V

(thin)
Ω t

ä
− sin θ sin

Ä
V

(thin)
Ω t

äó
.
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The azimuthal velocity u can be determined up to first order by solving (2.3.12)

subject to the no-slip condition (2.3.6) and the first-order tangential stress balance

(2.3.7). The resulting expression for u can then be substituted into the kinematic

condition (2.3.9) to determine the first-order evolution equation for thin-film flow

on the exterior of a uniformly rotating horizontal elliptical cylinder (i.e. the thin-

film ellipse equation), namelyÅ
m+ ε

b

m2
η

ã
∂η

∂t
+

∂

∂θ

{
1

Ca

b(1− b2)η3

2m6
sin 2θ

ï
1 + ε

bη

2m3

ò
− η3

3m

ï
1 + ε

9bη

8m3

ò
×ï

W 2 (1− b2)

2
sin 2θ + b cos θ cos

Ä
V

(thin)
Ω t

ä
− sin θ sin

Ä
V

(thin)
Ω t

äò
− ε

1

Ca

η3

3m

∂

∂θ

ï
1

m6

Å
m2(1− b2)

2
sin 2θ

∂η

∂θ
− b2η −m4∂

2η

∂θ2

ãò
+ ε

η3

3m2

ï
3η(1− b2)

16m2
sin 2θ − ∂η

∂θ

ò
×ï

sin θ cos
Ä
V

(thin)
Ω t

ä
+ b cos θ sin

Ä
V

(thin)
Ω t

ä
−W 2b

ò
− ε

η4

8m2

(
cos θ cos

Ä
V

(thin)
Ω t

ä
− b sin θ sin

Ä
V

(thin)
Ω t

ä)}
= 0. (2.3.13)

The thin-film ellipse equation (2.3.13) incorporates the effects of cylinder eccen-

tricity, rotation, gravity, centrifugation, viscosity, and surface tension. If we undo

the long-wave scalings (2.2.1) in the thick-film ellipse equation (2.2.14), apply the

thin-film scalings (2.3.1), and neglect terms of second-order in ε, we recover the

thin-film ellipse equation (2.3.13).

2.3.2 Special cases of the thin-film ellipse equation

Two special cases of equation (2.3.13) are of particular interest. In the case b = 1

the cylinder is circular, and equation (2.3.13) becomes

(1 + εη)
∂η

∂t
+

∂

∂θ

[
ε
1

Ca

η3

3

∂

∂θ

Å
η +

∂2η

∂θ2

ã
− cos

Ä
θ + V

(thin)
Ω t

äÅη3
3

+ ε
η4

2

ã
+ ε
î
W 2 − sin

Ä
θ + V

(thin)
Ω t

äóÅη3
3

∂η

∂θ

ã]
= 0. (2.3.14)
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This recovers, for example, equation (54) of Evans et al. [56] when expressed in

the rotating frame. If we undo the long-wave scalings (2.2.1) in the thick-film

circle equation (2.2.18), apply the thin-film scalings (2.3.1), and neglect terms of

second-order in ε, we recover the thin-film circle equation (2.3.14).

In the case b → 0+ the cylinder is a flat plate. Making the transformation

x = − cos θ, equation (2.3.13) becomes

∂η

∂t
+

∂

∂x

ï
η3

3

Å
ε
1

Ca

∂3η

∂x3
+ sin

Ä
V

(thin)
Ω t

ä
+W 2x− ε cos

Ä
V

(thin)
Ω t

ä∂η
∂x

ãò
= 0.

(2.3.15)

If we undo the long-wave scalings (2.2.1) in the thick-film rotating flat plate equa-

tion (2.2.23), apply the thin-film scalings (2.3.1), and neglect terms of second-order

in ε, we recover the thin-film rotating flat plate equation (2.3.15). For flow on a

rotating flat plate, the effects of rotation and centrifugation arise differently in

the long-wave approximation than they do in the thin-film approximation. There-

fore, despite the substrate being planar, the thick-film rotating flat plate equation

(2.2.23) is not equivalent to the thin-film rotating flat plate equation (2.3.15).

However, as we now show, these equations are equivalent when the flat plate is

stationary.

We recover the equation for an inclined flat plate from equation (2.3.15) by

the ad hoc replacement of V
(thin)
Ω t with a constant. In the case W = 0 and setting

V
(thin)
Ω t ≡ α to be a constant, the flat plate is stationary and inclined at an angle

α to the horizontal, and equation (2.3.15) becomes

∂η

∂t
+

∂

∂x

ï
η3

3

Å
ε
1

Ca

∂3η

∂x3
+ sinα− ε cosα

∂η

∂x

ãò
= 0. (2.3.16)

This matches, for example, the Benney equation (1.2.1) up to differences in scaling

(and in the absence of inertia). The thick-film inclined flat plate equation (2.2.25)

is equivalent to the thin-film inclined flat plate equation (2.3.16) as the long-wave

small aspect ratio δ, and the thin-film small aspect ratio ε, are equivalent for flow

on a (stationary) planar substrate (see Section 1.3.1).
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2.4 Conclusions

In this chapter, we derived two novel evolution equations for flow on a two-

dimensional uniformly rotating horizontal elliptical cylinder, namely the thick-film

ellipse equation (2.2.14), and the thin-film ellipse equation (2.3.13).

In Section 2.1, we introduced and described the problem and the body-fitted

curvilinear coordinate system, as shown schematically in Figure 2.1.

In Section 2.2, using a long-wave approximation, we derived a thick-film reduced-

order model, namely the thick-film equation (2.2.14), which is appropriate for a

film thickness of order unity. We also recovered the special cases of a circular

cylinder when b = 1 (i.e. equation (2.2.18)) and a flat plate when b → 0+ (i.e.

equations (2.2.23) and (2.2.25)).

In Section 2.3, using a thin-film approximation, we derived a thin-film reduced-

order model, namely the thin-film ellipse equation (2.3.13). We also recovered

the special cases of a circular cylinder when b = 1 (i.e. equation (2.3.14)) and

a flat plate when b → 0+ (i.e. equations (2.3.15) and (2.3.16)). The thin-film

ellipse equation (2.3.13), the thin-film circle equation (2.3.14), and the thin-film

rotating flat plate equation (2.3.15) are recovered as a special case of the thick-film

ellipse equation (2.2.14), the thick-film circle equation (2.2.18), and the thick-film

rotating flat plate equation (2.2.23), respectively, and the thick-film inclined flat

plate equation (2.2.25) is equivalent to the thin-film inclined flat plate equation

(2.3.16).
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Analysis of the thin-film

reduced-order model for flow on a

uniformly rotating horizontal

elliptical cylinder

In this chapter, we analyse the analytical and numerical results of the thin-film

ellipse equation (2.3.13) for flow on a two-dimensional uniformly rotating horizon-

tal elliptical cylinder. We provide a variety of analytical results in this chapter,

whereas the three previous studies of elliptical cylinders [125; 167; 168], surpris-

ingly, do not present any analytical results (see Section 1.5.2). We also explore

a different region of parameter space than these previous studies, and examine

the previously uninvestigated special case of a stationary elliptical cylinder. In

Section 3.1 we describe the results of a parametric study on the dimensionless

rotation speed. In Section 3.2 we analytically explore the effects of small cylinder

eccentricity on the steady full-film solution first described by Moffatt [57] (1.4.3).

In Sections 3.3–3.6 we investigate the behaviour of the free surface as the dimen-

sionless rotation speed monotonically increases from W = 0. Finally, in Section

3.7 we examine the effect of cylinder eccentricity on the results of the parametric

study on the dimensionless rotation speed described in Section 3.1.

104
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3.1 Parametric study of the thin-film ellipse equa-

tion

3.1.1 Outline of parametric study

The behaviour of the solutions of the thin-film ellipse equation (2.3.13) depends

on the unscaled mass M̃ (via ε), the length of the semi-minor axis b, a Reynolds

number Re, a capillary number Ca, and the dimensionless rotation speed W . In

light of the high dimensionality of this parameter space, we simplify the task of

understanding the behaviour of (2.3.13) by fixing the parameter values

M̃ = 0.3, b = 0.9, Re = 400, Ca = 80, (3.1.1)

and then performing a parametric study on the dimensionless rotation speed W .

These are the default parameter values that will be used throughout, except where

noted otherwise. These parameter values were chosen during an earlier phase of

exploratory calculations, which suggested that interesting behaviour would be seen

in this area of parameter space. The value of b given in (3.1.1) was selected to

ensure that the cylinder was close to circular, thereby highlighting the different

behaviours introduced by even a small eccentricity. In particular, we shall find that

even a relatively mild departure from circularity can produce significant qualitative

and quantitative differences from the behaviour in the circular case (we will explore

the effects of a small cylinder eccentricity in Sections 3.2 and 3.7.2). For the

parameter values given in (3.1.1), equation (2.3.10) gives ε = 0.04899. The value

of Re was chosen to be of O(ε−2) in line with the discussion in Section 2.3.1. The

value of Ca was chosen to ensure that surface tension does not overwhelm the

other effects so that a distinct bulge may form in the film.

In Sections 3.3, 3.6, and 3.7, the effects of varying b and Ca will be elucidated

via both analytical and numerical studies. In the cases where the solutions of

the thin-film ellipse equation (2.3.13) are compared when b is varied, the unscaled

mass M̃ is kept fixed in our numerical studies to allow for consistent comparisons.

To achieve this, we vary ε, which consequently affects the final scaled time t = tf

via the scalings (2.3.1). While we choose to fix the final unscaled time t̃ = t̃f in our

comparisons, it should be noted that, alternatively, we could fix t = tf , provided a
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sufficiently long final time (either scaled or unscaled) is chosen to ensure that any

initial transient phase has concluded.

In contrast to the case for a circular cylinder, in which both steady and time-

periodic states are found depending on the value of W (as discussed in Section

1.4.1), we do not anticipate there being any steady states in the general case

of an elliptical cylinder b ∈ (0, 1). However, as we describe in Section 3.1.2,

several characteristically different behaviours are observed. One metric we use to

distinguish these different behaviours is by tracking the centre of mass of the fluid.

The Cartesian coordinates in the rotating frame are denoted by
(
X(r), Y (r)

)
, and

in the laboratory frame by (X, Y ). Then the centre of mass is at
(
X(r), Y (r)

)
=Ä

X
(r)
c , Y

(r)
c

ä
, where

MX(r)
c =

∫ 2π

0

∫ η

0

h

Å
1 + ε

b

m
y

ã
cos θ dy dθ (3.1.2)

=

∫ 2π

0

Å
mη + ε(m2 + 1)

b

2m2
η2
ã
cos θ dθ +O(ε2),

MY (r)
c =

∫ 2π

0

∫ η

0

h

Å
b+ ε

1

m
y

ã
sin θ dy dθ (3.1.3)

=

∫ 2π

0

Å
bmη + ε(m2 + b2)

1

2m2
η2
ã
sin θ dθ +O(ε2).

Throughout the present chapter, we only use the unscaled centre of mass (hereafter

referred to as simply the “centre of mass”). In order to aid understanding, we

transform the centre of mass in the rotating frame back to recover the centre of

mass
Ä‹X,‹Y ä = Ä‹Xc,‹Ycä in the laboratory frame via the standard rotation,

‹Xc‹Yc =

cos
Ä‹VΩt̃ä − sin

Ä‹VΩt̃ä
sin
Ä‹VΩt̃ä cos

Ä‹VΩt̃ä −1 ‹X(r)
c‹Y (r)
c

 , (3.1.4)

where ‹VΩt̃ is the angle of inclination of the semi-major axis to the horizontal at

time t̃. Therefore, we denote by
Ä‹X,‹Y ä = Ä‹Xav

c ,
‹Y av
c

ä
the time-averaged centre of
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mass in the laboratory frame,Ä‹Xav
c ,
‹Y av
c

ä
=

1

t̃f

∫ t̃f

0

Ä‹Xc,‹Ycä dt̃. (3.1.5)

3.1.2 Numerical investigation of the thin-film ellipse equa-

tion

Numerical simulations were performed using a well-tested C++ code [55; 60] (see

Appendix A.1).

Figure 3.1 shows plots of the time-averaged centre of mass in the laboratory

frame ‹Xav
c and ‹Y av

c as a function of W . This figure is divided into four regions

corresponding to the four different characteristic behaviours of the free surface

we observed, which we have chosen to denote, according to the respective rota-

tion speeds, as “low”, “low-moderate”, “high-moderate”, and “high”. These four

characteristic behaviours are:

• at low rotation speed (0 < W < W1(b)) a single main bulge (and sometimes

a smaller secondary bulge), which hangs below the cylinder due to gravity,

and which is found to oscillate periodically (described in Section 3.4),

• at low-moderate rotation speed (W1(b) ≤ W ≤ W2(b)) a single main bulge

(and smaller secondary bulges) formed by gravity and centrifugation which

travels around the cylinder (described in Section 3.5.1),

• at high-moderate rotation speed (W2(b) < W < W3(b)) multiple main bulges

formed at the tips of the ellipse by centrifugation which travel around the

cylinder (described in Section 3.5.2),

• at high rotation speed (W ≥ W3(b)) two main bulges formed and held at the

tips of the ellipse by centrifugation (described in Section 3.6).

We examine the special case of a stationary cylinder (W = 0) in Section 3.3.

For the parameter values studied in the present work (3.1.1), the transition

between low and low-moderate rotation speed regimes occurs at W = W1(0.9) ≈
0.105, which corresponds to the lowest value of W for which ‹Y av

c = 0. For 0 <

W < W1(0.9) ≈ 0.105 the time-averaged centre of mass lies below the horizontal
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(a)

(b)

Figure 3.1: Plots of (a) ‹Xav
c and (b) ‹Y av

c , the time-averaged centre of mass in the
laboratory frame, as functions of W ∈ [0.0025, 1.8] from t̃ = 0 to t̃ = t̃f = 5× 104.
The four characteristic parameter regimes described in Section 3.1.2 are indicated.
The other parameters are as given in (3.1.1).
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axis ‹Y = 0, i.e. ‹Y av
c < 0, corresponding to a single main bulge, which hangs below

the cylinder due to gravity. This transition is analogous to the transition observed

on a circular cylinder by Evans et al. [56] at W = Wc as discussed in Section

1.4.1.3. The transition between low-moderate and high-moderate rotation speed

regimes occurs at W = W2(0.9) ≈ 0.410. As this transition corresponds to the

effect of gravity (which is primarily responsible for energy in the n = 1 mode of the

Fourier transform of the free surface) being overwhelmed by centrifugation (which

is primarily responsible for energy in the n = 2 mode of the Fourier transform of

the free surface), we define the transition as taking place at the point at which

these two energies are equal: this is made more precise in Section 3.5. Finally,

the transition between high-moderate and high rotation speed regimes occurs at

W = W3(0.9) ≈ 1.583. This corresponds to the point at which centrifugation

becomes dominant, holding the fluid at the tips of the ellipse (i.e. at θ = 0 and

θ = π) so that the system moves in approximately solid body rotation: this is

made more precise in Section 3.6.

The values of W1(0.9), W2(0.9), and W3(0.9) quoted in the present section

depend on the parameters given in (3.1.1). In particular, these values correspond

to b = 0.9. In Section 3.7.1 we discuss the effect that varying b has on W1(b),

W2(b), and W3(b) by examining the case of a highly eccentric ellipse (i.e. b = 0.5,

with the other parameters as given in (3.1.1)). In particular, we perform a second

parametric study on W to determine values of W1(0.5), W2(0.5) and W3(0.5) in

this case. In Section 3.7.2 we examine the case of a nearly-circular ellipse (i.e.

b = 0.999, with the other parameters as given in (3.1.1)) in the low and high

rotation speed regimes.

3.2 Asymptotic solution for a nearly-circular el-

lipse

While it is not possible, in general, to obtain a closed form analytical solution

to (2.3.13), significant progress can be made in understanding the dependence of

its solution on the values of the parameters in certain limits. In particular, it is

possible to derive an asymptotic solution to the leading-order (in ε) version of
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(2.3.13), namely

m
∂η

∂t
− ∂

∂θ

{
η3

3m

[Å
W 2 − 3b

m5

1

Ca

ã
(1− b2)

2
sin 2θ

+ b cos θ cos
Ä
V

(thin)
Ω t

ä
− sin θ sin

Ä
V

(thin)
Ω t

ä]}
= 0, (3.2.1)

for a nearly-circular ellipse in the limit of small flux. First, equation (3.2.1) is

recast in canonical form [57] via the rescalings

t =
qt

V
(thin)
Ω

, η =
»
V

(thin)
Ω qη, (3.2.2)

to yield

m
∂qη

∂qt
− ∂

∂θ

ß
qη3

3m

ïÅ
W 2 − 3b

m5

1

Ca

ã
(1− b2)

2
sin 2θ + b cos θ cosqt− sin θ sinqt

ò™
= 0,

(3.2.3)

which now has only four parameters, namely b, Ca, W , and qηI, where qηI = qη|
qt=0

is the uniform initial film thickness.

3.2.1 Nearly-circular limit

In the case b = 1 we recover the case of a circular cylinder which has a steady

full-film solution (i.e. a single-valued solution for which the fluid wets the entire

cylinder) when the fluid mass is below a critical value (see Section 1.4.1.1). We

can analyse the nearly-circular limit by considering b = 1 − ξ with ξ ≪ 1, and

expanding qη as

qη(θ,qt) = qη0(θ,qt) + ξqη1(θ,qt) +O(ξ2), (3.2.4)

to yield

∂qη0

∂qt
− ∂

∂θ

ï
qη30
3
cos (θ + qt)

ò
+ ξ

{
∂qη1

∂qt
− cos2 θ

∂qη0

∂qt
(3.2.5)

+
∂

∂θ

ïÅ
6

Ca
+ sin (θ + qt)− 2W 2

ã
qη30
6
sin 2θ − qη20qη1 cos (θ + qt)

ò}
+O(ξ2) = 0.
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We can move into the laboratory frame using the Galilean transformation

ϕ = ϕ(θ,qt) = θ + qt, T = T (θ,qt) = qt. (3.2.6)

Under the transformation (3.2.6), the leading-order evolution equation (3.2.3) is

m
∂qη

∂T
+m

∂qη

∂ϕ
+

∂

∂ϕ

{
qη3

3m

[
ξ

Å
W 2 − 3

Ca

ã
sin (2ϕ− 2T ) (3.2.7)

−
(
(1− ξ) cos (ϕ− T ) cosT − sin (ϕ− T ) sinT

)]}
= 0.

Under the transformation (3.2.6), the leading-order (in ξ) version of (3.2.5) is

∂qη0
∂T

+
∂qη0
∂ϕ

− ∂

∂ϕ

Å
qη30
3
cosϕ

ã
= 0, (3.2.8)

which, as expected, is the same as equation (1.4.1) (i.e. equation (29) of Moffatt

[57]) up to differences in scaling. Equation (3.2.8) admits a steady solution when

∂qη0/∂T = 0, i.e. when

qη0 −
qη30
3
cosϕ = qQ, (3.2.9)

where qQ is the (dimensionless) volume flux. As discussed in Section 1.4.1.1, Moffatt

[57] showed that (3.2.9) only admits a steady full-film solution when qQ satisfies

the constraint 0 < qQ ≤ 2/3, and the corresponding exact solutions for qη0 are well

known [126; 133; 226] (1.4.3).

Under the transformation (3.2.6), the first order (in ξ) terms in (3.2.5) may be

expressed in characteristic form as

dqη1
dT

= G(ϕ, T ) on the characteristics
dϕ

dT
= F (ϕ), (3.2.10)

where

F (ϕ) = 1− qη20 cosϕ, (3.2.11)

G(ϕ, T ) = qη1
d

dϕ

(
qη20 cosϕ

)
+ cos2 (ϕ− T )

dqη0
dϕ

+
∂

∂ϕ

ï
qη30
6

Å
2W 2 − sinϕ− 6

Ca

ã
sin (2ϕ− 2T )

ò
. (3.2.12)
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While (3.2.10) cannot be solved exactly, it can be solved in the limit of small flux
qQ→ 0+.

3.2.2 Small flux limit

In order to determine the asymptotic behaviour of the leading-order solution qη0

of (3.2.9) in the limit of small flux qQ → 0+ it is, in principle, possible to expand

the exact solution given by Duffy and Wilson [126] (i.e. equation (1.4.3)), but in

practice it is easier to seek an asymptotic solution in the form

qη0 = ζ0 + qQζ1 + qQ2ζ2 + qQ3ζ3 + qQ4ζ4 + qQ5ζ5 +O( qQ6). (3.2.13)

Substituting (3.2.13) into (3.2.9) and solving at each order of qQ yields

qη0 ∼ η′0 = qQ+
qQ3

3
cosϕ+

qQ5

3
cos2 ϕ+O( qQ7). (3.2.14)

In order to solve (3.2.10), dϕ/dT = F (ϕ) is first expanded in the limit qQ→ 0+ to

find the characteristics, yielding

F (ϕ) = 1− η′ 20 cosϕ = 1− qQ2 cosϕ+O( qQ4), (3.2.15)

whence

ϕ+ qQ2 sinϕ− ϕ0 − qQ2 sinϕ0 +O( qQ4) = T, (3.2.16)

where ϕ(0) = ϕ0 is the initial value of ϕ, which parametrises the characteristics.

Inverting (3.2.16) (i.e. solving (3.2.16) for ϕ at leading order in qQ and substituting

into the second-order terms, and then repeat for ϕ0) yields the relations

ϕ = ϕ0 + T + qQ2 [sinϕ0 − sin (ϕ0 + T )] +O( qQ4), (3.2.17)

ϕ0 = ϕ− T + qQ2 [sinϕ− sin (ϕ− T )] +O( qQ4), (3.2.18)

which allow expressions for qη1 to be transformed between having ϕ0 or ϕ as the

independent variable. The equation dqη1/dT = G(ϕ, T ) from (3.2.10) can be rewrit-

ten in the form
dqη1
dT

+ P (ϕ)qη1 = L(ϕ, T ), (3.2.19)
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where

P (ϕ) = − d

dϕ

(
η′ 20 cosϕ

)
, (3.2.20)

L(ϕ, T ) = cos2 (ϕ− T )
dη′0
dϕ

− ∂

∂ϕ

ï
η′ 30
6

Å
2W 2 − sinϕ− 6

Ca

ã
sin (2ϕ− 2T )

ò
.

(3.2.21)

To facilitate integration with respect to T , (3.2.18) is used to write P (ϕ) ≡
P ∗(T ;ϕ0) and L(ϕ, T ) ≡ L∗(T ;ϕ0), where

P ∗(T ;ϕ0) = qQ2 sin (ϕ0 + T ) +O( qQ4), (3.2.22)

L∗(T ;ϕ0)

=
qQ3

12

{
8

Å
W 2 − 3

Ca

ã
cos (2ϕ0) + 2 sin (ϕ0 − T )− 2 sin (ϕ0 + T )− 4 sin (3ϕ0 + T )

+ qQ2

[
2

Å
W 2 − 3

Ca

ã(
4 cos (3ϕ0)− 4 cosϕ0 + 5 cos (ϕ0 − T )− cos (3ϕ0 + T )

)
− 7 sin (2ϕ0) + sin (2ϕ0 − T ) + 2 sinT − sin (2T ) + sin (2ϕ0 + 2T )

+ 5 sin (2ϕ0 + T ) + 4 sin (4ϕ0 + 2T )− 6 sin (4ϕ0 + T )

]}
+O( qQ7).

(3.2.23)

Equation (3.2.19) may then be solved via the use of an integrating factor to yield

qη1 =

∫ T

0
I(T )L∗(T ) dT

I(T )
, (3.2.24)

where

I(T ) = e
∫
P ∗(T ) dT = 1− qQ2 cos (ϕ0 + T ) +O( qQ4). (3.2.25)
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Evaluating (3.2.24) gives

qη1 =
qQ3

6

{
4T

Å
W 2 − 3

Ca

ã
cos (2ϕ0) + cos (ϕ0 − T ) (3.2.26)

+ cos (ϕ0 + T )− 2 cos (ϕ0)− 2 cos (3ϕ0) + 2 cos (3ϕ0 + T )

}

+
qQ5

12

{
12

ï
W 2 − 3

Ca

ò[(
cosϕ0 − cos (ϕ0 + T )

)
sin (2ϕ0)

+
2T

3

(
cos (3ϕ0)− cosϕ0 + cos (2ϕ0) cos (ϕ0 + T )

)]
+ 3 + 8 cos (2ϕ0)− 3 cos (4ϕ0)− cos (2ϕ0 − T )− 4 cosT + cos (2T )

− 7 cos (2ϕ0 + T )− cos (4ϕ0 + 2T ) + 4 cos (4ϕ0 + T )− 6T sin (2ϕ0)

}
+O( qQ7),

which can be expressed in terms of ϕ and T via (3.2.18) as

qη1 = qQ3

{
2T

3

ï
W 2 − 3

Ca

ò
cos (2ϕ− 2T ) (3.2.27)

− 2

3
sin

Å
T

2

ãï
cos (ϕ− T ) sin

Å
T

2

ã
+ sin

Å
3ϕ− 5T

2

ãò}
+

qQ5

12

{
12

ï
W 2 − 3

Ca

ò(
T

ï
cos (3ϕ− 2T )− 1

3
cos (ϕ− 2T )

ò
+ sin

Å
T

2

ãï
cos

Å
ϕ− 3T

2

ã
− cos

Å
3ϕ− 5T

2

ãò)
− 8 cos (4ϕ− 3T )− 4 cos (2ϕ− T ) + 3 cos (4ϕ− 4T ) + 5 cos (4ϕ− 2T )

+ cos (2ϕ)− cos (2ϕ− 2T ) + 4 cos (2ϕ− 3T )− 6T sin (2ϕ− 2T )

}
+O( qQ7).

The solution (3.2.27) may be verified via direct substitution into (3.2.10). The

solution (3.2.27) contains several secular terms. These are the terms on the first

and third lines involving W 2 − 3/Ca (which are a particular combination of the

centrifugation and surface tension terms), and the final term on the final line. As a

result, the terms in the solution (3.2.27) will become disordered when T = O( qQ−2),
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limiting the validity of this expansion. The structure of the centrifugation and

surface tension terms in the solution (3.2.27) indicates that, in the present limit, the

two have exactly opposing effects, and will cancel one another out whenW 2Ca = 3.

Figure 3.2 shows plots of theO( qQ3) truncation of (3.2.27) (multiplied by 1/ qQ3),

the numerical solutions to the first-order PDE (3.2.10), and the full PDE (3.2.7) for

various values of Ca and for T = 21π ≈ 66.0. This choice of T is motivated by the

fact that, in the special case in whichW 2Ca = 3, the O( qQ3) truncation of (3.2.27)

is identically equal to zero at T = 2nπ, and so we will examine times of the form

T = (2n + 1)π, where n is an integer. We impose qη1|T=0 = 0 and qηI = qη0 (where

qη0 is the exact solution to (3.2.8)) with qQ = 0.1 as initial conditions for (3.2.7)

and (3.2.10), respectively. Figure 3.2(a) corresponds to a region of parameter

space in which surface tension is stronger than centrifugation (W 2Ca < 3) and

shows that the fluid collects away from the tips of the ellipse (i.e. near ϕ = π/2

and ϕ = 3π/2) which is the characteristic behaviour of strong surface tension

trying to return the free surface to circular. We will explore strong surface tension

effects in more detail in Sections 3.3.3 and 3.6.3. Figure 3.2(b) corresponds to the

special case W 2Ca = 3 in which (in this limit) surface tension and centrifugation

cancel each other out identically, so that the flow is driven purely by gravity and

rotation. The O( qQ3) truncation of (3.2.27) clearly gives inaccurate predictions:

the solution is in fact 2π-periodic in time at this order. However, the first-order

PDE (3.2.10) performs better as it retains some of the higher-order behaviours

which only become significant on a longer timescale, such as the secondary effects

of gravity and rotation (which manifest as, for example, the final secular term

in (3.2.27)). Figure 3.2(c) corresponds to a region of parameter space in which

surface tension is weaker than centrifugation (W 2Ca > 3) and shows that the

fluid collects towards the tip of the ellipse at ϕ = 0. At this time, the effect of

gravity is preventing the fluid from collecting at the other tip of the ellipse at

ϕ = π.

Figure 3.3 shows plots of theO( qQ3) truncation of (3.2.27) (multiplied by 1/ qQ3),

the O( qQ5) truncation of (3.2.27) (multiplied by 1/ qQ3), the numerical solutions to

the first-order PDE (3.2.10), and the full PDE (3.2.7) for T = 41π ≈ 128.8. At

this time, the solution (3.2.27) has become disordered, and the O( qQ3) truncation

of (3.2.27) gives inaccurate predictions, however the O( qQ5) truncation of (3.2.27)

performs better. In particular, the O( qQ5) truncation of (3.2.27) is not 2π-periodic
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(a)

(b)

(c)

Figure 3.2: Plot of the O( qQ3) truncation of (3.2.27) (multiplied by 1/ qQ3) (solid),
the numerical solutions to the first-order PDE (3.2.10) with qη1|T=0 = 0 (dotted),
and the full PDE (3.2.7) with qηI = qη0 (where qη0 is the exact solution to (3.2.8))

when ξ = 0.01 (dot-dashed) at T = 21π ≈ 66.0 with qQ = 0.1, W = 0.2 and (a)
Ca = 25, (b) Ca = 75, and (c) Ca = 125. Note that the plots are shown on
different scales.
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(a)

(b)

(c)

Figure 3.3: Plot of the O( qQ3) truncation of (3.2.27) (multiplied by 1/ qQ3) (solid),

the O( qQ5) truncation of (3.2.27) (multiplied by 1/ qQ3) (dashed), the numerical
solutions to the first-order PDE (3.2.10) with qη1|T=0 = 0 (dotted), and the full
PDE (3.2.7) with qηI = qη0 (where qη0 is the exact solution to (3.2.8)) when ξ = 0.01

(dot-dashed) at T = 41π ≈ 128.8 with qQ = 0.1, W = 0.2 and (a) Ca = 25, (b)
Ca = 75, and (c) Ca = 125. Note that the plots are shown on different scales.
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in time at this order, and so the agreement of the O( qQ5) truncation of (3.2.27)

with the full PDE (3.2.7) in the special case of W 2Ca = 3 is better than the

agreement of the O( qQ3) truncation of (3.2.27) with the full PDE (3.2.7) due to

the single O( qQ5) secular term in this case. Additionally, at this time, Figure 3.3(c)

shows that the fluid now collects towards both tips of the ellipse (i.e. near ϕ = 0

and ϕ = π, although the effect in the latter case is less pronounced due to the

effect of gravity). This behaviour is characteristic of high rotation speed, and will

be explored in more detail in Section 3.6.

3.3 Stationary cylinder

In this section we analyse the special case in which the cylinder is stationary. We

therefore set W = 0 in the thin-film ellipse equation (2.3.13), yieldingÅ
m+ ε

b

m2
η

ã
∂η

∂t
+

∂

∂θ

{
1

Ca

b(1− b2)η3

2m6
sin 2θ

ï
1 + ε

bη

2m3

ò
− bη3

3m
cos θ (3.3.1)

− ε
1

Ca

η3

3m

∂

∂θ

ï
1

m6

Å
m2(1− b2)

2
sin 2θ

∂η

∂θ
− b2η −m4∂

2η

∂θ2

ãò
+ ε

ï
η3

3m2

Å
3η(1− b2)

16m2
sin 2θ − ∂η

∂θ

ã
sin θ − η4

8m2

Å
1 +

3b2

m2

ã
cos θ

ò}
= 0,

where the terms in the braces involving Ca correspond to the effect of surface

tension, and the rest of the terms in the braces correspond to the effect of gravity.

When the cylinder is stationary, we are able to exploit the symmetry of the system

to impose the symmetry conditions

∂η

∂θ


θ=π/2

=
∂η

∂θ


θ=3π/2

= 0. (3.3.2)

The cylinder is fixed as being horizontal (i.e. with the tips of the ellipse being

at the same height in the laboratory frame). While different configurations are

possible, understanding the flow even in this configuration is already significantly

more complicated than the equivalent situation for a circular cylinder, and so other

configurations are not considered in the present work.

In Sections 3.3.1 and 3.3.2 we analytically and numerically examine the be-
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haviour at leading order in ε of (3.3.1) in the limit Ca → ∞, and in the case

Ca = O(1), respectively. In Section 3.3.3 we analytically examine behaviour of

(3.3.1) in the limit Ca→ 0+ and the nearly-circular limit. Finally, in Section 3.3.4

we numerically investigate the behaviour of (3.3.1) in general.

3.3.1 Stationary cylinder in the limit of large capillary

number

Reisfeld and Bankoff [157] showed that, for a stationary circular cylinder in the

limit of large capillary number, the fluid drains down the sides of the cylinder and

the solution blows up (i.e. the film thickness approaches infinity) in finite time.

We examine the equivalent situation for an elliptical cylinder; in particular, we

examine (3.3.1) at leading order in ε in the limit Ca→ ∞, which yields

m
∂η

∂t
− ∂

∂θ

Å
bη3

3m
cos θ

ã
= 0. (3.3.3)

Up to differences in scaling, in the special case b = 1 this recovers equation (5.8) of

Reisfeld and Bankoff [157]. Equation (3.3.3) can be written in characteristic form

as

dη

dt
=
bη3

3m

d

dθ

Å
cos θ

m

ã
on the characteristics

dθ

dt
= −bη

2

m2
cos θ, (3.3.4)

which can be solved exactly to yield

η =



…
3

3 + 2bt
θ =

π

2
,…

3

3− 2bt
θ =

3π

2
,Ç

cos θ0
√
sin2 θ + b2 cos2 θ

cos θ
√

sin2 θ0 + b2 cos2 θ0

å1/3

0 ≤ θ ≤ 2π, θ ̸= π

2
, θ ̸= 3π

2
,

(3.3.5)

where θ(0) = θ0 is the initial value of θ, which parametrises the characteristics.

When b = 1, (3.3.5) reduces to the corresponding solution for a circular cylinder

given by equation (5.11a) of Reisfeld and Bankoff [157], up to differences in scalings.
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The solution (3.3.5) experiences blowup due to a singularity at θ = 3π/2 at

t = tblowup =
3

2b
. (3.3.6)

This blowup is unphysical and occurs because the stabilising effect of surface ten-

sion, represented by the fourth-order derivative in equation (3.3.1), is not present

in equation (3.3.3) (i.e. at leading order in ε in the limit Ca→ ∞).

Preliminary investigations of the numerical solution of (3.3.4) have shown that

for bc ≤ b ≤ 1 the characteristics do not cross. However, for 0 < b < bc the

characteristics cross for some t < tblowup (3.3.6). Here, bc denotes the transition

between the cases where the characteristics cross and do not cross. By performing

a parametric study on b for the numerical solution of (3.3.4), we determined that

bc ≈ 0.867. The solutions in which the characteristic cross must be interpreted with

care as the free surface has been parametrised as being a single-valued function of

θ. Therefore, the solutions obtained by the method of characteristics are only valid

while the solution remains single-valued (i.e. when the characteristics do not cross).

In the case where the characteristics do cross, instead of becoming multi-valued

(which is unphysical), a shock forms in the solution of equation (3.3.3).

Figure 3.4 shows plots of the numerical solution of (3.3.3). Figures 3.4(a) and

3.4(b) show plots of the free surface on a Cartesian plot for b = 0.9 and b = 0.5,

respectively, and Figures 3.4(c) and 3.4(d) shows plots of the unscaled free surface

on the ellipse for b = 0.9 and b = 0.5, respectively. Figures 3.4(a) and 3.4(c) show

a case where the characteristics do not cross. In this case, the solution of (3.3.3)

experiences blowup at θ = 3π/2 at t = tblowup ≈ 1.67 (3.3.6). This blowup is

characterised by the spike in Figures 3.4(a) and 3.4(c) which occurs due to the

omission of the stabilising effect of surface tension in equation (3.3.3). Figures

3.4(b) and 3.4(d) show a case where the characteristics do cross. In this case, a

shock forms in the solution of equation (3.3.3) at t < tblowup (3.3.6). The formation

of the shock can perhaps be seen more clearly in Figure 3.4(b) as steep fronts are

formed in the free surface either side of θ = 3π/2. The formation of the shock in

the solution of (3.3.3) makes it difficult for us to plot the free surface at a time

closer to t = tblowup = 3 (3.3.6). We expect that the inclusion of the stabilising

effect of surface tension in equation (3.3.3) would smooth this shock [128].
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(a) (b)

(c) (d)

Figure 3.4: Plots of the numerical solution of (3.3.3) for a stationary cylinder for
(a, c) b = 0.9 at time t = 0.99tblowup ≈ 1.65 (b, d) b = 0.5 at time t = 0.98 <
tblowup = 3, for tblowup predicted by (3.3.6). The plots (a, b) show the free surface
on a Cartesian plot, and the plots (c, d) show the unscaled free surface (solid lines)
on the ellipse, plotted for ε = 0.05. The dashed lines in (c, d) are the ellipse. Note
that the scale of the vertical axis is different in part (a) and (b).
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3.3.2 Stationary cylinder with order unity capillary num-

ber

We examine (3.3.1) at leading order in ε in the case Ca = O(1), which yields

m
∂η

∂t
− ∂

∂θ

Å
bη3

3m
cos θ − b(1− b2)η3 sin 2θ

2m6Ca

ã
= 0. (3.3.7)

This can be written in characteristic form as

dη

dt
=
bη3

3m

ï
d

dθ

Å
cos θ

m

ã
− 3(1− b2)

2Ca

d

dθ

Å
sin 2θ

m6

ãò
(3.3.8)

on the characteristics

dθ

dt
= −bη

2

m2

Å
cos θ − 3(1− b2) sin 2θ

2m5Ca

ã
. (3.3.9)

While (3.3.8) and (3.3.9) cannot, in general, be solved analytically, they can be

solved along the characteristic curves starting at θ0 = π/2 and θ0 = 3π/2. Specif-

ically, on the characteristic starting at θ0 = π/2,

η =

ï
1− 2b

Å
(1− b2)

Ca
− 1

3

ã
t

ò−1/2

, (3.3.10)

while on the characteristic starting at θ0 = 3π/2,

η =

ï
1− 2b

Å
(1− b2)

Ca
+

1

3

ã
t

ò−1/2

, (3.3.11)

both of which recover the corresponding solutions in (3.3.5) in the limit Ca→ ∞
(and in the limit Ca→ 0+, as we show in Section 3.6.3.1).

The solution (3.3.11) blows up due to a singularity at θ = 3π/2 at

t = tblowup =
3Ca

2b(3(1− b2) + Ca)
. (3.3.12)

This blowup is unphysical and occurs because the stabilising effect of surface ten-

sion, represented by the fourth-order derivative in equation (3.3.1), is not present

in equation (3.3.7) (i.e. at leading order in ε with Ca = O(1)). The solution
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(3.3.10) can also blow up due to a singularity at θ = π/2 at

t =
3Ca

2b(3(1− b2)− Ca)
, (3.3.13)

however, this always occurs after (3.3.12). This is due to the fact that at θ = 3π/2

surface tension and gravity work in concert, whereas at θ = π/2 surface tension

and gravity work in opposition. Note that this is only the case for Ca = O(1), as

(3.3.12) and (3.3.13) coincide in the limit Ca→ 0+ (we explore the limit Ca→ 0+

further in Section 3.6.3.1), and in the previously examined case of Ca→ ∞ there

is, of course, no surface tension.

While we are unable to obtain an analytical solution of (3.3.8) and (3.3.9) along

other characteristic curves, preliminary investigations of the numerical solution of

(3.3.8) and (3.3.9) have shown that these solutions exhibit the same qualitative

behaviour as the solutions in Section 3.3.1. Specifically, for bc ≤ b ≤ 1 the char-

acteristics do not cross and so the solution of (3.3.7) will experience blowup at

θ = 3π/2 at t = tblowup (3.3.12). However, for 0 < b < bc the characteristics cross

and so a shock is formed in the solution of (3.3.7) for some t < tblowup (3.3.12).

Due to time constraints and equation (3.3.7) being more complicated than equa-

tion (3.3.3), we have been unable to perform a similar parametric study on b in

the present section to determine bc as we did in Section 3.3.1.

Figure 3.5 shows plots of the numerical solution of (3.3.7). Figures 3.5(a) and

3.5(b) show plots of the free surface on a Cartesian plot for b = 0.9 and b = 0.5,

respectively, and Figures 3.5(c) and 3.5(d) shows plots of the unscaled free surface

on the ellipse for b = 0.9 and b = 0.5, respectively. Figures 3.5(a) and 3.5(c) show

a case where the characteristics do not cross. In this case, the solution of (3.3.7)

experiences blowup at θ = 3π/2 at t = tblowup ≈ 1.06 (3.3.12). This blowup is

characterised by the spike in Figures 3.5(a) and 3.5(c) which occurs due to the

omission of the stabilising effect of surface tension in equation (3.3.7). Figures

3.5(b) and 3.5(d) show a case where the characteristics do cross. In this case,

a shock forms in the solution of equation (3.3.7) at t < tblowup (3.3.12). The

formation of the shocks can perhaps be seen more clearly in Figure 3.5(b) as steep

fronts are formed in the free surface either side of θ = π/2 and θ = 3π/2. The

formation of the shocks in the solution of (3.3.7) makes it difficult for us to plot the

free surface at a time closer to t = tblowup ≈ 0.92 (3.3.12). As mentioned previously,
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(a) (b)

(c) (d)

Figure 3.5: Plots of the numerical solution of (3.3.7) for a stationary cylinder with
Ca = 1 for (a, c) b = 0.9 at time t = 0.99tblowup ≈ 1.05, and (b, d) b = 0.5 at time
t = 0.044 < tblowup ≈ 0.92, for tblowup predicted by (3.3.12). The plots (a, b) show
the free surface on a Cartesian plot, and the plots (c, d) show the unscaled free
surface (solid lines) on the ellipse, plotted for ε = 0.05. The dashed lines in (c, d)
are the ellipse and the dotted line in (b) shows the maximum film thickness. Note
that the scale of the vertical axis is different in part (a) and (b).
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the blowup will occur at θ = 3π/2 due to the combined effects of surface tension

and gravity, and not at θ = π/2 where the effects of surface tension and gravity are

in opposition. To highlight this, a dotted line showing the maximum film thickness

has been added Figure 3.5(b) to show that the film on the bottom of the cylinder

is thicker than the film on the top. We expect that the inclusion of the stabilising

effect of surface tension in equation (3.3.7) would smooth these shocks [128].

3.3.3 Nearly-circular stationary ellipse in the limit of small

capillary number

We examine (3.3.1) in the limit of strong surface tension Ca → 0+ with ε2 ≪
Ca ≪ ε ≪ 1. While it is not possible to obtain an analytical solution in this

limit for a general b, analytical progress can be made in the nearly-circular case

in which b = 1− Ca. Introducing a fast time qt = (ε/Ca)t in order to capture the

rapid dynamics due to the strong surface tension, (3.3.1) becomes

∂η

∂qt
+

∂

∂θ

ï
η3

3

∂

∂θ

Å
η +

∂2η

∂θ2

ã
+
Ca

ε
η3
Å
sin 2θ − cos θ

3

ãò
+O(ε) = 0. (3.3.14)

The first and second terms in the final curved bracket of equation (3.3.14) are due

to surface tension and gravity, respectively. In the circular case, the surface tension

terms only appear at first order in ε (see equation (2.3.14)), and so we could simply

rescale Ca as, for example, Ca = ε|Ca (where |Ca = O(1)) to promote the surface

tension terms to leading order in ε [157]. However, equation (3.3.14) has surface

tension terms at both leading and first order in ε, and so, the reason we consider

this specific limit is to retain the stabilising surface tension effect (represented by

the fourth-order derivative in equation (3.3.14)) while neglecting O(ε) terms.

As might be expected, in the absence of gravity, (3.3.14) has a steady solution

corresponding to a circular free surface, namely

η(θ,qt) = η̄(θ) = 1− Ca

ε

1

2
cos 2θ. (3.3.15)

However, in the presence of gravity, unsteady draining will inevitably take place.

Therefore, in Sections 3.3.3.1 and 3.3.3.2 we examine two analytically tractable

situations, namely the linear stability of the free surface in the absence of gravity,
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and early-time behaviour in the presence of gravity, respectively.

3.3.3.1 Linear stability in the absence of gravity

We can examine the linear stability of the steady solution (3.3.15) in the absence

of gravity by substituting η(θ,qt) = η̄(θ) + ζη∗(θ,qt) with ζ ≪ 1 into (3.3.14) and

linearising to find

∂η∗

∂qt
+

Å
1

3
− Ca

ε

1

2
cos 2θ

ã
∂2

∂θ2

Å
η∗ +
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∂θ2

ã
+
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ε
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∂

∂θ

Å
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∂2η∗

∂θ2

ã
+O
ÇÅ
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ε

ã2
, ζ2
å

= 0. (3.3.16)

The linear PDE (3.3.16) has solution

η∗ =
∞∑
n=0

(an cosnθ + bn sinnθ) exp
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3
n2(n2 − 1)qt

ò
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å
,

(3.3.17)

where η′ satisfies
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Å
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ã
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× 2 sin 2θ(−an sinnθ + bn cosnθ) + n cos 2θ(an cosnθ + bn sinnθ)

2
,

which has solution

η′ =
∞∑
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3n
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ò
.
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The solution (3.3.17) and (3.3.19) shows that the n = 0 and n = 1 modes are

neutrally stable, and that all higher modes are stable. The n = 1 mode corresponds

to a translation of the circular free surface (3.3.15) (rather than a deformation of

it), and so it is to be expected that both the n = 0 and n = 1 modes are neutrally

stable in both the circular case and nearly-circular case. However, the decay rates

of the higher modes are different in the nearly-circular case than in the circular

case due to the influence of the non-circular substrate.

3.3.3.2 Early-time behaviour in the presence of gravity

The early-time behaviour of (3.3.14) can be examined by setting

η(θ,qt) = 1 +
Ca

ε
qη1(θ,qt) +

Å
Ca

ε

ã2
qη2(θ,qt) +O

ÇÅ
Ca

ε

ã3å
(3.3.20)

and solving for qη1 and qη2 to yield
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The terms in the solution (3.3.21) become disordered when qt = O(ε/Ca) ≫ 1.

Two modes of disturbance are present. The first, due to the sin 2θ forcing term in

(3.3.14), generates terms of the form cos 2nθ, n ∈ N in (3.3.21), which correspond

to thinning of the film at the tips of the ellipse due to surface tension attempting to

drive the free surface towards circularity. The second, due to the − cos θ/3 forcing

term in (3.3.14), generates terms of the form sin(2n+1)θ, n ∈ N in (3.3.21), which

correspond to draining due to gravity. Figure 3.6 shows plots of the asymptotic

solution (3.3.21) and the numerical solution to the PDE (3.3.14) for ε = 0.001 and
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(a)

(b)

Figure 3.6: Plots of the asymptotic solution (3.3.21) (solid red line) and the numeri-
cal solution of the PDE (3.3.14) (dotted black line) with ε = 0.001 and Ca = 0.0001
at (a) qt = 1 and (b) qt = 10.
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Ca = 0.0001 at times qt = 1 and qt = 10. As seen in Figure 3.6(a), thinning initially

occurs at θ = 0 and θ = π, i.e. at the tips of the ellipse, due to the effect of surface

tension, with corresponding thickening at θ = π/2 and θ = 3π/2 due to mass

conservation. As seen in Figure 3.6(b), the thickening at θ = 3π/2 subsequently

becomes more pronounced than that at π/2 due to draining due to gravity, as can

be inferred from the first-order solution in (3.3.21). At early times, the agreement

between (3.3.21) and (3.3.14) is excellent, however, despite the terms in (3.3.21)

becoming disordered at qt = O(ε/Ca) = O(10) the agreement in Figure 3.6(b) (i.e.

at qt = 10) is still very good.

3.3.4 Numerical study of draining flow on a stationary el-

lipse

In Sections 3.3.1–3.3.3 we examined equation (3.3.1) both analytically and numer-

ically in various limits. Now we numerically examine the behaviour of equation

(3.3.1) in general. In particular, we will show that two parameter sets which differ

only in their value of b, namely

M̃ = 0.15, b = 0.15 and 0.45, Re = 400, Ca = 20, (3.3.22)

result in qualitatively different behaviours. The unscaled mass M̃ = 0.15 is the

same for both values of b with ε = 0.03540 and ε = 0.03113 for b = 0.15 and

b = 0.45, respectively.

Figure 3.7 shows plots of the free surface corresponding to the parameters

(3.3.22) at time t̃ = t̃f = 2.5 × 108. Figures 3.7(a) and 3.7(b) shows plots of

the free surface on a Cartesian plot for b = 0.15 and b = 0.45, respectively, and

Figures 3.7(c) and 3.7(d) shows plots of the unscaled free surface on the ellipse for

b = 0.15 and b = 0.45, respectively. The free surfaces exhibit local minima, which

are denoted by crosses. Figures 3.7(a) and 3.7(c) show that there is a portion of

the fluid trapped on the top of the ellipse between the local minima for b = 0.15,

while Figures 3.7(b) and 3.7(d) show that there is no fluid trapped between the

local minima for b = 0.45. This is shown more clearly in Figure 3.8. Figure 3.8(a)

shows the fluid mass between the two local minima as a function of time, namely
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(a) (b)

(c) (d)

Figure 3.7: Plots of the free surface with b = 0.15 (left column) and b = 0.45 (right
column) at t̃ = t̃f = 2.5× 108. The other parameters are as given in (3.3.22). The
plots (a, b) show the free surface on a Cartesian plot, and the plots (c, d) show the
unscaled free surface (solid lines) on the ellipse. The dashed lines in (c, d) are the
ellipse. The crosses denote the positions of the local minima of the free surfaces.
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(a) (b)

Figure 3.8: Plots of (a) the fluid mass between the local minima, Mtrapped (3.3.23),
for b = 0.15 (solid) and b = 0.45 (dashed) on a log-log plot, and (b) a zoom of
the b = 0.15 curve. Mtrapped is calculated to t̃ = t̃f = 2.5 × 108 and the other
parameters are as given in (3.3.22). The gradients of the lines are 1.285 × 10−6

and −0.497 for b = 0.15 and b = 0.45, respectively.

Mtrapped(t̃) =

∫ θ2

θ1

mη +
ε

2

b

m2
η2 dθ, (3.3.23)

where θ1 and θ2 (> θ1) are the positions of the local minima, for both b = 0.15

and b = 0.45 on a log-log plot. Figure 3.8(b) shows a zoom of the b = 0.15 curve.

For b = 0.45, the log-log plot in Figure 3.8(a) has a gradient of −0.497, indicating

that the film drains like O(t̃−1/2). This temporal scaling agrees well with the t̃−1/2

scaling predicted by Takagi and Huppert [227], Qin et al. [228], and McKinlay

et al. [149], suggesting that draining takes place in the same way as on circular

cylinders and spheres. In contrast, for b = 0.15 the log-log plot in Figure 3.8(a)

has a gradient of 1.285 × 10−6 (i.e. effectively zero), which indicates that fluid is

indeed trapped between the two local minima.

In order to investigate this trapped fluid further, we examine the film thickness

at various points on the surface of the ellipse for both b = 0.15 and b = 0.45 in

Figure 3.9. Figure 3.9(a) shows the film thickness at the top of the ellipse, i.e. at

θ = π/2, as a function of time on a log-log plot and, in the case b = 0.45, the film

thickness decreases with a gradient of −0.500, again in agreement with Takagi and

Huppert [227], Qin et al. [228] and McKinlay et al. [149]. Figure 3.9(b) shows a

zoom of the b = 0.15 curve from Figure 3.9(a). In contrast, for b = 0.15 the log-log

plot in Figure 3.9(a) has a gradient of 1.541 × 10−5 (i.e. again, effectively zero),

which indicates that the film thickness approaches a constant value. Figure 3.9(c)
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(a) (b)

(c) (d)

Figure 3.9: Plots of the film thickness for b = 0.15 (solid) and b = 0.45 (dashed)
(a) at θ = π/2, (b) a zoom of the b = 0.15 curve from (a), (c) at the local minima,
and (d) at θ = 3π/2. The thickness is calculated to t̃ = t̃f = 2.5×108 and the other
parameters are as given in (3.3.22). The gradients of the lines are (a) 1.541× 10−5

and −0.500, (c) −0.574 and −0.499, (d) 1.077×10−3 and 5.482×10−3 for b = 0.15
and b = 0.45, respectively. Note that these plots use different scales.
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shows the film thickness at the local minima (denoted by crosses in Figure 3.7) as

a function of time on a log-log plot. Both curves are decreasing, but the gradient

of the curve corresponding to b = 0.15 (−0.574) is slightly steeper than that of the

curve corresponding to b = 0.45 (−0.499). This might be expected as, in order to

trap fluid, one might anticipate that the film thickness at the local minima for the

case b = 0.15 would approach zero more quickly than for the case b = 0.45 in which

complete draining occurs. Figure 3.9(d) shows the film thickness at the bottom of

the ellipse, i.e. at θ = 3π/2, as a function of time on a log-log plot. As expected,

the log-log plots for both b = 0.15 and b = 0.45 (with gradients of 1.077×10−3 and

5.482 × 10−3, respectively) approach a constant value asymptotically in the limit

of large time. This limiting value is larger for b = 0.45, corresponding to a greater

film thickness as, in this case, all of the fluid drains into the bottom bulge, unlike

in the b = 0.15 case, in which some of the fluid is trapped on top of the ellipse.

In this section, for the parameter values given in (3.3.23), we have presented a

case in which fluid is trapped for b = 0.15 and a case in which complete draining

occurs for b = 0.45. For 0 < b ≤ 0.15 we expect that we would observe the case of

trapped fluid, and for 0.45 ≤ b ≤ 1 we expect that we would observe the case of

complete draining. However, we have not been able to find a critical value of b for

the transition between these two cases for 0.15 < b < 0.45.

3.4 Low rotation speed

In Sections 3.4–3.6 we examine the characteristic behaviour of the free surface in

each of the four regions introduced in Section 3.1.2 for the parameter values given

in (3.1.1).

In the low rotation speed regime (0 < W < W1(0.9) ≈ 0.105) there is a single

main bulge (and sometimes a smaller secondary bulge, as we show in the present

section), which hangs below the cylinder due to gravity and oscillates periodically

due to the rotation of the cylinder. This regime was studied by Li et al. [125]

and Parrish et al. [167], but was not studied by Hunt [168] due to the absence

of surface tension in this work (as discussed in Section 1.5.2). Figure 3.10 shows

the unscaled free surface in the laboratory frame when the semi-major axis of the

ellipse is perpendicular to the direction of gravity and when it is parallel to the

direction of gravity. The single main bulge located in the lower right-hand quadrant



Chapter 3 134

Figure 3.10: The unscaled free surface on the ellipse in the laboratory frame when
the semi-major axis is perpendicular to the direction of gravity (red line) and when
it is parallel to the direction of gravity (blue line) for W = 0.09. The dashed lines
are the ellipse at the corresponding times. The other parameters are as given in
(3.1.1).
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shown in Figure 3.10 oscillates as the cylinder rotates due to the eccentricity of the

cylinder. Figure 3.11 shows the location of the centre of mass in the laboratory

frame for W = 0.09. Figure 3.11(a) shows the location for the centre of mass from

t̃ = 0 to t̃ = t̃f = 5×104 and shows that the centre of mass has an initial transient

phase before converging to a periodic orbit. Figure 3.11(b) shows the location of

the centre of mass from t̃ = 7.5 × 103 to t̃ = t̃f = 5 × 104 (i.e. after the initial

transient phase). In Figure 3.11, a circle has been fitted to the periodic orbit,

showing that the orbit is almost, but not quite, circular. One period of the single

main bulge corresponds to one half rotation of the cylinder. Figure 3.12 shows a

space-time plot for the free surface in the rotating frame from t̃ = 4.5 × 104 to

t̃ = t̃f = 5 × 104 for W = 0.09, in which the single main bulge, which does not

grow or decay over time, is clearly visible.

Figure 3.13(a) shows a plot of En, the time-averaged integral (up to t̃ = t̃f =

5× 104) of the absolute value of the nth mode of the Fourier transform of the free

surface for n = 1, . . . , 5 as a function of W , i.e.,

En =
1

t̃f

∫ t̃f

0

∣∣∣∣ 12π
∫ 2π

0

η(θ, t̃)e−inθ dθ

∣∣∣∣ dt̃. (3.4.1)

For brevity, we term En the “energy” of the nth Fourier mode. The energies of

the higher modes are smaller and are omitted for clarity. Loosely speaking, En

corresponds to the significance of the nth mode in the shape of the free surface. For

example, forW = 0.09 the dominance of the n = 1 mode evident in Figure 3.13(a)

corresponds to the single main bulge which hangs below the cylinder, as shown in

Figure 3.12. In particular, Figure 3.13(a) shows that for all W in this regime E1

is dominant, corresponding to the free surface having a single main bulge which

hangs below the cylinder. Figure 3.13(a) shows that there is an abrupt decrease in

energy atW ≈ 0.058. Above this value ofW , all of the energies are lower than they

were for smaller values of W , but E1 is proportionally even more dominant than

it is below this value. Figure 3.13(b) shows a plot of the time-averaged maximum

film thickness and the time-averaged minimum film thickness as a function of W .

Figure 3.13(b) shows that there is also an abrupt decrease in the time-averaged

maximum film thickness (and a small increase in the time-averaged minimum film

thickness) at W ≈ 0.058.

Figure 3.14 shows a plot of the free surface at t̃ = 3.5× 103 (dashed lines) and
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(a)

(b)

Figure 3.11: The location of the centre of mass in the laboratory frame (solid red
line) (a) from t̃ = 0 to t̃ = 5 × 104 and (b) from t̃ = 7.5 × 103 to t̃ = 5 × 104

for W = 0.09. A circle (shown with a dotted black line) has been fitted to the
periodic orbit. The other parameters are as given in (3.1.1).
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Figure 3.12: Space-time plot in the low rotation speed regime (0 < W < W1(0.9) ≈
0.105) for the free surface in the rotating frame from t̃ = 4.5×104 to t̃ = t̃f = 5×104

for W = 0.09. The other parameters are as given in (3.1.1).

t̃ = 4.7 × 104 (solid lines) for two values of W , one on either side of W ≈ 0.058.

Figure 3.14(a), shows a plot of the free surface for W = 0.056. For this value

of W , at t̃ = 3.5 × 103 a single main bulge is formed in the free surface, with a

smaller secondary bulge formed to the right. However, by t̃ = 4.7 × 104 the fluid

has drained from the secondary bulge into the single main bulge, significantly in-

creasing (decreasing) the maximum (minimum) film thickness. The fluid draining

from the secondary bulge into the single main bulge corresponds to a larger value

of E1 in Figure 3.13(a) and a higher (lower) value of the time-averaged maximum

(minimum) film thickness in Figure 3.13(b). Figure 3.14(b) shows a plot of the

free surface for W = 0.060. Again, for this value of W , at t̃ = 3.5 × 103, a single

main bulge is formed in the free surface, with a smaller secondary bulge formed

to the right. However, by t̃ = 4.7 × 104, unlike in Figure 3.14(a), the secondary

bulge remains (i.e. the fluid has not drained from the secondary bulge into the

single main bulge), and the maximum and minimum film thickness does not vary

significantly. In particular, Figure 3.14(b) shows that more fluid is being carried

around with the rotating cylinder, corresponding to a thicker film elsewhere, and

a lower proportion of the fluid accumulating in both the single main bulge and the

secondary bulge. The fluid not draining from the secondary bulge into the single

main bulge, as well as more fluid being carried around with the rotating cylinder,
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(a)

(b)

Figure 3.13: For all values of W in the low rotation speed regime (0 < W <
W1(0.9) ≈ 0.105). (a) The energy of the nth Fourier mode En for n = 1, . . . , 5,
plotted as a function of W . The n = 1, . . . , 5 modes are shown with solid red,
solid blue, dashed orange, dot-dashed purple, and dotted black lines, respectively,
and the arrow indicates the direction of increasing n. (b) The time-averaged
maximum film thickness (solid) and the time-averaged minimum film thickness
(dashed) plotted as functions of W . Both (a) and (b) are calculated to t̃ = t̃f =
5× 104. The other parameters are as given in (3.1.1).
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(a)

(b)

Figure 3.14: Plots of the free surface in the rotating frame for (a) W = 0.056
and (b) W = 0.060. The dashed lines and solid lines show the free surface in
the rotating frame at t̃ = 3.5 × 103 and t̃ = 4.7 × 104, respectively. The other
parameters are as given in (3.1.1).
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corresponds to a smaller value of E1 in Figure 3.13(a) and a lower (higher) value of

the time-averaged maximum (minimum) film thickness in Figure 3.13(b). Figure

3.15 shows the location of the centre of mass in the laboratory frame for two values

of W , one on either side of W ≈ 0.058. Figure 3.15(a) shows the location of the

centre of mass for W = 0.056. For this value of W , the location of the centre of

mass initially oscillates around (‹Xav
c ,
‹Y av
c ) ≈ (0.18,−0.25) (i.e. fluid is held in the

secondary bulge) before converging to a periodic orbit (shown by the dashed black

line) around (‹Xav
c ,
‹Y av
c ) ≈ (0.09,−0.62) (i.e. fluid has drained from the secondary

bulge into the single main bulge). Figure 3.15(b) shows the location of the cen-

tre of mass for W = 0.060. For W = 0.060, the location of the centre of mass

oscillates around (‹Xav
c ,
‹Y av
c ) ≈ (0.185,−0.225) in a periodic orbit (shown by the

dashed black line) but, in contrast to the case W = 0.056, does not subsequently

move to (0.09,−0.62).

As the value of W increases from W = 0.058 towards W1(0.9) ≈ 0.105, the

secondary bulge coalesces with the single main bulge, as shown in Figure 3.16

which shows a plot of the free surface at t̃ = 4.7 × 104 for W = 0.09. As the

value of W increases from W = 0.058 towards W1(0.9) ≈ 0.105, the average

position of the single main bulge moves higher up the upward-moving side of the

cylinder in the laboratory frame. As a result, as W approaches W1(b) from below

the time-averaged ‹Y position of the centre of mass, ‹Y av
c , shown in Figure 3.1(b)

increases until it reaches the horizontal ‹X axis, corresponding to the transition

to the low-moderate rotation speed regime, which occurs at W = W1(b) (where

W1(0.9) ≈ 0.105).

3.5 Moderate rotation speed

We now discuss the low-moderate rotation speed regime in Section 3.5.1, and the

high-moderate rotation speed regime in Section 3.5.2. The transition between the

two regimes, which occurs at W = W2(0.9) ≈ 0.410, will be made precise in terms

of the energy in Fourier modes.
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(a) (b)

Figure 3.15: The location of the centre of mass in the laboratory frame (solid
red line) for (a) W = 0.056 and (b) W = 0.060 in the low rotation speed regime
(0 < W < W1(0.9) ≈ 0.105) from t̃ = 0 to t̃ = t̃f = 5× 104. The dashed black line
shows the periodic orbit. The other parameters are as given in (3.1.1).
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Figure 3.16: Plot of the free surface in the rotating frame for W = 0.09 at t̃ =
4.7× 104. The other parameters are as given in (3.1.1).

3.5.1 Low-moderate rotation speed

In the low-moderate rotation speed regime (0.105 ≈ W1(0.9) ≤ W ≤ W2(0.9) ≈
0.410) a single main bulge (and smaller secondary bulges) is formed due to a

combination of gravity and centrifugation. The single main bulge is carried past

the horizontal ‹X axis in the laboratory frame, travels anti-clockwise with the

rotation of the cylinder, and grows, decays and occasionally coalesces with the

secondary bulges. This regime was studied by Hunt [168] (in the absence of surface

tension and centrifugation), Li et al. [125], and Parrish et al. [167] (as discussed

in Section 1.5.2). Figure 3.17(a) shows a plot of En for n = 1, . . . , 5 as a function

of W . Figure 3.17(b) shows a plot of the time-averaged maximum film thickness

and the time-averaged minimum film thickness as functions of W .

As W is increased towards 0.410, E1 decreases, and the time-averaged maxi-

mum film thickness and time-averaged minimum film thickness approach one an-

other. We therefore define W2(b) (where W2(0.9) ≈ 0.410) to be the critical value

of W at which E1 and E2 coincide.

Figure 3.18 shows space-time plots in the rotating frame for W = 0.32 which

demonstrate the characteristic behaviour in the low-moderate rotation speed regime.

Figure 3.18(a) shows the space-time plot for the free surface in the rotating frame

from t̃ = 1.5 × 104 to t̃ = t̃f = 5 × 104. The single main bulge which travels
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(a)

(b)

Figure 3.17: For all values of W in the low-moderate rotation speed regime
(0.105 ≈ W1(0.9) ≤ W ≤ W2(0.9) ≈ 0.410). (a) The energy of the nth Fourier
mode En for n = 1, . . . , 5, plotted as a function of W . The n = 1, . . . , 5 modes
are shown with solid red, solid blue, dashed orange, dot-dashed purple, and dot-
ted black lines, respectively, and the arrow indicates the direction of increasing
n. (b) The time-averaged maximum film thickness (solid) and the time-averaged
minimum film thickness (dashed) plotted as functions of W . Both (a) and (b) are
calculated to t̃ = t̃f = 5× 104. The other parameters are as given in (3.1.1).
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(a)

(b)

Figure 3.18: Space-time plot in the low-moderate rotation speed regime (0.105 ≈
W1(0.9) ≤ W ≤ W2(0.9) ≈ 0.410) for the free surface in the rotating frame (a)
from t̃ = 1.5×104 to t̃ = t̃f = 5×104 and (b) from t̃ = 4.25×104 to t̃ = t̃f = 5×104

for W = 0.32. The dashed red lines in (a) and (b) highlight the single main bulge.
The other parameters are as given in (3.1.1).
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Figure 3.19: Plot of the location of the maximum film thickness in the rotating
frame θmax as a function of time from t̃ = 1.5×104 to t̃ = t̃f = 5×104 forW = 0.32,
where the arrows indicate the direction that the single main bulge travels. The
other parameters are as given in (3.1.1).

anti-clockwise with the rotation of the cylinder is highlighted by the dashed red

lines. Figure 3.18(b) shows a zoom of the region between t̃ = 4.25 × 104 and

t̃ = t̃f = 5 × 104, at which scale two timescales are visible. The fast timescale

corresponds to the rotation of the cylinder (i.e. the film being thicker on the

upward-moving side of the cylinder) and the slow timescale corresponds to the

single main bulge which travels anti-clockwise with the rotation of the cylinder

(highlighted by the dashed red line). In particular, Figure 3.18 shows that the

single main bulge travels anti-clockwise with the rotation of the cylinder, but at

a speed slower than the rotation of the cylinder. Figure 3.19 shows a plot of the

location of the maximum film thickness in the rotating frame θmax as a function of

time from t̃ = 1.5× 104 to t̃ = t̃f = 5× 104 for W = 0.32. Figure 3.19 shows that

θmax alternates between three locations, namely near θ = π/2 and θ = 3π/2 (i.e.

near the top and bottom of the cylinder), and the single main bulge (indicated

by the arrows) which results in the “striped” pattern. For a fixed location on

the vertical axis, each horizontal stripe corresponds to one rotation of the cylin-

der, i.e. the fast timescale. The slow timescale corresponding to the single main

bulge travelling anti-clockwise with the rotation of the cylinder (indicated by the

arrows), but at a speed slower than the rotation of the cylinder. The tendency

for θmax to be located near θ = π/2 and θ = 3π/2 is due to the effect of surface
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Figure 3.20: For all values of W in the high-moderate rotation speed regime
(0.410 ≈ W2(0.9) < W < W3(0.9) ≈ 1.583), the energy of the nth Fourier mode
En for n = 1, . . . , 5, plotted as a function of W , and calculated to t̃ = t̃f = 5×104.
The n = 1, . . . , 5 modes are shown with solid red, solid blue, dashed orange, dot-
dashed purple, and dotted black lines, respectively. The other parameters are as
given in (3.1.1).

tension. Specifically, surface tension is attempting to drive the free surface towards

circularity, and so the film will become thinner at θ = 0 and θ = π (i.e. the tips

of the ellipse) and thicker at θ = π/2 and θ = 3π/2 (i.e. the top and bottom of

the ellipse). The sketch shown in Figure 2.1 is an example of this drive towards

circularity.

3.5.2 High-moderate rotation speed

In the high-moderate rotation speed regime (0.410 ≈ W2(0.9) < W < W3(0.9) ≈
1.583) multiple main bulges are formed at the tips of the ellipse due to a combi-

nation of gravity and centrifugation. The main bulges again travel anti-clockwise

with the rotation of the cylinder, but at a speed slower than the rotation of the

cylinder. This regime was not studied by Hunt [168], Li et al. [125], or Parrish

et al. [167], as they did not explore this region of parameter space. Figure 3.20

shows a plot of En for n = 1, . . . , 5 as a function of W . As W is increased from

W2(0.9) ≈ 0.410, E2 increases due to the stronger effect of centrifugation. The

overall trend across the high-moderate rotation speed regime is that E2 and E4

increase approximately linearly, corresponding to the fact that the free surface
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exhibits alternating configurations of two and four main bulges, which increase

in amplitude with increasing W . Figure 3.21(a) shows the space-time plot of the

free surface in the rotating frame for W = 1.2 which demonstrates the alternation

between two and four main bulges, which is the most common behaviour in the

high-moderate rotation speed regime. Figure 3.21(b) shows two cross-sections of

Figure 3.21(a) showing two main bulges at t̃ = 4.36× 104 and four main bulges at

t̃ = 4.28 × 104. However, there are three exceptions to this behaviour, which we

now discuss in turn.

First, close to W ≈ 0.86, E2 and E4 decrease while E3 and E5 increase. Here

instead of alternating between two and four main bulges the free surface alternates

between three and five main bulges. Second, close toW ≈ 1.5, E2 decreases and E1

increases. Here, the two main bulges are initially held at the tips of the ellipse. As

the size of the two main bulges increase, the effect of gravity effectively overpowers

the effect of centrifugation, and so the two main bulges begin to travel around the

cylinder in the same direction as the cylinder rotation (as they can no longer be

held at the tips of the ellipse) and eventually coalesce into a single main bulge.

The third and final exception is at the upper limitW = W3(0.9) ≈ 1.583, at which

E2 increases significantly. The closer W is to W3(0.9) ≈ 1.583, the longer the two

main bulges are held at the tips before they begin to travel around the cylinder

and coalesce into a single main bulge.

Figures 3.22(a), 3.23(a), and 3.23(b) show space-time plots of the free surface

in the rotating frame for W = 0.86, W = 1.5, and W = 1.575, respectively,

corresponding to the three exceptions discussed above. Figure 3.22(a) shows

a space-time plot in the rotating frame for the first exception, corresponding to

W = 0.86. In this case, the free surface alternates between three and five main

bulges. Figure 3.22(b) shows two cross-sections of Figure 3.22(a) showing three

main bulges at t̃ = 4.49 × 104 and five main bulges at t̃ = 4.21 × 104. Figure

3.23(a) shows a space-time plot in the rotating frame for the second exception,

corresponding to W = 1.5. In this case, the two main bulges are held at the tips

of the ellipse until t̃ ≈ 9 × 103 when they begin to travel around the cylinder

and coalesce into a single main bulge by t̃ ≈ 1.7 × 104. Figure 3.23(b) shows a

space-time plot in the rotating frame for the third exception, corresponding to

W = 1.575. In this case, the two main bulges are held at the tips of the ellipse

until t̃ ≈ 2.5× 104, at which point the two main bulges begin to travel around the
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(a)

(b)

Figure 3.21: (a) Space-time plot in the high-moderate rotation speed regime
(0.410 ≈ W2(0.9) < W < W3(0.9) ≈ 1.583) for the free surface in the rotating
frame from t̃ = 4×104 to t̃ = t̃f = 5×104 forW = 1.2. (b) Two cross-sections of (a)
corresponding to the free surface at t̃ = 4.28×104 (dashed line) and t̃ = 4.36×104

(solid line). The thick red lines in (a) highlight the cross-sections in (b). The other
parameters are as given in (3.1.1).
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(a)

(b)

Figure 3.22: (a) Space-time plot in the high-moderate rotation speed regime
(0.410 ≈ W2(0.9) < W < W3(0.9) ≈ 1.583) for the free surface in the rotating
frame from t̃ = 4 × 104 to t̃ = t̃f = 5 × 104 for W = 0.86. (b) Two cross-
sections of (a) corresponding to the free surface at t̃ = 4.21×104 (dashed line) and
t̃ = 4.49 × 104 (solid line). The thick red lines in (a) highlight the cross-sections
in (b). The other parameters are as given in (3.1.1).
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(a)

(b)

Figure 3.23: Space-time plot in the high-moderate rotation speed regime (0.410 ≈
W2(0.9) < W < W3(0.9) ≈ 1.583) for the free surface in the rotating frame (a)
from t̃ = 0 to t̃ = 2 × 104 for W = 1.5 and (b) from t̃ = 0 to t̃ = 3 × 104 for
W = 1.575. The other parameters are as given in (3.1.1).
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cylinder and eventually coalesce into a single main bulge.

3.6 High rotation speed

In the high rotation speed regime (W ≥ W3(0.9) ≈ 1.583) the rotation speed

is large enough that centrifugation is the dominant effect, resulting in two main

bulges that form and are held at the tips of the ellipse. This regime was not studied

by Hunt [168], Li et al. [125], or Parrish et al. [167], as they did not explore this

region of parameter space. We define the transition from the high-moderate to high

rotation speed regime to be the point at which the system is essentially in solid

body rotation, with the mass being predominantly held at the tips of the ellipse,

with little to no fluid being exchanged across θ = π/2 or θ = 3π/2. Therefore, to

define W3(b) we first define the mass on the left half of the cylinder in the rotating

frame to be

M1/2(t̃) =

∫ 3π/2

π/2

mη +
ε

2

b

m2
η2 dθ. (3.6.1)

Then W3(b) is defined to be the value of W above which M1/2 varies by less than

1% across the time interval t̃ ∈ [2 × 104, t̃f = 5 × 104] (i.e. a suitably long time

interval which begins well after the initial transient phase has ended).

3.6.1 Numerical results

In the present section, the maximum value of W we consider is W = 1.8, how-

ever, in Section 3.6.2.2 we show that the free surface exhibits the same qualitative

behaviour in the limit W → ∞ as it does in the high rotation speed regime.

Figure 3.24(a) shows a plot of En for n = 1, . . . , 5 as a function of W . For

every value of W in this regime, E2 is dominant. This reflects the characteristic

behaviour of the free surface in the high rotation speed regime (i.e. two main

bulges form and are held at the tips of the ellipse). Figure 3.24(b) shows a plot of

the time-averaged locations of the maxima of the two main bulges in the rotating

frame as functions of W . These time-averaged maxima positions are near the tips

of the ellipse and, asW increases, they move closer to the tips of the ellipse, where

the dotted lines highlight the position of π and 2π (i.e. the tips of the ellipse). In

Section 3.6.2 we show that, in the limit W → ∞, the maxima of the two main
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(a)

(b)

Figure 3.24: For all values of W in the high rotation speed regime (1.583 ≈
W3(0.9) ≤ W ≤ 1.8). (a) The energy of the nth Fourier mode En for n = 1, . . . , 5,
plotted as a function of W . The n = 1, . . . , 5 modes are shown with solid red,
solid blue, dashed orange, dot-dashed purple, and dotted black lines, respectively.
(b) The time-averaged location of the maxima of the two main bulges in the
rotating frame θ̄max plotted as a function of W , where the dotted lines highlight
the location of π and 2π. Both (a) and (b) are calculated to t̃ = t̃f = 5× 104. The
other parameters are as given in (3.1.1).
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bulges lie exactly on the tips of the ellipse.

Figure 3.25 shows space-time plots in the rotating frame for W = 1.8. Figure

3.25(a) shows the two main bulges forming and being held near the tips of the

ellipse. Figure 3.25(b) shows a zoom of the region between t̃ = 4.95 × 104 and

t̃ = t̃f = 5 × 104, at which scale the high frequency oscillations of the two main

bulges (due to the rotation of the cylinder) are clearer. The oscillation of the two

main bulges causes the position of the maximum value to vary over time, which is

why we plot the time-averaged location of the maxima of the two main bulges in

Figure 3.24(b). Figure 3.26 shows a plot of the unscaled free surface on the ellipse

in the laboratory frame when the semi-major axis is perpendicular to the direction

of gravity. The unscaled free surface in Figure 3.26 is a cross-section corresponding

to the thick red line in Figure 3.25 at t̃ = 4.9707× 104. In the high rotation speed

regime, ‹Xav
c and ‹Y av

c increase and decrease, respectively, as W increases. The film

is thicker on the upward-moving side of the cylinder in the laboratory frame (as

shown in the lower right-hand quadrant of Figure 3.26), which is why ‹Xav
c increases

in Figure 3.1(a) and the small decrease in ‹Y av
c in Figure 3.1(b) is due to gravity

acting on the two main bulges.

3.6.2 Solutions in the limit of W → ∞

We examine the thin-film ellipse equation (2.3.13) in the limit W → ∞, which we

refer to as the rapid rotation limit. To obtain a PDE in the rapid rotation limit

we set

W = ζ|W, t = qt/ζ2, (3.6.2)

where qt is a suitable fast time chosen to capture the rapid dynamics of the system,

and we examine the limit ζ → ∞. We apply the scalings (3.6.2) to the thin-film

ellipse equation (2.3.13) to obtain a PDE in the rapid rotation limit. However,

to facilitate comparisons between the solutions of the thin-film ellipse equation

(2.3.13) and the solutions of the PDE in the rapid rotation limit, we apply the

scalings (3.6.2) and then present the resulting equation in the original variables

used in the thin-film ellipse equation (2.3.13). In the rapid rotation limit (W →
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(a)

(b)

Figure 3.25: Space-time plot in the high rotation speed regime (1.583 ≈ W3(0.9) ≤
W ≤ 1.8) for the free surface in the rotating frame (a) from t̃ = 0 to t̃ = t̃f = 5×104

and (b) zoomed in on the region from t̃ = 4.95×104 to t̃ = t̃f = 5×104 forW = 1.8.
The thick red line in (a) and (b) highlights the cross-section in plotted in Figure
3.26. The other parameters are as given in (3.1.1).
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Figure 3.26: Plot of the unscaled free surface on the ellipse in the laboratory frame
for W = 1.8 at t̃ = 4.9707× 104 when the semi-major axis is perpendicular to the
direction of gravity, where the dashed line is the ellipse. The other parameters are
as given in (3.1.1).

∞), the thin-film ellipse equation (2.3.13) becomesÅ
m+ ε

b

m2
η

ã
∂η

∂t
− ∂

∂θ

{
W 2 (1− b2)η3

6m
sin 2θ

ï
1 + ε

9bη

8m3

ò
+ εW 2 bη

3

3m2

ï
3η(1− b2)

16m2
sin 2θ − ∂η

∂θ

ò}
= 0. (3.6.3)

We anticipate that the solution of (3.6.3) will experience blowup at some finite

time. This is because the effect of surface tension is absent in the present limit,

and so cannot balance the effect of centrifugation.

While the first-order PDE in the rapid rotation limit (3.6.3) is too complex to

solve analytically to first order in ε, it is analytically tractable at leading order

via the method of characteristics, which we examine in Section 3.6.2.1. We then

numerically examine the first-order PDE in the rapid rotation limit (3.6.3) in

Section 3.6.2.2. Specifically, we compare the solution of the first-order PDE in the

rapid rotation limit (3.6.3) with the solution of thin-film ellipse equation (2.3.13)

for three eccentricities, namely b = 0.75, 0.5, and 0.25.
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3.6.2.1 Asymptotic solutions in the rapid rotation limit to leading or-

der in ε

At leading order in ε the first-order PDE in the rapid rotation limit (3.6.3) is

m
∂η

∂t
− ∂

∂θ

Å
W 2 (1− b2) η3

6m
sin 2θ

ã
= 0. (3.6.4)

Hence,
dη

dt
= W 2 (1− b2)η3

6m

d

dθ

Å
sin 2θ

m

ã
(3.6.5)

on the characteristics
dθ

dt
= −W 2 (1− b2)η2

2m2
sin 2θ, (3.6.6)

with solution

η =



 
3b2

3b2 − 2W 2(1− b2)t
θ = 0, θ = π, 

3

3 + 2W 2(1− b2)t
θ =

π

2
, θ =

3π

2
,Å

(sin2 θ + b2 cos2 θ)(cos θ0 sin θ0)
2

(cos θ sin θ)2(sin2 θ0 + b2 cos2 θ0)

ã1/6
0 < θ < 2π, θ ̸= π

2
, θ ̸= π, θ ̸= 3π

2
,

(3.6.7)

where θ(0) = θ0 is the initial value of θ, which parametrises the characteristics.

The solution (3.6.7) always blows up due to a singularity at θ = 0 and θ = π at

t = tblowup =
3b2

2W 2(1− b2)
. (3.6.8)

This blowup is unphysical and occurs because the stabilising effect of surface ten-

sion is not present in this limit. Preliminary investigations of the numerical so-

lution of (3.6.5) and (3.6.6) have shown that the characteristics do not cross for

any b ∈ (0, 1). Therefore, in the present limit, there is never a situation in which

a shock will form in the solution of equation (3.6.4), unlike in Sections 3.3.1 and

3.3.2.

Figure 3.27 shows plots of the numerical solution of (3.6.4). Figure 3.27(a)

shows a plot of the free surface on a Cartesian plot, and Figure 3.27(b) shows a

plot of the unscaled free surface on the ellipse. The free surface exhibits large

curvatures over the tips of the ellipse before the solution blows up in finite time
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(a)

(b)

Figure 3.27: Plots of the numerical solution of (3.6.4) with W = 10 for b =
0.25, t = 0.99tblowup = 9.9 × 10−4; b = 0.5, t = 0.99tblowup = 4.95 × 10−3; b =
0.75, t = 0.99tblowup ≈ 0.019, for tblowup predicted by (3.6.8). The arrow in (a)
indicates the direction of increasing b. The plot (a) shows the free surface on a
Cartesian plot, and the plot (b) show the unscaled free surface (solid lines) on the
ellipse, plotted for ε = 0.05. The dashed lines in (b) are the ellipse.
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at t = tblowup (3.6.8). The large curvatures of the free surface over the tips of the

ellipse is due to the absence of surface tension in this limit.

3.6.2.2 Numerical solutions in the rapid rotation limit to first order in

ε

We now numerically examine the first-order PDE in the rapid rotation limit (3.6.3).

Figure 3.28 shows plots comparing the free surfaces in the rotating frame at t =

10−5 for the solution of the thin-film ellipse equation (2.3.13) and the solution of

the first-order PDE in the rapid rotation limit (3.6.3). Figure 3.28(a) shows a

plot of the free surface on a Cartesian plot, and Figure 3.28(b) shows a plot of

the unscaled free surface on the ellipse. For each eccentricity, the fluid collects

at the tips of the ellipse and forms two main bulges. There is no surface tension

to support the film in the rapid rotation limit, and so the solution of (3.6.3) will

blow up in finite time. In particular, the film thickness at the tips of the ellipse

grows rapidly and so, in the absence of the stabilising effect of surface tension, the

free surfaces are plotted at early times before numerical instabilities can manifest.

Although the thin-film ellipse equation (2.3.13) incorporates the effect of surface

tension, it is dominated by the effect of centrifugation. The solutions of the first-

order PDE in the rapid rotation limit (3.6.3) compare well with the solutions of

the thin-film ellipse equation (2.3.13).

3.6.3 Solutions in the limit of Ca→ 0+

We examine the thin-film ellipse equation (2.3.13) in the limit Ca→ 0+, which we

refer to as the strong surface tension limit. To obtain a PDE in the strong surface

tension limit we set

Ca = |Ca/ζ2, t = qt/ζ2, (3.6.9)

where qt is a suitable fast time chosen to capture the dynamics of the system, and

we examine the limit ζ → ∞. We apply the scalings (3.6.9) to the thin-film ellipse

equation (2.3.13) to obtain a PDE in the strong surface tension limit. Again,

to facilitate comparisons between the solutions of the thin-film ellipse equation

(2.3.13) and the solutions of the PDE in the strong surface tension limit, we apply

the scalings (3.6.9) and then present the resulting equation in the original variables
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(a)

(b)

Figure 3.28: Comparison of the solutions of the thin-film ellipse equation (2.3.13)
(Ca = 10, Re = 1) (dashed black lines) and the solution of the first-order PDE in
the rapid rotation limit (3.6.3) (solid red lines) in the rotating frame withW = 10,

t = 10−5, M̃ = 0.3 for b = 0.25, ε = 0.06669; b = 0.5, ε = 0.05965; b = 0.75,
ε = 0.05271, where the arrow in (a) indicates the direction of increasing b. The
plot (a) shows the free surface on a Cartesian plot, and the plot (b) shows the
unscaled free surface on the ellipse. The dashed lines in (b) are the ellipse.
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used in the thin-film ellipse equation (2.3.13). In the strong surface tension limit

(Ca→ 0+), the thin-film ellipse equation (2.3.13) becomesÅ
m+ ε

b

m2
η

ã
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∂t
− ∂

∂θ

{
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(3.6.10)
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∂
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ï
1

m6

Å
m2(1− b2)

2
sin 2θ

∂η

∂θ
− b2η −m4∂

2η

∂θ2

ãò}
= 0.

We anticipate that the solution of (3.6.10) will exhibit rapid thinning at the tips

of the ellipse. This is because the effect of centrifugation is absent in the present

limit, and so cannot balance the effect of surface tension.

While the first-order PDE in the strong surface tension limit (3.6.10) is too

complex to solve analytically to first order in ε, it is analytically tractable at leading

order via the method of characteristics, which we examine in Section 3.6.3.1. We

then numerically examine the first-order PDE in the strong surface tension limit

(3.6.10) in Section 3.6.3.2. Specifically, we compare the solution of the first-order

PDE in the strong surface tension limit (3.6.10) with the solution of thin-film

ellipse equation (2.3.13) for three eccentricities, namely b = 0.75, 0.5, and 0.25.

3.6.3.1 Asymptotic solutions in the strong surface tension limit to lead-

ing order in ε

At leading order in ε the first-order PDE in the strong surface tension limit (3.6.10)

is

m
∂η

∂t
+

∂

∂θ

Å
1

Ca

b (1− b2) η3

2m6
sin 2θ

ã
= 0, (3.6.11)

which coincides with (3.3.7) in the absence of gravity. Hence,

dη

dt
= −b(1− b2)η3

2mCa

d

dθ

Å
sin 2θ

m6

ã
(3.6.12)

on the characteristics
dθ

dt
=

3b(1− b2)η2

2m7Ca
sin 2θ, (3.6.13)
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with solution

η =


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Ca
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θ =

π

2
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2
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2
, θ ̸= π, θ ̸= 3π

2
,

(3.6.14)

where θ(0) = θ0 is the initial value of θ, which parametrises the characteristics.

The solution blow up due to a singularity at θ = π/2 and θ = 3π/2 at

t = tblowup =
Ca

2b(1− b2)
, (3.6.15)

This blowup is unphysical and occurs because the stabilising effect of surface ten-

sion is not present at leading order in ε in equation (3.6.11).

Preliminary investigations of the numerical solution of (3.6.12) and (3.6.13)

have shown that these solutions exhibit the same qualitative behaviour as in Sec-

tions 3.3.1 and 3.3.2. Specifically, for bc ≤ b < 1 the characteristics do not cross

and so the solution of (3.6.11) will experience blowup at θ = π/2 and θ = 3π/2 at

t = tblowup (3.6.15). However, for 0 < b < bc the characteristics cross and a shock

is formed in the solution of (3.6.11) for some t < tblowup (3.6.15). Due to time

constraints and equation (3.6.11) being more complicated than equation (3.3.3),

we have been unable to perform a similar parametric study on b in the present

section to determine bc as we did in Section 3.3.1.

Figure 3.29 shows plots of the numerical solution of (3.6.11). Figures 3.29(a)

and 3.29(b) show plots of the free surface on a Cartesian plot for b = 0.9 and

b = 0.5, respectively, and Figures 3.29(c) and 3.29(d) shows plots of the unscaled

free surface on the ellipse for b = 0.9 and b = 0.5, respectively. Figures 3.29(a)

and 3.29(c) show a case where the characteristics do not cross. In this case,

the solution of (3.6.11) experiences blowup at θ = π/2 and θ = 3π/2 at t =

tblowup ≈ 0.292 (3.6.15). This blowup is characterised by the spikes in Figures

3.29(a) and 3.29(c) which occur due to the omission of the stabilising effect of

surface tension in equation (3.6.11). Figures 3.29(b) and 3.29(d) show a case

where the characteristics do cross. In this case, a shock forms in the solution of
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(a) (b)

(c) (d)

Figure 3.29: Plots of the numerical solution of (3.6.11) with Ca = 0.1 for (a, c)
b = 0.9 at time t = 0.99tblowup ≈ 0.289, and (b, d) b = 0.5 are shown at time
t = 0.0043 < tblowup ≈ 0.133, for tblowup predicted by (3.6.15). The plots (a, b)
show the free surface on a Cartesian plot, and the plots (c, d) show the unscaled
free surface (solid lines) on the ellipse, plotted for ε = 0.05. The dashed lines in
(c, d) are the ellipse. Note that the scale of the vertical axis is different in part
(a) and (b).
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equation (3.6.11) at t < tblowup (3.6.15). The formation of the shocks can perhaps

be seen more clearly in Figure 3.29(b) as steep fronts are formed in the free surface

either side of θ = π/2 and θ = 3π/2. The formation of the shocks in the solution

of (3.6.11) makes it difficult for us to plot the free surface at a time closer to

t = tblowup ≈ 0.133 (3.6.15). We expect that the inclusion of the stabilising effect

of surface tension in equation (3.6.11) would smooth these shocks [128].

3.6.3.2 Numerical solutions in the strong surface tension to first order

in ε

We now numerically examine the first-order PDE in the strong surface tension

limit (3.6.10). Figure 3.30 shows plots comparing the free surfaces in the rotating

frame at t = 0.015 for the solution of the thin-film ellipse equation (2.3.13) and the

solution of the first-order PDE in the strong surface tension limit (3.6.10). Figure

3.30(a) shows a plot of the free surface on a Cartesian plot, and Figure 3.30(b)

shows a plot of the unscaled free surface on the ellipse. For each eccentricity, the

fluid collects at the top and bottom of the ellipse. There is no centrifugation to

force the fluid towards the tips in the strong surface tension limit, and so the

solution of (3.6.10) will exhibit rapid thinning at the tips of the ellipse (as shown

in Figure 3.30 for b = 0.25) as the effect of surface tension drives the fluid away

from the tips of the ellipse and towards a circular film. Although the thin-film

ellipse equation (2.3.13) incorporates the effect of centrifugation, it is dominated

by the effect of surface tension. The solutions of the first-order PDE in the strong

surface tension limit (3.6.10) compare well with the solutions of the thin-film ellipse

equation (2.3.13).

This behaviour was studied by Parrish et al. [167] in their parametric study of

the initial fluid load (see Figure 1.28(d)).

3.6.4 Solutions in the limit of W → ∞ and Ca→ 0+

We examine the thin-film ellipse equation (2.3.13) in the limit W → ∞ and Ca→
0+, which we refer to as the combined rapid rotation and strong surface tension

limit. To obtain a PDE in the combined rapid rotation and strong surface tension



Chapter 3 164

(a)

(b)

Figure 3.30: Comparison of the solutions of the thin-film ellipse equation (2.3.13)
(W = 0.25, Re = 1) (dashed black) and the solution of the first-order PDE in
the strong surface tension limit (3.6.10) (solid red) in the rotating frame with

Ca = 0.1, t = 0.015, M̃ = 0.3 for b = 0.25, ε = 0.06669, b = 0.5, ε = 0.05965 and
b = 0.75, ε = 0.05271, where the arrow in (a) indicates the direction of increasing
b. The plot (a) shows the free surface on a Cartesian plot, and the plot (b) shows
the unscaled free surface on the ellipse. The dashed lines in (b) are the ellipse.
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limit we set

W = ζ|W, Ca = |Ca/ζ2, t = qt/ζ2, (3.6.16)

where qt is a suitable fast time chosen to capture the dynamics of the system,

and we examine the limit ζ → ∞. We apply the scalings (3.6.16) to the thin-film

ellipse equation (2.3.13) to obtain a PDE in the combined rapid rotation and strong

surface tension limit. Again, to facilitate comparisons between the solutions of the

thin-film ellipse equation (2.3.13) and the solutions of the PDE in the combined

rapid rotation and strong surface tension limit, we apply the scalings (3.6.16) and

then present the resulting equation in the original variables used in the thin-film

ellipse equation (2.3.13). In the combined rapid rotation and strong surface tension

limit (W → ∞ and Ca→ 0+), the thin-film ellipse equation (2.3.13) becomesÅ
m+ ε

b
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= 0. (3.6.17)

Equation (3.6.17) is equivalent to the zero-gravity limit of the thin-film ellipse

equation (2.3.13) up to a rescaling in t. We anticipate that the solution of (3.6.17)

will neither experience blowup at some finite time nor exhibit rapid thinning at

the tips of the ellipse. This is because the effects of centrifugation and surface

tension are balanced in the present limit.

While the first-order PDE in the combined rapid rotation and strong surface

tension limit (3.6.17) is too complex to solve analytically to first order in ε, it is

analytically tractable at leading order via the method of characteristics, which we

examine in Section 3.6.4.1. We then numerically examine the first-order PDE in the

combined rapid rotation and strong surface tension limit (3.6.17) in Section 3.6.4.2.

Specifically, we compare the solution of the first-order PDE in the combined rapid

rotation and strong surface tension limit (3.6.17) with the solution of thin-film

ellipse equation (2.3.13) for three eccentricities, namely b = 0.75, 0.5, and 0.25.
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3.6.4.1 Asymptotic solutions in the combined rapid rotation and strong

surface tension limit to leading order in ε

At leading order in ε the first-order PDE in the combined rapid rotation and strong

surface tension limit (3.6.17) is

m
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Å
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ã
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Hence,
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on the characteristics

dθ

dt
=

Å
3b

m5Ca
−W 2

ã
(1− b2)η2

m2
sin 2θ. (3.6.20)

While (3.6.19)–(3.6.20) cannot, in general, be solved analytically, they can be

solved along the characteristic curves starting at θ0 = 0 and θ0 = π/2 (which are

equivalent to the θ0 = π and θ0 = 3π/2 characteristic curves by symmetry), where

θ(0) = θ0 is the initial value of θ, which parametrises the characteristics. On the

characteristic curve starting at θ0 = 0 we have the solution

η =

Õ
3b6

3b6 − 2(1− b2)

Å
b4W 2 − 3

Ca

ã
t

, (3.6.21)

and on the characteristic curve starting at θ0 = π/2 we have the solution

η =

Õ
3

3 + 2(1− b2)

Å
W 2 − 3b

Ca

ã
t

. (3.6.22)

The solution (3.6.21) blows up due to a singularity at θ = 0 and θ = π at

t = t
(i)
blowup =

3b6Ca

2(1− b2)(b4W 2Ca− 3)
, (3.6.23)
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while the solution (3.6.22) blows up due to a singularity at θ = π/2 and θ = 3π/2

at

t = t
(ii)
blowup =

3Ca

2(1− b2)(3b−W 2Ca)
. (3.6.24)

Depending on the choice of b, W , and Ca, we can have a case where the solution of

equation (3.6.18) will experience blowup at θ = 0 and θ = π at t = t
(i)
blowup (3.6.23),

or at θ = π/2 and θ = 3π/2 at t = t
(ii)
blowup (3.6.24). This blowup is unphysical and

occurs because the stabilising effect of surface tension is not present at leading

order in ε in equation (3.6.18).

Preliminary investigations of the numerical solution of (3.6.19) and (3.6.20)

have shown that these solutions exhibit the same qualitative behaviour as in Sec-

tions 3.3.1, 3.3.2, 3.6.2.1, and 3.6.3.1. Specifically, for bc ≤ b < 1 the char-

acteristics do not cross and so the solution of (3.6.18) will experience blowup

at θ = 0 and θ = π at t = t
(i)
blowup (3.6.23) or at θ = π/2 and θ = 3π/2 at

t = t
(ii)
blowup (3.6.24). However, for 0 < b < bc the characteristics cross and a shock

is formed in the solution of (3.6.11) at the top and bottom of the cylinder for some

t /∈ {t(i)blowup, t
(ii)
blowup} (for t

(i)
blowup and t

(ii)
blowup predicted by (3.6.23) and (3.6.24), re-

spectively). In the present limit, the balance of the effects of centrifugation and

surface tension is also important. Other preliminary investigations of the numeri-

cal solution of (3.6.19) and (3.6.20) have shown that for some b, W , and Ca, the

characteristics do not cross and the solution of (3.6.18) will experience blowup

at θ ∈ (0, 2π) \ {π/2, π, 3π/2} at t /∈ {t(i)blowup, t
(ii)
blowup} (for t

(i)
blowup and t

(ii)
blowup pre-

dicted by (3.6.23) and (3.6.24), respectively). Due to time constraints and equation

(3.6.18) being more complicated than equation (3.3.3), we have been unable to per-

form a similar parametric study on b in the present section to determine bc as we

did in Section 3.3.1. We have also been unable to determine the tblowup in the case

where the solution of (3.6.18) experiences blowup at θ ∈ (0, 2π) \ {π/2, π, 3π/2}
at t /∈ {t(i)blowup, t

(ii)
blowup} (for t

(i)
blowup and t

(ii)
blowup predicted by (3.6.23) and (3.6.24),

respectively).

Figure 3.31 shows plots of the numerical solution of (3.6.18). Figures 3.31(a)

and 3.29(b) shows plots of the free surface on a Cartesian plot for b = 0.9 and

b = 0.5, respectively, and Figures 3.31(c) and 3.31(d) shows plots of the unscaled

free surface on the ellipse for b = 0.9 and b = 0.5, respectively. Figures 3.31(a)

and 3.31(c) show a case where the characteristics do not cross. In this case, the

solution of (3.6.18) experiences blowup at θ = 0 and θ = π at t = t
(i)
blowup ≈ 0.118



Chapter 3 168

(a) (b)

(c) (d)

Figure 3.31: Plots of the numerical solution of (3.6.18) withW = 10 and Ca = 0.1

for (a, c) b = 0.9 at time t = 0.99t
(i)
blowup ≈ 0.117, and (b, d) b = 0.5 at time

t = 4.2× 10−3 /∈ {t(i)blowup, t
(ii)
blowup}, for t

(i)
blowup and t

(ii)
blowup predicted by (3.6.23) and

(3.6.24), respectively. The plots (a, b) show the free surface on a Cartesian plot,
and the plots (c, d) show the unscaled free surface (solid lines) on the ellipse,
plotted for ε = 0.05. The dashed lines in (c, d) are the ellipse. Note that the scale
of the vertical axis is different in part (a) and (b).
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(3.6.23). This blowup is characterised by the spikes in Figures 3.31(a) and 3.31(c)

which occur due to the omission of the stabilising effect of surface tension in equa-

tion (3.6.18). In particular, the behaviour shown in Figures 3.31(a) and 3.31(c)

is characteristic of the rapid rotation limit (see Section 3.6.2.1). Figures 3.31(b)

and 3.31(d) also show a case where the characteristics do not cross, despite their

similarity to Figures 3.29(b) and 3.29(d). In this case, the solution of (3.6.18) ex-

periences blowup at θ ∈ (0, 2π) \ {π/2, π, 3π/2} at t /∈ {t(i)blowup, t
(ii)
blowup} (for t

(i)
blowup

and t
(ii)
blowup predicted by (3.6.23) and (3.6.24), respectively). Again, this blowup

is characterised by the spikes in Figures 3.31(a) and 3.31(c) which occur due to

the omission of the stabilising effect of surface tension in equation (3.6.18). The

blowup occurring at θ ∈ (0, 2π) \ {π/2, π, 3π/2} is due to the effect of surface

tension opposing the effect of centrifugation. We expect that, by increasing (de-

creasing) the effect of surface tension and/or decreasing (increasing) the effect of

centrifugation, then the blowup would occur closer towards the top and bottom

(tips) of the ellipse. We also expect that, by further increasing the effect of sur-

face tension and/or decreasing the effect of centrifugation, we would begin to see

behaviour characteristic of the strong surface tension limit (see Section 3.6.3.1),

where a shock forms in the solution of equation (3.6.18) with steep fronts formed

in the free surface either side of θ = π/2 and θ = 3π/2 (see Figure 3.29(b)). Again,

we expect that the inclusion of the stabilising effect of surface tension in equation

(3.6.18) would smooth these shocks [128].

3.6.4.2 Numerical solutions in the combined rapid rotation and strong

surface tension limit to first order in ε

We now numerically examine the first-order PDE in the combined rapid rotation

and strong surface tension limit (3.6.17). Figure 3.32 shows plots comparing the

free surfaces in the rotating frame at t = 0.1 for the solution of the thin-film ellipse

equation (2.3.13) and the solution of the first-order PDE in the combined rapid

rotation and strong surface tension limit (3.6.17). Figure 3.32(a) shows a plot

of the free surface on a Cartesian plot, and Figure 3.32(b) shows a plot of the

unscaled free surface on the ellipse. For each eccentricity, the fluid collects at the

tips of the ellipse, which is the characteristic behaviour of the high rotation speed

regime and the rapid rotation limit. However, in the combined rapid rotation

and strong surface tension limit, unlike in the rapid rotation limit, the solution of
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(a)

(b)

Figure 3.32: Comparison of the solutions of the thin-film ellipse equation (2.3.13)
(Re = 1) (dashed black) and the first-order PDE in the combined rapid rotation
and strong surface tension limit (3.6.17) (solid red) in the rotating frame with

W = 10, Ca = 0.1, t = 0.1, M̃ = 0.3 for b = 0.25, ε = 0.06669, b = 0.5,
ε = 0.05965 and b = 0.75, ε = 0.05271, where the arrow in (a) indicates the
direction of increasing b. The plot (a) shows the free surface on a Cartesian plot,
and the plot (b) shows the unscaled free surface on the ellipse. The dashed lines
in (b) are the ellipse.
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(3.6.17) will not experience blow up at some finite time due to the balancing effect

of surface tension. The solutions of the first-order PDE in the combined rapid

rotation and strong surface tension limit (3.6.17) compare well with the solutions

of the thin-film ellipse equation (2.3.13).

Of course, in the combined rapid rotation and strong surface tension limit, the

balance of the effects of centrifugation and surface tension is important. Figure

3.32 is an example of a case where the effect of centrifugation is stronger than (but

does not dominate) the effect of surface tension. However, by decreasing the effect

of centrifugation and/or increasing the effect of surface tension, we hypothesise

that we would have a case in which the effect of surface tension is stronger than

(but does not dominate) the effect of centrifugation. Specifically, we predict that

the fluid would flow away from the tips of the ellipse, but the film would not exhibit

rapid thinning at the tips of the ellipse due to the balancing effect of centrifugation.

3.7 Effect of cylinder eccentricity

We now examine the effect of varying the eccentricity of the cylinder. In particular,

we examine the case of a highly eccentric ellipse (b = 0.5, corresponding to ε =

0.05965) in Section 3.7.1 and a nearly-circular ellipse (b = 0.999, corresponding to

ε = 0.04668) in Section 3.7.2. The other parameters are as given in (3.1.1).

3.7.1 Highly eccentric ellipse b = 0.5

In Sections 3.4–3.6 we determined the transitions Wi(0.9) for i = 1, 2, 3, i.e. for

b = 0.9. We now find that

0.183 ≈ W1(0.5) > W1(0.9) ≈ 0.105, (3.7.1)

0.196 ≈ W2(0.5) < W2(0.9) ≈ 0.410, (3.7.2)

1.000 ≈ W3(0.5) < W3(0.9) ≈ 1.583. (3.7.3)

Figure 3.33 shows plots of the time-averaged centre of mass in the laboratory frame‹Xav
c and ‹Y av

c as a function of W for b = 0.5 (Figure 3.1 shows the corresponding

plot for b = 0.9), while Figure 3.34 shows a plot of En for n = 1, . . . , 5 as a

function of W for b = 0.5 (Figures 3.13(a), 3.17(a), 3.20, and 3.24(a) show the
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corresponding plots for b = 0.9). We now discuss each of the transitions Wi(0.5)

for i = 1, 2, 3 in turn.

Firstly, for the lowest transition W1(b) now occurs for a higher value of W as

b decreases from 0.9 to 0.5: 0.183 ≈ W1(0.5) > W1(0.9) ≈ 0.105. Figure 3.35(a)

shows the unscaled free surface in the laboratory frame when the semi-major axis

is perpendicular to the direction of gravity and when it is parallel to the direction

of gravity for b = 0.5. Figure 3.35(b) shows the location of the centre of mass in the

laboratory frame for b = 0.5. In particular, the solid red line shows the location

of the centre of mass from t̃ = 0 to t̃ = t̃f = 5 × 104, demonstrating that the

centre of mass again has an initial transient phase before converging to a periodic

orbit. This periodic orbit is shown by the dashed black line in Figure 3.35(b). One

period of the single main bulge corresponds to one half rotation of the cylinder.

A decrease in b results in an increase in ε (M̃ is unchanged), corresponding to

a thicker initial film, and hence the single main bulge is larger due to the effect

of gravity. Note that for the same value of W = 0.09, the single main bulge

hangs almost vertically downwards when the semi-major axis of ellipse is parallel

to gravity for b = 0.5 (see Figure 3.35(a)), whereas the single main bulge was still

substantially displaced to the side for b = 0.9 (see Figure 3.10). Consequently, a

higher rotation speed is needed to overcome this increase in ε and raise ‹Y av
c to 0,

corresponding to a larger value of W1(b) for b = 0.5 than for b = 0.9.

Conversely, the second transition W2(b) now occurs for a lower value of W as b

decreases from 0.9 to 0.5: 0.196 ≈ W2(0.5) < W2(0.9) ≈ 0.410. This is due to the

more pronounced effect of centrifugation for a more eccentric ellipse. The relevant

term in (2.3.13) is

W 2 (1− b2)

2
sin 2θ. (3.7.4)

This term promotes an n = 2 instability, and 1 − b2 = 0.19 for b = 0.9, but

1− b2 = 0.75 for b = 0.5. As a result, the switch from E1 to E2 dominance occurs

substantially earlier for b = 0.5 (see Figure 3.34) than for b = 0.9 (see Figure

3.17(a)).

The third and final transition W3(b) similarly occurs for a lower value of W

as b decreases from 0.9 to 0.5: 1.000 ≈ W3(0.5) < W3(0.9) ≈ 1.583. The relevant

term in 2.3.13 is again (3.7.4). As b decreases, the effect of centrifugation which

holds the fluid at the tips of the ellipse becomes dominant at a lower value of W .
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(a)

(b)

Figure 3.33: Plots of (a) ‹Xav
c and (b) ‹Y av

c , the time-averaged centre of mass in the
laboratory frame, as functions of W ∈ [0.0025, 1.15] from t̃ = 0 to t̃ = t̃f = 5× 104

for b = 0.5 and ε = 0.05965. The four characteristic parameter regimes described
in Section 3.1.2 are indicated. The other parameters are as given in (3.1.1).
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Figure 3.34: The energy of the nth Fourier mode En for n = 1, . . . , 5, plotted as
a function of W ∈ [0.0025, 1.15] and calculated to t̃ = t̃f = 5 × 104 for b = 0.5
and ε = 0.05965. The n = 1, . . . , 5 modes are shown with solid red, solid blue,
dashed orange, dot-dashed purple, and dotted black lines, respectively. The four
characteristic parameter regimes described in Section 3.1.2 are indicated. The
other parameters are as given in (3.1.1).

Figure 3.36 shows a space-time plot in the rotating frame for b = 0.5 for W = 1.5

(which is in the high-moderate rotation speed regime for b = 0.9, but is clearly in

the high rotation speed regime for b = 0.5, as evidenced by the two main bulges

at the tips of the ellipse). Note that for b = 0.5 and W = 1.5 in Figure 3.36 the

two main bulges are held much closer to the tips of the ellipse than they are for

b = 0.9 and W = 1.8 (see Figure 3.25).

3.7.2 Nearly-circular ellipse b = 0.999

We examined the behaviour of a film on a nearly-circular ellipse in the limit of

small flux at leading order in ε in Section 3.2. We found that at early times

the limit b → 1− (corresponding to ξ → 0+) was regular: the solution (3.2.27)

converged to the appropriate limit of the Moffatt [57] steady full-film solution for

a circle (3.2.14) as b→ 1−. However, we also found that secular terms arise due to

the effects of centrifugation and surface tension that, over longer times, disorder

the solution (3.2.27). We also ignored a number of physical effects by discarding

higher-order terms in ε (including the stabilising effect of surface tension, and the

effect of increased film thickness) in this limit. In order to understand what is
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(a) (b)

Figure 3.35: (a) The unscaled free surface on the ellipse in the laboratory frame
when the semi-major axis is perpendicular to the direction of gravity (red line)
and when it is parallel to the direction of gravity (blue line) for W = 0.09, b = 0.5,
and ε = 0.05965. The dashed lines in (a) are the ellipse at the respective times.
(b) The location of the centre of mass in the laboratory frame (solid red line) from
t̃ = 0 to t̃ = t̃f = 5 × 104 for W = 0.09, b = 0.5, and ε = 0.05965. The dashed
black line in (b) shows the periodic orbit. The other parameters are as given in
(3.1.1).
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Figure 3.36: Space-time plot for the free surface in the rotating frame with b = 0.5
from t̃ = 0 to t̃ = t̃f = 5×104 forW = 1.5 and ε = 0.05965. The other parameters
are as given in (3.1.1).

happening when these effects are included, we now examine the thin-film ellipse

equation (2.3.13) numerically in the case of a nearly-circular ellipse in the low

and high rotation speed regimes. In Sections 3.4 and 3.6 we found pronounced

effects due to eccentricity even when b = 0.9 in the low and high rotation speed

regimes, respectively; we therefore examine the cases b = 0.999 (corresponding to

ε = 0.04668) and b = 1 (corresponding to ε = 0.04666) which correspond to a

nearly-circular ellipse and a circle, respectively.

We begin by examining the low rotation speed regime. Figure 3.37 shows the

location of the centre of mass in the laboratory frame forW = 0.09 when b = 0.999.

Figure 3.37(a) shows the location for the centre of mass from t̃ = 0 to t̃ = t̃f = 105

and shows that the centre of mass has an initial transient phase before converging

to a periodic orbit. Figure 3.37(b) shows the location of the centre of mass from

t̃ = 5×104 to t̃ = t̃f = 105 (i.e. after the initial transient phase). In Figure 3.37(b),

a circle has been fitted to the periodic orbit, showing that the orbit is almost, but

not quite, circular. Figure 3.38 shows the location of the centre of mass in the

laboratory frame for W = 0.09 when b = 1. Figure 3.38(a) shows the location

for the centre of mass from t̃ = 0 to t̃ = t̃f = 105 and shows that the centre of

mass has an initial transient phase before converging to a steady state. Figure
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(a)

(b)

Figure 3.37: The location of the centre of mass in the laboratory frame (solid red
line) for W = 0.09, b = 0.999 and ε = 0.04668 (a) from t̃ = 0 to t̃ = t̃f = 105,
and (b) from t̃ = 5× 104 to t̃ = t̃f = 105 (i.e. as the location of the centre of mass
converges to a periodic orbit). A circle (shown with a dotted black line) has been
fitted to the periodic orbit in (b). The other parameters are as given in (3.1.1).
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(a)

(b)

Figure 3.38: The location of the centre of mass in the laboratory frame (solid red
line) for W = 0.09, b = 1 and ε = 0.04666 (a) from t̃ = 0 to t̃ = t̃f = 105, and
(b) from t̃ = 2.5 × 104 to t̃ = t̃f = 105 (i.e. as the location of the centre of mass
converges to a steady state). A cross denotes the location of the centre of mass in
the laboratory frame for a steady state in (b). The other parameters are as given
in (3.1.1).
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3.38(b) shows the location of the centre of mass from t̃ = 2.5× 104 to t̃ = t̃f = 105

(i.e. after the initial transient phase) as the centre of mass converges to a steady

state, as observed by Evans et al. [56] (see Section 1.4.1.3). In Figure 3.38(b), a

cross denotes the location of the steady state. Note that although Figures 3.37(a)

and 3.38(a) are visually indistinguishable, corresponding to the previously noted

regularity of the limit b → 1−, the final behaviour shown in Figures 3.37(b) and

3.38(b) is qualitatively different. In the case b = 0.999 the location of the centre

of mass converges to a periodic orbit in Figure 3.37(b) which is almost, but not

quite, circular, while in the case b = 1 the location of the centre of mass converges

to a steady state in Figure 3.38(b). However, convergence to both of these final

behaviours is exponentially slow (hence the need to take the simulations up to

t̃ = t̃f = 105), and the size of the orbit shown in Figure 3.37(b) is extremely small.

We next examine the high rotation speed regime. Figure 3.39(a) shows a space-

time plot in the rotating frame for W = 1.5 and b = 0.999. Figure 3.39(a) shows

that there is substantially less preferential accumulation at the tips of the ellipse

due to its near circularity when compared to the case b = 0.9 (see Figure 3.25).

The relevant centrifugation term in (2.3.13), namely (3.7.4), has coefficientW 2(1−
b2) ≈ 0.002W 2 for b = 0.999. In particular, we do not observe the characteristic

behaviour in the high rotation speed limit for b = 0.999 (i.e. two main bulges

formed and held at the tips of the ellipse). Instead, we see behaviour closer to

that of a film on a circular cylinder in the zero gravity limit [56; 125] in which

small perturbations to the uniform film grow due to centrifugation (i.e. represented

by the W 2b term in (2.3.13)) and form distinct bulges all over the surface of

the cylinder which are separated by thin films of fluid (see Section 1.4.1.3). In

the absence of any symmetry-breaking effect, including numerical noise, these

bulges remain distinct. However, in the presence of gravity, we observe that the

distinct bulges eventually coalesce into a single main bulge which travels around

the cylinder in the same direction as the rotation, but at a speed slower than the

rotation of the cylinder. Figure 3.39(b) shows two cross-sections of Figure 3.39(a)

showing the distinct bulges at t̃ = 8×103 and the single main bulge at t̃ = 1.6×104.

Figure 3.40(a) shows a space-time plot in the rotating frame forW = 1.5 and b = 1.

Figure 3.40(a), of course, shows the characteristic behaviour of a film on a circular

cylinder in the zero gravity limit [56] (see Section 1.4.1.3). Again, in the absence

of any symmetry-breaking effect, including numerical noise, these bulges remain
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(a)

(b)

Figure 3.39: (a) Space-time time plot for the free surface in the rotating frame
from t̃ = 0 to t̃ = 2 × 104 for W = 1.5 and b = 0.999. (b) Two cross-sections of
(a) corresponding to the free surface at t̃ = 8× 103 (solid line) and t̃ = 1.6× 104

(dashed line). The thick red lines in (a) highlight the cross-sections in (b). The
other parameters are as given in (3.1.1).
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(a)

(b)

Figure 3.40: (a) Space-time time plot for the free surface in the rotating frame
from t̃ = 0 to t̃ = 2 × 104 for W = 1.5 and b = 1. (b) Two cross-sections of (a)
corresponding to the free surface at t̃ = 104 (solid line) and t̃ = 1.7× 104 (dashed
line). The thick red lines in (a) highlight the cross-sections in (b). The other
parameters are as given in (3.1.1).
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distinct. However, in the presence of gravity, we observe that the distinct bulges

eventually coalesce into a single main bulge which travels around the cylinder in

the same direction as the rotation, but at a speed slower than the rotation of the

cylinder. Figure 3.40(b) shows two cross-sections of Figure 3.39(a) showing the

distinct bulges at t̃ = 104 and the single main bulge at t̃ = 1.7 × 104. There is

relatively little difference between the behaviour in the case b = 0.999 shown in

Figure 3.39 and the case b = 1 shown in Figure 3.40, again reflecting the regularity

of the limit b → 1−. As discussed in Section 1.4.1.3, in the limit of zero gravity,

the number of distinct bulges which form on the free surface for a circular cylinder

can be predicted via a linear stability analysis by examining the fastest growing

wavenumber. Specifically, a good approximation for the number of distinct bulges

which form is given by (1.4.10). Applying (1.4.10) to the parameters used in

Figures 3.39 and 3.40 gives N ≈ [9.51] = 9 which is indeed the number of distinct

bulges shown for b = 1 in Figure 3.39, and close to the number shown (namely

eight) for b = 0.999 in Figure 3.40.

3.8 Conclusions

In this chapter, we analysed the analytical and numerical results of the thin-film

ellipse equation for flow on a two-dimensional uniformly rotating horizontal ellip-

tical cylinder (2.3.13). We explored a different region of parameter space than

previous studies [125; 167; 168]. Our study was the first to provide analytical

results for flow on a two-dimensional uniformly rotating horizontal elliptical cylin-

der. Additionally, we were the first to examine the special case of a stationary

elliptical cylinder.

In Section 3.1 we described the results of a parametric study on the dimension-

less rotation speed W for the parameters given in (3.1.1). In particular, we iden-

tified four characteristic behaviours of the free surface corresponding to their re-

spective rotation speeds, namely low rotation speed, low-moderate rotation speed,

high-moderate rotation speed, and high rotation speed.

In Section 3.2 we analytically explored the effects of small cylinder eccentricity

on the steady full-film solution first described by Moffatt [57] (1.4.3). To make

analytical progress, we considered the limit of a nearly-circular ellipse and the

limit of small flux to obtain the solution (3.2.27). The solution (3.2.27) contains a
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particular combination of centrifugation and surface tension terms, namely W 2 −
3/Ca, as well as a number of secular terms. The structure of solution (3.2.27)

revealed three regions of parameter space and highlighted that even a relatively

mild departure from circularity produces significant qualitative and quantitative

differences from the behaviour in the circular case. When W 2Ca < 3 surface

tension is dominant and the fluid collects away from the tips of the ellipse. When

W 2Ca = 3 (in this limit) surface tension and centrifugation cancel out each other

identically, and thus the flow is purely driven by gravity and rotation. When

W 2Ca > 3 centrifugation is dominant and the fluid collects towards the tips of

the ellipse.

In Section 3.3 we examined the special case of a stationary cylinder. In particu-

lar, in Sections 3.3.1–3.3.3 we investigated the qualitative change to the behaviour

of the free surface as Ca is decreased. At leading order in ε in the limit Ca→ ∞
(Section 3.3.1) we used the method of characteristics to obtain an analytical solu-

tion (3.3.5). The characteristics do not cross for 0.867 ≈ bc ≤ b ≤ 1, however they

cross for 0 < b < bc ≈ 0.867. When the characteristics do not cross, the solution of

(3.3.3) experiences finite time blowup at θ = 3π/2 at t = tblowup (3.3.6). When the

characteristics cross, a shock forms in the solution of (3.3.3) either side of θ = 3π/2

at t < tblowup (3.3.6). At leading order in ε for Ca = O(1) (Section 3.3.2), we again

used the method of characteristics to obtain a solution along the characteristics

starting at θ0 = π/2 and θ0 = 3π/2. The characteristics do not cross for bc ≤ b ≤ 1,

however they cross for 0 < b < bc, for some bc. We found that the opposing ef-

fects of gravity and centrifugation prevent finite-time blowup at θ = π/2, however

the combined effect of gravity and centrifugation accelerate finite-time blowup at

θ = 3π/2 (when compared to the limit Ca → ∞). Therefore, when the char-

acteristics do not cross, the solution of (3.3.7) experiences finite time blowup at

θ = 3π/2 at t = tblowup (3.3.12), and when the characteristics cross, shocks form in

the solution of (3.3.7) either side of θ = π/2 and θ = 3π/2 at t < tblowup (3.3.12).

In the limit of Ca→ 0+ and the nearly-circular limit (Section 3.3.3) we obtained a

steady solution in the absence of gravity (3.3.15), which is neutrally stable for the

n = 0 and n = 1 modes and stable for higher modes. We also obtained a solution

for the early-time behaviour of the free surface in the presence of gravity, namely

(3.3.21). Two modes of disturbances were observed in (3.3.21) corresponding to

the effect of surface tension which drives the fluid away from the tips of the ellipse
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and towards a circular film, and the effect of gravity which causes the fluid to

drain towards the bottom of the ellipse. In Section 3.3.4 we investigated the case

of draining flow on a stationary ellipse and two distinct behaviours were observed

for two values of b, namely b = 0.15 and b = 0.45. For b = 0.15 a portion of the

fluid was trapped on top of the ellipse, whereas for b = 0.45 there was no fluid

trapped and instead the fluid accumulates in a single bulge at the bottom of the

ellipse.

In Sections 3.4–3.6, for the parameter values given in (3.1.1), we examined

the characteristic behaviour of the free surface in the low rotation speed regime,

the low-moderate rotation speed regime, the high-moderate rotation speed regime,

and the high rotation speed regime, respectively.

In Section 3.4 we examined the low rotation speed regime (0 < W < W1(0.9) ≈
0.105). In this regime, there is a single main bulge (and sometimes a smaller

secondary bulge), which hangs below the cylinder due to gravity and oscillates

periodically due to the rotation of the cylinder. The transition between the low

and low-moderate rotation speed regimes occurs at W = W1(0.9) ≈ 0.105, which

corresponds to the lowest value of W for which ‹Y av
c = 0. This regime had been

previously studied by Li et al. [125] and Parrish et al. [167].

In Section 3.5.1 we examined the low-moderate rotation speed regime (0.105 ≈
W1(0.9) ≤ W ≤ W2(0.9) ≈ 0.410). In this regime, a single main bulge (and smaller

secondary bulges) is formed due to a combination of gravity and centrifugation.

The single main bulge is carried past the horizontal ‹X axis in the laboratory frame,

travels anti-clockwise with the rotation of the cylinder (but at a speed slower than

the rotation of the cylinder), and grows, decays and occasionally coalesces with

the secondary bulge. The transition between the low-moderate and high-moderate

rotation speed regimes occurs at W = W2(0.9) ≈ 0.410, which corresponds to the

value of W at which E1 and E2 coincide. This regime had been previously studied

by Hunt [168], Li et al. [125], and Parrish et al. [167].

In Section 3.5.2 we examined the high-moderate rotation speed regime (0.410 ≈
W2(0.9) < W < W3(0.9) ≈ 1.583). In this regime, multiple main bulges are

formed at the tips of the ellipse due to a combination of gravity and centrifugation.

The main bulges travel anti-clockwise with the rotation of the cylinder, but at a

speed slower than the rotation of the cylinder. The transition between the high-

moderate and high rotation speed regimes occurs at W = W3(0.9) ≈ 1.583, which
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corresponds to the lowest value of W for which M1/2, given by (3.6.1), varies by

less than 1% across the time interval t̃ ∈ [2× 104, t̃f = 5× 104] (i.e. a suitably long

time interval which begins well after the initial transient phase has ended). This

regime had not been previously studied.

In Section 3.6.1 we examined the high rotation speed regime (W ≥ W3(0.9) ≈
1.583). In this regime, the rotation speed is large enough that centrifugation is

the dominant effect, resulting in two main bulges that form and are held at the

tips of the ellipse. This regime had not been previously studied. In Sections

3.6.2, 3.6.3, and 3.6.4, we examined various limits of the thin-film ellipse equation

(2.3.13), namely the rapid rotation limit (W → ∞), the strong surface tension

limit (Ca → 0+), and the combined rapid rotation and strong surface tension

limit (W → ∞ and Ca → 0+), respectively. We first examined the analytically-

tractable leading-order case of each of these limits in Sections 3.6.2.1, 3.6.3.1, and

3.6.4.1. We then proceeded to numerically examine the first-order case of each limit

and compared the solutions with that of the thin-film ellipse equation (2.3.13) in

Sections 3.6.2.2, 3.6.3.2, and 3.6.4.2. The strong surface tension limit (Section

3.6.3) had been previously studied by Parrish et al. [167] in their parametric study

of the initial fluid load (see Figure 1.28(d)).

In Section 3.7 we examined the effect of cylinder eccentricity on the results

of the parametric study on the dimensionless rotation speed described in Section

3.1 In Section 3.7.1 we considered the case of a highly eccentric ellipse (b = 0.5)

and determined the values of Wi(b) for i = 1, 2, 3, at which transition between

the regimes outlined in Section 3.1 occurs. The values of Wi(b) for i = 1, 2, 3

for transition between the regimes for both b = 0.9 and b = 0.5 are summarised

in (3.7.1)–(3.7.3). The change in W1(b) (see (3.7.1)) is due to the increase in ε

(M̃ is unchanged) as b decreases from 0.9 to 0.5, and the change in both W2(b)

(see (3.7.2)) and W3(b) (see (3.7.3)) is due to the more pronounced effect of cen-

trifugation as b deceases from 0.9 to 0.5. Finally, in Section 3.7.2 we examined the

thin-film ellipse equation (2.3.13) in the case of a nearly-circular ellipse (b = 0.999)

in the low and high rotation speed regimes. In the low rotation speed regime, the

case b = 0.999 exhibits qualitatively distinct behaviour of the free surface (con-

vergence to a periodic orbit) to the case b = 1 (convergence to a steady state).

In the high rotation speed regime, there is relatively little difference between the

b = 0.999 case and b = 1 case due to less preferential accumulation at the tips of
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the ellipse.

There is only one regime from the parametric study of the initial fluid load

by Parrish et al. [167], shown in their Figure 1.28(c), which we did not observe

in the present work. In their study, Parrish et al. [167] observed a regime where

gravitational and surface tension effects compete, leading to the formation of bulges

at opposite ends of the cylinder that oscillate with the rotation of the cylinder.

Parrish et al. [167] found that, in this regime, the effect of surface tension is not

strong enough to dominate the effect of gravity, allowing the bulges to oscillate.



Chapter 4

Formulation of reduced-order

models for the non-axisymmetric

coating of a vertical fibre by a

thick film of fluid

In this chapter, we derive a thick-film reduced-order model using the WRIBL

method (see Sections 1.2.1.4 and 1.3.2.2) for non-axisymmetric flow on the exte-

rior of a vertical fibre. In particular, in Section 4.1 we introduce the system which

we will be investigating. We then derive and nondimensionalise the governing

equations and boundary conditions for this system. In Section 4.2 we derive the

thick-film weighted-residual model. Specifically, in Section 4.2.1 we apply a set

of long-wave scalings to the governing equations to obtain boundary-layer equa-

tions for the azimuthal and axial velocities, and then (following Section 1.2.1.4)

in Section 4.2.2 we expand the velocities and compute the weighted residuals. In

Section 4.3 we derive reductions of the thick-film weighted-residual model. Specif-

ically, in Section 4.3.1 we perform a gradient expansion to reduce the thick-film

weighted residual model to a thick-film gradient-expansion model, and then in

Section 4.3.2 we further reduce the thick-film weighted-residual model by applying

a set of thin-film scalings to the thick-film gradient-expansion model to obtain a

thin-film gradient-expansion model.

187
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4.1 Problem formulation

We consider the unsteady, three-dimensional coating flow of an incompressible

Newtonian fluid of constant density ρ̂ and constant viscosity µ̂ on the exterior

of a stationary vertical cylindrical fibre with circular cross-section of radius â.

Throughout, hats denote dimensional quantities. The fluid is surrounded by an

inviscid, hydrodynamically-passive gas at constant pressure p̂a, and the gas-fluid

free surface has constant surface tension γ̂. The characteristic film thickness is

denoted by ĥ, a characteristic wavelength is denoted by λ̂, and a characteristic

film radius is denoted by ŝ (where ŝ = â+ ĥ). We use cylindrical polar coordinates

(r̂, θ, ẑ), where ẑ points vertically downwards. The surface of the fibre is therefore

located at r̂ = â, and the free surface is denoted by r̂ = Ŝ(θ, ẑ, t̂) = â+ Ĥ(θ, ẑ, t̂),

where Ŝ is the film radius, Ĥ is the film thickness, and t̂ is time. A schematic of

this system is shown in Figure 4.1.

4.1.1 Governing equations in vector form

The fluid satisfies the continuity and Navier–Stokes equations, which are [224,

Chapter 3]

∇ · û = 0, ρ̂ (ût̂ + û · ∇û) = −∇p̂+ µ̂∇2û+ ρ̂ĝ, (4.1.1)

where û = (û(r̂, θ, ẑ, t̂), v̂(r̂, θ, ẑ, t̂), ŵ(r̂, θ, ẑ, t̂)) and p̂(r̂, θ, ẑ, t̂) are the velocity and

pressure of the fluid, respectively, and ĝ is the acceleration due to gravity. The

boundary conditions are no-slip and impermeability conditions at the surface of

the fibre, r̂ = â,

û = 0, (4.1.2)

and the tangential stress balance condition in the azimuthal direction, the tangen-

tial stress balance condition in the axial direction, and the normal stress balance

condition at the free surface, r̂ = Ŝ,î
n̂ · T̂ · t̂1

óG
F
= 0,

î
n̂ · T̂ · t̂2

óG
F
= 0,

î
n̂ · T̂ · n̂

óG
F
= γ̂κ̂, (4.1.3)
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Figure 4.1: Schematic of an unsteady, non-axisymmetric, free-surface flow of fluid
coating the exterior of a stationary vertical cylindrical fibre with circular cross-
section. The solid lines denote the unsteady free surface with film radius Ŝ(θ, ẑ, t̂),
and the dashed lines denote the steady free surface with film radius ŝ.
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respectively, where [·]GF represents the jump in a quantity at the free surface be-

tween the fluid and gas regions. The total stress tensor is given by

T̂ = −p̂I+ µ̂
î
∇û+ (∇û)T

ó
, (4.1.4)

where I is the identity tensor, the unit normal vector to the free surface is

n̂ =
Ŝer −

∂Ŝ

∂θ
eθ − Ŝ

∂Ŝ

∂ẑ
ezÃÇ

∂Ŝ

∂θ

å2

+ Ŝ2

(
1 +

Ç
∂Ŝ

∂ẑ

å2
) , (4.1.5)

the unit tangential vectors to the free surface in the azimuthal and the axial

directions are

t̂1 =

∂Ŝ

∂θ
er + Ŝeθ√

Ŝ2 +

Ç
∂Ŝ

∂θ

å2
, t̂2 =

∂Ŝ

∂ẑ
er + ez√

1 +

Ç
∂Ŝ

∂ẑ

å2
, (4.1.6)

respectively, and the interfacial curvature is given by

κ̂(θ, ẑ, t̂) = ∇ · n̂. (4.1.7)

The system (4.1.1)–(4.1.7) is closed by the kinematic condition at the free surface

D

Dt̂

Ä
r̂ − Ŝ

ä
= 0, (4.1.8)

where D/Dt̂ = ∂/∂t̂+ û · ∇ is the material derivative.

4.1.2 Governing equations in coordinate form

The system (4.1.1)–(4.1.8) is nondimensionalised using

r̂ = âr, ẑ = âz, Ŝ = âS, Ĥ = âH, û = V̂ u,

v̂ = V̂ v, ŵ = V̂ w, p̂ =
ûV̂

â
p, t̂ =

â

V̂
t, κ̂ =

1

â
κ,

(4.1.9)
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where V̂ = ρ̂ĝâ2/µ̂ is a characteristic velocity for gravitational drainage. This

gives rise to four dimensionless parameters, namely

Re =
ρ̂V̂ â

µ̂
, Γ =

γ̂

µ̂V̂
, H̄ =

ĥ

â
, λ =

λ̂

â
, (4.1.10)

representing a Reynolds number, a surface tension parameter, the characteristic

film thickness (where H̄ = S̄ − 1), and a characteristic wavelength, respectively.

In the present coordinate system, the continuity equation and the radial, az-

imuthal, and axial components of the Navier–Stokes equations (4.1.1) for flow on

a vertical fibre are
1

r

∂ (ru)

∂r
+

1

r

∂v

∂θ
+
∂w

∂z
= 0, (4.1.11)

Re

Å
∂u

∂t
+ u

∂u

∂r
+
v

r

∂u

∂θ
+ w

∂u

∂z
− v2

r

ã
(4.1.12)

= −∂p
∂r

+
1

r

∂

∂r

Å
r
∂u

∂r

ã
− u

r2
+

1

r2
∂2u

∂θ2
− 2

r2
∂v

∂θ
+
∂2u

∂z2
,

Re

Å
∂v

∂t
+ u

∂v

∂r
+
v

r

∂v

∂θ
+ w

∂v

∂z
+
uv

r

ã
(4.1.13)

=− 1

r

∂p

∂θ
+

1

r

∂

∂r

Å
r
∂v

∂r

ã
− v

r2
+

1

r2
∂2v

∂θ2
+

2

r2
∂u

∂θ
+
∂2v

∂z2
,

Re

Å
∂w

∂t
+ u

∂w

∂r
+
v

r

∂w

∂θ
+ w

∂w

∂z

ã
(4.1.14)

=− ∂p

∂z
+

1

r

∂

∂r

Å
r
∂w

∂r

ã
+

1

r2
∂2w

∂θ2
+
∂2w

∂z2
+ 1,

respectively. At the surface of the fibre, r = 1, we have the no-slip and imperme-

ability conditions (4.1.2)

u = v = w = 0. (4.1.15)
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The total stress tensor (4.1.4) becomes

T =


2
∂u

∂r
− p

1

r

∂u

∂θ
+
∂v

∂r
− v

r

∂u

∂z
+
∂w

∂r

1

r

∂u

∂θ
+
∂v

∂r
− v

r

2

r

∂v

∂θ
+

2u

r
− p

∂v

∂z
+

1

r

∂w

∂θ

∂u

∂z
+
∂w

∂r

∂v

∂z
+

1

r

∂w

∂θ
2
∂w

∂z
− p

 . (4.1.16)

At the free surface, r = S, we have the tangential stress balance in the azimuthal

direction (4.1.3)Å
∂S

∂θ

ã2 Å∂u
∂θ

− v + S
∂v

∂r

ã
+ S2

Å
v − ∂u

∂θ
− S

∂v

∂r
+ S

∂S

∂z

∂v

∂z
+
∂S

∂z

∂w

∂θ

ã
+ S

∂S

∂θ

ï
2u− 2S

∂u

∂r
+ 2

∂v

∂θ
+ S

∂S

∂z

Å
∂u

∂z
+
∂w

∂r

ãò
= 0, (4.1.17)

the tangential stress balance in the axial direction (4.1.3)

∂S

∂θ

ï
∂S

∂z

Å
∂u

∂θ
− v + S

∂v

∂r

ã
+ S

∂v

∂z
+
∂w

∂θ

ò
(4.1.18)

+ S2

ï
∂S

∂z

Å
2
∂w

∂z
+
∂S

∂z

ï
∂u

∂z
+
∂w

∂r

ò
− 2

∂u

∂r

ã
− ∂u

∂z
− ∂w

∂r

ò
= 0,

the normal stress balance (4.1.3)

(Γκ− p)

ñÅ
∂S

∂θ

ã2
+ S2

Ç
1 +

Å
∂S

∂z

ã2åô
+

2

S

Å
∂S

∂θ

ã2 Å
u+

∂v

∂θ

ã
− 2S

∂S

∂θ

Å
∂v

∂r
− ∂S

∂z

∂v

∂z

ã
+ 2

∂S

∂θ

Å
v − ∂u

∂θ
+
∂S

∂z

∂w

∂θ

ã
(4.1.19)

+ 2S2

ï
∂u

∂r
+
∂S

∂z

Å
∂S

∂z

∂w

∂z
− ∂u

∂z
− ∂w

∂r

ãò
= 0,

where the interfacial curvature (4.1.7) becomes

κ =

ñÅ
∂S

∂θ

ã2
+ S2

Ç
1 +

Å
∂S

∂z

ã2åô−3/2
{
2

Å
∂S

∂θ

ã2
− 2S

∂S

∂z

∂S

∂θ

∂2S

∂θ∂z

− S

ñ
∂2S

∂z2

Ç
S2 +

Å
∂S

∂θ

ã2
å

+

Å
∂2S

∂θ2
− S

ãÇ
1 +

Å
∂S

∂z

ã2åô}
, (4.1.20)
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and the kinematic condition (4.1.8)

S
∂S

∂t
+ v

∂S

∂θ
+ wS

∂S

∂z
− u = S

∂S

∂t
+
∂f

∂θ
+
∂q

∂z
= 0, (4.1.21)

where

f(θ, z, t) =

∫ S

1

v dr (4.1.22)

is the dimensionless azimuthal volume flux and

q(θ, z, t) =

∫ S

1

rw dr (4.1.23)

is the dimensionless axial volume flux.

4.2 Thick-film WRIBL equations

In this section we exploit the fact that a characteristic wavelength in the azimuthal

and axial directions is large compared to both a characteristic film thickness and

the fibre radius. In this novel application of a long-wave approximation to equa-

tions (4.1.11)–(4.1.23) we derive long-wave boundary-layer equations for the az-

imuthal velocity v and the axial velocity w. We then solve these boundary-layer

equations using the WRIBL method (see Section 1.2.1.4) in order to derive a

reduced-order model in the thick-film regime, which we refer to as the thick-film

WRIBL equations.

4.2.1 Long-wave boundary-layer equations

We examine the thick-film regime in which the long-wave small aspect ratio is

δ = 1/λ ≪ 1 (and H̄ = O(1), as discussed in Section 1.3.2.2). In particular, we

use the long-wave scalings

∂

∂θ
= δ

∂

∂θ̃
, r = r̃, z =

z̃

δ
, S = S̃, H = ‹H, u = δũ, v = δṽ,

w = w̃, p = p̃, t =
t̃

δ
, κ = κ̃, f = δf̃ , q = q̃.

(4.2.1)
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The scalings of both the variation of θ̃ and z̃ follow from the assumption that

variations are slow in both the azimuthal and axial directions compared to varia-

tions in the radial direction. Note that we have chosen to scale the variation of θ

and not θ itself, following Wray et al. [55] and Wray and Cimpeanu [60], since the

azimuthal domain length is fixed at 2π, and thus cannot be assumed to be “long”

(as discussed in Section 1.3.2.3). We also note that while it is more plausible

that variations in the azimuthal direction would be over a length scale compara-

ble to variations in the radial direction, we proceed nevertheless with the current

assumption as it builds directly on the work of Wray et al. [55; 62]. The scaling

of ũ is chosen in order to balance the radial and axial components of velocity at

leading order in the continuity equation (4.1.11). The scaling of ṽ (and thus f̃ via

(4.1.22)) is chosen in order to balance the axial velocity and pressure at leading

order in equation (4.1.13), which avoids a trivial solution for the azimuthal velocity

at leading order. The scaling of t̃ is chosen in order to retain the time derivative

at leading order in the kinematic condition (4.1.21).

In order to derive the thick-film WRIBL equations correct to first order in δ,

we require equations (4.1.11) and (4.1.14) correct to first order, namely

1

r̃

∂(r̃ũ)

∂r̃
+ δ

1

r̃

∂ṽ

∂θ̃
+
∂w̃

∂z̃
= 0, (4.2.2)

δRe

Å
∂w̃

∂t̃
+ ũ

∂w̃

∂r̃
+ w̃

∂w̃

∂z̃

ã
= −δ∂p̃

∂z̃
+

1

r̃

∂

∂r̃

Å
r̃
∂w̃

∂r̃

ã
+ 1 +O(δ2), (4.2.3)

and equations (4.1.12) and (4.1.13) to leading order, namely

−∂p̃
∂r̃

+O(δ) = 0, (4.2.4)

−1

r̃

∂p̃

∂θ̃
+

∂

∂r̃

Å
1

r̃

∂(r̃ṽ)

∂r̃

ã
+O(δ) = 0. (4.2.5)

In Section 4.2.2 we show that ṽ is only required to leading order, while w̃ is required

to first order.

At the surface of the fibre, r̃ = 1, the no-slip and impermeability conditions

(4.1.15) are

ũ = ṽ = w̃ = 0. (4.2.6)

At the free surface, r̃ = S̃, the tangential stress balance in the axial direction
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(4.1.18) is required correct to first order

∂w̃

∂r̃
+O(δ2) = 0, (4.2.7)

and the tangential stress balance in the azimuthal direction (4.1.17) and the normal

stress balance (4.1.19) are required correct to leading order, namely

ṽ − S̃
∂ṽ

∂r̃
+O(δ) = 0, (4.2.8)

p̃ = Γκ̃+O(δ) = 0, (4.2.9)

respectively, where the interfacial curvature (4.1.20) is now

κ̃ =

[
δ2
Ç
∂S̃

∂θ̃

å2

+ S̃2

(
1 + δ2

Ç
∂S̃

∂z̃

å2)]−3/2{
2δ2
Ç
∂S̃

∂θ̃

å2

− 2δ4S̃
∂S̃

∂z̃

∂S̃

∂θ̃

∂2S̃

∂θ̃∂z̃

− S̃

[
δ2
∂2S̃

∂z̃2

(
S̃2 + δ2

Ç
∂S̃

∂θ̃

å2)
+

Ç
δ2
∂2S̃

∂θ̃2
− S̃

å(
1 + δ2

Ç
∂S̃

∂z̃

å2)]}
,

(4.2.10)

while the kinematic condition (4.1.21) becomes

S̃
∂S̃

∂t̃
+ δ

∂f̃

∂θ̃
+
∂q̃

∂z̃
= 0. (4.2.11)

As discussed in Section 1.3.2.2, we retain the full form of the interfacial curvature

κ̃ (4.2.10) here.

The pressure p̃ appears at first order in equation (4.2.3) and at leading order

in equation (4.2.5), therefore we need only determine the leading-order pressure

p̃. The leading-order pressure p̃ may be determined by solving the leading-order

radial component of the Navier–Stokes equation (4.2.4) subject to the leading-

order normal stress balance (4.2.9) to yield

p̃(θ̃, z̃, t̃) = Γκ̃. (4.2.12)

Substituting the leading-order solution for p̃ (4.2.12) into the leading-order az-

imuthal component of the Navier–Stokes equation (4.2.5) and the first-order axial

component of the Navier–Stokes equation (4.2.3) yields the leading-order boundary-
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layer equation for the azimuthal velocity

B̃θ(ṽ) ≡
Γ

r̃

∂κ̃

∂θ̃
− ∂

∂r̃

Å
1

r̃

∂(r̃ṽ)

∂r̃

ã
= 0, (4.2.13)

and the first-order boundary-layer equation for the axial velocity

B̃z(w̃) ≡ −1

r̃

∂

∂r̃

Å
r̃
∂w̃

∂r̃

ã
− 1 + δRe

Å
∂w̃

∂t̃
+ ũ

∂w̃

∂r̃
+ w̃

∂w̃

∂z̃

ã
+ δΓ

∂κ̃

∂z̃
= 0, (4.2.14)

respectively. Note that the radial velocity ũ only appears at first order in the

boundary-layer equation for the axial velocity (4.2.14), and so we can use the

continuity equation (4.2.2) to express ũ in terms of w̃ at leading order.

4.2.2 Velocity expansion and computation of the weighted

residuals

To use the WRIBL method, we first need to determine the leading-order solutions

of the azimuthal velocity ṽ and the axial velocity w̃. The leading-order azimuthal

velocity ṽ can be determined by solving the leading-order boundary-layer equation

for the azimuthal velocity (4.2.13) subject to the no-slip condition (4.2.6) and the

leading-order tangential stress balance in the azimuthal direction (4.2.8) to yield

ṽ =
Γ

4r̃

∂κ̃

∂θ̃

î
2r̃2 log r̃ + S̃2

(
1− r̃2

)ó
, (4.2.15)

and hence, from (4.1.22), the leading-order azimuthal flux is

f̃ =
Γ

8

∂κ̃

∂θ̃

Ä
1− S̃4 + 4S̃2 log S̃

ä
. (4.2.16)

Similarly, the leading-order axial velocity w̃ can be determined by solving the

boundary-layer equation for the axial velocity (4.2.14) at leading order, subject to

the no-slip condition (4.2.6) and the tangential stress balance in the axial direction

(4.2.7) at leading order to yield

w̃ =
1− r̃2 + 2S̃2 log r̃

4
, (4.2.17)
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and hence, from (4.1.23), the leading-order azimuthal flux is

q̃ =
−1 + 4S̃2 − 3S̃4 + 4S̃4 log S̃

16
. (4.2.18)

We are now able to seek an expansion of the form (1.2.9) for both ṽ and w̃. How-

ever, ṽ only appears at first order (via f̃) in the kinematic condition (4.2.11),

whereas w̃ (via q̃) appears at leading order. Therefore, to obtain the thick-film

WRIBL equations, the azimuthal velocity ṽ (and azimuthal flux f̃) are only re-

quired at leading order. In particular, with f̃ given by (4.2.16) at leading order,

the kinematic condition (4.2.11) becomes

S̃
∂S̃

∂t̃
+ δ

Γ

8

∂

∂θ̃

ï
∂κ̃

∂θ̃

Ä
1− S̃4 + 4S̃2 log S̃

äò
+
∂q̃

∂z̃
= 0. (4.2.19)

We seek a solution of the first-order boundary-layer equation for the axial

velocity (4.2.14) in the form

w̃ = ã0(θ̃, z̃, t̃)g̃0(r̃; S̃) + δ
N∑
i=1

ãi(θ̃, z̃, t̃)g̃i(r̃; S̃) +O(δ2), (4.2.20)

where

g̃0(r̃; S̃) =
1− r̃2 + 2S̃2 log r̃

4
(4.2.21)

is the leading-order axial velocity w̃ (4.2.17) with coefficient ã0(θ̃, z̃, t̃), and g̃i(r̃; S̃)

is a set of suitably-chosen basis functions with coefficients ãi(θ̃, z̃, t̃) for i = 1, . . . , N ,

where N + 1 is the number of coefficients. We use weight functions W̃j(r̃, θ̃, z̃, t̃)

for j = 0, . . . ,M , and define the residuals ‹Rj as‹Rj(θ̃, z̃, t̃) =

〈
W̃j, B̃z

(
ã0g̃0 + δ

N∑
i=1

ãig̃i

)〉
(4.2.22)

for j = 0, 1, . . . ,M , and where

⟨α, β⟩ =
∫ S̃

1

r̃αβ dr̃ (4.2.23)

is the inner product in the present coordinate system. In general, Ruyer-Quil and

Manneville [52] show that the number of weights required, M + 1, is the same
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as the number of basis functions, N + 1 (i.e. M = N). We set the residuals ‹Rj

(4.2.22), for j = 0, 1, . . . , N , equal to zero to obtain a system of N+1 equations to

be solved for the coefficients ãi for i = 0, 1, . . . , N . When computing the residuals

(4.2.22), we notice that the coefficients ãi(θ̃, z̃, t̃) for i = 1, . . . , N only enter the

first-order boundary-layer equation for the axial velocity (4.2.14) via the leading-

order viscous terms (i.e. the second to last term of (4.2.14)). Evaluating the

residual of the viscous term explicitly yields

∫ S̃

1

r̃W̃j

ï
1

r̃

∂

∂r̃

Å
r̃
∂

∂r̃
(ãig̃i)

ãò
dr̃ (4.2.24)

=−
Å
W̃j

∂

∂r̃
(ãig̃i)

ã
r̃=1

− S̃

Ç
ãig̃i

∂W̃j

∂r̃

å
r̃=S̃

+

∫ S̃

1

r̃ãig̃i

ñ
1

r̃

∂

∂r̃

Ç
r̃
∂W̃j

∂r̃

åô
dr̃,

for i = 0, 1, . . . , N and j = 0, 1, . . . , N , where we have used integration by parts,

and applied the no-slip condition (4.2.6) and the leading-order tangential stress

balance in the axial direction (4.2.7). The evaluation of terms on the right-hand

side of (4.2.24) can be made independent of terms involving ãi, for i = 1, . . . , N

by a suitable choice of W̃j for j = 0, 1, . . . , N . However, as we are about to show,

only one weight function W̃0 (i.e. M = N = 0) is required if we choose this weight

function such that

W̃0


r̃=1

= 0,
∂W̃0

∂r̃


r̃=S̃

= 0,
1

r̃

∂

∂r̃

Ç
r̃
∂W̃0

∂r̃

å
= A, (4.2.25)

where A is a (non-zero) constant. The first two conditions on W̃0 in (4.2.25) allow

us to eliminate the first two terms on the right-hand side of (4.2.24), while the

final condition on W̃0 in (4.2.25) allows the remaining integral on the right-hand

side of (4.2.24) to be written as

ã0

∫ S̃

1

r̃g̃0 dr̃ + δ

N∑
i=1

ãi

∫ S̃

1

r̃g̃i dr̃ =

∫ S̃

1

r̃w̃ dr̃ = q̃, (4.2.26)

using the definition of the axial flux (4.1.23). By making this particular choice of

W̃0, which satisfies the conditions (4.2.25), only one basis function, namely g̃0, is

required (and thus only one residual ‹R0 = ⟨W̃0, B̃z(ã0g̃0)⟩ = 0 must be evaluated)

to obtain the thick-filmWRIBL equations. In particular, when A = −1 in equation
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(4.2.25), the weight function W̃0 is

W̃0 = g̃0 =
1− r̃2 + 2S̃2 log r̃

4
, (4.2.27)

where g̃0 is defined in (4.2.21). Before we compute the residual ‹R0 = ⟨W̃0, B̃z(ã0g̃0)⟩ =
0, we first eliminate ã0 in favour of q̃ by rearranging (4.2.26) for ã0 to obtain

ã0 =
1

q̃0

(
q̃ − δ

N∑
i=1

ãi

∫ S̃

1

r̃g̃i dr̃

)
, (4.2.28)

where

q̃0 =

∫ S̃

1

r̃g̃0 dr̃. (4.2.29)

Our choice of W̃0 (4.2.27) removes the need to determine ãi for i = 1, . . . , N .

Therefore, substituting (4.2.28) into the expansion (4.2.20) yields

w̃ =
q̃

q̃0
g̃0 +O(δ) =

q̃

q̃0

1− r̃2

4
+
q̃S̃2

q̃0

log r̃

2
+O(δ). (4.2.30)

Computing the residual‹R0 =

Æ
W̃0, B̃z

Ç
q̃

q̃0

1− r̃2

4
+
q̃S̃2

q̃0

log r̃

2

å∏
= 0 (4.2.31)

yields

q̃ +

Å
δΓ
∂κ̃

∂z̃
− 1

ã
q̃0

+ δRe

[
∂

∂t̃

Å
q̃

q̃0

ã
q̃1 +

∂

∂t̃

Ç
q̃S̃2

q̃0

å
q̃2 +

Å
q̃

q̃0

ã
∂

∂z̃

Ç
q̃S̃2

q̃0

å
q̃3 (4.2.32)

+

Ç
q̃S̃2

q̃0

å
∂

∂z̃

Ç
q̃S̃2

q̃0

å
q̃4 +

Å
q̃

q̃0

ã
∂

∂z̃

Å
q̃

q̃0

ã
q̃5 +

Ç
q̃S̃2

q̃0

å
∂

∂z̃

Å
q̃

q̃0

ã
q̃6

]
= 0,

where

q̃k =

∫ S̃

1

r̃W̃0(r̃; S̃)c̃k(r̃) dr̃, k = 0, 1, . . . , 6 (4.2.33)
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in which

c̃0(r̃) = 1, (4.2.34)

c̃1(r̃) =
1− r̃2

4
, (4.2.35)

c̃2(r̃) =
log r̃

2
, (4.2.36)

c̃3(r̃) =
1− r̃2 + 2 log r̃

16
, (4.2.37)

c̃4(r̃) =

Å
log r̃

2

ã2
− 1− r̃2 + 2r̃2 log r̃

16r̃2
, (4.2.38)

c̃5(r̃) =
(1− r̃2)

2

32
, (4.2.39)

c̃6(r̃) =
(1− r̃2)

2

32r̃2
+

(1− r̃2) log r̃

8
. (4.2.40)

Equations (4.2.19) and (4.2.32) are the thick-film WRIBL equation, and they

constitute a closed system of two coupled evolution equations for S̃ and q̃. The

thick-filmWRIBL equations (4.2.19) and (4.2.32) incorporate the effects of gravity,

viscosity, inertia, and surface tension, allow for variations in the film in both the

axial and azimuthal directions, and are appropriate for a film thickness of order

unity (see Section 1.3.2.3).

The thick-film WRIBL equations (4.2.19) and (4.2.32) are a generalisation of

the first-order model of Ruyer-Quil et al. [64] given by their equations (2.2) and

(4.10), but not their simplified second-order model, which is the main focus of that

work [64] (see Sections 1.2.1.4 and 1.6.1.2). Specifically, by approximating the full

form of κ̃ (4.1.20), and neglecting variations in the azimuthal direction, we recover

equations (2.2) and (4.10) of Ruyer-Quil et al. [64] up to differences in scaling.

4.3 Gradient expansion equations

We now consider reductions of the thick-filmWRIBL equations (4.2.19) and (4.2.32).

By performing a gradient expansion on the azimuthal flux f̃ and axial flux

q̃ (see Section 1.2.1.4), we reduce the thick-film WRIBL equations (4.2.19) and

(4.2.32) to a single evolution equation for S̃ only. We refer to this reduction of

the thick-film WRIBL equations (4.2.19) and (4.2.32) as the thick-film gradient-
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Figure 4.2: Sketch of the relationship between the thick-film WRIBL equations
(4.2.19) and (4.2.32) and their reductions, and the models of Ruyer-Quil et al. [64],
Craster and Matar [110], Smolka and SeGall [217], and Shlang and Sivashinsky
[54].

expansion equation (see Section 4.3.1). We further reduce the thick-film WRIBL

equations (4.2.19) and (4.2.32) by undoing the long-wave scalings (4.2.1) in the

thick-film gradient-expansion equation, applying thin-film scalings, and neglect-

ing terms of second-order in the thin-film small aspect ratio. We refer to this

reduction of the thick-film WRIBL equations (4.2.19) and (4.2.32) and the thick-

film gradient-expansion equation as the thin-film gradient-expansion equation (see

Section 4.3.2). Both the thick-film gradient-expansion equation and the thin-film

gradient-expansion equation are generalisations of existing equations [110; 217],

however we defer this discussion to Sections 4.3.1 and 4.3.2, respectively.

The relationship between the thick-film WRIBL equations (4.2.19) and (4.2.32)

and the reductions discussed above, and the models of Ruyer-Quil et al. [64],

Craster and Matar [110], Smolka and SeGall [217], and Shlang and Sivashinsky

[54] is summarised in Figure 4.2. The details of the relationships shown in Figure
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4.2 will be given in Sections 4.3.1 and 4.3.2.

4.3.1 Thick-film gradient-expansion equation

We now reduce the thick-film WRIBL equations (4.2.19) and (4.2.32) by perform-

ing a gradient expansion on the azimuthal flux f̃ and the axial flux q̃ to obtain the

thick-film gradient-expansion equation.

To perform a gradient expansion, we expand the azimuthal flux f̃ and the axial

flux q̃ in powers of δ, namely

f̃(θ̃, z̃, t̃) = F̃0(θ̃, z̃, t̃)+O(δ), q̃(θ̃, z̃, t̃) = Q̃0(θ̃, z̃, t̃)+δQ̃1(θ̃, z̃, t̃)+O(δ2). (4.3.1)

Note that the azimuthal flux only appears in the kinematic condition (4.2.11) at

leading order, hence only the leading-order term in the expansion for f̃ (4.3.1) is

required. Following the literature on weighted residuals [52; 60], S̃ is not explicitly

expanded in order to keep the evolution equations concise. Nonetheless, S̃ remains

accurate to first order in δ. The expansions (4.3.1) for f̃ and q̃ can be truncated

at leading and first order, respectively, substituted into equations (4.2.19) and

(4.2.32), and solved order-by-order in δ to yield

F̃0 =
Γ

8

∂κ̃

∂θ̃

Ä
1− S̃4 + 4S̃2 log S̃

ä
(4.3.2)

and

Q̃0 = q̃0, Q̃1 = −Γq̃0
∂κ̃

∂z̃
− 2ReS̃

ñ
q̃2
∂S̃

∂t̃
+
Ä
q̃3 + q̃4S̃

2
ä ∂S̃
∂z̃

ô
, (4.3.3)

respectively. Substituting the solutions (4.3.2) and (4.3.3) into the kinematic con-

dition (4.2.11) yields

∂S̃

∂t̃
+
∂q̃0
∂z̃

= 0 (4.3.4)

at leading order. We use (4.3.4) to remove the time derivative from the expression

for Q̃1 (4.3.3) in favour of the spatial derivative, which links the velocity (via

q̃) to the free surface. The solutions (4.3.2) and (4.3.3) are substituted into the



Chapter 4 203

kinematic condition (4.2.19) to yield

S̃
∂S̃

∂t̃
+ δ

Γ

8

∂

∂θ̃

ï
∂κ̃

∂θ̃

Ä
1− S̃4 + 4S̃2 log S̃

äò
+

∂

∂z̃

ïÅ
1− δΓ

∂κ̃

∂z̃

ã
q̃0

ò
+ 2δRe

∂

∂z̃

ñ
S̃
Ä
q̃3 + q̃4S̃

2
ä ∂S̃
∂z̃

− q̃2
∂q̃0
∂z̃

ô
= 0

(4.3.5)

to first order.

By approximating the full form of κ̃ (4.2.10), neglecting azimuthal variations,

and neglecting the effects of inertia, we recover equation (2.17) of Craster and

Matar [110] (i.e. equation (1.6.8)) from the thick-film gradient-expansion equation

(4.3.5), up to differences in scalings.

4.3.2 Thin-film gradient-expansion equation

We now reduce the thick-film gradient-expansion equation (4.3.5) by undoing the

long-wave scalings (4.2.1), applying thin-film scalings in which the thin-film small

aspect ratio is ε = H̄ ≪ 1 (and λ = O(1), as discussed in Section 1.3.2.1), and

neglecting terms of second-order in ε. In particular, we use the thin-film scalings

S = 1 + ε qH, t =
qt

ε2
, z = qz, θ = qθ. (4.3.6)

The scaling of qt is chosen in order to retain the time derivative in the thin-film

gradient-expansion equation. We apply the thin-film scalings (4.3.6) to the un-

scaled thick-film gradient-expansion equation (4.3.5), and neglect terms of second-

order in ε to yieldÄ
1 + ε qH

ä ∂ qH

∂qt
+

1

3

∂

∂qz

Ä
qH3 + ε qH4

ä
+ ε

2|Re

15

∂

∂qz

Ç
qH6∂

qH

∂qz

å
+ ε

Γ

3
∇ ·
î

qH3∇
Ä

qH +∇2
qH
äó

= 0

(4.3.7)

to first order in ε, where we have rescaled Re = |Re/ε3 in order to retain the

destabilising effect of inertia (as discussed in Section 1.6.2).

By neglecting the effect of inertia, we recover equation (7) of Smolka and
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SeGall [217] from the thin-film gradient-expansion equation (4.3.7). Finally, the

thin-film gradient expansion-equation (4.3.7) is a fully-nonlinear generalisation of

the weakly-nonlinear equation (3.5) of Shlang and Sivashinsky [54] (i.e. equation

(1.6.9)), up to differences in scalings.

4.4 Conclusions

In this chapter, we derived the thick-film WRIBL equations (4.2.19) and (4.2.32)

for non-axisymmetric flow on the exterior of a vertical fibre.

In Section 4.1 we introduced the system shown schematically in Figure 4.1, and

obtained and nondimensionalised the governing equations and boundary conditions

for this system.

In Section 4.2.1 we applied a set of long-wave scalings (4.2.1) to the governing

equations to obtain a leading-order boundary-layer equation for the azimuthal

velocity (4.2.13) and a first-order boundary-layer equation for the axial velocity

(4.2.14). In Section 4.2.2 we obtained the leading-order solution of the azimuthal

velocity ṽ (4.2.15) and axial velocity w̃ (4.2.17) (and the leading-order solution of

the azimuthal flux f̃ (4.2.16) and axial flux q̃ (4.2.18)). The leading-order solution

of f̃ (4.2.16) is all that is needed to derive the thick-film WRIBL equations (4.2.19)

and (4.2.32), however, in order to obtain a solution of the first-order boundary-

layer equation for the axial velocity (4.2.14) we expanded the axial velocity w̃ as

(4.2.20). We determined the conditions (4.2.25), and then chose an appropriate

weight function W̃0 (4.2.27). Finally, we computed the residual ‹R0 (4.2.31) to

obtain (4.2.32) which, coupled with (4.2.19), constitutes the thick-film WRIBL

equations.

In Section 4.3.1 we performed a gradient expansion on the azimuthal flux f̃

and axial flux q̃ to reduce the thick-film WRIBL equations (4.2.19) and (4.2.32)

to a single evolution equation for S̃ only, namely the thick-film gradient-expansion

equation (4.3.5).

In Section 4.3.2 we further reduced the thick-film WRIBL equations (4.2.19)

and (4.2.32) by applying a set of thin-film scalings (4.3.6) to the unscaled thick-

film gradient-expansion equation (4.3.5). We then neglected terms of second-order

in ε to obtain the thin-film gradient-expansion equation (4.3.7).
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As summarised in Figure 4.2: the thick-film WRIBL equations (4.2.19) and

(4.2.32) are a generalisation of equations (2.2) and (4.10) of Ruyer-Quil et al. [64],

the thick-film gradient-expansion equation (4.3.5) is a generalisation of equation

(2.17) of Craster and Matar [110], and the thin-film gradient-expansion equa-

tion (4.3.7) is a generalisation of equation (7) of Smolka and SeGall [217] and a

fully-nonlinear generalisation of the weakly-nonlinear equation (3.5) of Shlang and

Sivashinsky [54].



Chapter 5

Analysis of the thick-film

reduced-order model for the

non-axisymmetric coating of a

vertical fibre

In this chapter, for the non-axisymmetric coating of a vertical fibre by a thick

film of fluid, in the linear regime, we analyse the analytical and numerical results

of the thick-film WRIBL equations (4.2.19) and (4.2.32), the thick-film gradient-

expansion equation (4.3.5), and the thin-film gradient-expansion equation (4.3.7).

We compare the results of these calculations with the results of the Navier–Stokes

equations (4.1.11)–(4.1.21) in the linear regime. Comparing the results of the

reduced-order models models with those of Navier–Stokes equations provides a

useful check on which aspects of the dynamics can and cannot be captured by

the reduced-order models In particular, we focus on the stability of the n = 0

(axisymmetric) and the n = 1 (first non-axisymmetric) modes, as discussed in

Section 1.6.2. In the nonlinear regime, we analyse the numerical results of the

thick-film WRIBL equations (4.2.19) and (4.2.32). We compare the results of the

thick-film WRIBL equations (4.2.19) and (4.2.32) in the linear regime with the

results of the numerical simulations of the thick-film WRIBL equations (4.2.19)

and (4.2.32) in the nonlinear regime, and with the experimental results of Gabbard

and Bostwick [222]. In Section 5.1 we perform a linear stability analysis of the flow

206
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described by the thick-film WRIBL equations (4.2.19) and (4.2.32). In particular,

we obtain an analytical expression for the linear growth rate of the n = 0 and n = 1

modes for small axial wavenumbers. In Section 5.2 we perform a linear stability

analysis of the flow described by the Navier–Stokes equations (4.1.11)–(4.1.21).

In particular, we obtain an analytical expression for the linear growth rate of the

n = 0 and n = 1 modes for small axial wavenumbers. In Section 5.3 we perform

a parametric study of the linear stability of the flow described by the thick-film

WRIBL equations (4.2.19) and (4.2.32), the thick-film gradient-expansion equation

(4.3.5), the thin-film gradient-expansion equation (4.3.7), and the Navier–Stokes

equations (4.1.11)–(4.1.21), for general axial wavenumbers, for the n = 0 and n = 1

modes. In Section 5.4, in order to gain insight into the (in)stability of the n = 0

and n = 1 modes of the flow described by the thick-film WRIBL equations (4.2.19)

and (4.2.32), we implement the Whitham wave hierarchy, as discussed in Section

1.2.2. In Section 5.5 we examine the solutions of the thick-film WRIBL equations

(4.2.19) and (4.2.32) in the nonlinear regime, and we compare these solutions to

the results from the linear calculations. In Section 5.6 we compare our results in

Sections 5.1–5.5 with the experimental results of Gabbard and Bostwick [222], as

discussed in Section 1.6.2

In order to compare the results of the thick-film WRIBL equations (4.2.19) and

(4.2.32), the thick-film gradient-expansion equation (4.3.5), the thin-film gradient-

expansion equation (4.3.7), and the Navier–Stokes equations (4.1.11)–(4.1.21), we

work in non-dimensional, but otherwise unscaled, variables [55; 60]. By working

in such variables, we are able to easily compare the results of equations which were

originally derived by applying different scalings.

5.1 Linear stability of the flow described by the

thick-film WRIBL equations

To perform the linear stability analysis of the flow described by the thick-film

WRIBL equations (4.2.19) and (4.2.32), we decompose S and q as

S(θ, z, t) = S̄ + ξS∗eikz+inθ+σt, (5.1.1)

q(θ, z, t) = q̄ + ξq∗eikz+inθ+σt, (5.1.2)
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where ξ ≪ 1 with k, n, and σ representing the (real) axial wavenumber, the (in-

teger) azimuthal wavenumber, and the (complex) linear growth rate, respectively.

The terms S̄ and q̄ denote the base-state solutions for the film radius and axial

flux, respectively, and the terms ξS∗ and ξq∗ represent the (initial) amplitudes of

the disturbance. Substituting (5.1.1) and (5.1.2) into (4.2.19) and (4.2.32) yields

the expression for q̄ in terms of S̄, namely

q̄ =
−1 + 4S̄2 − 3S̄4 + 4S̄4 log S̄

16
, (5.1.3)

at leading order in ξ. The base-state solution (5.1.3) represents a steady unidirec-

tional flow down the fibre. At first order in ξ we obtain the matrix problem

A

[
S∗

q∗

]
= 0, (5.1.4)

where the matrix A is

A =

 Γ
X

8S̄2
+ S̄σ ik

iΓkq̄0
(
k2S̄2 + n2 − 1

)
S̄2

+
S̄3 − 2S̄3 log S̄ − S̄

2
+Re

Y

8q̄0
1 +Re

Z

q̄0

 ,
(5.1.5)

where

X =n2
(
S̄4 − 4S̄2 log S̄ − 1

) (
k2S̄2 + n2 − 1

)
, (5.1.6)

Y = S̄
(
S̄2 − 1

) [
σ
(
4q̄1 + q̄2S̄

2 + q̄2
)

+ ik
(
S̄2[q̄3 + q̄4 + 4q̄6] + q̄3 + q̄4S̄

4 + 4q̄5
) ]

(5.1.7)

− 4iS̄3 log S̄
[
kS̄2

(
q̄3 + q̄4S̄

2 + 2q̄6
)
+ 2kq̄5 − iσ

(
2q̄1 + q̄2S̄

2
)]
,

Z =σ
(
q̄1 + q̄2S̄

2
)
+ ik

[
S̄2
(
q̄3 + q̄4S̄

2 + q̄6
)
+ q̄5

]
, (5.1.8)

and q̄k are the base-state solutions of qk, given by (4.2.33), for k = 0, 1, . . . , 6. To

obtain a non-trivial solution of the matrix problem (5.1.4), we set det(A) = 0 to

obtain the dispersion relation for σ. The dispersion relation for σ is quadratic,

with two solutions for σ.

Performing the corresponding linear stability analysis of the flow described
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by the thick-film gradient-expansion equation (4.3.5) or the thin-film gradient-

expansion equation (4.3.7) is much simpler than what we have just described for

the thick-filmWRIBL equations (4.2.19) and (4.2.32) since in both cases q does not

have an independent evolution equation. Thus, in these cases, we substitute (5.1.1)

into equations (4.3.5) and (4.3.7) and solve for σ at first order in ξ. This yields

the linear growth rate of the flow described by the thick-film gradient-expansion

equation (4.3.5)

σ =− ik
1− S̄2 + 2S̄2 log S̄

2
+

2Re k2

768

[
13− 27S̄2 − 45S̄4 + 59S̄6

− 12S̄2
(
−7 + 17S̄2

)
log S̄ − 120S̄4

(
−1 + S̄2

)
log2 S̄ + 96S̄6 log3 S̄

]

− Γ
(−1 + n2 + k2)

[
2n2(−1 + S̄4 − 4S̄2 log S̄) + k2(−1 + 4S̄2 − 3S̄4 + 4S̄4 log S̄)

]
16S̄3

,

(5.1.9)

and the linear growth rate of the flow described by the thin-film gradient-expansion

equation (4.3.7)

σ =− ik

(
−1 + S̄

)2 (−1 + 4S̄
)

3S̄
+ 2Re k2

(
−1 + S̄

)6
15S̄

− Γ
(−1 + k2 + n2) (k2 + n2)

(
−1 + S̄

)3
3S̄

.

(5.1.10)

5.1.1 Linear stability of the flow described by the thick-

film WRIBL equations for small axial wavenumbers

In Section 5.3 we consider the linear behaviour of the flow described by the

thick-film WRIBL equations (4.2.19) and (4.2.32) numerically for a general axial

wavenumber k, however, in the present section, we consider only the analytically

tractable case of small axial wavenumber k. For small k, we seek a linear growth

rate of the form

σ = σ0(n) + kσ1(n) + k2σ2(n) +O(k3) (5.1.11)

for k ≪ 1. In this limit, one of the solutions for the linear growth rate of the

flow described by the thick-film WRIBL equations (4.2.19) and (4.2.32) is always

negative and thus is always stable, while the other solution can be either positive

or negative and thus may lead to either stability or instability. Hence, we will only
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examine the latter of these two solutions for the linear growth rate.

We begin by considering the n = 0 mode. Substituting (5.1.11) into the matrix

problem (5.1.4) and solving det(A) = 0 order-by-order in k for the n = 0 mode

yields

σ0(0) = 0, σ1(0) = − i

2

(
1− S̄2 + 2S̄2 log S̄

)
(5.1.12)

and

σ2(0) =
Re

768

[
13− 27S̄2 − 45S̄4 + 59S̄6 + 12S̄2

(
7− 17S̄2

)
log S̄

− 120S̄4
(
−1 + S̄2

)
log2 S̄ + 96S̄6 log3 S̄

]
(5.1.13)

+
Γ

16S̄3

[
4S̄2 − 1− S̄4

(
3− 4 log S̄

)]
.

The stability is governed by the sign of σ2(0) (5.1.13) as σ0(0) = 0 and σ1(0) is purely

imaginary, and thus does not affect the stability. Both the inertia and azimuthal

curvature terms are positive in σ2(0) (5.1.13), and thus destabilising.

We now consider the n = 1 mode. Substituting (5.1.11) into the matrix problem

(5.1.4) and solving det(A) = 0 order-by-order in k for the n = 1 mode yields

σ0(1) = 0, σ1(1) = − i

2

(
1− S̄2 + 2S̄2 log S̄

)
(5.1.14)

and

σ2(1) =
Re

768

[
13− 27S̄2 − 45S̄4 + 59S̄6 + 12S̄2

(
7− 17S̄2

)
log S̄

− 120S̄4
(
−1 + S̄2

)
log2 S̄ + 96S̄6 log3 S̄

]
(5.1.15)

− Γ

8S̄

[
S̄4 − 1− 4S̄2 log S̄

]
.

Again, the stability is governed by the sign of σ2(1) (5.1.15) as σ0(0) = σ0(1) = 0

and σ1(0) = σ1(1) is purely imaginary, and thus does not affect the stability. The

inertial terms (i.e. the terms multiplied by Re) in σ2(0) (5.1.13) and σ2(1) (5.1.15)

are identical and are always positive and therefore destabilising. Thus, the only

difference in σ2(0) (5.1.13) and σ2(1) (5.1.15) occurs in the terms that represent the

azimuthal curvature (i.e. the terms multiplied by Γ). As mentioned previously,

for the n = 0 mode, this term is always positive, therefore the effect of azimuthal

curvature is destabilising. However, for the n = 1 mode, this term is always
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negative, therefore the effect of azimuthal curvature is stabilising.

5.2 Linear stability of the flow described by the

Navier–Stokes equations

To perform the linear stability analysis of the flow described by the Navier–Stokes

equations (4.1.11)–(4.1.21), we decompose u, v, w, p, and S as

u(r, θ, z, t) = ξqu(r, θ, z, t), (5.2.1)

v(r, θ, z, t) = ξqv(r, θ, z, t), (5.2.2)

w(r, θ, z, t) = w̄(r, θ, z) + ξ qw(r, θ, z, t), (5.2.3)

p(r, θ, z, t) = p̄(r, θ, z) + ξqp(r, θ, z, t), (5.2.4)

S(θ, z, t) = S̄ + ξ qS(θ, z, t), (5.2.5)

where ξ ≪ 1. The terms with an overbar denote the base-state solutions, and the

terms with checks denote the perturbations to the base-state solutions. Substitut-

ing (5.2.1)–(5.2.4) into equations (4.1.11)–(4.1.14) yields the ODEs

dp̄

dr
= 0, (5.2.6)

d2w̄

dr2
+

1

r

dw̄

dr
+ 1 = 0 (5.2.7)

at leading order in ξ. Substituting (5.2.1)–(5.2.5) into the boundary conditions

(4.1.15)–(4.1.21) yields

w̄ = 0 (5.2.8)

at the surface of the fibre, r = 1, and

dw̄

dr
= 0, (5.2.9)

Γ− S̄p̄ = 0 (5.2.10)

at the unperturbed free surface, r = S̄, at leading-order in ξ. To determine the

base-state solution for the pressure, (5.2.6) is solved for p̄, subject to (5.2.10) to
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obtain

p̄ =
Γ

S̄
, (5.2.11)

which represents a pressure which is spatially uniform, and depends only on Γ and

S̄. To determine the base-state solution for the axial velocity, (5.2.7) is solved for

w̄, subject to (5.2.8) and (5.2.9), to obtain

w̄(r) =
1− r2 + 2S̄2 log r

4
, (5.2.12)

which is independent of θ and z, and represents a steady unidirectional flow down

the fibre.

Using the base-state solutions (5.2.11) and (5.2.12), substituting (5.2.1)–(5.2.4)

into equations (4.1.11)–(4.1.14) yields the governing equations that describe the

linear disturbances

∂qu

∂r
+
∂ qw

∂z
+

1

r

Å
∂qv

∂θ
+ qu

ã
= 0, (5.2.13)

Re

Å
∂qu

∂t
+ w̄

∂qu

∂z

ã
= −∂qp

∂r
+
∂2qu

∂r2
+
∂2qu

∂z2
+

1

r2

Å
∂2qu

∂θ2
− qu− 2

∂qv

∂θ

ã
+

1

r

∂qu

∂r
, (5.2.14)

Re

Å
∂qv

∂t
+ w̄

∂qv

∂z

ã
= −1

r

∂qp

∂θ
+
∂2qv

∂r2
+
∂2qv

∂z2
+

1

r2

Å
∂2qv

∂θ2
− qv + 2

∂qu

∂θ

ã
+

1

r

∂qv

∂r
, (5.2.15)

Re

Å
∂ qw

∂t
+

dw̄

dr
qu+ w̄

∂ qw

∂z

ã
= −∂qp

∂z
+
∂2 qw

∂r2
+
∂2 qw

∂z2
+

1

r2
∂2 qw

∂θ2
+

1

r

∂ qw

∂r
(5.2.16)

at first order in ξ. Similarly, using the base-state solutions (5.2.11) and (5.2.12),

substituting (5.2.1)–(5.2.5) into the boundary conditions (4.1.15)–(4.1.21) yields

the boundary conditions for the linear disturbances at first order in ξ. At the

surface of the fibre, r = 1, at first order in ξ, we have the no-slip and impermeability

conditions

qu = qv = qw = 0. (5.2.17)

At the unperturbed free surface, r = S̄, at first order in ξ, we have the tangential

stress balance in the azimuthal direction

∂qu

∂θ
+ S̄

∂qv

∂r
− qv = 0, (5.2.18)
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the tangential stress balance in the axial direction

∂qu

∂z
+
∂ qw

∂r
+ qS

d2w̄

dr2
= 0, (5.2.19)

the normal stress balance

Γ

S̄2

Ç
qS + S̄2∂

2
qS

∂z2
+
∂2 qS

∂θ2

å
+ qp− 2

∂qu

∂r
= 0, (5.2.20)

and the kinematic condition

∂ qS

∂t
− qu+ w̄

∂ qS

∂z
= 0. (5.2.21)

We have been unable to make analytical progress with the full problem (5.2.13)–

(5.2.21) (i.e. for general axial wavenumbers k), however, as in Section 5.1.1, we can

make analytical progress in the limit of small axial wavenumber k (as discussed

in Section 1.6.2). In Section 5.3 we will consider the linear behaviour of the

flow described by the Navier–Stokes equations (4.1.11)–(4.1.21) for general axial

wavenumber k by using the Chebyshev–Tau method (see Appendix B).

5.2.1 Linear stability of the flow described by the Navier–

Stokes equations for small axial wavenumbers

In the present section, we consider the analytically tractable case of small axial

wavenumber k. In this limit, we are able to obtain analytical expressions for the

linear growth rate of long waves. In order to obtain these analytical expressions for

the linear growth rate of long waves, we follow Dávalos-Orozco and Ruiz-Chavarŕıa

[214] and Ruiz-Chavarŕıa and Dávalos-Orozco [215] for the n = 0 mode and the

n = 1 mode, respectively. While the work presented in this section is not novel,

we include it to provide a more comprehensive account of the analysis, which was

previously summarised in a condensed form by Dávalos-Orozco and Ruiz-Chavarŕıa

[214] and Ruiz-Chavarŕıa and Dávalos-Orozco [215].

The thick-film WRIBL equations (4.2.19) and (4.2.32), the thick-film gradient-

expansion equation (4.3.5), and the thin-film gradient-expansion equation (4.3.7)

each exhibit only stability or long-wave instability, whereas, in the present chapter,
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Figure 5.1: A sketch of each of the three possible behaviours we observe for the
real parts of the linear growth rate of the flow described by the Navier–Stokes
equations (4.1.11)–(4.1.21), namely stability (dotted line), long-wave instability
(dashed line), and finite-wave instability (solid line).

we observe that the Navier–Stokes equations (4.1.11)–(4.1.21) can exhibit stability

or long-wave instability or finite-wave instability. Figure 5.1 shows a sketch of

the possible behaviours we observe for the real parts of the linear growth rate σ

sketched as a function of k for the flow described by the Navier–Stokes equations

(4.1.11)–(4.1.21). The dotted line represents the real parts of a linear growth rate

which is negative for all k > 0 (stable). The dashed line represents the real parts

of a linear growth rate which is positive for a finite range of k (0 < k ≤ k1) but

negative for k > k1 (long-wave unstable). The solid line represents the real parts

of a linear growth rate which is positive for a finite range of k (0 < k2 < k < k3)

and negative for both a finite range of k (0 < k ≤ k2) and for k ≥ k3 (finite-

wave unstable). Other types of behaviour of the real parts of the linear growth

rate of the flow described by the Navier–Stokes equations (4.1.11)–(4.1.21) are

possible and have been observed in other works [198], however, the present work

only observes the three behaviours sketched in Figure 5.1.

In order to obtain analytical expressions for the linear growth rate of long

waves, following Dávalos-Orozco and Ruiz-Chavarŕıa [214], we first eliminate qp by
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taking the curl of equations (5.2.14)–(5.2.16) to obtain

Re

ï
w̄
∂2qv

∂z2
+

∂2qv

∂t∂z
− 1

r

Å
dw̄

dr

∂qu

∂θ
+ w̄

∂2 qw

∂θ∂z
+
∂2 qw

∂t∂θ

ãò
=− 1

r3
∂3 qw

∂θ3
− 1

r2

Å
∂qv

∂z
− 2

∂2qu

∂θ∂z
− ∂3qv

∂θ2∂z
+

∂2 qw

∂r∂θ

ã
− 1

r

Å
∂3 qw

∂θ∂z2
− ∂2qv

∂r∂z
+

∂3 qw

∂r2∂θ

ã
+
∂3qv

∂z3
+

∂2qv

∂r2∂z
,

(5.2.22)

Re

ñ
d2w̄

dr2
qu+

dw̄

dr

Å
∂qu

∂r
+
∂ qw

∂z

ã
+ w̄

Å
∂2 qw

∂r∂z
− ∂2qu

∂z2

ã
− ∂2qu

∂t∂z
+
∂2 qw

∂t∂r

ô
=− 2

r3
∂2 qw

∂θ2
+

1

r2

Å
∂qu

∂z
− ∂3qu

∂θ2∂z
+ 2

∂2qv

∂θ∂z
− ∂ qw

∂r
+

∂3 qw

∂r∂θ2

ã
+

1

r

Å
∂2 qw

∂r2
− ∂2qu

∂r∂z

ã
− ∂3qu

∂z3
− ∂3qu

∂r2∂z
+

∂3 qw

∂r∂z2
+
∂3 qw

∂r3
,

(5.2.23)

Re

ï
1

r

Å
w̄

ï
∂2qu

∂θ∂z
− ∂qv

∂z

ò
+

∂2qu

∂t∂θ
− ∂qv

∂t

ã
− dw̄

dr

∂qv

∂z
− w̄

∂2qv

∂r∂z
− ∂2qv

∂t∂r

ò
=

1

r3

Å
∂qu

∂θ
+
∂3qu

∂θ3
− ∂2qv

∂θ2
− qv

ã
− 1

r2

Å
∂2qu

∂r∂θ
− ∂qv

∂r
+

∂3qv

∂r∂θ2

ã
+

1

r

Å
∂3qu

∂θ∂z2
+

∂3qu

∂r2∂θ
− ∂2qv

∂z2
− 2

∂2qv

∂r2

ã
− ∂3qv

∂r∂z2
− ∂3qv

∂r3
.

(5.2.24)

Then, again following Dávalos-Orozco and Ruiz-Chavarŕıa [214], we introduce po-

tential functions ϕ(r) and ψ(r) and decompose qu, qv, and qw as

(qu, qv, qw) = ∇×
(
ψ(r)eikz+inθ+σt, ϕ(r)eikz+inθ+σt, 0

)
=

Ö
−ikϕ(r), ikψ(r),

ϕ(r)− inψ(r) + r
dϕ(r)

dr
r

è
eikz+inθ+σt. (5.2.25)

Both ϕ(r) and ψ(r) are required as the flow is three-dimensional. Substituting
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(5.2.25) into equations (5.2.22)–(5.2.24) yields

Re

[
− k2ψ (σ + ikw̄) +

n

r

ï
dϕ

dr
(kw̄ − iσ)− kϕ

dw̄

dr

ò
− n

r2
(σ + ikw̄) (iϕ+ nψ)

]

− n (−1 + n2) (iϕ+ nψ)

r4
− n

r3

Å
n
dψ

dr
+ i
(
1 + n2

) dϕ
dr

ã
(5.2.26)

+
1

r2

Ç
n

ñ
2i
d2ϕ

dr2
+ n

d2ψ

dr2

ô
− k2

[
3inϕ+

(
1 + 2n2

)
ψ
]å

+
1

r

ñ
in

d3ϕ

dr3
+ k2

Å
dψ

dr
− in

dϕ

dr

ãô
+ k2

Ç
d2ψ

dr2
− k2ψ

å
= 0,

Re

[
(σ + ikw̄)

Ç
d2ϕ

dr2
− k2ϕ

å
− ikϕ

d2w̄

dr2
− (σ + ikw̄) (ϕ− inψ)

r2

+
1

r

ï
(σ + ikw̄)

Å
dϕ

dr
− in

dψ

dr

ã
+ k (iϕ+ nψ)

dw̄

dr

ò]
− 3 (−1 + n2) (ϕ− inψ)

r4
− 1

r3

Å(
3 + n2

) dϕ
dr

+ in
(
−3 + n2

) dψ
dr

ã
(5.2.27)

+
1

r2

Ç
k2
[
3inψ −

(
2 + n2

)
ϕ
]
+
(
3 + n2

) d2ϕ

dr2
− 2in

d2ψ

dr2

å
+

1

r

Ç
k2
Å
2
dϕ

dr
− in

dψ

dr

ã
− 2

d3ϕ

dr3
+ in

d3ψ

dr3

å
− k4ϕ+ 2k2

d2ϕ

dr2
− d4ϕ

dr4
= 0,

Re

[
− i (σ + ikw̄)

dψ

dr
+ kψ

dw̄

dr
+

(σ + ikw̄) (nϕ− iψ)

r

]

+
(−1 + n2) (nϕ− iψ)

r3
+

1

r2

Å
n
dϕ

dr
− i
(
1 + n2

) dψ
dr

ã
(5.2.28)

+
1

r

Ç
k2 (nϕ− iψ)− n

d2ϕ

dr2
+ 2i

d2ψ

dr2

å
− i

Ç
k2

dψ

dr
− d3ψ

dr3

å
= 0.

Both qS and qp appear in the linearised boundary conditions (5.2.19)–(5.2.21)
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thus, we decompose qS and qp as

qS(θ, z, t) = S∗eikz+inθ+σt, (5.2.29)

qp(r, θ, z, t) = p∗(r)eikz+inθ+σt. (5.2.30)

Substituting (5.2.25) and the expressions (5.2.29) and (5.2.30) into the boundary

conditions (5.2.17)–(5.2.21) yields

ϕ = ψ =
dϕ

dr
= 0 (5.2.31)

at the surface of the fibre, r = 1, and

−inϕ+ S̄
dψ

dr
− ψ = 0, (5.2.32)(

1− k2S̄2
)
ϕ− S̄

Ç
−indψ

dr
+ S̄

d2ϕ

dr2
+

dϕ

dr
+ S̄S∗d

2w̄

dr2

å
− inψ = 0, (5.2.33)

ΓS∗ (k2S̄2 + n2 − 1
)
− 2ikS̄2dϕ

dr
− S̄2p∗ = 0, (5.2.34)

ikϕ+ S∗(σ + ikw̄) = 0 (5.2.35)

at the unperturbed free surface r = S̄. In the expression (5.2.30), p∗(r) is an

unknown function of r which we wish to express as a function of ϕ(r) and ψ(r), thus

eliminating p∗(r) from the boundary condition (5.2.34). We substitute (5.2.25) and

the expression for qp (5.2.30) into equations (5.2.15) and (5.2.16) and then solve for

p∗. Thus, two expressions of the solution for p∗ are obtained, namely

p∗1 = −Re krψ(σ + ikw̄)

n
− k

nr

ñ
ψ
(
k2r2 + n2 + 1

)
+ 2inϕ− r

Ç
r
d2ψ

dr2
+

dψ

dr

åô
(5.2.36)

and

p∗2 =Re

ï
ϕ
dw̄

dr
+

1

kr
(σ + ikw̄)

Å
nψ + ir

dϕ

dr
+ iϕ

ãò
(5.2.37)

+
1

kr3

[
ir
(
k2r2 + n2 + 1

) dϕ
dr

+ iϕ
(
k2r2 + n2 − 1

)
+ nψ

(
k2r2 + n2 − 1

)
− ir2

Ç
−ind

2ψ

dr2
+ r

d3ϕ

dr3
+ 2

d2ϕ

dr2

å
+ nr

dψ

dr

]
.
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Now we substitute (5.2.36) and (5.2.37) into equation (5.2.34) to obtain

kS̄

ñ
ψ
(
k2S̄2 + n2 + 1

)
− S̄

Ç
2in

dϕ

dr
+ S̄

d2ψ

dr2
+

dψ

dr

å
+ 2inϕ

ô
(5.2.38)

+ ΓnS∗ (k2S̄2 + n2 − 1
)
+ kRe S̄3ψ(σ + ikw̄) = 0

and

Γ kS̄S∗ (k2S̄2 + n2 − 1
)
+Re S̄2

ï
(kw̄ − iσ)

Å
−inψ + S̄

dϕ

dr
+ ϕ

ã
− kS̄ϕ

dw̄

dr

ò
− i

[
S̄

Ç(
3k2S̄2 + n2 + 1

) dϕ
dr

− in

Ç
dψ

dr
− S̄

d2ψ

dr2

å
− S̄2d

3ϕ

dr3
− 2S̄

d2ϕ

dr2

å
(5.2.39)

+ ϕ
(
k2S̄2 + n2 − 1

)
− inψ

(
k2S̄2 + n2 − 1

) ]
= 0,

respectively. The governing equations (5.2.26)–(5.2.28) and boundary conditions

(5.2.31)–(5.2.33), (5.2.35), (5.2.38), and (5.2.39) now depend on r only via ϕ(r)

and ψ(r).

We expand ϕ(r), ψ(r), and σ as

ϕ(r) = ϕ0(n)(r) + kϕ1(n)(r) + k2ϕ2(n)(r) +O(k3), (5.2.40)

ψ(r) = ψ0(n)(r) + kψ1(n)(r) + k2ψ2(n)(r) +O(k3), (5.2.41)

σ = σ0(n) + kσ1(n) + k2σ2(n) +O(k3) (5.2.42)

for k ≪ 1. We substitute (5.2.40)–(5.2.42) into the governing equations (5.2.26)–

(5.2.28) and boundary conditions (5.2.31)–(5.2.33), (5.2.35), (5.2.38), and (5.2.39),

and solve the resulting system order-by-order in k.

Note that from (5.2.35) σ0(n) = 0 for n = 0 and n = 1, and so σ1(n) is now the

leading-order term in the expansion (5.2.42) for n = 0 and n = 1.

5.2.1.1 n = 0 mode for small axial wavenumbers

We begin by examining the n = 0 mode. When n = 0, ϕi(0) and ψi(0) for i = 0, 1, 2

are decoupled. In particular, σ1(0) only appears at leading order in k in equation

(5.2.35), therefore, to obtain the linear growth rate for the n = 0 mode we need
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only consider ϕi(0) for i = 0, 1, 2.

At leading order in k the governing equation (5.2.27) for ϕ0(0) is

3ϕ0(0)

r3
− 3

r2
dϕ0(0)

dr
+

3

r

d2ϕ0(0)

dr2
− 2

d3ϕ0(0)

dr3
− r

d4ϕ0(0)

dr4
= 0, (5.2.43)

subject to the boundary conditions

ϕ0(0) =
dϕ0(0)

dr
= 0, (5.2.44)

at the surface of the fibre, r = 1, (5.2.31) and

ϕ0(0) − S̄

Ç
dϕ0(0)

dr
+ S̄

Ç
d2ϕ0(0)

dr2
+ S∗d

2w̄

dr2

åå
= 0, (5.2.45)

iϕ0(0) + S∗(σ1(0) + iw̄) = 0, (5.2.46)

ϕ0(0) − S̄
dϕ0(0)

dr
+ 2S̄2d

2ϕ0(0)

dr2
+ S̄3d

3ϕ0(0)

dr3
= 0, (5.2.47)

at the unperturbed free surface, r = S̄, (5.2.33), (5.2.35), and (5.2.39). Equation

(5.2.43) has the general solution

ϕ0(0) =
A1

r
+ A2r + A3r

3 + A4r log r, (5.2.48)

where Ai for i = 1, . . . , 4 are unknown constants. We substitute the general solu-

tion (5.2.48) into the boundary conditions (5.2.44)–(5.2.47) to obtain the matrix

problem

A0(0)x0(0) = 0, (5.2.49)

where the matrix A0(0) is given in Appendix C.1, and

x0(0) = (A1, A2, A3, A4, S
∗)T (5.2.50)

is the vector of unknowns. To obtain a non-trivial solution of the matrix problem

(5.2.49), we set det(A0(0)) = 0 to obtain the dispersion relation for σ1(0). The

dispersion relation for σ1(0) has solution

σ1(0) = − i

2

(
1− S̄2 + 2S̄2 log S̄

)
. (5.2.51)
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The linear growth rate σ1(0) given by (5.2.51) is identical to the linear growth rate

of the flow described by the thick-film WRIBL equations (4.2.19) and (4.2.32) for

small axial wavenumbers σ1(0) given by (5.1.12).

The linear growth rate σ1(0) (5.2.51) is purely imaginary and does not affect the

stability of the flow, therefore we must now proceed to first order in k to obtain

a form for σ2(0). However, to proceed to first order in k we need to determine

the constants in the general solution for ϕ0(0) (5.2.48). Therefore, imposing the

boundary conditions (5.2.44)–(5.2.46) we obtain

ϕ0(0) =
S∗S̄

4

Å
1

r
− r + 2r log r

ã
. (5.2.52)

The solution (5.2.52) may be verified via direct substitution into (5.2.43).

At first order in k the governing equation (5.2.27) for ϕ1(0) is

3ϕ1(0)

r3
− 3

r2
dϕ1(0)

dr
+

3

r

d2ϕ1(0)

dr2
− 2

d3ϕ1(0)

dr3
− r

d4ϕ1(0)

dr4
(5.2.53)

=Re

[
ϕ0(0)

(
σ1(0) + iw̄

)
r

−
(
σ1(0) + iw̄

) dϕ0(0)

dr

− iϕ0(0)
dw̄

dr
− r

Ç[
σ1(0) + iw̄

] d2ϕ0(0)

dr2
− iϕ0(0)

d2w̄

dr2

å]
,

subject to the boundary conditions

ϕ1(0) =
dϕ1(0)

dr
= 0, (5.2.54)

at the surface of the fibre, r = 1, (5.2.31) and

ϕ1(0) − S̄

Ç
dϕ1(0)

dr
+ S̄

d2ϕ1(0)

dr2

å
= 0, (5.2.55)

iϕ1(0) + S∗σ2(0) = 0, (5.2.56)

Re S̄

ï(
−iσ1(0) + w̄

)Å
ϕ0(0) + S̄

dϕ0(0)

dr

ã
− S̄ϕ0(0)

dw̄

dr

ò
− ΓS∗

+
i

S̄

ñ
ϕ1(0) + S̄

Ç
−
dϕ1(0)

dr
+ S̄

Ç
2
d2ϕ1(0)

dr2
+ S̄

d3ϕ1(0)

dr3

ååô
= 0

(5.2.57)

at the unperturbed free surface, r = S̄, (5.2.33), (5.2.35), and (5.2.39). Equation
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(5.2.53) has the general solution

ϕ1(0) =
B1

r
+B2r +B3r

3 +B4r log r (5.2.58)

+ReS∗

[
− irS̄

768

(
r4 + 12S̄2 − 3r2

[
−5 + 22S̄2 + 20iσ1(0)

])
+
r3S̄

64

(
i− 6iS̄2 + 4σ1(0)

)
log r +

ir (−1 + r2) S̄3

32
log2 r

]
,

where Bi for i = 1, . . . , 4 are unknown constants. We substitute the general solu-

tion (5.2.58) into the boundary conditions (5.2.54)–(5.2.57) to obtain the matrix

problem

A1(0)x1(0) = 0, (5.2.59)

where the matrix A1(0) is given in Appendix C.2, and

x1(0) = (B1, B2, B3, B4, S
∗)T (5.2.60)

is the vector of unknowns. To obtain a non-trivial solution of the matrix problem

(5.2.59), we set det(A1(0)) = 0 to obtain the dispersion relation for σ2(0). The

dispersion relation for σ2(0) has solution

σ2(0) =
Re

768

[
13− 27S̄2 − 45S̄4 + 59S̄6 + 12S̄2

(
7− 17S̄2

)
log S̄

− 120S̄4
(
−1 + S̄2

)
log2 S̄ + 96S̄6 log3 S̄

]
(5.2.61)

+
Γ

16S̄3

[
4S̄2 − 1− S̄4

(
3− 4 log S̄

)]
.

The linear growth rate σ2(0) (5.2.61) is identical to the linear growth rate of the flow

described by the thick-film WRIBL equations (4.2.19) and (4.2.32) for small axial

wavenumbers σ2(0) given by (5.1.13), i.e. both the inertia and azimuthal curvature

terms are positive in σ2(0) (5.2.61), and thus destabilising for the n = 0 mode,

which agrees with the results of Dávalos-Orozco and Ruiz-Chavarŕıa [214] in this

limit (see Section 1.6.2).
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5.2.1.2 n = 1 mode for small axial wavenumbers

We now examine the n = 1 mode. When n = 1, ϕi(1) and ψi(1) for i = 0, 1, 2 are

coupled.

At leading order in k the governing equations (5.2.26) and (5.2.28) for ϕ0(1)

and ψ0(1) are

−2i

r2
dϕ0(1)

dr
− 1

r2
dψ0(1)

dr
+

2i

r

d2ϕ0(1)

dr2
+

1

r

d2ψ0(1)

dr2
+ i

d3ϕ0(1)

dr3
= 0, (5.2.62)

1

r

dϕ0(1)

dr
− 2i

r

dψ0(1)

dr
−

d2ϕ0(1)

dr2
+ 2i

d2ψ0(1)

dr2
+ ir

d3ψ0(1)

dr3
= 0, (5.2.63)

subject to the boundary conditions

ϕ0(1) = ψ0(1) =
dϕ0(1)

dr
= 0, (5.2.64)

at the surface of the fibre, r = 1, (5.2.31) and

−iϕ0(1) − ψ0(1) + S̄
dψ0(1)

dr
= 0, (5.2.65)

ϕ0(1) − iψ0(1) − S̄

Ç
dϕ0(1)

dr
− i

dψ0(1)

dr
+ S̄

Ç
d2ϕ0(1)

dr2
+ S∗d

2w̄

dr2

åå
= 0, (5.2.66)

iϕ0(1) + S∗(σ1(1) + iw̄) = 0, (5.2.67)

−2iϕ0(1) − 2ψ0(1) + S̄

Ç
2i
dϕ0(1)

dr
+

dψ0(1)

dr
+ S̄

d2ψ0(1)

dr2

å
= 0, (5.2.68)

at the unperturbed free surface, r = S̄, (5.2.32), (5.2.33), (5.2.35), and (5.2.38).

While the procedure for solving the system of equations (5.2.62)–(5.2.68) is for-

mally the same as the procedure for solving both previous systems of equations

for the n = 0 mode (namely equations (5.2.43)–(5.2.47) and equations (5.2.53)–

(5.2.57)), the algebraic details are more complicated. To obtain the general solu-

tion of the governing equations (5.2.62) and (5.2.63) we assume that the solution
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can be expressed as an infinite series in powers of r and log r, namely

ϕ0(1) =
∞∑

i=−∞

∞∑
j=0

Ai,jr
i logj r, (5.2.69)

ψ0(1) =
∞∑

i=−∞

∞∑
j=0

Bi,jr
i logj r, (5.2.70)

where Ai,j and Bi,j are unknown constants. We substitute (5.2.69) and (5.2.70)

into the governing equations (5.2.62) and (5.2.63) and equate powers of r and log r

to obtain the general solutions

ϕ0(1) = A0,0 + A2,0r
2 − iB−2,0

r2
+ iB0,1 log r, (5.2.71)

ψ0(1) = B0,0 +B2,0r
2 +

B−2,0

r2
+B0,1 log r, (5.2.72)

where A0,0, A2,0, B0,0, B2,0, B−2,0, and B0,1 are unknown constants. We substitute

the general solutions (5.2.71) and (5.2.72) into the boundary conditions (5.2.64)–

(5.2.68) to obtain the matrix problem

A0(1)x0(1) = 0, (5.2.73)

where the matrix A0(1) is given in Appendix C.3, and

x0(1) = (A0,0, A2,0, B0,0, B2,0, B−2,0, B0,1, S
∗)T (5.2.74)

is the vector of unknowns. To obtain a non-trivial solution of the matrix problem

(5.2.73), we set det(A0(1)) = 0 to obtain the dispersion relation for σ1(1). The

dispersion relation for σ1(1) has solution

σ1(1) = − i

4

Ç
1− S̄2 + 2S̄2 log S̄ +

S̄2
(
1− S̄2

(
4− 3S̄2

)
− 2

(
1 + S̄4

)
log S̄

)
2
(
1 + S̄4

) å
.

(5.2.75)

The linear growth rate σ1(1) (5.2.75) is purely imaginary and does not affect

the stability of the flow, therefore we must proceed to first order in k to obtain a

form for σ2(1). However, to proceed to first order in k we need to determine the

constants in the general solutions for ϕ0(1) (5.2.71) and ψ0(1) (5.2.72). Therefore,
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imposing the boundary conditions (5.2.64)–(5.2.68) we obtain

ϕ0(1) =
S∗S̄2

8
(
1 + S̄4

)[1 + 4S̄2 − S̄4 −
(
1 + 2S̄2

)
r2

+
S̄2
(
−2 + S̄2

)
r2

+ 2
(
1 + S̄4

)
log r

]
,

(5.2.76)

ψ0(1) =
iS∗S̄2

8
(
1 + S̄4

)[− 11 + 4S̄2 − S̄4 +
16

1 + S̄2
+

Å
11− 2S̄2 − 16

1 + S̄2

ã
r2

+
S̄2
(
−2 + S̄2

)
r2

− 2
(
1 + S̄4

)
log r

]
.

(5.2.77)

The solutions (5.2.76) and (5.2.77) may be verified via direct substitution into

(5.2.71) and (5.2.72).

At first order in k the governing equations (5.2.26) and (5.2.28) for ϕ1(1) and

ψ1(1) are

− 2i

r2
dϕ1(1)

dr
− 1

r2
dψ1(1)

dr
+

2i

r

d2ϕ1(1)

dr2
+

1

r

d2ψ1(1)

dr2
+ i

d3ϕ1(1)

dr3

=Re

ñ
ϕ0(1)

dw̄

dr
+
(
iσ1(1) − w̄

) dϕ0(1)

dr
−
(
w̄ − iσ1(1)

) (
ϕ0(1) − iψ0(1)

)
r

ô
,

(5.2.78)

1

r

dϕ1(1)

dr
− 2i

r

dψ1(1)

dr
−

d2ϕ1(1)

dr2
+ 2i

d2ψ1(1)

dr2
+ ir

d3ψ1(1)

dr3

=−Re

ï(
ϕ0(1) − iψ0(1)

) (
σ1(1) + iw̄

)
+ r

Å(
w̄ − iσ1(1)

) dψ0(1)

dr
+ ψ0(1)

dw̄

dr

ãò
,

(5.2.79)

subject to the boundary conditions

ϕ1(1) = ψ1(1) =
dϕ1(1)

dr
= 0, (5.2.80)
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at the surface of the fibre, r = 1, (5.2.31) and

−iϕ1(1) − ψ1(1) + S̄
dψ1(1)

dr
= 0, (5.2.81)

ϕ1(1) − iψ1(1) − S̄

Ç
dϕ1(1)

dr
− i

dψ1(1)

dr
+ S̄

d2ϕ1(1)

dr2

å
= 0, (5.2.82)

iϕ1(1) + S∗σ2(1) = 0, (5.2.83)

Re S̄ψ0(1)

(
σ1(1) + iw̄

)
+ Γ S̄S∗ + 2iϕ1(1) + 2ψ1(1)

− S̄

Ç
2i
dϕ1(1)

dr
+

dψ1(1)

dr
+ S̄

d2ψ1(1)

dr2

å
= 0,

(5.2.84)

at the unperturbed free surface, r = S̄, (5.2.32), (5.2.33), (5.2.35), and (5.2.38).

The procedure for solving the system of equations (5.2.78)–(5.2.84) is the same

as described previously for solving the system (5.2.62)–(5.2.68). However, due

to the increased difficulty of the algebraic details, we consider the homogeneous

and non-homogeneous problem of equations (5.2.78)–(5.2.79) separately. We begin

with the homogeneous problem (i.e. when the right-hand side of equations (5.2.78)–

(5.2.79) is equal to zero). We assume that the general solutions of the homogeneous

problem can be expressed as an infinite series in powers of r and log r, namely

ϕ1(1)HS
=

∞∑
i=−∞

∞∑
j=0

Ci,jr
i logj r, (5.2.85)

ψ1(1)HS
=

∞∑
i=−∞

∞∑
j=0

Di,jr
i logj r, (5.2.86)

where Ci,j and Di,j are unknown constants. We substitute (5.2.85) and (5.2.86)

into the homogeneous governing equations (5.2.78) and (5.2.79) and equate powers

of r and log r to obtain the general homogeneous solutions

ϕ1(1)HS
= C0,0 + C2,0r

2 − iD−2,0

r2
+ iD0,1 log r, (5.2.87)

ψ1(1)HS
= D0,0 +D2,0r

2 +
D−2,0

r2
+D0,1 log r. (5.2.88)

We now obtain the particular integral of the non-homogeneous problem. We as-

sume that the general solutions of the non-homogeneous problem can be expressed
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as an infinite series in powers of r and log r, namely

ϕ1(1)PI
=

∞∑
i=0

∞∑
j=−∞

Ei,jr
i logj r, (5.2.89)

ψ1(1)PI
=

∞∑
i=0

∞∑
j=−∞

Fi,jr
i logj r, (5.2.90)

where Ei,j and Fi,j are unknown constants. We substitute the (5.2.89) and (5.2.90)

into the governing equations (5.2.78) and (5.2.79) and equate powers of r and log r

to obtain

ϕ1(1)PI
= ReS∗S̄2

[
− r4

4608
(
1 + S̄2

) (
1 + S̄4

)ß24 (3 + 3S̄2 + 4S̄4
)
σ1(1)

+ i
[
−41 + 2r2 + 40S̄2 + 2

(
8 + r2

)
S̄4 + 39S̄6

]™
+

r2 log r

384
(
1 + S̄2

) (
1 + S̄4

)ß12 (5 + S̄2
) (

1 + S̄4
)
σ1(1)

− i
[
15 + r2 − 2

(
21 + r2

)
S̄2 − 2

(
3 + r2

)
S̄4 (5.2.91)

− 3
(
10 + r2

)
S̄6 + 3S̄8

]™
− iS̄2 log2 r

64

Ç
2r2

1 + S̄2
+
S̄2
(
−2 + S̄2

)
1 + S̄4

å]
,

ψ1(1)PI
= ReS∗S̄2

[
r4

4608
(
1 + S̄2

) (
1 + S̄4

)ß− 24i
(
9− 15S̄2 + 4S̄4

)
σ1(1)

− 113 + 202S̄2 − 182S̄4 + 39S̄6 + 2r2
(
11− 18S̄2 + 5S̄4

)™
+

r2 log r

384
(
1 + S̄2

) (
1 + S̄4

)ß− 12i
(
−1 + 3S̄2

) (
1 + S̄4

)
σ1(1)

+ 3 + 30S̄2 + 6S̄4 + 6S̄6 + 15S̄8 (5.2.92)

+ r2
(
1− 8S̄2 + 16S̄4 − 3S̄6

)™
+
S̄4 log2 r

64

Å
− 2r2

1 + S̄2
+

2− S̄2

1 + S̄4

ã]
.
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Thus, the governing equations (5.2.78) and (5.2.79) have the general solutions

ϕ1(1) = ϕ1(1)HS
+ ϕ1(1)PI

, (5.2.93)

ψ1(1) = ψ1(1)HS
+ ψ1(1)PI

. (5.2.94)

We substitute the general solutions (5.2.93) and (5.2.94) into the boundary condi-

tions (5.2.80)–(5.2.84) to obtain the matrix problem

A1(1)x1(1) = 0, (5.2.95)

where the matrix A1(1) is given in Appendix C.4, and

x1(1) = (C0,0, C2,0, D0,0, D2,0, D−2,0, D0,1, S
∗)T (5.2.96)

is the vector of unknowns. To obtain a non-trivial solution of the matrix problem

(5.2.95), we set det(A1(1)) = 0 to obtain the dispersion relation for σ2(1). The

dispersion relation for σ2(1) has solution

σ2(1) =
ReS̄2

4608
(
1 + S̄2

) (
1 + S̄4

)3
[
13 + 188S̄2 − 326S̄4 + 1354S̄6 − 1452S̄8

+ 1742S̄10 − 2142S̄12 + 1426S̄14 − 957S̄16 + 154S̄18

+ 6S̄2
(
1 + S̄4

)Å
12 + 69S̄2 + 51S̄4

+ 308S̄6 − 120S̄8 + 139S̄10 − 19S̄12

ã
log S̄ (5.2.97)

− 36S̄4
(
1 + S̄4

)2 (
9− 13S̄2 + 5S̄4 + 3S̄6

)
log2 S̄

+ 72S̄4
(
1 + S̄2

) (
1 + S̄4

)3
log3 S̄

]

+
ΓS̄

8
(
1 + S̄4

) [S̄4 − 1− 2
(
1 + S̄4

)
log S̄

]
.

The azimuthal curvature terms in σ2(1) (5.2.97) are always negative and so, unlike

for the n = 0 mode, azimuthal curvature is stabilising for the n = 1 mode. The

inertial terms in σ2(1) (5.2.97) can be either positive or negative and so, unlike

for the n = 0 mode, there is a range of values of S̄, Re, and Γ for which inertia

is stabilising for the n = 1 mode. Note that this stabilising effect of inertia
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only occurs for small axial wavenumbers (we will examine stability for general

axial wavenumbers in Section 5.3.1). However, in general, increasing S̄ and/or Re

and/or decreasing Γ destabilises the n = 1 mode, which is analogous to the results

of Ruiz-Chavarŕıa and Dávalos-Orozco [215] in this limit (see Section 1.6.2).

5.3 Parametric study of the linear stability of

the flow

In Sections 5.1.1 and 5.2.1 we have considered the linear stability of the flow for

small axial wavenumbers. Whilst this allows us to obtain analytical expressions

for the linear growth rates which describe the onset of long-wave instability, of

course, this long-wave analysis cannot tell us anything about the behaviour for

other larger axial wavenumbers. To rectify this, in the present section, we numer-

ically investigate the linear stability of the flow for the n = 0 and n = 1 modes

for general axial wavenumbers. In particular, we compare the predictions of the

linear stability analysis of the flow described by the thick-film WRIBL equations

(4.2.19) and (4.2.32) with the linear stability analysis of the flow described by the

thick-film gradient-expansion equation (4.3.5), the thin-film gradient-expansion

equation (4.3.7), and the Navier–Stokes equations (4.1.11)–(4.1.21), for general

axial wavenumbers, for both the n = 0 and n = 1 modes.

5.3.1 Parametric study of the linear stability of the n = 0

mode

We begin our numerical investigation of the linear stability of the flow for general

axial wavenumbers by examining the stability of the n = 0 mode.

Figure 5.2 shows the results of our parametric study of the linear stability of the

n = 0 mode of the flow plotted in S̄−Γ parameter space for the thick-film WRIBL

equations (4.2.19) and (4.2.32), the thick-film gradient-expansion equation (4.3.5),

the thin-film gradient-expansion equation (4.3.7), and the Navier–Stokes equations

(4.1.11)–(4.1.21). In particular, Figure 5.2 (trivially) shows that the n = 0 mode

is always long-wave unstable (as correctly predicted by all models).

Figure 5.3 shows the real parts of the linear growth rate σ plotted as a function
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Figure 5.2: The results of our parametric study of the linear stability of the n = 0
mode of the flow plotted in S̄ − Γ parameter space with Re = 2 for the thick-film
WRIBL equations (4.2.19) and (4.2.32), the thick-film gradient-expansion equation
(4.3.5), the thin-film gradient-expansion equation (4.3.7), and the Navier–Stokes
equations (4.1.11)–(4.1.21). The cross corresponds to the parameter values used
to plot the real parts of the linear growth rates in Figure 5.3.
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Figure 5.3: The real parts of the linear growth rate σ plotted as a function of
k for the n = 0 mode for the thick-film WRIBL equations (4.2.19) and (4.2.32)
(solid black), the thick-film gradient-expansion equation (4.3.5) (dashed blue), the
thin-film gradient-expansion equation (4.3.7) (dotted red), and the Navier–Stokes
equations (4.1.11)–(4.1.21) (dot-dashed purple) with Re = 2, Γ = 0.5, and S̄ = 1.5.

of k for the n = 0 mode for the thick-film WRIBL equations (4.2.19) and (4.2.32)

(solid black), the thick-film gradient-expansion equation (4.3.5) (dashed blue),

the thin-film gradient-expansion equation (4.3.7) (dotted red), and the Navier–

Stokes equations (4.1.11)–(4.1.21) (dot-dashed purple). The parameter values used

correspond to the point denoted by a cross in Figure 5.2, and each of the real parts

of the linear growth rates in Figure 5.3 are long-wave unstable. As expected, for

small k, the real parts of the linear growth rates are indistinguishable from each

other. In particular, the agreement between the real parts of the linear growth rates

of the thick-film WRIBL equations (4.2.19) and (4.2.32) and the Navier–Stokes

equations (4.1.11)–(4.1.21) for small k in Figure 5.3 corroborates our analytical

expressions for the linear growth rates for long waves in Sections 5.1.1 and 5.2.1

in which the linear growth rates for small axial wavenumbers for the thick-film

WRIBL equations (5.1.12) and (5.1.13) and the Navier–Stokes equations (5.2.51)

and (5.2.61) were shown to be identical for the n = 0 mode. As k is increased

from k = 0, the real parts of the linear growth rates predicted by the thick-

film WRIBL equations (4.2.19) and (4.2.32) and the thick-film gradient-expansion

equation (4.3.5) are virtually indistinguishable, and are in good agreement with

the real parts of the linear growth rates predicted by the Navier–Stokes equations

(4.1.11)–(4.1.21), whereas the real parts of the linear growth rate for the thin-film

gradient-expansion equation (4.3.7) overpredicts both the magnitude of the real
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parts of the linear growth rate and the range of unstable axial wavenumbers.

5.3.2 Parametric study of the linear stability of the n = 1

mode

We now focus our attention on the n = 1 mode, for which we show that there are

both stable and unstable regions of S̄ − Γ parameter space.

Figure 5.4 shows plots of the results of our parametric study of the linear sta-

bility of the n = 1 mode in S̄ − Γ parameter space, in which neutral stability

curves are plotted for the thick-film WRIBL equations (4.2.19) and (4.2.32), the

thick-film gradient-expansion equation (4.3.5), the thin-film gradient-expansion

equation (4.3.7), and the Navier–Stokes equations (4.1.11)–(4.1.21). The stabil-

ity boundaries in Figure 5.4 were obtained using the built-in RegionPlot func-

tion of the symbolic computational software Mathematica [229]. RegionPlot is

used to visualise regions where an inequality is satisfied. In this case, the in-

equality is the real part of the linear growth rate being greater than or equal

to zero. The linear growth rates for the thick-film WRIBL equations (4.2.19)

and (4.2.32), the thick-film gradient-expansion equation (4.3.5), and the thin-film

gradient-expansion equation (4.3.7) were input analytically. Conversely, the lin-

ear growth rate for the Navier–Stokes equations (4.1.11)–(4.1.21) was determined

numerically using the Chebyshev–Tau method (see Appendix B). To verify the

accuracy of these plots, we calculated the linear growth rates for the thick-film

WRIBL equations (4.2.19) and (4.2.32), the thick-film gradient-expansion equation

(4.3.5), the thin-film gradient-expansion equation (4.3.7), and the Navier–Stokes

equations (4.1.11)–(4.1.21) at various points surrounding the stability boundaries

in Figure 5.4. Figure 5.4(a) shows the neutral stability curves for the thick-film

WRIBL equations (4.2.19) and (4.2.32), the thick-film gradient-expansion equa-

tion (4.3.5), and the thin-film gradient-expansion equation (4.3.7). The regions of

S̄ − Γ parameter space to the left and right of the neutral stability curves corre-

spond to stability and long-wave instability, respectively, for the n = 1 mode. The

neutral stability curves for the thick-film WRIBL equations (4.2.19) and (4.2.32)

(solid) and the thick-film gradient-expansion equation (4.3.5) (dashed) are virtu-

ally indistinguishable. Figure 5.4(a) shows that, as S̄ increases, the n = 1 mode is

destabilised, whereas as Γ increases, the n = 1 mode is stabilised. Figure 5.4(b)
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(a)

(b)

Figure 5.4: The results of our parametric study of the linear stability of the n = 1
mode of the flow plotted in S̄ − Γ parameter space for Re = 2. Neutral stability
curves are plotted for (a) the thick-film WRIBL equations (4.2.19) and (4.2.32)
(solid), the thick-film gradient-expansion equation (4.3.5) (dashed), the thin-film
gradient-expansion equation (4.3.7) (dotted), and (b) the thick-film WRIBL equa-
tions (4.2.19) and (4.2.32) (solid), the Navier–Stokes equations (4.1.11)–(4.1.21)
for long-wave instabilities (dot-dashed), and the Navier–Stokes equations (4.1.11)–
(4.1.21) for finite-wave instabilities (dot-dot-dashed). The crosses (labelled A, B,
and C) correspond to the parameter values used to plot the real parts of the linear
growth rates in Figure 5.5.
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shows the neutral stability curves for the thick-film WRIBL equations (4.2.19) and

(4.2.32) and the Navier–Stokes equations (4.1.11)–(4.1.21). Figure 5.4(b) shows

that, for the n = 1 mode, the flow described by the Navier–Stokes equations

(4.1.11)–(4.1.21) is stable for parameter values in the region containing point A,

long-wave unstable for parameter values in the region containing point B, finite-

wave unstable for parameter values in the region containing point C, and long-wave

unstable in the region to the right of the dot-dashed curve (which is nearly verti-

cal) that emanates from S̄ ≈ 4.725, Γ = 0. In particular, Figure 5.4(b) shows that

for the flow described by the Navier–Stokes equations (4.1.11)–(4.1.21), there are

two distinct regions of long-wave instability, separated by a region of finite-wave

instability, whereas, for the thick-film WRIBL equations (4.2.19) and (4.2.32), the

instability is always long wave. While the flow described by the Navier–Stokes

equations (4.1.11)–(4.1.21) is, in general, also stabilised by decreasing S̄ and/or

increasing Γ, there exists a region of S̄−Γ parameter space in Figure 5.4(b) where

this is not the case. Specifically, the parameter values surrounding point B exhibit

a non-monotonic stability boundary along the S̄ axis. For σ2(1) given by (5.2.97),

we have already seen that both the inertial and surface tension terms stabilise

long waves for a range of values of S̄, Re, and Γ, specifically the parameter values

containing point C in Figure 5.4(b), however waves of a finite length are still unsta-

ble. The thick-film WRIBL equations (4.2.19) and (4.2.32) overpredict the range

of unstable parameter values when compared with the Navier–Stokes equations

(4.1.11)–(4.1.21).

Figure 5.5 shows the real parts of the linear growth rate σ plotted as a function

of k for the n = 1 mode for the thick-film WRIBL equations (4.2.19) and (4.2.32)

(solid black), the thick-film gradient-expansion equation (4.3.5) (dashed blue),

the thin-film gradient-expansion equation (4.3.7) (dotted red), and the Navier–

Stokes equations (4.1.11)–(4.1.21) (dot-dashed purple) for various values of S̄.

The parameter values used in Figure 5.5 correspond to the points A, B, and C

denoted by the crosses in Figure 5.4. In particular, each part of Figure 5.5 shows

one of the three possible behaviours we observe for the real parts of the linear

growth rate of the flow described by the Navier–Stokes equations (4.1.11)–(4.1.21)

(i.e. stability, long-wave instability, and finite-wave instability, as shown in Figure

5.1). Figure 5.5(a) shows a situation in which each of the real parts of the linear

growth rates are stable for all k. For larger values of S̄, Figure 5.5(b) shows a
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(a) (b)

(c) (d)

Figure 5.5: The real parts of the linear growth rate σ plotted as a function of
k for the n = 1 mode for the thick-film WRIBL equations (4.2.19) and (4.2.32)
(solid black), the thick-film gradient-expansion equation (4.3.5) (dashed blue), the
thin-film gradient-expansion equation (4.3.7) (dotted red), and the Navier–Stokes
equations (4.1.11)–(4.1.21) (dot-dashed purple) with Re = 2, Γ = 0.1 for (a)
S̄ = 1.25, (b) S̄ = 2, (c) S̄ = 2.5, and (d) a zoom of (c). In (b) and (d) the
insets show a zoom showing the real parts of the linear growth rates near k = 0 in
greater detail. Note that the scale of the vertical axis is different in each part and
also that the horizontal axis scale in part (d) is different from the horizontal axis
scale in parts (a), (b), and (c).



Chapter 5 235

situation in which each of the real parts of the linear growth rates are long-wave

unstable. The real parts of the linear growth rates predicted by the thick-film

WRIBL equations (4.2.19) and (4.2.32), the thick-film gradient-expansion equation

(4.3.5), and the thin-film gradient-expansion equation (4.3.7) overpredict both the

magnitude of the real parts of the linear growth rate and the range of unstable axial

wavenumbers when compared to that predicted by the Navier–Stokes equations

(4.1.11)–(4.1.21). For an even larger value of S̄, Figures 5.5(c) and 5.5(d) show

an example of a case where the real parts of the linear growth rate predicted by

the Navier–Stokes equations (4.1.11)–(4.1.21) are finite-wave unstable, while those

predicted by the thick-film WRIBL equations (4.2.19) and (4.2.32), the thick-film

gradient-expansion equation (4.3.5), and the thin-film gradient-expansion equation

(4.3.7) are long-wave unstable. The real parts of the linear growth rates predicted

by the thick-film WRIBL equations (4.2.19) and (4.2.32), the thick-film gradient-

expansion equation (4.3.5), and the thin-film gradient-expansion equation (4.3.7)

are in poor agreement with that predicted by the Navier–Stokes equations (4.1.11)–

(4.1.21). In particular, the Navier–Stokes equations (4.1.11)–(4.1.21) predict a

finite-wave instability which none of the other models are able to capture.

The results of the parametric study of the linear stability of the n = 1 mode

in Figure 5.4(b) show that the thick-film WRIBL equations (4.2.19) and (4.2.32)

significantly overpredict the range of unstable parameter values when compared

with the Navier–Stokes equations (4.1.11)–(4.1.21). In Section 6.2.2, we suggest

potential improvements to the thick-filmWRIBL equations (4.2.19) and (4.2.32) as

future work to enhance their agreement with the Navier–Stokes equations (4.1.11)–

(4.1.21) in the linear and nonlinear regimes. Despite the discrepancy observed, the

thick-film WRIBL equations (4.2.19) and (4.2.32) do, in general, correctly predict

the effect that increasing S̄ and Γ has on the stability of the n = 1 mode. Therefore,

in order to gain insight into the mechanisms for the (in)stability of the n = 0 and

n = 1 modes, we use the thick-film WRIBL equations (4.2.19) and (4.2.32) to

implement the Whitham wave hierarchy (see Section 1.2.2).

5.4 Whitham wave hierarchy

In Section 5.3 we have performed a numerical parametric study of the linear

stability of the flow described by the thick-film WRIBL equations (4.2.19) and
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(4.2.32), the thick-film gradient-expansion equation (4.3.5), the thin-film gradient-

expansion equation (4.3.7), and the Navier–Stokes equations (4.1.11)–(4.1.21), for

general axial wavenumbers. From this study, we have found that the n = 0 mode

is always long-wave unstable, whereas, depending on the choice of parameter val-

ues, the n = 1 mode can either be stable or long-wave unstable (or finite-wave

unstable in the case of the Navier–Stokes equations (4.1.11)–(4.1.21)). In partic-

ular, the n = 1 mode is stabilised by increasing Γ and/or decreasing S̄. In order

to gain insight into the mechanisms for the (in)stability of the n = 0 and n = 1

modes, we derive explicit expressions for the kinematic and dynamic wave speeds

for these modes and use the framework of the Whitham wave hierarchy (discussed

in Section 1.2.2).

In order to implement the Whitham wave hierarchy, we require a single linear

equation for the film radius of the general form (1.2.21) (i.e. with time and space

derivatives of second order). From the equations describing the flow we have

considered thus far in the present chapter, only the thick-film WRIBL equations

(4.2.19) and (4.2.32) can be linearised around a constant base-state solution and

then rewritten in the form of equation (1.2.21) (see Section 1.2.2). To begin, we

decompose S and q in the thick-film WRIBL equations (4.2.19) and (4.2.32) as

S(θ, z, t) = S̄ + ξ qS(θ, z, t), (5.4.1)

q(θ, z, t) = q̄ + ξqq(θ, z, t), (5.4.2)

where ξ ≪ 1, terms with an overbar denote the base-state solutions (in particular,

with q̄ given by (5.1.3)) and the terms with checks denote the perturbations to

the base-state solutions. Next, we substitute (5.4.1) and (5.4.2) into the thick-film

WRIBL equations (4.2.19) and (4.2.32). At first order in ξ, we differentiate the

expression arising from equation (4.2.32) with respect to z and use the expression

arising from equation (4.2.19) to eliminate ∂qq/∂z (and thus also eliminating qq)

to leave a single equation for qS. In order to investigate the behaviour of a single

azimuthal mode, we set
qS(θ, z, t) = S ′(z, t)einθ. (5.4.3)

Note that in order to simplify the algebra, we have decomposed θ using normal

modes but not z and t. Finally, we will only consider the cases in which n = 0
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and n = 1, namely

α1
∂S ′

∂t
+Reα2

∂2S ′

∂t2
+ α3

∂S ′

∂z
+Reα4

∂2S ′

∂z∂t
+ (Γα5 +Reα6)

∂2S ′

∂z2
+ Γα7

∂4S ′

∂z4
= 0

(5.4.4)

when n = 0, and

α1
∂S ′

∂t
+Reα2

∂2S ′

∂t2
+ α3

∂S ′

∂z
+Reα4

∂2S ′

∂z∂t
− (Γ β5 −Reα6)

∂2S ′

∂z2

+ Γα7
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∂z4
−ReΓ β8

∂3S ′

∂z2∂t
−ReΓ β9

∂3S ′

∂z3
= 0

(5.4.5)

when n = 1, where

α1(S̄) = S̄, (5.4.6)

α2(S̄) =
S̄
(
q̄1 + q̄2S̄

2
)

q̄0
, (5.4.7)

α3(S̄) =
S̄ − S̄3 + 2S̄3 log S̄

2
, (5.4.8)

α4(S̄) =
S̄
[
q̄1 − 4q̄0q̄2 + 2q̄5 + S̄2 (−q̄1 + q̄2 + 2 (q̄3 + q̄6))− S̄4 (q̄2 − 2q̄4)

]
2q̄0

+
S̄3
(
q̄1 + q̄2S̄

2
)
log S̄

q̄0
, (5.4.9)

α5(S̄) =
q̄0
S̄2
, (5.4.10)

α6(S̄) = −
S̄
[
4q̄0
(
q̄3 + q̄4S̄

2
)
+
(
−1 + S̄2 − 2S̄2 log S̄

) (
S̄2 (q̄3 + q̄6) + q̄4S̄

4 + q̄5
)]

2q̄0
,

(5.4.11)

α7(S̄) = q̄0, (5.4.12)

β5(S̄) =
−1 + S̄4 − 4S̄2 log S̄

8
, (5.4.13)

β8(S̄) =

(
q̄1 + q̄2S̄

2
) (

−1 + S̄4 − 4S̄2 log S̄
)

8q̄0
, (5.4.14)

β9(S̄) =

[
q̄5 + S̄2

(
q̄3 + q̄6 + q̄4S̄

2
)] (

−1 + S̄4 − 4S̄2 log S̄
)

8q̄0
(5.4.15)

are positive functions of S̄, where q̄k are the base-state solutions of qk, given by

(4.2.33), for k = 0, 1, . . . , 6.
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5.4.1 Wave speed for small axial wavenumbers

As shown in Section 5.3, the mode of instability for the flow described by the thick-

film WRIBL equations (4.2.19) and (4.2.32) is long-wave instability. To determine

the mechanism for this instability, we first consider explicit expressions for the

kinematic and dynamic wave speeds for the case of small axial wavenumbers. Fol-

lowing Ruyer-Quil et al. [64], to study the behaviour of small axial wavenumbers,

for the time being we discard the third and fourth-order derivatives in equations

(5.4.4) and (5.4.5), which are negligible for small axial wavenumbers. However, we

include these terms in Section 5.4.2 where we obtain explicit expressions for the

kinematic and dynamic wave speeds for the case of general axial wavenumbers.

5.4.1.1 n = 0 mode for small axial wavenumbers

We begin by considering the n = 0 mode for small axial wavenumbers. We begin

by discarding third and fourth-order derivatives in order to rewrite equation (5.4.4)

in the form of equation (1.2.21) as

α1

Å
∂

∂t
+ ck

∂

∂z

ã
S ′ +Reα2

Å
∂

∂t
+ cd−

∂

∂z

ãÅ
∂

∂t
+ cd+

∂

∂z

ã
S ′ = 0, (5.4.16)

with kinematic wave speed

ck =
α3

α1

(5.4.17)

and dynamic wave speeds

cd± =
α4

2α2

±
 

α2
4

4α2
2

− Γα5

Reα2

− α6

α2

. (5.4.18)

In the present section, we denote all wave speeds by c and specify the particular

wave speed (i.e. kinematic or dynamic) with a subscript. For a planar geometry,

the dynamic wave speeds cd± are purely real [59; 65; 66; 97–99]. However, for a

fibre, the dynamic wave speeds cd± for the n = 0 mode, given by (5.4.18), can have

both real and imaginary parts due to the effect of the azimuthal curvature [64] (i.e.

the term α5 in (5.4.18)). The Whitham wave hierarchy can only be applied when

the wave speeds are purely real, therefore we do not attempt to apply the Whitham

wave hierarchy in any region of parameter space in which the wave speeds become

complex.
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Figure 5.6(a) shows the real parts of the linear growth rate σ plotted as a

function of k for the n = 0 mode for the thick-film WRIBL equations (4.2.19) and

(4.2.32) with S̄ = 2 which is long-wave unstable. Figure 5.6(b) shows the wave

speed c as a function of S̄ for the n = 0 mode, specifically the kinematic wave

speed ck (5.4.17) (solid black) and the dynamic wave speeds cd+ and cd− (5.4.18)

(dot-dashed blue and dot-dashed red, respectively). The dynamic wave speeds in

Figure 5.6(b) emanate from S̄ ≈ 2.39 and Γ ≈ 1.14. Dynamic wave speeds are

complex to the left of this point, and thus the Whitham wave hierarchy is not

applicable. However, our previous results in the present chapter have confirmed

that the n = 0 mode is always long-wave unstable. Therefore, when the Whitham

wave hierarchy is not applicable, we need to determine the real part of the linear

growth rate σ directly, as demonstrated in Figure 5.6(a). Figure 5.6(b) shows

that the kinematic wave speed (5.4.17) is always greater than the dynamic wave

speeds (5.4.18) (when the dynamic wave speeds are purely real), which violates

the stability criterion (1.2.24), and thus the n = 0 mode for the flow described by

the thick-film WRIBL equations (4.2.19) and (4.2.32) is long-wave unstable.

To confirm the general results given above, we now consider the behaviour of

the kinematic wave speed (5.4.17) and the dynamic wave speeds (5.4.18) in the

limit of a thin base state (S̄ → 1+), and in the limit of a thick base state (S̄ → ∞).

For a thin base state

ck ∼ (−1 + S̄)2 in the limit S̄ → 1+, (5.4.19)

however, in this limit, the dynamic wave speeds are complex and the Whitham

wave hierarchy is not applicable. For a thick base state

ck ∼ S̄2 log S̄ and cd± ∼ 1

2
S̄2 log S̄ in the limit S̄ → ∞, (5.4.20)

which clearly violates the stability criterion (1.2.24). The wave speeds in the limit

of a thin base state (5.4.19) and in the limit of a thick base state (5.4.20) are

independent of both surface tension and inertia, and are therefore purely gravity

driven. In particular, for a thin base state, the base-state solution for the axial

velocity (5.2.12) at the unperturbed free surface, r = S̄, is

w̄ ∼ (−1 + S̄)2

2
in the limit S̄ → 1+, (5.4.21)
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(a)

(b)

Figure 5.6: (a) The real parts of the linear growth rate σ plotted as a function of
k for the n = 0 mode for the thick-film WRIBL equations (4.2.19) and (4.2.32)
for S̄ = 2, Re = 2, and Γ = 1. (b) The wave speed c as a function of S̄ for
the n = 0 mode, specifically the kinematic wave ck (5.4.17) (solid black) and the
dynamic wave speeds cd+ and cd− (5.4.18) (dot-dashed blue and dot-dashed red,
respectively), for Re = 2 and Γ = 1.
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which is half of the kinematic wave speed in the limit of a thin base state (5.4.19).

Additionally, in the limit of a thick base state, the base-state solution for the axial

velocity (5.2.12) at the unperturbed free surface, r = S̄, is

w̄ ∼ 1

2
S̄2 log S̄ in the limit S̄ → ∞, (5.4.22)

which is half of the kinematic wave speed in the limit of a thick base state and

equal to the dynamic wave speeds in the limit of a thick base state (5.4.20).

The stability criterion (1.2.24) for the n = 0 mode can be recast as a stability

criterion based on the ratio Γ/Re, which measures the relative importance of

surface tension compared to inertia. The kinematic wave speed ck (5.4.17) and

the dynamic wave speed cd+ (5.4.18) can be substituted into the stability criterion

(1.2.24) to yield the stability criterion

Γ

Re
≤ ζ(0), where ζ(0) = −α2

α5

ÇÅ
α3

α1

− α4

2α2

ã2

+
α6

α2

− α2
4

2α2
2

å
≤ 0, (5.4.23)

for the n = 0 mode. In particular, equation (5.4.23) confirms that the n = 0 mode

is long-wave unstable for all (physically reasonable) values of Γ/Re.

5.4.1.2 n = 1 mode for small axial wavenumbers

Now we consider the n = 1 mode for small axial wavenumbers. Again, discarding

third and fourth-order derivatives, equation (5.4.5) can be rewritten in the form

of equation (1.2.21) as
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ã
S ′ +Reα2
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∂
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+ cd−
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∂

∂t
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∂
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ã
S ′ = 0, (5.4.24)

with kinematic wave speed

ck =
α3

α1

(5.4.25)

and dynamic wave speeds

cd± =
α4

2α2

±
 

α2
4

4α2
2

+
Γ β5
Reα2

− α6

α2

. (5.4.26)
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The dynamic wave speeds (5.4.26) for the n = 1 mode are purely real for all S̄,

unlike the previous case for the n = 0 mode in Section 5.4.1.1.

Figure 5.7(a) shows the real parts of the linear growth rate σ plotted as a

function of k for the n = 1 mode for the thick-film WRIBL equations (4.2.19) and

(4.2.32), showing that the solid curve for S̄ = 1.5 is stable and the dotted curve for

S̄ = 2.5 is long-wave unstable. Figure 5.7(b) shows the wave speed c as a function

of S̄ for the n = 1 mode, specifically the kinematic wave speed ck (5.4.25) (solid

black) and the dynamic wave speeds cd+ and cd− (5.4.26) (dot-dashed blue and

dot-dashed red, respectively). For values of S̄ to the left of the vertical dashed

line at ck = cd+ shown in Figure 5.7(b), the kinematic wave speed ck (5.4.25)

lies between the two dynamic wave speeds cd+ and cd− (5.4.26), and satisfies the

stability criterion (1.2.24). This agrees with the solid curve for S̄ = 1.5 in Figure

5.7(a) which shows stability. Conversely, for values of S̄ to the right of the vertical

dashed line at ck = cd+ shown in Figure 5.7(b), the kinematic wave speed ck

(5.4.25) is greater than the dynamic wave speeds cd+ and cd− (5.4.26), and violates

the stability criterion (1.2.24). This agrees with the dotted curve for S̄ = 2.5 in

Figure 5.7(a) which shows long-wave instability.

To confirm the general results given above, we now consider the behaviour of

the kinematic wave speed (5.4.25) and the dynamic wave speeds (5.4.26) in the

limit of a thin base state (S̄ → 1+), and in the limit of a thick base state (S̄ → ∞).

For a thin base state

ck ∼ (−1 + S̄)2 and cd± ∼ ±
…

5Γ

6Re
(−1 + S̄) in the limit S̄ → 1+, (5.4.27)

which satisfies the stability criterion (1.2.24) when

Γ

Re
≥ 6(−1 + S̄)3

5
, (5.4.28)

while for a thick base state

ck ∼ S̄2 log S̄ and cd± ∼ 1

2
S̄2 log S̄ in the limit S̄ → ∞, (5.4.29)

which violates the stability criterion (1.2.24). Thus, the stability criterion (1.2.24)

is satisfied in the limit of a thin base state, but is violated in the limit of a thick

base state, confirming the results given in Figure 5.7. The wave speeds in the limit



Chapter 5 243

(a)

(b)

Figure 5.7: (a) The real parts of the linear growth rate σ plotted as a function of k
for the n = 1 mode for the thick-film WRIBL equations (4.2.19) and (4.2.32) with
S̄ = 1.5 (solid) and S̄ = 2.5 (dotted) for Re = 2 and Γ = 1. (b) The wave speed c
as a function of S̄ for the n = 1 mode, specifically the kinematic wave ck (5.4.25)
(solid black) and the dynamic wave speeds cd+ and cd− (5.4.26) (dot-dashed blue
and dot-dashed red, respectively), for Re = 2 and Γ = 1, where the vertical dashed
line at ck = cd+ (i.e. at S̄ ≈ 1.804) denotes the transition from stable values of S̄
to long-wave unstable values of S̄.
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of a thick base state for the n = 1 mode (5.4.29) are identical to those for the

n = 0 mode (5.4.20), and are purely gravity driven. However, in the limit of a thin

base state, only the kinematic wave speed is identical for both the n = 1 mode

(5.4.27) and the n = 0 mode (5.4.19). The dynamic wave speeds in the limit of a

thin base state for the n = 1 mode (5.4.27) are a function of Γ and Re and the

n = 1 mode is stable in this limit when (5.4.28) is satisfied.

Again, the stability criterion (1.2.24) for the n = 1 mode can be recast as a

stability criterion based on the ratio Γ/Re. The kinematic wave speed ck (5.4.25)

and the dynamic wave speed cd+ (5.4.26) can be substituted into the stability

criterion (1.2.24) to yield the stability criterion

Γ

Re
≥ ζ(1), where ζ(1) =

α2

β5

ÇÅ
α3

α1

− α4

2α2

ã2
+
α6

α2

− α2
4

2α2
2

å
≥ 0, (5.4.30)

for the n = 1 mode. In particular, equation (5.4.30) confirms that the n = 1 mode

is stable when the effects of surface tension dominate the effects of inertia.

5.4.1.3 Mechanisms for (in)stability

We now compare the predictions of the Whitham wave hierarchy in order to de-

termine the mechanisms for (in)stability of the n = 0 and n = 1 modes. As shown

in Sections 5.4.1.1 and 5.4.1.2, the kinematic wave speed is identical for both the

n = 0 mode (5.4.17) and the n = 1 mode (5.4.25), whereas the dynamic wave

speeds for the n = 0 mode (5.4.18) and the n = 1 mode (5.4.26) differ by a single

term, namely the second term in the square root, which corresponds to the effect

of azimuthal curvature. Specifically, for the n = 0 mode (5.4.18) the azimuthal

curvature term includes “−α5” which is replaced by “+β5” for the n = 1 mode

(5.4.26). The difference in the sign of these terms reveals the opposing effects

that the azimuthal curvature has on the two modes. For the n = 0 mode, the az-

imuthal curvature decreases the speed of cd+ and increases the speed of cd− , which

narrows the range of stability (1.2.24), and conversely, for the n = 1 mode, the az-

imuthal curvature increases the speed of cd+ and decreases the speed of cd− , which

widens the range of stability (1.2.24). Therefore, the azimuthal curvature is the

key mechanism for both the long-wave instability for the n = 0 mode and for the

(in)stability of the n = 1 mode. This stabilising effect is confirmed by the limits of
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a thin base state (5.4.27) and a thick base state (5.4.29) for the n = 1 mode. For

the former, the azimuthal curvature is large and thus the stabilising effect on the

n = 1 mode is amplified, whereas for the latter, the azimuthal curvature is small

and thus the stabilising effect of the azimuthal curvature is diminished.

5.4.2 Wave speed for general axial wavenumbers

In Section 5.4.1, following Ruyer-Quil et al. [64], we considered the kinematic and

dynamic wave speeds for small axial wavenumbers. While this has allowed us to

determine that the azimuthal curvature is the key mechanism for the onset of the

long-wave instability, we have not taken into account how the third and fourth-

order derivatives in equations (5.4.4) and (5.4.5) affect the kinematic and dynamic

wave speeds for general axial wavenumbers.

5.4.2.1 n = 0 mode for general axial wavenumbers

We begin by considering the n = 0 mode. In the same way as in Section 5.4.1,

equation (5.4.4) can be rewritten as

α1

Å
∂

∂t
+ ck

∂

∂z

ã
S ′ +Reα2

Å
∂

∂t
+ cd−

∂

∂z

ãÅ
∂

∂t
+ cd+

∂

∂z

ã
S ′ + Γα7

∂4S ′

∂z4
= 0.

(5.4.31)

While equation (5.4.31) is not currently of the form of equation (1.2.21), it can be

recast into this form. To re-write equation (5.4.31) we set S ′(z, t) = S ′′(t)eikz in

order to express the fourth-order derivative as a second order derivative (i.e. by

setting ∂4/∂z4 = −k2∂2/∂z2) and then present the resulting equation in terms of

S ′(z, t) to yield

α1

Å
∂

∂t
+ ck

∂

∂z

ã
S ′ +Reα2

Å
∂

∂t
+ cd−

∂

∂z

ãÅ
∂

∂t
+ cd+

∂

∂z

ã
S ′ − k2Γα7

∂2S ′

∂z2
= 0.

(5.4.32)

Therefore, equation (5.4.32) can now be written in the form of equation (1.2.21)

as

α1

Å
∂

∂t
+ ck

∂

∂z

ã
S ′ +Reα2

Å
∂

∂t
+ cd∗−

∂

∂z

ãÅ
∂

∂t
+ cd∗+

∂

∂z

ã
S ′ = 0, (5.4.33)
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where the kinematic wave speed for general axial wavenumbers is identical to the

kinematic wave speed for small axial wavenumbers (5.4.17) and the dynamic wave

speeds for general axial wavenumbers are

cd∗± =
α4

2α2

±
 

α2
4

4α2
2

− Γα5

Reα2

− α6

α2

+ k2
Γα7

Reα2

. (5.4.34)

The dynamic wave speeds for general axial wavenumbers (5.4.34) differs from the

dynamic wave speeds for small axial wavenumbers by the addition of the k2 term in

the square root, which is due to the axial curvature. Note that the axial curvature

has a dispersive effect on the dynamic waves (i.e. it causes the dynamic wave speeds

to be dependent on the axial wavenumber k). In particular, the axial curvature

has a stabilising effect on the n = 0 mode as it increases cd∗+ and decreases cd∗− ,

which widens the range of stability (1.2.24). The dynamic wave speeds for general

axial wavenumbers (5.4.34) are purely real for all S̄ when a sufficiently large k is

chosen.

Figure 5.8(a) shows the real parts of the linear growth rate σ plotted as a

function of k for the n = 0 mode for the thick-film WRIBL equations (4.2.19)

and (4.2.32). Each curve in Figure 5.8(a) is long-wave unstable, but crosses the

horizontal axis at different values of k. In particular, the dashed curve for S̄ =

2.483 crosses the horizontal axis at k ≈ 2.5. Figure 5.8(b) shows the wave speed c as

a function of S̄ for the n = 0 mode, specifically the kinematic wave speed ck (5.4.17)

(solid black), the dynamic wave speeds for small axial wavenumbers cd+ and cd−

(5.4.18) (dot-dashed blue and dot-dashed red, respectively), and the dynamic wave

speeds for general axial wavenumbers cd∗+ and cd∗− (5.4.34) for k = 2.5 (dotted

blue and dotted red, respectively). The dynamic wave speeds for general axial

wavenumbers (5.4.34) are plotted for k = 2.5, however the curves in Figure 5.8(b)

are typical for any k > 0. While the stability criterion (1.2.24) is always violated

for the kinematic and dynamic wave speeds for small axial wavenumbers (when the

dynamic wave speeds for small axial wavenumbers are purely real), for non-small

axial wavenumbers the stability criterion (1.2.24) can be satisfied. For values of S̄

to the left of the vertical dot-dot-dashed line at ck = cd∗+ shown in Figure 5.8(b),

the kinematic wave speed ck (5.4.17) lies between the two dynamic wave speeds for

general axial wavenumbers cd∗+ and cd∗− (5.4.34) for k = 2.5, which satisfies the

stability criterion (1.2.24). This agrees with the dotted curve for S̄ = 2 in Figure
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(a)

(b)

Figure 5.8: (a) The real parts of the linear growth rate σ plotted as a function of
k for the n = 0 mode for the thick-film WRIBL equations (4.2.19) and (4.2.32)
with S̄ = 2 (dotted), S̄ = 2.483 (dashed), and S̄ = 3 (solid) for Re = 2 and
Γ = 1. (b) The wave speed c as a function of S̄ for the n = 0 mode, specifically
the kinematic wave speed ck (5.4.17) (solid black), the dynamic wave speeds for
small axial wavenumbers cd+ and cd− (5.4.18) (dot-dashed blue and dot-dashed
red, respectively), and the dynamic wave speeds for general axial wavenumbers
cd∗+ and cd∗− (5.4.34) for k = 2.5 (dotted blue and dotted red, respectively), for
Re = 2 and Γ = 1, where the vertical dot-dot-dashed line at ck = cd∗+ (i.e. at
S̄ ≈ 2.483) denotes the transition from values of S̄ which are stable for k = 2.5 to
values of S̄ which are long-wave unstable for k = 2.5.
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5.8(a) which is stable for k = 2.5. For values of S̄ to the right of the vertical

dot-dot-dashed line at ck = cd∗+ shown in Figure 5.8(b), the kinematic wave speed

ck (5.4.17) is greater than the dynamic wave speeds for general axial wavenumbers

cd∗+ and cd∗− (5.4.34) for k = 2.5, which violates the stability criterion (1.2.24).

This agrees with the solid curve for S̄ = 3 in Figure 5.8(a) which is unstable for

k = 2.5. For S̄ ≈ 2.483, i.e. on the vertical dot-dot-dashed line at ck = cd∗+ shown

in Figure 5.8(b), the kinematic wave speed ck (5.4.17) is equal to the dynamic

wave speed for general axial wavenumbers cd∗+ (5.4.34) for k = 2.5, which satisfies

the stability criterion (1.2.24). This agrees with the dashed curve for S̄ = 2.483 in

Figure 5.8(a) which is neutrally stable for k ≈ 2.5.

The results described above are for the case k = 2.5, however we expect that

the same qualitative behaviour would be observed for any k > 0. Specifically, the

dot-dot-dashed line in Figure 5.8(b) would be located at a different value of S̄ for

a different value of k > 0.

5.4.2.2 n = 1 mode for general axial wavenumbers

Now we consider the n = 1 mode. Using the same procedure used to obtain

equation (5.4.33), equation (5.4.5) can be rewritten in the form of equation (1.2.21)

as

(α1 + k2ReΓ β8)

Å
∂

∂t
+ ck∗

∂

∂z

ã
S ′ +Reα2

Å
∂

∂t
+ cd∗−

∂

∂z

ãÅ
∂

∂t
+ cd∗+

∂

∂z

ã
S ′ = 0,

(5.4.35)

with kinematic wave speed for general axial wavenumbers

ck∗ =
α3 + k2ReΓ β9
α1 + k2ReΓ β8

(5.4.36)

and dynamic wave speeds for general axial wavenumbers

cd∗± =
α4

2α2

±
 

α2
4

4α2
2

+
Γ β5
Reα2

− α6

α2

+ k2
Γα7

Reα2

. (5.4.37)

The kinematic wave speed for general axial wavenumbers (5.4.36) differs from the

kinematic wave speed for small axial wavenumbers (5.4.25) by the addition of the

k2 terms in the numerator and the denominator. These terms come from the
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azimuthal surface tension terms in equation (4.2.19) and have a dispersive effect

on the kinematic waves (i.e. they cause the kinematic wave speed to be dependent

on the axial wavenumber k). In particular, these terms have a stabilising effect on

the n = 1 mode by slowing the speed of ck∗ (as β8 grows at a greater rate than β9 as

S̄ is increased). The dynamic wave speeds for general axial wavenumbers (5.4.37)

differs from the dynamic wave speeds for small axial wavenumbers (5.4.26) by the

addition of the k2 term in the square root, which is due to the axial curvature.

This difference between the dynamic wave speeds for general axial wavenumbers

(5.4.37) and the dynamic wave speeds for small axial wavenumbers (5.4.26) is the

same for both the n = 0 and n = 1 modes.

Figure 5.9(a) shows the real parts of the linear growth rate σ plotted as a

function of k for the n = 1 mode for the thick-film WRIBL equations (4.2.19)

and (4.2.32). Each curve in Figure 5.9(a) is long-wave unstable, but crosses the

horizontal axis at different values of k. In particular, the dashed curve for S̄ =

2.958 crosses the horizontal axis at k ≈ 0.5. Figure 5.9(b) shows curves of the wave

speed c as a function of S̄ for the n = 1 mode, specifically the kinematic wave speed

for small axial wavenumbers ck (5.4.25) (solid black), the dynamic wave speeds for

small axial wavenumbers cd+ and cd− (5.4.26) (dot-dashed blue and dot-dashed

red, respectively), the kinematic wave speed for general axial wavenumbers ck∗

(5.4.36) for k = 0.5 (dotted black), and the dynamic wave speeds for general axial

wavenumbers cd∗+ and cd∗− (5.4.37) for k = 0.5 (dotted blue and the dotted red,

respectively). The kinematic wave speed for general axial wavenumbers (5.4.36)

and the dynamic wave speeds for general axial wavenumbers (5.4.37) are plotted

for k = 0.5, however the curves in Figure 5.9(b) are typical for any k > 0. We

have previously discussed the transition from stability to long-wave instability

when S̄ increases from left to right of the vertical dashed line (which corresponds

to ck = cd+) shown in Figure 5.9(b). For values of S̄ to the right of the vertical

dashed line at ck = cd+ but to the left of the vertical dot-dot-dashed line at

ck∗ = cd∗+ shown in Figure 5.9(b), the kinematic wave speed for general axial

wavenumbers ck∗ (5.4.36) for k = 0.5 is greater than the dynamic wave speeds

for general axial wavenumbers cd∗+ and cd∗− (5.4.37) for k = 0.5, which violates

the stability criterion (1.2.24). This agrees with the dotted curve for S̄ = 2.5 in

Figure 5.9(a) which is unstable for k = 0.5. For values of S̄ to the right of the

vertical dot-dot-dashed line at ck∗ = cd∗+ shown in Figure 5.9(b), the kinematic
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(a)

(b)

Figure 5.9: (a) The real parts of the linear growth rate σ plotted as a function of
k for the n = 1 mode for the thick-film WRIBL equations (4.2.19) and (4.2.32)
with S̄ = 2.5 (dotted), S̄ = 2.958 (dashed), and S̄ = 3.5 (solid) for Re = 2 and
Γ = 1. (b) The wave speed c as a function of S̄ for the n = 1 mode, specifically the
kinematic wave speed for small axial wavenumbers ck (5.4.25) (solid black), the
dynamic wave speeds for small axial wavenumbers cd+ and cd− (5.4.26) (dot-dashed
blue and dot-dashed red, respectively), the kinematic wave speed for general axial
wavenumbers ck∗ (5.4.36) for k = 0.5 (dotted black), and the dynamic wave speeds
for general axial wavenumbers cd∗+ and cd∗− (5.4.37) for k = 0.5 (dotted blue and
dotted red, respectively), for Re = 2 and Γ = 1, where the vertical dashed line
at ck = cd+ (i.e. at S̄ ≈ 1.804) denotes the transition from stable values of S̄
to long-wave unstable values of S̄, and where the vertical dot-dot-dashed line at
ck∗ = cd∗+ (i.e. at S̄ ≈ 2.958) denotes the transition from values of S̄ which are
stable for k = 0.5 to values of S̄ which are unstable for k = 0.5.
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wave speed for general axial wavenumbers ck∗ (5.4.36) for k = 0.5 lies between the

two dynamic wave speeds for general axial wavenumbers cd∗+ and cd∗− (5.4.37) for

k = 0.5, which satisfies the stability criterion (1.2.24). This agrees with the solid

curve for S̄ = 3.5 in Figure 5.9(a) which is stable for k = 0.5. For S̄ ≈ 2.958,

i.e. on the vertical dot-dot-dashed line at ck∗ = cd∗+ shown in Figure 5.9(b), the

kinematic wave speed for general axial wavenumbers ck∗ (5.4.37) for k = 0.5 is

equal to the dynamic wave speed for general axial wavenumbers cd∗+ (5.4.37) for

k = 0.5, which satisfies the stability criterion (1.2.24). This agrees with the dashed

curve for S̄ = 2.958 in Figure 5.9(a) which is neutrally stable for k ≈ 0.5.

The results described above are for the case k = 0.5, however we expect that

the same qualitative behaviour would be observed for any k > 0. Specifically, the

dot-dot-dashed line in Figure 5.9(b) would be located at a different value of S̄ to

the right of the dashed line for a different value of k > 0.

5.5 Nonlinear regime

In Sections 5.1, 5.3, and 5.4 we have extensively examined the behaviour of the

thick-film WRIBL equations (4.2.19) and (4.2.32) in the linear regime, and now

we extend our study into the nonlinear regime. Specifically, we will compare

the results from our parametric study of the n = 1 mode in S̄ − Γ parameter

space in the linear regime with the results of our calculations in the nonlinear

regime. Numerical simulations were performed using a well-tested C++ code (see

Appendix A.2).

Figure 5.10 shows the results of our parametric study of the linear stability

of the n = 1 mode in S̄ − Γ parameter space, in which a neutral stability curve

is plotted for the thick-film WRIBL equations (4.2.19) and (4.2.32). Note that

the curve in Figure 5.10 is identical to the solid curve in Figure 5.4. We choose

three points in Figure 5.10 which lie in the regions of linear stability (A), and

long-wave instability (B and C) for the n = 1 mode. In particular, where point

C lies close to the neutral stability curve. We show that: for point A, the results

from the linear calculations are stable for the n = 1 mode, and the solution in the

nonlinear regime has an axisymmetric free surface (corresponding to the n = 1

mode being stable); for point B, the results from the linear calculations are long-

wave unstable for the n = 1 mode, and the solution in the nonlinear regime has a



Chapter 5 252

Figure 5.10: The results of our parametric study of the linear stability of the
n = 1 mode of the flow plotted in S̄ − Γ parameter space with Re = 2. A neutral
stability curve is plotted for the thick-film WRIBL equations (4.2.19) and (4.2.32).
The crossed (labelled A, B, and C) correspond to the parameter values used in
the nonlinear calculations of the thick-film WRIBL equations (4.2.19) and (4.2.32)
described in Section 5.5.
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non-axisymmetric free surface (corresponding to the n = 1 mode being unstable);

and for point C, the results from the linear calculations are long-wave unstable for

the n = 1 mode, but the solution in the nonlinear regime has an axisymmetric free

surface (corresponding to the n = 1 mode being stable).

As the initial condition for our nonlinear calculations in Sections 5.5.1–5.5.3,

we use

q(θ, z, 0) = 0 (5.5.1)

for the axial flux, and

S(θ, z, 0) =S̄ − 0.01
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(5.5.2)

for the free surface, where zL = 20 and θL = 2π are the domain lengths of the pe-

riodic axial and azimuthal domain, respectively. The initial condition for the free

surface (5.5.2) has both small axisymmetric and small non-axisymmetric pertur-

bations to the base-state solution. A three-dimensional plot of the initial condition

for the free surface (5.5.2) is shown in Figure 5.11(a), and a top-down view of this

free surface is shown in Figure 5.11(b)

We use a final computational time of t = tf = 6 × 103 (t = tf = 2.4 ×
104 in Section 5.5.2) which is sufficiently long for the system to become fully

developed, settling into either axisymmetric or non-axisymmetric behaviour. In

order to show both axisymmetric and non-axisymmetric behaviour, we consider

the absolute value of the nth mode and the kth mode of the Fourier transform of

the free surface, i.e.

|Fn,k(t)| =
∣∣∣∣ 1

2πzL

∫ 2π

0

∫ zL

0

S (θ, z, t) e−ikz−inθ dzdθ

∣∣∣∣ . (5.5.3)

Our numerical simulations are periodic in the axial domain, therefore the axial

wavenumber k is an integer, and, in general, as k increases |Fn,k| becomes smaller.

In order to focus on azimuthal wavenumbers, we consider the absolute value of
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(a)

(b)

Figure 5.11: The initial condition for the free surface given by (5.5.2), with S̄ = 1.7,
displayed as (a) a three-dimensional plot, and (b) a top-down view, where, in (b),
lighter and darker colours represent a thicker and thinner film, respectively.
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the nth mode of the Fourier transform of the free surface by taking the sum of a

sufficiently large number of axial wavenumbers, i.e.

|Fn(t)| =
50∑
k=0

|Fn,k(t)| , (5.5.4)

where the axial wavenumbers we neglect (i.e. k > 50) are negligible. In what

follows, we plot both the free surface at t = tf , and |Fn|, for the parameter values

corresponding to points A, B, and C shown in Figure 5.10.

5.5.1 Flows which are axisymmetric in the linear and non-

linear regimes

We begin by considering the parameter values corresponding to point A in Figure

5.10, which lies in the region of linear stability for the n = 1 mode. In particular, we

show that the solution in the nonlinear regime with parameter values corresponding

to point A in Figure 5.10, and with initial condition (5.5.1) and (5.5.2), corresponds

to an axisymmetric free surface after an initial transient phase.

In order to quantitatively classify the solutions of the nonlinear calculations as

either an axisymmetric free surface or a non-axisymmetric free surface, we use the

absolute value of the Fourier transform of the free surface for the n = 1 mode (i.e.

|F1|) and the n = 2 mode (i.e. |F2|), given by (5.5.4), as a metric. Figure 5.12(a)

shows the absolute value of the Fourier transform of the free surface for the n = 1

mode |F1| as a function of t, with parameter values corresponding to point A in

Figure 5.10. From Figure 5.12(a) we see that |F1| has an initial transient phase and

then decays to zero at t ≈ 2× 103. Figure 5.12(b) shows the absolute value of the

Fourier transform of the free surface for the n = 2 mode |F2| as a function of t, with

parameter values corresponding to point A in Figure 5.10. Figure 5.12(b) shows

that, similarly to |F1|, |F2| has an initial transient phase before decaying to zero

at t ≈ 103. The decay of |F1| and |F2| represents the decay of non-axisymmetric

disturbances to the free surface.

Figure 5.13(a) shows a three-dimensional plot of the free surface at t = tf =

6× 103, which clearly shows that the free surface is axisymmetric. Figure 5.13(b)

shows a top-down view of the free surface at t = tf = 6×103. The axisymmetry of
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(a)

(b)

Figure 5.12: The absolute value of the Fourier transform of the free surface for (a)
the n = 1 mode |F1| and (b) n = 2 mode |F2| as a function of t from t = 0 to
t = tf = 6 × 103, with parameter values corresponding to point A in Figure 5.10
(Re = 2, Γ = 2, and S̄ = 1.7). Note that the scale of the vertical axis is different
in each part.
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(a)

(b)

Figure 5.13: The free surface at t = tf = 6 × 103, with parameter values corre-
sponding to point A in Figure 5.10 (Re = 2, Γ = 2, and S̄ = 1.7), displayed as
(a) a three-dimensional plot, and (b) a top-down view where, in (b), lighter and
darker colours represent a thicker and thinner film, respectively.
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the free surface can perhaps be seen more clearly in Figure 5.13(b), as the colours

are independent of θ. The decay of non-axisymmetric disturbances in Figure 5.12

results in the axisymmetric free surface at t = tf = 6 × 103, as shown in Figure

5.13.

Thus, we have shown that, for parameter values corresponding to point A

in Figure 5.10, the results from the linear calculations are stable for the n = 1

mode, and the solution in the nonlinear regime has an axisymmetric free surface

(corresponding to the n = 1 mode being stable). This demonstrates that the

solution in the nonlinear regime is predicted by the linear calculations.

5.5.2 Flows which are non-axisymmetric in the linear and

nonlinear regimes

Next, we consider the parameter values corresponding to point B in Figure 5.10,

which lies in the region of long-wave instability for the n = 1 mode. In particular,

we show that the solution in the nonlinear regime with parameter values corre-

sponding to point B in Figure 5.10, and with initial condition (5.5.1) and (5.5.2),

corresponds to a non-axisymmetric free surface after an initial transient phase.

Figure 5.14(a) shows the absolute value of the Fourier transform of the free

surface for the n = 1 mode |F1| as a function of t, with parameter values corre-

sponding to point B in Figure 5.10. From Figure 5.14(a) we see that |F1| does not
decay to zero as in Figure 5.12. Specifically, from Figure 5.14(a), we see that |F1|
oscillates around a gradually decaying mean value until t ≈ 104 after which |F1|,
in general, oscillates around a constant (non-zero) mean value. Figure 5.14(b)

shows the absolute value of the Fourier transform of the free surface for the n = 2

mode |F2| as a function of t, with parameter values corresponding to point B in

Figure 5.10. Figure 5.14(b) shows that, similarly to |F1|, |F2| oscillates around a

gradually decaying mean value until t ≈ 104 after which |F2|, in general, oscillates

around a constant (non-zero) mean value. In Figure 5.14 we have chosen a final

computational time of t = tf = 2.4 × 104 (i.e. three times longer than in Figure

5.12) to show that both |F1| and |F2| do not decay to zero, and so, in this case,

the free surface remains non-axisymmetric. Specifically, the oscillations of |F1|
and |F2| around a constant (non-zero) mean value indicate that the significance of

the n = 1 and n = 2 modes varies over time. Consequently, the non-axisymmetric
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(a)

(b)

Figure 5.14: The absolute value of the Fourier transform of the free surface for (a)
the n = 1 mode |F1| and (b) n = 2 mode |F2| as a function of t from t = 0 to
t = tf = 2.4× 104, with parameter values corresponding to point B in Figure 5.10
(Re = 2, Γ = 0.1, and S̄ = 1.7). Note that the scale of the vertical axis is different
in each part.
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disturbances to the free surface undergo periods of growth and decay as time pro-

gresses.

Figure 5.15(a) shows a three-dimensional plot of the free surface at t = tf =

2.4 × 104, which clearly shows that the free surface is non-axisymmetric. Figure

5.15(b) shows a top-down view of the free surface at t = tf = 2.4 × 104. Unlike

Figure 5.13(b), the colours in Figure 5.15(b) are dependent on θ.

Thus, we have shown that, for parameter values corresponding to point B in

Figure 5.10, the results from the linear calculations are long-wave unstable for the

n = 1 mode, and the solution in the nonlinear regime has a non-axisymmetric free

surface (corresponding to the n = 1 mode being unstable). This demonstrates

that the solution in the nonlinear regime is predicted by the linear calculations.

5.5.3 Flows which are non-axisymmetric in the linear regime

and axisymmetric in the nonlinear regime

Finally, we consider the parameter values corresponding to point C in Figure 5.10,

which lies in the region of long-wave instability for the n = 1 mode, but close to the

neutral stability curve. In particular, we show that the solution in the nonlinear

regime with parameter values corresponding to point C in Figure 5.10, and with

initial conditions (5.5.1) and (5.5.2), corresponds to an axisymmetric free surface

after an initial transient phase.

Figure 5.16(a) shows the absolute value of the Fourier transform of the free

surface for the n = 1 mode |F1| as a function of t, with parameter values corre-

sponding to point C in Figure 5.10. Figure 5.16(a) shows that |F1| has an initial

transient phase and then decays to zero at t ≈ 500 (which is qualitatively the

same as Figure 5.12(a)). Figure 5.16(b) shows the absolute value of the Fourier

transform of the free surface for the n = 2 mode |F2| as a function of t, with

parameter values corresponding to point C in Figure 5.10. Figure 5.16(b) shows

that, similarly to |F1|, |F2| has an initial transient phase before decaying to zero at

t ≈ 500 (which is qualitatively the same as Figure 5.12(b)). The decay of |F1| and
|F2| represents the decay of non-axisymmetric disturbances to the free surface.

Figure 5.17(a) shows a three-dimensional plot of the free surface at t = tf =

6× 103, which clearly shows that the free surface is axisymmetric. Figure 5.17(b)
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(a)

(b)

Figure 5.15: The free surface at t = tf = 2.4 × 104, with parameter values corre-
sponding to point B in Figure 5.10 (Re = 2, Γ = 0.1, and S̄ = 1.7), displayed as
(a) a three-dimensional plot, and (b) a top-down view where, in (b), lighter and
darker colours represent a thicker and thinner film, respectively.
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(a)

(b)

Figure 5.16: The absolute value of the Fourier transform of the free surface for (a)
the n = 1 mode |F1| and (b) n = 2 mode |F2| as a function of t from t = 0 to
t = tf = 6 × 103, with parameter values corresponding to point C in Figure 5.10
(Re = 2, Γ = 2, and S̄ = 2). Note that the scale of the vertical axis is different in
each part.
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(a)

(b)

Figure 5.17: The free surface at t = tf = 6 × 103, with parameter values corre-
sponding to point C in Figure 5.10 (Re = 2, Γ = 2, and S̄ = 2), displayed as (a) a
three-dimensional plot, and (b) a top-down view where, in (b), lighter and darker
colours represent a thicker and thinner free surface, respectively.
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Figure 5.18: The real parts of the linear growth rate σ plotted as a function of k
for the thick-film WRIBL equations (4.2.19) and (4.2.32), with parameter values
corresponding to point C in Figure 5.10 (Re = 2, Γ = 2, and S̄ = 2), for the n = 0
(dashed) and n = 1 (solid) modes. The inset shows a zoom of the real parts of the
linear growth rates near k = 0 mode in greater detail.

shows a top-down view of the free surface at t = tf = 6×103. The axisymmetry of

the free surface can perhaps be seen more clearly in Figure 5.17(b), as the colours

are independent of θ. Figure 5.17 is qualitatively the same as Figure 5.13, despite

the results from the linear calculations in Figure 5.10 showing the parameter values

corresponding to point C lie in the region of long-wave instability of the n = 1

mode.

Thus, we have shown that, for parameter values corresponding to point C in

Figure 5.10, the results from the linear calculations are long-wave unstable for the

n = 1 mode, whereas the solution in the nonlinear regime has an axisymmetric

free surface (corresponding to the n = 1 mode being stable). This demonstrates

that the linear calculations are insufficient for delineating the threshold between

axisymmetry and non-axisymmetry in the nonlinear regime.

We can explain this disagreement by examining the real parts of the linear

growth rates. Figure 5.18 shows the real parts of the linear growth rate σ plotted

as a function of k for the thick-film WRIBL equations (4.2.19) and (4.2.32) for

the n = 0 (dashed) and n = 1 (solid) modes, with parameter values corresponding

to point C in Figure 5.10. The real parts of the linear growth rates are long-

wave unstable for both modes, but the real parts of the linear growth rate for the

n = 1 mode are dominated the much larger real parts of the linear growth rate
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for the n = 0 mode. The free surface quickly evolves to the free surface shown

in Figure 5.17, in which the axisymmetric bulges are formed due to the dominant

n = 0 long-wave instability. However, these numerical solutions then imply that

this saturated shape is stable to non-axisymmetric n = 1 perturbations, and so

in the nonlinear regime this non-axisymmetric instability is suppressed, therefore,

the free surface remains axisymmetric thereafter. The quick saturation is visible

in both parts of Figure 5.16, in which |F1| and |F2| decay to zero much quicker

than in Figure 5.12. Therefore, the results in the present section show that there

is a region of S̄ − Γ parameter space, close to the neutral stability curve for the

n = 1 mode, for which the solution in the nonlinear regime is not predicted by the

linear calculations.

5.6 Comparison with the experimental results of

Gabbard and Bostwick [222]

In Section 1.6.2, we discussed the experimental results of Gabbard and Bostwick

[222], and, in particular, the results of their parametric study for the transition

from a non-axisymmetric flow to an axisymmetric flow, as it depends upon the

fibre diameter and surface tension (Figure 1.41). In this section, we now compare

our results obtained in Sections 5.1–5.5 with the experimental results of Gabbard

and Bostwick [222].

Gabbard and Bostwick [222] found that decreasing the fibre diameter (while

surface tension remains fixed) causes a transition from non-axisymmetric to ax-

isymmetric flow. Decreasing the fibre diameter amplifies the effect of the azimuthal

curvature which, as discussed in Section 5.4.1.3, is the key mechanism for the

(in)stability of the n = 1 mode. This is in agreement with our results, which

show that decreasing S̄ also amplifies the effect of the azimuthal curvature, which

stabilises the n = 1 mode, resulting in axisymmetry. Gabbard and Bostwick [222]

also found that decreasing the strength of surface tension (while the fibre diameter

remains fixed) causes a transition from non-axisymmetric to axisymmetric flow.

This contradicts our results, which show that decreasing Γ destabilises the n = 1

mode, which causes the flow to become non-axisymmetric.

Despite our extensive study of the thick-film WRIBL equations (4.2.19) and
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(4.2.32) in the linear regime (Sections 5.1, 5.3, and 5.4), our comparison with the

real parts of the linear growth rate of the flow described by the Navier–Stokes

equations (4.1.11)–(4.1.21) (Sections 5.2 and 5.3), and the solutions of the thick-

film WRIBL equations (4.2.19) and (4.2.32) in the nonlinear regime (Section 5.5),

we have not been able to completely recover the experimental results of Gabbard

and Bostwick [222], specifically, we have not been able to recover the transition

from a non-axisymmetric flow to an axisymmetric flow when the strength of surface

tension is decreased. Unfortunately, Gabbard and Bostwick [222] do not give any

discussion of the physical mechanism(s) which cause this transition from a non-

axisymmetric flow to an axisymmetric flow as the strength of surface tension is

decreased, and so we can only speculate about the reasons for this contradiction

with our results. Perhaps the most likely reason for this contradiction is that

Gabbard and Bostwick [222] begin their experiments by applying the fluid to the

side of the fibre (i.e. they impose a highly non-axisymmetric initial condition, which

is far outside the range of applicability of linear theory), whereas we have assumed

that the free surface is initially almost axisymmetric with small axisymmetric

and/or non-axisymmetric perturbations. Therefore, similar to the results shown

in Section 5.5.3, it is possible that the disagreement is due to linear theory failing to

predict the threshold between axisymmetry and non-axisymmetry in the nonlinear

regime. To provide evidence to support this speculation, we consider the solution

of the thick-film WRIBL equations (4.2.19) and (4.2.32) in the nonlinear regime

with a highly non-axisymmetric initial condition for the free surface.

5.6.1 Highly non-axisymmetric initial condition

As the highly non-axisymmetric initial condition for the nonlinear calculations

presented in this section, we use

q(θ, z, 0) = 0 (5.6.1)
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for the axial flux, and

S(θ, z, 0) =1.1 + 0.493
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for the free surface, where zL = 20 and θL = 2π are the domain lengths of the

periodic axial and azimuthal domain, respectively. The initial condition for the

free surface (5.6.2) is highly non-axisymmetric with a single long bulge on one side

of the fibre. Note that the combination of axisymmetric and non-axisymmetric

perturbations in (5.6.2) (i.e. the second to sixth lines) is the same as in (5.5.2). A

three-dimensional plot of the initial condition for the free surface (5.6.2) is shown

in Figure 5.19(a), and a top-down view of this free surface is shown in Figure

5.19(b). The mean value of the initial condition for the free surface (5.6.2) is

approximately 1.6423, and so we set S̄ = 1.6423, and choose parameter values

which lie in the stable region of Figure (5.10) for the n = 1 mode, namely Re = 2

and Γ = 0.5. Figure 5.20 shows the real parts of the linear growth rate σ plotted

as a function of k for the thick-film WRIBL equations (4.2.19) and (4.2.32) for the

n = 0 (dashed) and n = 1 (solid) modes, with Re = 2, Γ = 0.5, and S̄ = 1.6423.

For these parameter values, the n = 0 mode is (of course) long-wave unstable,

whereas the n = 1 mode is stable. In what follows, we show that choosing a

highly non-axisymmetric initial condition for the free surface (5.6.2) can result in

a solution in the nonlinear regime which has a non-axisymmetric free surface for

parameter values which lie in the region of linear stability for the n = 1 mode.

Figure 5.21 shows a plot of the maximum film thickness (solid) and the min-

imum film thickness (dashed) as a function of t, for Re = 2 and Γ = 0.5. Fig-

ure 5.21 shows that there are three types of behaviour that approximately cor-

respond to t ∈ [0, 104], t ∈ (104, 1.5 × 104], and t ∈ [1.5 × 104, tf = 2.4 × 104].

For t ∈ [0, 104], there is a short initial transient phase after which the maxi-

mum (minimum) film thickness monotonically decreases (increases) as the ini-

tially highly non-axisymmetric free surface becomes flatter until t ≈ 104. For

t ∈ (104, 1.5×104], there is a small increase (decrease) in the maximum (minimum)
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(a)

(b)

Figure 5.19: The initial condition for the free surface given by (5.6.2), displayed
as (a) a three-dimensional plot, and (b) a top-down view, where, in (b), lighter
and darker colours represent a thicker and thinner film, respectively.
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Figure 5.20: The real parts of the linear growth rate σ plotted as a function of k
for the thick-film WRIBL equations (4.2.19) and (4.2.32) with Re = 2, Γ = 0.5,
and S̄ = 1.6423, for the n = 0 (dashed) and n = 1 (solid) modes.

Figure 5.21: Plot of the maximum film thickness (solid) and the minimum film
thickness (dashed) plotted as a function of t from t = 0 to t = tf = 2.4× 104, with
Re = 2 and Γ = 0.5 for the thick-film WRIBL equations (4.2.19) and (4.2.32).
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film thickness, after which they remain approximately constant until t ≈ 1.5×104.

For t ∈ [1.5× 104, tf = 2.4× 104], the maximum film thickness and the minimum

film thickness oscillate irregularly with time.

We gain further insight into the effect of the highly non-axisymmetric initial

condition for the free surface (5.6.2) on our nonlinear solutions of the thick-film

WRIBL equations (4.2.19) and (4.2.32) by examining the absolute value of the

Fourier transform of the free surface (5.5.4). Figure 5.22(a) shows the absolute

value of the Fourier transform of the free surface for the n = 1 mode |F1| as a

function of t, with Re = 2 and Γ = 0.5. Figure 5.22(a) shows that there are

again three types of behaviour which correspond to the same times as in Figure

5.21. For t ∈ [0, 104], |F1| decays, however, this decay occurs gradually over time,

and not quickly as the |F1| in Figures 5.12 and 5.16. Over this time interval,

the maximum film thickness of the initially highly non-axisymmetric free surface

decreases, which leads to this decay of |F1|. For t ∈ (104, 1.5 × 104], there is a

small increase in |F1|, after which it begins to decay again, albeit at a slower rate,

until t ≈ 1.5 × 104. Unlike in Figures 5.12 and 5.16, |F1| in Figure 5.22(a) never

decays to zero. For t ∈ [1.5 × 104, tf = 2.4 × 104], |F1| oscillates with time in

the same way as in Figure 5.14 (i.e. around a constant (non-zero) mean value),

and so, in this case, the free surface remains non-axisymmetric. Specifically, the

oscillations of |F1| and |F2| around a constant (non-zero) mean value indicate that

the significance of the n = 1 and n = 2 modes varies over time. This change in the

behaviour of |F1| from a gradual monotonic decay to oscillation with time is due to

a nonlinear non-axisymmetric instability. Figure 5.22(b) shows the absolute value

of the Fourier transform of the free surface for the n = 2 mode |F2| as a function

of t, with Re = 2 and Γ = 0.5. The behaviour of |F2| (which also never decays

to zero in Figure 5.22(b)) mirrors that of |F1| discussed above, however, the size

of |F2| is, of course, much smaller than the size of |F1| due to our choice of the

highly non-axisymmetric initial condition for the free surface (5.6.2).

Choosing the highly non-axisymmetric initial condition for the free surface

(5.6.2) significantly increases the intricacy of the behaviour of the solutions of

the thick-film WRIBL equations (4.2.19) and (4.2.32) in the nonlinear regime

when compared with the initial condition for the free surface with both small

axisymmetric and small non-axisymmetric perturbations to the base-state solution

(5.5.2), as described in Section 5.5. We now examine the free surface in each of
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(a)

(b)

Figure 5.22: The absolute value of the Fourier transform of the free surface for (a)
the n = 1 mode |F1| and (b) n = 2 mode |F2| as a function of t from t = 0 to
t = tf = 2.4 × 104, with Re = 2 and Γ = 0.5. Note that the scale of the vertical
axis is different in each part.
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the three time intervals discussed in Figures 5.21 and 5.22. Figure 5.23(a) shows a

three-dimensional plot of the free surface at t = 7.5×103, and Figure 5.23(b) shows

a top-down view of the free surface at t = 7.5× 103. At t = 7.5× 103, the highly

non-axisymmetric initial condition for the free surface (5.6.2) has experienced an

axisymmetric instability. Specifically, the single long bulge has broken up into two

distinct bulges which flow down the same side of the fibre. This behaviour is similar

to the flow patterns observed by Gabbard and Bostwick [222] (see Figure 1.40).

Figure 5.24(a) shows a three-dimensional plot of the free surface at t = 1.5× 104,

and Figure 5.24(b) shows a top-down view of the free surface at t = 1.5 × 104.

At t = 1.5 × 104, the two bulges have “connected” in the azimuthal direction.

The amplitude of the bulges remains (approximately) constant (see Figure 5.21),

however, despite the flow remaining non-axisymmetric, the degree of this non-

axisymmetry has diminished (see Figure 5.22). Figure 5.25(a) shows a three-

dimensional plot of the free surface at t = tf = 2.4×104, and Figure 5.25(b) shows

a top-down view of the free surface at t = tf = 2.4×104. At t = tf = 2.4×104, the

two bulges have broken up due to a nonlinear non-axisymmetric instability, and

the free surface reaches a configuration similar to that of Figure 5.15, in which the

free surface remains non-axisymmetric, and the non-axisymmetric disturbances to

the free surface undergo periods of growth and decay as time progresses.

In summary, in this section we have shown that choosing a highly non-axisymmetric

initial condition for the free surface such as (5.6.2) can result in a solution in the

nonlinear regime which has a non-axisymmetric free surface for parameter values

which lie in the region of linear stability for the n = 1 mode. However, as the

results presented in this section show, it appears that there exists a nonlinear non-

axisymmetric instability which could be the reason for the apparent contradiction

between our results and the experimental results of Gabbard and Bostwick [222].

5.7 Conclusions

In this chapter, for the non-axisymmetric coating of a vertical fibre by a thick

film of fluid, in the linear regime, we analysed the analytical and numerical results

of the thick-film WRIBL equations (4.2.19) and (4.2.32), the thick-film gradient-

expansion equation (4.3.5), the thin-film gradient-expansion equation (4.3.7), and

the Navier–Stokes equations (4.1.11)–(4.1.21). Our study was the first to explore
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(a)

(b)

Figure 5.23: The free surface at t = 7.5× 103, with Re = 2 and Γ = 0.5, displayed
as (a) a three-dimensional plot, and (b) a top-down view where, in (b), lighter and
darker colours represent a thicker and thinner free surface, respectively.
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(a)

(b)

Figure 5.24: The free surface at t = 1.5× 104, with Re = 2 and Γ = 0.5, displayed
as (a) a three-dimensional plot, and (b) a top-down view where, in (b), lighter and
darker colours represent a thicker and thinner free surface, respectively.
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(a)

(b)

Figure 5.25: The free surface at t = tf = 2.4 × 104, with Re = 2 and Γ = 0.5,
displayed as (a) a three-dimensional plot, and (b) a top-down view where, in (b),
lighter and darker colours represent a thicker and thinner free surface, respectively.
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the thick-film regime for non-axisymmetric flow down a vertical fibre. Addition-

ally, we were the first to compare our results with those of the Navier–Stokes

equations (4.1.11)–(4.1.21) in the linear regime for general axial wavenumbers, for

non-axisymmetric flow down a vertical fibre. However, our comparisons with the

results of the Navier–Stokes equations (4.1.11)–(4.1.21) in the linear regime have

shown that the thick-film WRIBL equations (4.2.19) and (4.2.32) significantly

overpredict the range of unstable parameter values. Furthermore, in the nonlin-

ear regime, we analysed the numerical results of the thick-film WRIBL equations

(4.2.19) and (4.2.32). Notably, we were the first to attempt to match theoretical

results in both the linear and nonlinear regimes with the experimental results of

Gabbard and Bostwick [222].

In Section 5.1 we performed a linear stability analysis of the flow described

by the thick-film WRIBL equations (4.2.19) and (4.2.32), the thick-film gradient-

expansion equation (4.3.5), and the thin-film gradient-expansion equation (4.3.7).

In particular, in Section 5.1.1, we obtained an analytical expression for the linear

growth rate for the n = 0 and n = 1 modes for small axial wavenumbers. For

small axial wavenumbers, the stability was governed by σ2(0) given by (5.1.13),

and σ2(1) given by (5.1.15), for the n = 0 and n = 1 modes, respectively. For the

n = 0 mode, σ2(0) (5.1.13) was always positive, thus the effects of both inertia and

azimuthal curvature were destabilising. For the n = 1 mode, the inertial terms in

σ2(1) (5.1.15) were always positive (i.e. destabilising), while the azimuthal surface

tension terms were always negative (i.e. stabilising).

In Section 5.2 we performed a linear stability analysis of the flow described by

the Navier–Stokes equations (4.1.11)–(4.1.21). In Section 5.2.1 we provided a more

comprehensive account of the analysis, which was previously summarised in a con-

densed form by Dávalos-Orozco and Ruiz-Chavarŕıa [214] and Ruiz-Chavarŕıa and

Dávalos-Orozco [215]. In particular, in Sections 5.2.1.1 and 5.2.1.2, we obtained an

analytical expression for the linear growth rate for the n = 0 and n = 1 modes for

small axial wavenumbers, respectively. For small axial wavenumbers, the stability

was governed by σ2(0) given by (5.2.61), and σ2(1) given by (5.2.97), for the n = 0

and n = 1 modes, respectively. For the n = 0 mode, σ2(0) (5.2.61) was identical

to σ2(0) given by (5.1.13), and thus was always positive, thus the effects of both

inertia and azimuthal curvature were destabilising. For the n = 1 mode, the az-

imuthal curvature terms in σ2(1) (5.2.97) were always negative (i.e. destabilising),
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while the inertial terms could be either positive or negative, therefore there was

a range of values of S̄, Re, and Γ for which inertia was stabilising for the n = 1

mode for small axial wavenumbers.

In Section 5.3 we numerically investigated the linear stability of the flow de-

scribed by the thick-film WRIBL equations (4.2.19) and (4.2.32), the thick-film

gradient-expansion equation (4.3.5), the thin-film gradient-expansion equation (4.3.7),

and the Navier–Stokes equations (4.1.11)–(4.1.21) for general axial wavenumbers.

In Section 5.3.1 we examined the linear stability of the flow for the n = 0 mode for

general axial wavenumbers. The flow described by the thick-film WRIBL equa-

tions (4.2.19) and (4.2.32), the thick-film gradient-expansion equation (4.3.5), the

thin-film gradient-expansion equation (4.3.7), and the Navier–Stokes equations

(4.1.11)–(4.1.21) was always long-wave unstable for the n = 0 mode. In Section

5.3.2 we examined the linear stability of the flow for the n = 1 mode for gen-

eral axial wavenumbers. The flow described by the thick-film WRIBL equations

(4.2.19) and (4.2.32), the thick-film gradient-expansion equation (4.3.5), and the

thin-film gradient-expansion equation (4.3.7) was either stable or long-wave unsta-

ble for the n = 1 mode, and was stabilised by decreasing S̄ and/or increasing Γ.

Additionally, we observed that the flow described by the Navier–Stokes equations

(4.1.11)–(4.1.21) was either stable or long-wave unstable or finite-wave unstable

(see Figure 5.1), and was, in general, also stabilised by decreasing S̄ and/or in-

creasing Γ.

In Section 5.4 we used the thick-film WRIBL equations (4.2.19) and (4.2.32) to

implement the Whitham wave hierarchy (see Section 1.2.2). In particular, we used

the framework of the Whitham wave hierarchy to gain insight into the mechanisms

for the (in)stability of the n = 0 and n = 1 modes. Specifically, we derived

explicit expressions for the kinematic and dynamic wave speeds for these modes

and determined the stability of these modes by using the stability criterion (1.2.24).

In Section 5.4.1 we derived explicit expressions for the kinematic and dynamic

wave speeds for small axial wavenumbers. In Section 5.4.1.3, by examining the

kinematic and dynamic wave speeds, respectively, for the n = 0 mode (5.4.17)

and (5.4.18), and the n = 1 mode (5.4.25) and (5.4.26), we determined that

the azimuthal curvature was the key mechanism for the long-wave instability of

the n = 0 mode and the onset of the long-wave instability of the n = 1 mode.

Specifically, azimuthal curvature destabilised the n = 0 mode and stabilised the
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n = 1 mode. In Section 5.4.2 we derived explicit expressions for the kinematic

and dynamic wave speeds for general axial wavenumbers. For both the n = 0

and n = 1 modes, the axial curvature had a dispersive effect on the dynamic

waves. In particular, the axial curvature had a stabilising effect on the n = 0 and

n = 1 modes by widening the range of stability (1.2.24). For the n = 1 mode, the

azimuthal surface tension terms in equation (4.2.19) had a dispersive effect on the

kinematic waves. In particular, these terms had a stabilising effect on the n = 0

mode by slowing the kinematic wave speed for general axial wavenumbers.

In Section 5.5 we compared the results from our parametric study of the n =

1 mode in S̄ − Γ parameter space in the linear regime with the results of our

calculations in the nonlinear regime. In particular, we chose three points in Figure

5.10 which lay in the regions of linear stability (A), long-wave instability (B),

and long-wave instability but close to the neutral stability curve (C). In Section

5.5.1 we showed that, for parameter values corresponding to point A in Figure

5.10, the results from the linear calculations were stable for the n = 1 mode,

and the solution in the nonlinear regime had an axisymmetric free surface after

an initial transient phase (corresponding to the n = 1 mode being stable). This

demonstrated that the solution in the nonlinear regime was predicted by the linear

calculations. In Section 5.5.2 we showed that, for parameter values corresponding

to point B in Figure 5.10, the results from the linear calculations were long-wave

unstable for the n = 1 mode, and the solution in the nonlinear regime had a non-

axisymmetric free surface after an initial transient phase (corresponding to the

n = 1 mode being unstable). This demonstrated that the solution in the nonlinear

regime was predicted by the linear calculations. In Section 5.5.3 we showed that,

for parameter values corresponding to point C in Figure 5.10, the results from

the linear calculations were long-wave unstable for the n = 1 mode, whereas the

solution in the nonlinear regime had an axisymmetric free surface after an initial

transient phase (corresponding to the n = 1 mode being stable). In this case,

the free surface quickly evolved to a shape which was saturated and was stable to

non-axisymmetric n = 1 perturbations. Therefore, there was a region of S̄ − Γ

parameter space, close to the neutral stability curve for the n = 1 mode, for which

the solution in the nonlinear regime was not predicted by the linear calculations.

In Section 5.6 we compared our results from Sections 5.1–5.5 with the ex-

perimental results of Gabbard and Bostwick [222]. Gabbard and Bostwick [222]
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observed that the transition from a non-axisymmetric flow to a symmetric flow

occurred when the fibre diameter was decreased (which agreed with our results)

and/or the strength of surface tension was decreased (which contradicted our re-

sults). In their experiments, Gabbard and Bostwick [222] applied the fluid to

the side of the fibre (i.e. they imposed a highly non-axisymmetric initial condi-

tion, which was far outside the range of applicability of linear theory), whereas

we assumed that the free surface was initially almost axisymmetric with small

axisymmetric and/or non-axisymmetric perturbations. We speculated that, sim-

ilar to the results shown in Section 5.5.3, it was possible that the disagreement

was due to linear theory failing to predict the threshold between axisymmetry

and non-axisymmetry in the nonlinear regime. To provide evidence to support

this speculation, we considered the solution of the thick-film WRIBL equations

(4.2.19) and (4.2.32) in the nonlinear regime with the highly non-axisymmetric

initial condition for the free surface (5.6.2) (a single long non-axisymmetric bulge)

in Section 5.6.1. The mean value of the highly non-axisymmetric initial condition

for the free surface (5.6.2) was approximately 1.6423, and so we chose Re = 2

and Γ = 0.5 such that these parameter values lay in the regions of linear stabil-

ity for the n = 1 mode. Our nonlinear calculations revealed that choosing the

highly non-axisymmetric initial condition for the free surface (5.6.2) significantly

increased the intricacy of the behaviour of the solutions of the thick-film WRIBL

equations (4.2.19) and (4.2.32) in the nonlinear regime when compared with the

initial condition for the free surface with both small axisymmetric and small non-

axisymmetric perturbations to the base-state solution (5.5.2). Initially, the highly

non-axisymmetric initial condition for the free surface (5.6.2) was broken into dis-

tinct bulges due to an axisymmetric instability, which resulted in a flow pattern

similar to that observed experimentally by Gabbard and Bostwick [222] (see Figure

1.40). Next, the distinct bulges were “connected” in the azimuthal direction, and

despite the flow remaining non-axisymmetric, the degree of the non-axisymmetry

diminished. Finally, the bulges had broken up due to a nonlinear non-axisymmetric

instability, and the free surface remained non-axisymmetric. This nonlinear non-

axisymmetric instability could be the reason for the contradiction between our

results and the experimental results of Gabbard and Bostwick [222].



Chapter 6

Conclusions and future work

In this chapter, we conclude the work presented in this thesis. In particular, in

Section 6.1 we summarise the main results of this thesis, and in Section 6.2 we

outline some possible extensions to the work presented in this thesis.

6.1 Conclusions

In this thesis, we have formulated and analysed novel models for two different

coating flow problems, namely the coating of a two-dimensional uniformly rotating

horizontal elliptical cylinder by a thick film of fluid and a thin film of fluid, and

the non-axisymmetric coating of a vertical fibre by a thick film of fluid.

In Chapter 1 we described the modelling techniques used throughout this thesis,

and discussed the relationship between the length scales which arise in flow on

a curved substrate in order to make precise the distinction between a thin-film

approximation and a long-wave approximation. We also discussed the relevant

previous works on flow on circular and elliptical cylinders, and axisymmetric and

non-axisymmetric fibre flow.

In Chapter 2 we considered the coating of a two-dimensional uniformly rotat-

ing horizontal elliptical cylinder by a thick film of fluid and a thin film of fluid.

We formulated the problem in the rotating frame using a body-fitted curvilinear

coordinate system. We used a long-wave approximation to derive the thick-film

ellipse equation (2.2.14), which incorporated the effects of cylinder eccentricity,
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rotation, gravity, centrifugation, viscosity, and surface tension. We also used a

thin-film approximation to derive the thin-film ellipse equation (2.3.13), which

also incorporated the effects of cylinder eccentricity, rotation, gravity, centrifuga-

tion, viscosity, and surface tension. We recovered the special cases of a circular

cylinder, and a rotating and inclined flat plate from both the thick-film ellipse

equation (2.2.14) and the thin-film ellipse equation (2.3.13).

In Chapter 3 we analysed the analytical and numerical results of the thin-film

ellipse equation (2.3.13). From the results of a parametric study on the dimension-

less rotation speed, we identified four characteristic behaviours of the free surface

corresponding to the rotation speed, namely the low rotation speed regime, the

low-moderate rotation speed regime, the high-moderate rotation speed regime, and

the high rotation speed regime. We fully explored these four regimes and deter-

mined the values of the dimensionless rotation speed for the transition between

these for regimes. We then examined how these values changed when the ellipse

is highly eccentric. For the special case of a stationary ellipse, we showed that

when the ellipse is highly eccentric, a portion of fluid is trapped on top of the

ellipse. By examining a variety of analytically tractable limits, we have shown

that the behaviour of a thin film of fluid coating a two-dimensional uniformly ro-

tating elliptical cylinder is radically different when compared to the circular case.

In particular, by examining the limit of a nearly-circular ellipse, we showed that

even a relatively mild departure from circularity produced significant qualitative

and quantitative differences from the behaviour in the circular case.

In Chapter 4 we considered the non-axisymmetric coating of a vertical fibre by

a thick film of fluid. We formulated the three-dimensional problem using a cylin-

drical coordinate system. We used a long-wave approximation and the WRIBL

method to derive the thick-film WRIBL equations (4.2.19) and (4.2.32), which

incorporated the effects of gravity, viscosity, inertia, and surface tension, and al-

lows for variations in the film in both the axial and azimuthal directions. We

performed a gradient expansion on the azimuthal flux and axial flux to reduce

the thick-film WRIBL equations (4.2.19) and (4.2.32) to a single equation for the

film radius, namely the thick-film gradient-expansion equation (4.3.5). We then

further reduced the thick-film WRIBL equations (4.2.19) and (4.2.32) by applying

a thin-film approximation to the unscaled thick-film gradient-expansion equation

(4.3.5). We then neglected terms of second-order in the thin-film small aspect ratio
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to obtain the thin-film gradient-expansion equation (4.3.7).

In Chapter 5 we analysed the analytical and numerical results of the thick-film

WRIBL equations (4.2.19) and (4.2.32) in the linear and nonlinear regimes. In

the linear regime, we showed that, in general, the results of the linear calculations

of the thick-film WRIBL equations (4.2.19) and (4.2.32) correctly predicted the

results of the linear calculations of the Navier–Stokes equations (4.1.11)–(4.1.21).

From our linear calculations, we showed that increasing the effect of inertia and/or

increasing the film radius and/or decreasing the effect of surface tension triggers the

onset of a non-axisymmetric instability. By using the framework of the Whitham

wave hierarchy, we determined that azimuthal curvature is the key mechanism

for onset of a non-axisymmetric instability. In the nonlinear regime, we showed

that, in general, the results of the linear calculations of the thick-film WRIBL

equations (4.2.19) and (4.2.32) correctly predicted the solution of the thick-film

WRIBL equations (4.2.19) and (4.2.32) in the nonlinear regime. Our results in the

nonlinear regime revealed a nonlinear non-axisymmetric instability. We speculated

that this nonlinear non-axisymmetric instability is the reason for the apparent

contradiction between our results and the experimental results of Gabbard and

Bostwick [222].

6.2 Future work

The work presented in this thesis motivates many potential directions for future

work. An obvious direction for future work would be to compare the results in

Chapters 3 and 5 with the results of DNS, however we will discuss other potential

directions for future work for each of the two problems considered in this thesis in

turn.

6.2.1 Future work motivated by Chapters 2 and 3

The problem of fluid coating a two-dimensional uniformly rotating elliptical cylin-

der has many possible extensions and directions for future work.

In Chapter 3 we extensively studied the limit of a nearly-circular ellipse (b →
1−), however we did not consider the limit of a nearly-flat ellipse (b → 0+). The
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limit of a nearly-flat ellipse would be a particularly interesting limit for further

study, as both Moffatt [57] and Pukhnachev [58] used a circular cylinder as a

simple model for a knife (see Section 1.4.1), whereas a nearly-flat ellipse is a more

accurate model for a knife.

We extensively studied the thin-film ellipse equation (2.3.13) in Chapter 3, but,

due to time constraints, we did not study the results of the thick-film ellipse equa-

tion (2.2.14). It would be interesting to compare the solutions of both equations,

and, in particular, the special case of a stationary ellipse could prove interesting

as there is a potential for the film thickness to exceed the range of validity of the

thin-film approximation (see Figure 1.10).

The circular problem has already been extended to include many other physical

effects, such as the effect of an irrotational airflow [152; 153], dewetting effects

[154; 155], non-isothermal effects [156; 157], the effects of a magnetic field [115],

surfactant effects [114; 158], and the effect of drying on a film laden with colloidal

particles [159]. We could extend the elliptical problem in the same way by including

one or more of these other physical effects. In particular, including dewetting

effects [154; 155] would be particularly interesting, as this would open up the

possibility to study film rupture at the tips of the ellipse.

We could extend the ellipse problem to three dimensions as an elliptical cylinder

and investigate how the elliptical cross-section will impact the behaviour of the free

surface in the three-dimensional case. We could also extend the ellipse problem to

three dimensions as an ellipsoid. Recent work on the coating of a three-dimensional

rotating ellipsoid with a thin film of fluid [230] could easily be extended to consider

the coating of a three-dimensional rotating ellipsoid with a thick film of fluid, using

our work in Chapter 2.

We could include the effects of convective inertia and the Coriolis force, both

of which we have neglected at present. To include these effects, we would need

to use the WRIBL method. We could also include the effect of Euler force by

introducing a time-dependent rotation speed [224, Chapter 3], which would also

likely require the use of the WRIBL method.

We have shown that the geometry of an ellipse has a significant influence on

the free surface, and so it would also be interesting to use control theory to control

the free surface towards a desired target state [231].
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6.2.2 Future work motivated by Chapters 4 and 5

The problem of the non-axisymmetric coating of a vertical fibre by a thick film of

fluid also has many possible extensions and directions for future work.

In Chapter 5, our nonlinear calculations with a highly non-axisymmetric ini-

tial condition for the free surface revealed a nonlinear non-axisymmetric instability,

which would be a particularly interesting topic for further study. In particular,

further study of this nonlinear non-axisymmetric instability might confirm our pro-

posed explanation for the contradiction between our results and the experimental

results of Gabbard and Bostwick [222].

We could extend the thick-film WRIBL equations (4.2.19) and (4.2.32) to in-

clude the effects of viscous dispersion at second order in the long-wave approxi-

mation, i.e. extending the first-order model to the simplified second-order model

(see Section 1.2.1.4). The simplified second-order model would consist of three

equations, as the azimuthal flux would have an independent evolution equation

(i.e. the azimuthal velocity would no longer be linked to the free surface). We

expect that the simplified second-order model would improve the agreement with

the Navier–Stokes equations (4.1.11)–(4.1.21) in the linear and nonlinear regimes.

It would be interesting to include other physical effects to enhance or sup-

press the non-axisymmetric instability. For example, we could introduce another

non-axisymmetric instability-inducing effect, such as electric field [219] or thermal

effects [220], or we could introduce the effect of a rotating fibre to make the n = 1

mode dominant [203]. We could also introduce other physical effects to stabilise all

azimuthal wavenumbers, such as the electric effects studied by Wray et al. [198].

An extension of particular interest would be to consider different fibre shapes

(i.e. fibres which have a non-circular cross-section). Differently shaped fibres have,

at present, only been considered experimentally [232]. By using the body-fitted

curvilinear coordinate system described in Chapter 2, as well as the WRIBL

method, a model for a different fibre shape could be developed.
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Numerical schemes

In this appendix, we give the details of the codes used to obtain numerical solutions

of the thin-film ellipse equation (2.3.13) in Chapter 3 and the thick-film WRIBL

equations (4.2.19) and (4.2.32) in Chapter 5. All numerical codes discussed in this

section were implemented either in C++ or Mathematica [229], and are based on

previous well-tested numerical schemes by one of the author’s supervisors (Dr A.

W. Wray) [55; 60; 62; 233].

A.1 Numerical solution of the thin-film ellipse

equation (2.3.13)

In Chapter 3, to obtain numerical solutions of the thin-film ellipse equation (2.3.13)

we used a numerical code which was implemented in C++ and is based on an

existing code by Dr A. W. Wray, which is well-tested, with convergence and va-

lidity tests performed. The original code solved the thick-film gradient-expansion

model (equation (3.18) from Wray and Cimpeanu [60]), and the thin-film gradient-

expansion model (equation (6.13) from Wray et al. [55] and equation (3.19) from

Wray and Cimpeanu [60]) for the circular problem; we replace these equations by

inputting the thin-film ellipse equation (2.3.13).

The code used the method of lines in which the PDE is discretised in space using

a second-order centred-finite-difference method, which results in a large number

of coupled ODEs in time, and allows periodic boundary conditions to be imposed.
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A second-order centred-finite-difference method is used as it offers second-order

accuracy and is more accurate than a one-sided finite difference method (such as

first-order forwards or first-order backwards) which only offers first-order accuracy.

For time integration, a second-order implicit trapezium rule method was used. This

method was used as it offers second-order accuracy for solving stiff equations which

are not particularly complicated to implement, such as a single evolution equation

for η in the present case. To improve the speed of computations, the code uses an

adaptive time-stepping method, where the initial time step was set to be 0.001.

A uniform grid of 2000 spatial grid points was chosen, as refinement tests

showed that doubling the number of spatial grid points did not result in discernible

differences between the two numerical solutions, indicating convergence in space.

Validity tests were performed by comparing our numerical solutions against our

analytical solutions in Chapter 3.

The C++ code was tested against a separate code which was implemented in

Mathematica [229] by Dr A. W.Wray. The Mathematica code also uses the method

of lines, discretising the PDE in space using a second-order centred-finite-difference

method. In Mathematica, the time integration is performed automatically based

on desired accuracy and precision goals. Refinement and validity tests were con-

ducted on the Mathematica code as well. The comparison confirmed the agreement

between the C++ and Mathematica implementations. The Mathematica code was

the initial code used, however for values of W in the high rotation speed regime

and in the upper end of the high-moderate rotation speed regime, the automated

time integration in Mathematica led to high memory usage, ultimately causing the

code to crash before reaching the desired final time. This crash prompted us to

switch to using the C++ code instead.

A.2 Numerical solution of the thick-film WRIBL

equations (4.2.19) and (4.2.32)

In Chapter 5, to obtain numerical solutions of the thick-film WRIBL equations

(4.2.19) and (4.2.32) we used a numerical code which was implemented in C++

and is based on an existing code by Dr A. W. Wray, which is well-tested, with

convergence and validity tests performed. The original code solved the WRIBL
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equations (equations (4), (5), and (10) from Wray et al. [231]) for the planar

electrostatic-control problem; we replace these equations by inputting the thick-

film WRIBL equations (4.2.19) and (4.2.32).

The code used the method of lines in which the PDE is discretised in space using

a second-order centred-finite-difference method, which results in a large number

of coupled ODEs in time and allows periodic boundary conditions to be imposed.

A second-order centred-finite-difference method is used as it offers second-order

accuracy and is more accurate than a one-sided finite difference method (such as

first-order forwards or first-order backwards) which only offers first-order accuracy.

For time integration, a first-order backwards Euler implicit method was used. This

method was used as it offers greater numerical stability for solving stiff equations

which are complicated to implement, such as two coupled evolution equations for

S and q in the present case. To improve the speed of computations, the code uses

an adaptive time-stepping method, where the initial time step was set to be 0.01.

The code is multi-threaded which exploits parallel processes where one process

constantly recomputes the Jacobian while another process applies it.

A uniform grid of 6000 spatial grid points (30 in the azimuthal direction and

200 in the axial direction) was chosen, as refinement tests showed that doubling the

total number of spatial grid points (40 in the azimuthal direction and 300 in the

axial direction to give 12000 total spatial grid points) did not result in discernible

differences between the two numerical solutions, indicating convergence in space.

Validity tests were performed by comparing our numerical solutions against our

analytical solutions in Chapter 5.

The code was tested against a separate existing C++ code by Dr A. W. Wray

which used a Runga-Kutta-45 solver in time, which was also well-tested, with

convergence and validity tests performed. To avoid confusion, hereafter we will

refer to the C++ code with the Runga-Kutta-45 solver in time and the C++ code

with the first-order backwards Euler implicit method as simply the “RK45 code”

and the “backwards Euler code”, respectively. The original RK45 code solved the

WRIBL equations (equations (B1)–(B12) from Wray et al. [62]) for the planar

electrostatic problem, and equations (10) and (11) from Wray et al. [233] for the

electrostatic suppression of the “coffee-stain effect”; we replace these equations

by inputting the thick-film WRIBL equations (4.2.19) and (4.2.32). Refinement

and validity tests were then performed on the modified RK45 code as well. The
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comparison confirmed the agreement between the backwards Euler code and the

RK45 code. The RK45 code was the initial code used, however, while accurate, the

computational time was too long for the parameter values used in our calculations.

The long computational time prompted us to switch to using the backwards Euler

code instead.
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Chebyshev–Tau method

The Chebyshev–Tau method is a well-known numerical method which is used to

find the eigenvalues of the linearised Navier–Stokes equations [60; 62; 234–238].

We first describe the process of the Chebyshev–Tau method in general before later

discussing how this was implemented and used in Chapter 5.

The Chebyshev–Tau method seeks a solution for velocity components (u, v, w)

and pressure p as a series expansion involving N Chebyshev polynomials, with

these polynomials serving as basis functions for each field. By substituting this

expansion into the Navier–Stokes and continuity equations, we obtain a system of

4N +1 coupled ODEs: N coefficients for each of the linearised u, v, w, and p, and

one coefficient for the linearised film thickness. To impose boundary conditions,

m rows (where m represents the number of boundary conditions) are replaced

within this system with the m boundary conditions. This results in a generalised

eigenvalue problem which can be easily solved using Mathematica [229]. We are

only interested in the behaviour of the largest eigenvalue, as this corresponds to the

most unstable (or least stable) mode and thus will determine if linear perturbations

to the base-state solution grow or decay. While the solution becomes more accurate

as the value of N increases, the computational cost also increases.

The numerical code for the Chebyshev–Tau method was implemented in Math-

ematica [229] and is based on an existing implementation by Dr A. W. Wray, which

is well-tested with validity tests performed. This numerical code has been success-

fully used in other previous works for flow on circular cylinders [60] and flow down

inclined planes [62], and was modified by inputting the Navier–Stokes equations
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(4.1.11)–(4.1.21). We used N = 18 Chebyshev polynomials, as we found that this

gave the best balance between computational cost and accuracy. In our imple-

mentation of the Chebyshev–Tau method, we have m = 7 boundary conditions

(i.e. three at the surface of the fibre (4.1.15) and four at the free surface (4.1.17)–

(4.1.21)). Validity tests were performed by comparing our numerical results from

this code against our analytical solutions in Section 5.2.1.



Appendix C

Stability matrices

C.1 Stability matrix A0(0)

The matrix A0(0) in the matrix problem (5.2.49) is given by

A0(0) =



1 1 0 1 0

−1 1 1 3 0

0 0 −2S̄ −8S̄3 S̄2

i

S̄
iS̄ iS̄ log S̄ iS̄3 σ1(0) + i

1− S̄2 + 2S̄2 log S̄

4

0 0 0 16iS̄2 0


. (C.1.1)
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C.2 Stability matrix A1(0)

The matrix A1(0) in the matrix problem (5.2.59) is given by

A1(0) =



1 1 0 1 i
ReS̄

384

(
7 + 12S̄2 + 30s̄2 log S̄

)
−1 1 1 3 i

ReS̄

192

(
7 + 12S̄2 + 33s̄2 log S̄

)
0 0 −2S̄ −8S̄3 i

ReS̄4

32
C1

i

S̄
iS̄ iS̄ log S̄ iS̄3 σ2(0) +

ReS̄4

768
C2

0 0 0 16iS̄2 −Γ +
ReS̄3

(
1 + S̄2

)
8



, (C.2.1)

where

C1 =− S̄2 − 4
(
−2 + S̄2

)
log S̄ + 8S̄2 log2 S̄, (C.2.2)

C2 =− 3− 35S̄2 − 12
(
−1 + S̄2

)
log S̄ + 24

(
1 + S̄2

)
log2 S̄. (C.2.3)
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C.3 Stability matrix A0(1)

The matrix A0(1) in the matrix problem (5.2.73) is given by

A0(1) =



1 1 0 0 −i 0 0

0 0 1 1 1 0 0

0 2 0 0 2i i 0

−S̄2 −S̄4 iS̄2 −iS̄4 4i −iS̄2 0

1 −3S̄2 −i iS̄2 0 i S̄2

i iS̄2 0 0
1

S̄2
− log S̄ σ1(1) + i

1− S̄2 + 2S̄2 log S̄

4

2iS̄ −2iS̄3 2S̄ −2S̄3 4

S̄
2S̄ 0



.

(C.3.1)

C.4 Stability matrix A1(1)

The matrix A1(1) in the matrix problem (5.2.95) is given by

A1(1) =



1 1 0 0 −i 0 −iReS̄2C3

0 0 1 1 1 0 ReS̄2C4

0 2 0 0 2i i iReS̄2C5

−S̄2 −S̄4 iS̄2 −iS̄4 4i −iS̄2 −iReS̄8C6

1 −3S̄2 −i iS̄2 0 i −iReS̄6C7

i iS̄2 0 0
1

S̄2
− log S̄ σ2(1) +ReS̄6C8

2iS̄ −2iS̄3 2S̄ −2S̄3 4

S̄
2S̄ ΓS̄2 +ReS̄7C9



, (C.4.1)
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where

C3 =
1

4608
(
1 + S̄2

) (
1 + S̄4

)2
[
− 21 + 49S̄2 − 24S̄4 + 58S̄6 + 3S̄8 + 51S̄10

+ 6S̄2
(
3 + 3S̄2 + 7S̄4 + 3S̄6 + 4S̄8

)
log S̄

]
,

(C.4.2)

C4 =
1

4608
(
1 + S̄2

) (
1 + S̄4

)2
[
− 37 + 49S̄2 − 248S̄4 + 310S̄6 − 241S̄8 + 51S̄10

+ 6S̄2(9− 15S̄2 + 13S̄4 − 15S̄6 + 4S̄8) log S̄

]
,

(C.4.3)

C5 =
1

2304
(
1 + S̄2

) (
1 + S̄4

)2
[
6S̄2(9− 3S̄2 + 16S̄4 + 7S̄8 + 3S̄10) log S̄

+ 34 + 139S̄2 − 13S̄4 + 346S̄6 − 68S̄8 + 123S̄10 − 9S̄12

]
,

(C.4.4)

C6 =
1

1152
(
1 + S̄2

) (
1 + S̄4

)2
[
86 + 68S̄2 − 89S̄4 + 323S̄6 − 199S̄8 + 87S̄10

+ 3
(
101− 19S̄2 + 142S̄4 − 18S̄6 + 41S̄8 + S̄10

)
log S̄

]
,

(C.4.5)

C7 =
1

384
(
1 + S̄2

) (
1 + S̄4

)[144− 108S̄2 + 183S̄4 − 85S̄6

+ 3(−1− S̄2 + 23S̄4 + 7S̄6) log S̄

]
+

log2 S̄

32
,

(C.4.6)

(C.4.7)
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C8 =
1

4608
(
1 + S̄2

) (
1 + S̄4

)2
[
6(−73 + 20S̄2 − 143S̄4 + 21S̄6 − 70S̄8 + S̄10) log S̄

− 23 + 51S̄2 − 28S̄4 + 62S̄6 + S̄8 + 53S̄10

]
−
(
5− 2S̄2 + S̄4

)
log2 S̄

128
(
1 + S̄4

) ,

(C.4.8)

C9 =
1

576
(
1 + S̄2

) (
1 + S̄4

)2
[
6(16− 20S̄2 + 35S̄4 − 9S̄6 + 19S̄8 + 11S̄10) log S̄

− 88 + 5S̄2 − 221S̄4 + 77S̄6 + 95S̄8 − 132S̄10

]
− log2 S̄

32
.

(C.4.9)
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