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Abstract

Novel emerging dynamic interactions in converter-permeated power systems are in

urgent need of thorough investigation. Their potential for causing deterioration of

power system stability and the introduction of previously unseen oscillations can lead

to problems such as damage or tripping of equipment, load shedding measures, or even

cascading failures leading to blackouts. The result of this is the stagnation of the critical

uptake of renewable energy-sourced generation and the unwillingness to decommission

fossil-fuelled synchronous generators.

The wide-bandwidth control of converters-interfaced generators bring

unconventional dynamics and the potential for interaction with other power system

elements from electromechanical to electromagnetic timescales. A further consequence

of this is the requirement for more detailed models of power system components such

as dynamic representation of the electromagnetic elements of the network. It is well

understood that traditional grid-following converter control approaches, which track

the voltage angle at the connection point and output the specified power accordingly,

will introduce significant challenges when they constitute high penetrations of the

generation mixture of a power system. As such, grid-forming converter control is

expected to be utilised to ensure the formation and maintenance of the grid voltage

phasor in converter-permeated bulk power systems. In addition to this, the flexibility

of converter control results in a plethora of possible implementations, especially for

the grid-forming converters whose application to bulk power systems are less mature.

Furthermore, the variability of the renewable energy sources driving the converter-

interfaced generation magnifies the uncertainty and potential range of system operating

points. Even greater complexity is compounded by the more distributed nature of
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converter-interfaced generation compared to traditional synchronous generators.

Ultimately, we find a huge range of operating points, system layouts, converter

control philosophies, realisations, architectures, and tunings, all of which increase

the complexity of the system dynamics and obscure the pre-existing intuition of

power system engineers, especially with regards to multi-machine (or multi-element)

interactions. This is the reason for the focus in this thesis on investigative studies of

multi-machine interactions and the development of analysis methodologies which take

into account the complexity of converter-permeated systems. Furthermore, caused in

part by this increased dependence on the converter controllers, traditional static grid

strength metrics such as the short circuit ratio (SCR) are becoming less valid.

In this context, small-signal modelling and analysis is utilised for interaction

identification and characterisation studies in power systems, revealing the potential

impact of the integration of converters for a range of system conditions and controller

variations. Additionally, a framework is developed to enable characterisation of

dynamic interactions in the context of probabilistic small-signal analysis. This offers

an approach to understand any given system in terms of both the stability and involved

elements for specific interactions across the full operating range. Finally, in response

to the decreasing validity of static grid strength metrics as converters proliferate, a

modal contribution metric is introduced which enables observation of the small-signal

variability of voltage magnitude and/or frequency at different locations in response

to standard disturbances. In theme with the rest of the work in this thesis, the

corresponding approach also allows for the further investigation of the interactive

characteristics of the specific modes contributing most to said small-signal variability.

Ultimately, the investigations performed and analysis methodologies developed will

help in the ongoing process of comprehending the dynamics of modern and future

converter-permeated bulk power systems with a particular focus on small-signal multi-

machine interactions.
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Chapter 1

Introduction

1.1 Motivation

As variable renewable energy sources (RESs) and their grid-interfacing converters

proliferate, the dynamics of the power system quickly diverge from the well

studied and understood dynamics of the synchronous generator (SG)-dominated past.

This is further compounded by the growing influence of other power electronics-

interfaced devices such as battery energy storage systems (BESSs), high voltage

direct current (HVDC) interconnectors, and electric vehicles (EVs). The resultant

complexity, resource uncertainty, and relative infancy of the academic literature

introduces unsolved, and potentially even as of yet unidentified challenges, halting

the urgently necessary uptake of RES-based devices and phasing out of fossil-fuelled

generation. However, the use of investigative studies into emerging small-signal

dynamic interactions and the development of new analysis methodologies can help

to enable better understanding of dynamics to ensure stable, secure operation of power

systems with RES-based converter-interfaced generators (CIGs). Ultimately, this helps

to illuminate the path towards the mitigation of the devastating effects of climate

change1. This is illustrated in Fig. 1.1 which provides a summary of the high-level

motivations driving the work in this thesis. In particular, the uptake of RESs is

evidenced by statistics from the International Energy Agency (IEA) [4], which forecasts
1The devastation of climate change, including the multitude of resultant environmental and social

catastrophes, is well-established with some further reading found in [1–3].
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Figure 1.1: Illustration of the high-level motivations.

a global increase of almost 90% by 2030 compared to 2023 levels. Visualisation of this

forecast, along with the breakdown of RESs by technology is seen in Fig. 1.2.
Global electricity generation by technology, 2000-2030 
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Figure 1.2: Global electricity generation by technology, forecast by the International
Energy Agency (IEA) [4].

It is not necessarily the case that the influx of CIGs will deteriorate the dynamic

response and stability of the power system. In fact, there is potential for improved

power system dynamic response through manipulation of the flexible, digitally

implemented control schemes. For example, it is known that as the penetration
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of CIGs increases, traditional grid-following (GFL) control will be susceptible to

instabilities [5] but the inclusion of grid-forming (GFM) control can often maintain

stability of the voltage-sourced system [6] in such circumstances. However, this

understanding is based on the fundamental concepts of GFL and GFM control (see

Section 1.2.2 for more information), while actual control implementation can be more

complex and might introduce unexpected dynamics and interactions under different

operating conditions. Furthermore, novel control-based stability mechanisms–which

were previously impossible due to the rigidity of the SG dynamics–are made possible

in CIG-permeated systems. For example, fast frequency response (FFR) [7] or

impedance shaping [8, 9], amongst others. Ultimately, the range of possible control

implementations, and hence dynamics, on the power system can aid or deteriorate the

system response, but either way the complexity is escalated.

In this context, the research in this thesis follows two primary intertwining goals.

The first is towards the shedding of light on novel power system small-signal dynamics

and interactions resulting from the vast uptake of CIGs, with a particular interest in the

use of GFM control. While the second proposes methodologies for better understanding

small-signal dynamics in power systems with CIGs from a probabilistic and then an

output variability perspective.

Small-signal studies make use of the linear approximation around the power system

operating point, enabling associated analysis techniques [10–14]. It is utilised in this

work for extracting the eigenvalue decomposed dynamics of power systems with CIGs,

offering insights into novel emerging interactions and their behavioural characteristics

and potential for mitigation. This is a common study approach in power system

engineering but the relative unfamiliarity of CIG-permeated systems necessitates

further case studies with regards to different control philosophies (e.g., GFL and GFM),

architectures (i.e., cascaded structures), implementations (e.g., virtual synchronous

machine vs. droop control [15]), and tunings, in addition to different power system

layouts, operating points, generation mixtures, amongst other aspects, to ensure a

comprehensive understanding of how future power systems will respond to the small-

disturbances which they are continually subjected to.
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Moreover, as a result of the increasing uptake of variable RESs and the

concomitant uncertainty of operating point, probabilistic methods are becoming

increasingly necessary in CIG-permeated bulk power systems (BPSs) [16,17]. However,

when executing probabilistic small-signal analysis (PSSA), practitioners are generally

restricted to worst-case stability index-based assessments with the majority of the

detail obscured by the plethora of data [18–23], even for modern machine-learning-

enhanced approaches [24, 25]. Therefore, we suggest a framework for the PSSA of

power systems with CIG which enables the characterisation and behavioural analysis of

specific dynamic interactions across the full operating range. This should theoretically

provide a comprehensive overview of interactions of which to be vigilant as well as

greater confidence for the system operator with regards to the (small-signal) stable

operation of any given system despite likely operating point variations.

Another ongoing research area is associated with the limitations of short-circuit

ratio (SCR)–and similar traditional static grid strength metrics–in CIG-permeated

BPSs. The SCR has been used as a proxy measure for grid strength since it reflects

the impedance coupling from an ideal voltage source [26]. However, CIG current

limitation to protect the power electronic switches means that it will not provide the

same level of short-circuit current, even if using GFM control approaches. Furthermore,

such metrics focus on fundamental frequency dynamics and do not capture the wide

bandwidth interactions that might be seen in CIG-permeated power systems. Recent

attempts at grid strength quantification have proved better at reflecting the influence of

CIGs [26–29], however, these are either based on small-signal stability margins and/or

are not able to reflect the decoupling of voltage and frequency strength in modern

power systems [15, 30, 31]. Whereas, in this thesis we suggest an alternative viewpoint

for small-signal grid strength through a perspective of small-signal variability (related

to time-domain amplitude deviations)–rather than small-signal stability margin–which

can capture the decoupling of voltage magnitude and frequency strength, as well as

the impact of different small-signal disturbance locations on the variability of the

system. From this, a quantification metric and analysis methodology is derived based

on the modal superposition concept. By adopting a modal contribution perspective, the
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influence of particular dynamic modes/eigenvalues (which might represent interactions

between power system elements) on the small-signal variability of the output time-

domain response can be investigated. The approach is also shown to enable the

analysis of small-signal variability, including the influence of different dynamic modes,

on different timescales.

Ultimately, the work in this thesis is expected to benefit electrical engineers in both

academia and industry through progression of the knowledge of the emerging power

system dynamic landscape with respect to multi-machine interactions involving CIGs,

while providing tools to better analyse such systems from a small-signal perspective.

The technical motivations of the thesis goals are explored more thoroughly in the

discussions of the technical background in Section 1.2, before the contributions and

publications are outlined in Section 1.3 and Section 1.4, respectively. The outline of

the thesis is detailed in Section 1.5.

1.2 Background

With the high-level motivation justified, this section provides further general technical

context and hence reasoning for the targeted studies throughout the thesis2. This

includes an overview of the changes occurring within the power system dynamic

landscape, the underlying concepts associated with the GFL and GFM control

philosophies, the need for more detailed power system models, and the basics of small-

signal modelling and analysis.

1.2.1 The Changing Dynamic Landscape

The power system dynamic transition is characterised by an increasing dependence

on converter control and variable RESs. This causes drastic change for steady-state,

small-signal, and large-signal stability3.
2A literature review is provided at the start of each technical chapter in this thesis (Chapters 3 to

6 and Appendix B) to contextualise the specific contributions and novelty with respect to the state-of-
the-art.

3Note, small- or large-signal phraseology is often replaced with small- or large-disturbance in the
literature.
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Power System Stability Classifications

Epitomising the scale of the undergoing changes is the recent revision and extension

of the power system stability classifications by a Task Force set up by the

Institute of Electrical and Electronic Engineers (IEEE) Power System Dynamic

Performance Committee, as reported in [32] (summarised in [33]). It is explained

how the introduction of CIGs may influence traditional stability categories, and in

particular how “CIGs can impact a wide range of dynamic phenomena, ranging from

electromagnetic transients to voltage stability, and across both small- and large-

disturbance stability.” For example, it is stated that CIGs can affect electromechanical

modal characteristics such as damping, frequency and observability, thereby influencing

small-signal rotor angle stability. Similarly, large-signal rotor angle stability can be

influenced by reduced system inertia and non-swing-equation-based dynamic behaviour

resulting from CIG controls. With regards to voltage stability, the emergence of active

distribution networks with significant penetrations of CIGs can influence the reactive

power flows and hence voltage dynamics of the larger system. Finally, it is described

that CIGs can be a detriment to frequency stability if they reduce inertia provision or

are limited in supply due to RES intermittency, but the flexibility of control can also

enable FFR [7] provided sufficient active power headroom and over-sizing of electrical

components. In general, it is repeatedly mentioned that the inclusion of CIGs can have

positive or negative impact on different stability categories dependent on a wide range

of factors–including choice of control, system operating point, system layout, etc.–

and hence there is often no consensus on the overall dynamic understanding and best

practices with regards to the choice of location, controller architecture, and controller

tuning of CIGs. This is the basis for the investigative studies in this thesis, whereby

we have aimed to increase the depth of knowledge within the literature relating to

small-signal interactions in power systems with CIGs. This includes participation factor

(PF)-based analysis for better understanding the underlying mechanisms of novel multi-

machine interactions, in addition to parametric sensitivity studies and the influence of

different controller architecture choices.

In addition to the influence of CIGs on existing stability phenomena, there is the
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introduction of two completely new classifications: resonance stability and converter-

driven stability. The full resultant framework is found in the hierarchical diagram of Fig.

1.3. The resonance stability phenomena incorporates torsional resonance and electrical

resonance. These are both primarily due to interactions involving series compensation,

with the former involving the mechanical turbine-governor shaft and the latter with

the electrical aspects of the (usually induction) generator. The control of CIGs–or

other converter-interfaced devices such as HVDC connections, flexible AC transmission

system (FACTS) devices, EVs, amongst others–acting in the timescales of such sub-

synchronous phenomena can influence their characteristics. When considering torsional

resonance, this is termed device-dependent subsynchronous oscillation (DDSSO) and for

electrical resonance it is termed subsynchronous control interaction (SSCI) [34]. Note,

DDSSO may also refer to interactions with non converter-interfaced controllers such as

power system stabilisers (PSSs). It is highlighted that the influence of control in DDSSO

can be both beneficial or detrimental, whereas discussions of SSCI are usually related

to circumstances whereby the control of the doubly-fed induction generator’s converter

is the catalyst for the negative damping characteristic resulting in instability. However,

they emphasise the fact that the underlying phenomena related to the resonance

stability is not dependent on the CIG control.

Contrastingly, as the name suggests, converter-driven stability is directly caused by

power electronic converters and their controllers. As a result of the wide-bandwidth of

converter control, interactions from electromechanical to electromagnetic timescales can

occur. To address this, the converter-driven stability has been split into fast interaction

and slow interaction categories. The former applying to dynamics approximately 10 Hz

or less and the latter covering everything above this, up to the kHz range.

Despite the unarguable usefulness of the classification framework presented in

[32, 33] and Fig. 1.3, an alternative approach has been proposed by Shair et al.

in [35] which aims to maintain consistency with respect to the categories of the original

classification developed in 2004 [36]. They argue that the resonance and converter-

driven stability categories do not fall into the system variable, disturbance size, and

time scale layers of the original framework, spurring their alternative classification

7
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Figure 1.3: Power system stability classification framework developed by the IEEE
Power System Dynamic Performance Committee Task Force in [32].

structure as displayed in Fig. 1.4. An example of the potential ambiguity they have

attempted to circumvent is the use of the term converter-driven stability since we

have seen that resonance stability could be primarily converter-driven and stability

issues may arise due to converter control with respect to rotor angle stability, voltage

stability, and frequency stability, for small- and large-disturbances and in both the

short and long term. To address the identified issues, they have added another level of

categorisation which is dependent on the frequency range of the dynamic phenomena.

This allows for the separation of dynamics near the fundamental frequency–which are

the focus of the original classification and the quasi-static phasor/root-mean-square

(RMS) modelling approximation (see Section 1.2.3)–and the wide-bandwidth dynamics

and potential stability issues which are more prevalent in CIG-permeated systems [30].

Additionally, rotor angle stability is renamed angle/synchronous stability to reflect the

fact that this can encompass control-based synchronisation such as with the phase-

locked loop (PLL) of the GFL or a range of synchronisation approaches for the GFM

(which will be returned to in Section 1.2.2). An additional point to note is the

inclusion of sub-/super-synchronous oscillations (S2SOs) which was not highlighted

by [32] despite having been seen in real-world scenarios. This phenomena results from

observing sub-synchronous oscillations (SSOs) from the electromagnetic perspective,

i.e., when observing the voltage and/or current signals an SSO will cause two sidebands

around the fundamental frequency. E.g., an apparently induction generator effect-
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induced event occurred in the Guyuan area system in China on the 19th of March,

2013, with strongly coupled 8.1 Hz and 91.9 Hz oscillations [37]. Note, these equate

to sideband oscillations of 50 Hz ± 41.9 Hz. It is suggested in [35] to refer to such

situations as S2SOs but to revert to the terminology of SSO if the coupled super-

synchronous oscillation is not obvious. Finally, the intermediate and high frequency

categories account for interactions between the wide-bandwidth control of CIGs, also

with the potential for contribution from passive network elements such as transmission

lines, series compensation, and CIG output filters [35].

The work in this thesis is focused on the potential for CIGs to interact with

each other and existing power system elements from a small-signal perspective. As

such, this may come under the converter-driven stability, resonance stability, or small-

disturbance rotor angle and voltage stability if considering the framework presented

in Fig. 1.3. However, if using the framework in Fig. 1.4, the work comes under

small-disturbance stability, across all frequency ranges, stability variables (excepting

frequency stability since this is not considered to have a small-disturbance aspect), and

timescales (dependent on what has been modelled).

Power System 
Stability

Electromagnetic dynamics/
non-fundamental component stability

Electromechanical dynamics/
fundamental component stability

Around 50/
60/0 Hz

Sub/super 
synchronous

Intermediate 
frequency

High 
frequency

Large-
disturbance

Transient
Small-

disturbance
Small-

disturbance

Angle/synchronous 
stability

Voltage stability
Frequency 

stability

Short term Long term Short term Long term

Large-
disturbance

Small-
disturbance

Short term Long term

Frequency range

Stability variable

Disturbance size

Time scale

Figure 1.4: Alternative power system stability classification framework suggested by
Shair et al. in [35].
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Further discussions of power system stability (and its classifications) in modern

CIG-permeated BPSs can be found throughout the literature with some examples being

found in [38–42].

Real-World Examples

Regardless of how the emerging dynamic phenomena is ultimately categorised, the

attempt to understand the fundamental causes of converter related interactions is

an ongoing process. As an example, an approximately 8 Hz oscillation appeared on

two separate occasions in the wind power heavy North of Scotland on the 24th of

August, 2021 [43]. On this occasion, the oscillations were suppressed through the

connection of more synchronous generation. However, similar events occurred again

on five days in June and July of 2023. The UK National Grid Electricity System

Operator (NGESO)4 subsequently performed model-based investigations to identify

the source of the issue and instruct the appropriate equipment owner to adjust their

control settings. This ostensibly solved the issue. NGESO reported these events in

their ESO Operational Transparency Forum on the 8th of November, 2023 [44] and in

the annual Operability Strategy Report [45]. This is an example of a situation in which

model-based interaction analysis was able to provide vital information with regards

to oscillation source detection and subsequent mitigation through updating control

settings. Note, it is not actually revealed if the changes were made to the control of a

CIG specifically but the usefulness of such studies and the infancy of the identification

and mitigation of converter-driven oscillations is clear from this example. Strengthening

this idea is the fact that NGESO have recently introduced guidance notes for a series

of small-signal studies, including the eigenvalue method, expected to be performed as

part of the connection compliance process for CIGs [46]. Similarly, small-signal studies

are highlighted throughout the Australian Energy Market Operator (AEMO) Power

System Stability Guidelines [47].

Some instances of converter interactions have been investigated and presented more

thoroughly in the literature, such as the Guyuan example mentioned earlier [37],
4NGESO have recently become National Energy System Operator (NESO), however, the familiar

name of NGESO is still used throughout this thesis where relevant.
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amongst others [35, 43, 48–53]. However, the flexibility and lack of standardisation of

converter control brings a plethora of possible controller realisations, in particular for

GFMs, with potential for differing interaction mechanisms that need to be understood

prior to more widespread adoption of CIG technologies. Some attempts have been made

in this direction, mostly relating to GFLs. For example, [50] highlights the potential

for approximately 20 Hz SSOs–similar to the 20 Hz Hydro One event [54], the AEMO

19 Hz event on 20th August 2020 [55], and the 22 Hz Dominion Energy oscillations [56]–

due to slow current control, insufficient damping of the PLL, or interactions between

the PLL and shunt compensation. This is aside from the vast array of influencing

factors on small-signal dynamic stability and interactions more generally, as discussed

in both [32] and [35].

Variability of Renewable Energy Sources

It is well known that the variability of RESs, and concomitant variation of system

operating point, can have a significant impact on small-signal dynamics [57]. The

power that can be extracted by wind turbines and photovoltaic (PV) panels is of

course influenced by the wind speed and solar irradiance, respectively. From a system

operator perspective, this can impact the variability of generation when considering

large transmission-scale wind farms or PV solar farms. However, it can also impact the

demand due to the unmetered wind and solar connected at the distribution level. To

exemplify such variability (notwithstanding the forecast uncertainty), Fig. 1.5 displays

the forecast embedded wind and solar generation in the UK on the 8th of August 2024,

normalised by the estimated installed capacity5. This forecast was obtained from the

“Embedded Solar and Wind Forecast” dataset from the National Grid Data Portal [58],

accessed on 7th of August 2024. Note, this displays the variability in a single day, never

mind the variability across a full week, month, or even year.

The work in this thesis is focused on small-signal modelling and analysis (Section

1.2.4) which is valid only in small-regions around the linearisation (or operating) point.

With increased variability of generator dispatch, and hence operating point, due to
5Note, the combined estimated wind and solar generation is normalised against the combined wind

and solar installed capacity.
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Figure 1.5: Normalised forecast embedded wind and solar generation in the UK for the
8th of August 2024 [58].

the variable RESs comes the reduction of generalisability of single operating-point

deterministic power system small-signal analysis studies. Such variability will not only

affect the small-signal stability margins of the power system but also the particular

interactions that are occurring (e.g., in terms of modal participation factors, Section

1.2.4). This is the motivation behind the proposed probabilistic small-signal interaction

analysis framework in Chapter 5.

1.2.2 Grid-Following and Grid-Forming Converters

This subsection reviews the fundamental concepts of GFL and GFM generation sources.

The discussion is framed within the context of their behaviour within BPSs and the

associated benefits and drawbacks of each approach. The specific control structures

that are adopted throughout this thesis are further discussed in Chapter 2.

As alluded to previously, controlling CIGs in a GFL nature–whereby the voltage

angle at the point of common coupling (PCC) is measured and the desired active

and reactive power is exchanged with the grid accordingly6–has been the go-to

approach in BPSs to date. However, as the penetration of CIGs increases, there

are fundamental limitations with the GFL control philosophy. Primarily, the lack of

GFM source means that the voltage across the (voltage-source-based) power system

is insufficiently maintained. The resultant lack of strict voltage-sourced behaviour is
6This description highlights the “current-source” nature of GFL-controlled CIGs [6].
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typically referred to as a weak grid, in which issues arise related to high variability

of frequency and voltage signals, a common (but not the only) example being the

destabilising interactions between the highly variable grid voltage and the PLL-based

synchronisation mechanism of the GFL control [5, 59].

Consequently, the use of GFM control approaches–which have historically been

restricted to micro-grid applications [60]–for CIGs connected to BPSs has attracted

huge interest in the research community [61–65] and, increasingly, practical applications

in industry [66, 67]. This control philosophy is the opposite of GFL, in that the GFM

controller actively generates the voltage phasor at the PCC7.

The definitions of GFM and GFL sources have been discussed extensively in

the literature, from a range of perspectives including control topologies, functional

specifications, and impedance characteristics, amongst others [6, 9, 38, 62, 68–74]. We

will discuss here only the basic concepts of GFM and GFL control and typical

supplementary functionalities when connected to BPSs to help contextualise the choice

of particular control topologies outlined in Chapter 2. For more information with

regards to the mathematical concepts and underlying dynamical characteristics, the

reader is referred to the references populated throughout this subsection.

From a theoretical perspective, a GFL and a GFM can be considered to be a

controlled current source and a controlled voltage source [6], respectively, with a wide

spectrum of additional ancillary services and control functionalities (sometimes referred

to as grid-supporting [60]) between these two bounds. These concepts are further

explored in [60] (which refers to GFL as “grid-feeding”), from which the (adapted) Fig.

1.6 is taken. Practically, a GFL converter is not an ideal current source and a GFM

converter is not an ideal voltage source. Furthermore, for BPS applications, there are

some functionalities which are indispensable and are therefore often considered in the

practical definitions of GFM control such as the need for power sharing between, and

self-synchronisation with other devices on the system. An example is the commonly

cited definition provided by North American Electric Reliability Corporation (NERC)

[69]:
7The specific location actually depends on the particular control structure used. For more

information, see Section 2.5.5.
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Figure 1.6: Adapted from [60]. Simplified representation of bulk power system-
connected CIGs. (a) grid-forming, (b) grid-feeding (grid-following), (c) voltage-source-
based grid-supporting, and (d) current-source-based grid-supporting.

The primary objective of GFM control for BPS-connected IBRs [inverter-

based resources] is to maintain an internal voltage phasor that is constant or

nearly constant in the sub-transient to transient time frame. This allows the

IBR to immediately respond to changes in the external system and maintain

IBR control stability during challenging network conditions. The voltage

phasor must be controlled to maintain synchronism with other devices in

the grid and must also regulate active and reactive power appropriately to

support the grid.

It is not just variations of the GFL (or current-forming-voltage-following [6]) and

GFM (or voltage-forming-current-following) concepts that are possible, but direct

combinations of these philosophies with regards to the partial-forming or, similarly,

cross-forming concepts [31, 75–77]. This is where the formation of the voltage (and/or

current) magnitude and angle are considered separately, enabling useful functionality

such as the choice of different combinations of controlled and measured variables

[31, 76, 77], and even saturation-informed current limitation [75, 76] for avoiding the

deficiencies of current limitation in purely-GFM-based control approaches8 [78, 79].

Distinguishing between GFLs and GFMs via functional specifications is suggested
8Discussion on the research area of CIG current limitation is largely out of the scope of this thesis.
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in [68] and expanded on in [80]. For example, Table 1.1 which is taken from [80] outlines

key functional specifications in the context of BESSs.

Table 1.1: Functional specifications of GFL and GFM BESS, taken from [80].

Capability Grid-forming Grid-following
Sub-cycle Voltage and Frequency Support ✓

Phase Jump Resistance ✓

System Strength Support ✓

Ability to Stably Operate with Loss of Last
Synchronous Machine ✓

Dispatchability ✓ ✓

Steady-state Voltage Control ✓ ✓

Dynamic Reactive Power Support ✓ ✓

Active-Power Frequency Control ✓ ✓

Disturbance Ride-Through Performance ✓ ✓

Fault Current and Negative Sequence
Current Contribution ✓ ✓

Cyber and Physical Security ✓ ✓

The brief discussion in this subsection is to provide context with regards to the state-

of-the-art CIG control philosophies which have informed the particular implementations

utilised for the work in this thesis, as described further in Chapter 2.

1.2.3 The Need for Detailed Models

It has been found that the inclusion of power electronics-interfaced devices reduces the

validity of the quasi-static modelling assumption, partly due to interactions involving

the wide-bandwidth control of the converters and potentially the electromagnetic

dynamics of the network [81–85]. Although there have been several attempts at

determining conditions under which quasi-static modelling approaches are sufficient,

even with the inclusion of converters [86–94], in the majority of cases it is not so clear

whether the assumptions are valid unless some kind of formal procedure is performed

such as with the singular perturbation theory (SPT) [95]. Furthermore, in some cases,

these studies suggest parameter conditions under which the quasi-static assumption can

be used for accurate power system studies. However, the ability to adopt quasi-static

phasor modelling would therefore be reliant on specific controller architecture/tuning

15



Chapter 1. Introduction

choices which would not necessarily provide the most optimal response (not to mention

that, for BPS studies, this would require enforcement of such parameter conditions for

all CIG owners on the system). However, if a quasi-static model is deemed appropriate,

it can be used for the investigation of a more limited range of dynamic phenomena.

More specifically, the classical fundamental frequency power system stability categories

[35]. Out of the range of capability are higher frequency phenomena associated with fast

converter control and electromagnetic dynamics as well as sub-synchronous resonance,

as discussed earlier in Section 1.2.1.

The importance of including the network dynamics in small-signal studies, in

particular, is highlighted in [96]. They display examples of systems whereby the linear

quasi-static model fails to predict instability when the linear electromagnetic transient

(EMT) model (in the dq0-frame) shows that there actually is instability occurring.

This happens even when the system eigenvalues have frequencies much lower than

the nominal synchronous frequency. This paper also provides a potential criterion for

determining when the quasi-static model is appropriate. It notes that the main reasons

for the failings are the constant frequency assumption and the omission of the high

frequency effects in the performed studies. Similarly, [97] models a droop-controlled

CIG-based microgrid and compares a reduced order small-signal model to a small-

signal model derived from dynamic phasors (i.e., with a higher level of modelling detail

including the network dynamics). It is found that the reduced order small-signal model

is unable to predict small-signal instabilities that occur. The dynamic phasor based

small-signal model does predict these small-signal instabilities. These studies show the

inability of reduced-order models in identifying small-signal instability, and hence the

need for higher fidelity detailed models. This is not even to mention the potential lack

of ability to capture novel dynamic interactions involving different elements of CIG

control. An example of this is found in [98] whereby eigenvalue analysis was performed

on a 118-bus network with CIGs. From the small-signal analysis of the large system,

it is revealed that there are scenarios in which unstable SSOs (approximately 30 Hz in

this case) can occur, which the EMT-level model exhibits but the quasi-static model

does not capture.
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The concept of hybrid modelling has also emerged in an attempt to ensure

the relevant network dynamics are represented while achieving some reduction in

complexity of the system model [83, 99, 100] (if possible). This involves dynamic

modelling of the network but only in the regions around CIGs or other power electronics-

interfaced devices.

As has already been touched on in this subsection, the discussion of sufficiency in

power system modelling is often focused around the question of quasi-static/quasi-

steady/quasi-stationary phasor/RMS vs. EMT models and, relatedly, solvers.

Alternative modelling approaches such as the dynamic phasor concept can also be

used, offering a trade off in terms of model order reduction and representation of

the necessary dynamics in CIG-permeated systems. For more detailed information

on different modelling approaches, see [30, 81, 101]. As will be discussed in more

detail in Chapter 2, the studies in this thesis utilise detailed models including network

dynamics, 8th order SGs, and detailed representation of CIG control in terms of the

cascaded control structures. This modelling is completed with dq0 representation

(including for the network dynamics) which, when paired with common modelling

assumptions such as the neglection of converter switching transients [102], can achieve

improvement in computational efficiency9 for balanced three-phase systems compared

to instantaneous abc representation without loss of accuracy [101]. Such high detailed

models may in some cases be referred to as EMT. EMT modelling, as the name suggests,

maintains detail regarding the electromagnetic dynamics of electrical systems. When

the EMT approach is mentioned within the literature, it is sometimes alluding to the

instantaneous (abc/waveform) representation of the power system signals (voltages

and currents). This is termed “electromagnetic transient” because of the inclusion of

the namesake’s faster dynamics in the modelling, and to distinguish from the quasi-
9The increase in computational efficiency arises from the increase in time-step resulting from the

baseband nature of the dynamic phenomena [101]. Even if somewhat higher frequency phenomena such
as SSOs are present, increase in time-step can be achieved for large segments of the simulations by
pairing the dq0 representation with variable time-step solvers. Note, these benefits are not necessary
for the majority of the work in this thesis since it focuses on small-signal eigenvalue analysis rather
than time-domain simulations. However, the use of dq0 transformed signals for the representation
of the network might also simplify the interconnection with machines which are typically modelled
in this frame: for SGs this is to remove the time-dependent inductive elements related to the flux
linkage [10,11] and for CIGs this is because the dq0 transform simplifies the control design [103].
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static/RMS approach which neglects these dynamics. However, the definition based on

inclusion of network/electromagnetic dynamics means that, in the literature, EMT may

be a broader heading encompassing abc/waveform models, detailed dynamic phasors,

and dq0 transformed models, amongst others [81,101]. Note, the dq0 representation is

obtained from the abc representation via transformation without simplification [101].

In this thesis, when referring to EMT, we mean inclusion of the network dynamics and

not the instantaneous abc representation of the network and signals.

1.2.4 Small-Signal Analysis

Linearisation of a power system dynamic model enables the utilisation of linear analysis

techniques, which can offer insights into the nature of power system dynamics that are

not achievable through non-linear time-domain simulations alone [13,14,104–106].

Eigenvalue analysis is the foundation on which the small-signal interaction analyses

are performed (Chapter 3 and Chapter 4), and the advanced analysis methodologies

are developed (Chapter 5 and Chapter 6) in this thesis. More information on the

mathematics of eigenvalue analysis, including the calculation of PFs, can be found in

Section 2.1.2.

The eigenvalues of the linear power system dynamic model represent the inherent

oscillatory and/or non-oscillatory dynamics [40]. The time-domain trajectory of any

state or output of the system in response to an input disturbance can be determined

by a superposition of the individual modal responses whose behaviour is described

by the corresponding eigenvalue and its eigenvectors [10]. This idea of modal

superposition is further investigated in Chapter 6. The eigenvalues themselves provide

information regarding the damping and oscillation frequency of these eigenvalue-

described dynamics, and, as the name suggests, the PFs provide detail on the states

which participate in the eigenvalues/modes. These PFs are related to the right and left

eigenvectors, the former of which provides information regarding the observability of

modes on each state, and the latter provides information on the controllability of each

mode with respect to each state [10].

Therefore, the eigendecomposition of the linear dynamic power system model can
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aid in the identification of potential novel oscillations–or even non-oscillatory dynamics

which have been shown in academic literature to have the potential to cause instabilities

in CIG-permeated systems (although to the best of my knowledge this has not yet been

seen in practice) [59]–while, using the PFs, illuminating the participating system states.

This latter point thereby facilitates the identification of novel interactions between

different elements in CIG-permeated BPSs, hence the adoption of small-signal analysis

for the studies in this thesis.

1.3 Contributions

As has been motivated and contextualised, there are two primary intertwining themes of

the work in this thesis: novel small-signal interaction identification and characterisation,

and small-signal analysis methodologies for power systems with CIGs. Such focus

is adopted to address the research gaps outlined previously regarding the need for

investigative studies of novel small-signal multi-machine interactions in detailed power

system models with consideration of the complex (and varied) controller dynamics, the

increasing range and uncertainty of system operating point, and the reducing validity

of static grid strength quantification metrics.

The particular scientific contributions can be summarised as follows:

• Identification and characterisation, of multi-machine interactions in a

transmission-scale multi-machine power system with SGs and bandwidth-

restricted GFMs. Furthermore, the parametric sensitivity analysis of such

identified interactions with respect to key control parameters.

• Detailed comparative study of different combinations of GFL and GFM controller

architectures (in terms of cascaded control structures) in multi-machine systems

with SGs, GFLs and GFMs. Including further interaction characterisation in

addition to eigenvalue and stability margin trajectories corresponding to variation

of key system parameters.

• A framework is proposed for detailed probabilistic analysis and characterisation of
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the behaviour of new types of interactions in converter-permeated power systems.

In relation to this framework are the following contributions:

– A systematic characterisation method for detailed dynamic interaction

analysis across the operating range.

– The application of clustering to decompose the full range of modes across

the operating range into key distinct interactions based on their PFs.

– The introduction of a stability weighted participation index (SWPI) for

characterising interactions (clusters of modes with similar PFs) with a (real

part of eigenvalue) weighted average of PFs.

– Application of the proposed PSSA framework to a multi-machine system

with detailed high-order models of SGs, GFLs, and GFMs to study

the behaviour of new types of interactions. This includes a thorough

investigation of novel small-signal dynamics across the operating range in

CIG-permeated systems, including the highlighting of potential SSOs related

primarily to the inner voltage controls (IVCs) of GFMs.

• A method is proposed for the analysis of output small-signal variability (related

to amplitude deviations of the time-domain response, which is used as a proxy

for small-signal grid strength). In particular, it is suggested for quantification

of voltage magnitude and frequency variability at different bus locations. The

specific contributions associated with this method are:

– An alternative viewpoint for small-signal system strength from the

perspective of small-signal variability, providing a more direct quantification

of output signal (e.g., voltage and frequency) amplitude deviations.

– The introduction of a metric to quantify small-signal variability based on

modal superposition. This is named maximum absolute modal contribution

(MAMC) and it allows to take into account detailed aspects related to system

dynamics and interactions, contrary to conventional system strength metrics.

– A clear link between the contribution of any given mode/interaction to the
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variability of any given output through the analytical calculation of the

maximum deviation of the decoupled modal response.

– The capability to extract distinct variability trends across different

timescales and the respective fast or slow dynamic modes that contribute.

– Using the proposed method and metric, the impact of the introduction of

both GFLs and GFMs on the locational small-signal variability of a multi-

machine system is investigated. For example, replacing SGs with GFLs in a

given area is seen to increase both the voltage and frequency variability in

said area.

• Finally, a significant proportion of the work completed throughout this PhD

was the development of an automatic and modular power system small-signal

modelling tool. The approach was developed in MATLAB 2021b [107] and it is

hoped that the detailed description within this thesis along with access to the open

source script files that are made publicly available (including examples) at [108]

will benefit engineers looking to perform small-signal investigations into power

systems containing CIGs. See Chapter 2 for further details regarding the power

system modelling approach and the repository of linearised dynamic models that

have been developed.

1.4 Publications

Provided here is a list of publications that have been developed over the course of this

PhD degree. When the work that lead to a publication is described within this thesis,

specific mention is given in the chapter introduction.

Journal Papers - Leading Author:

Published:

• L. Benedetti, P. N. Papadopoulos and A. Egea-Àlvarez, “A modal contribution

metric for quantifying small-signal variability in power systems with converter-
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interfaced generation,” IEEE Transactions on Power Systems, vol. 40, no. 3,

2025. doi:10.1109/TPWRS.2024.3500786.

• L. Benedetti, A. Paspatis, P. N. Papadopoulos, A. Egea-Àlvarez and

N. Hatziargyriou, “Investigation of grid-forming and grid-following converter

multi-machine interactions under different control architectures,” Electric

Power Systems Research, vol. 234, article no. 110813, 2024.

doi:10.1016/j.epsr.2024.110813.

Submitted for publication:

• L. Benedetti, A. Egea-Àlvarez, R. Preece and P. N. Papadopoulos “Enabling

characterisation of dynamic interactions with probabilistic small-signal analysis

in converter-interfaced power systems,” IEEE Transactions on Power Systems,

under review.

Journal Papers - Co-author:

• Y. Chen, L. Benedetti, R. Preece, P. N. Papadopoulos, M. Barnes and

A. Egea-Àlvarez, “Investigating small-disturbance stability in power systems

with grid-following and grid-forming VSCs using hybrid modelling approaches,”

Electric Power Systems Research, vol. 211, article no. 108448, 2022.

doi:10.1016/j.epsr.2022.108448.

Conference Papers - Leading Author:

• L. Benedetti, P. N. Papadopoulos and A. Egea-Àlvarez, “Small signal

study of grid-forming converters and impact of different control structures

and parameters,” 2022 IEEE PES Innovative Smart Grid Technologies

Conference Europe (ISGT-Europe), Novi Sad, Serbia, 2022. doi:10.1109/ISGT-

Europe54678.2022.9960644.

• L. Benedetti, P. N. Papadopoulos and A. Egea-Àlvarez, “Small

signal interactions involving a synchronous machine and a grid forming
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converter”, 2021 IEEE Madrid PowerTech, Madrid, Spain, 2021.

doi:10.1109/PowerTech46648.2021.9494923.

1.5 Thesis Outline

The content and organisation of the remaining chapters are described hereafter. A

literature review is provided at the start of each technical chapter in this thesis

(Chapters 3 to 6 and Appendix B) to contextualise the specific contributions and

novelty with respect to the state-of-the-art.

Chapter 2 details the power system modelling that has been utilised in this work.

This includes the specific dynamic models that have been adopted and linearised for

each power system component as well as the automatic and modular initialisation and

compilation procedure that has been implemented.

Chapter 3 investigates potential small-signal interactions between GFM sources,

i.e., SGs and GFM converters in a transmission-scale multi-machine power system (a

modified version of the IEEE 39-bus network). Detailed models are utilised including

8th order SGs and multi-loop controlled, bandwidth-restricted GFMs. PF analysis

is used to identify the key types of interactions present on the system, which are

further investigated through parametric sweeps, offering insights into their potential

for destabilising effects under different system and control parameters. In particular,

the identified key interactions are split into three categories: electromechanical, inner

current control (ICC)-related, and IVC-related.

Chapter 4 performs a comparative small-signal analysis of different combinations

of CIG controllers in systems with SGs, GFLs, and GFMs. In particular, the impact

of different cascaded control structures for both the GFMs and GFLs are considered.

For the 2-machine and IEEE 9-bus (3-machine) systems studied, the different types of

multi-machine interactions that can exist for the different combinations are investigated

through PF analysis. Furthermore, the eigenvalue trajectories (and therefore system

stability margins) under variations of key system parameters are compared for the

different architecture combinations.

Chapter 5 proposes a framework for PSSA in power systems incorporating CIGs. A
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systematic characterisation procedure is suggested, which includes clustering of modes

based on their PF-based characteristics, as well as the introduction of the SWPI. This

index enables characterisation of groups (or clusters) of modes, aiding in identifying the

key interactions across the whole operating range. This approach enables analysis both

in terms of probabilistic behaviour (e.g., probability of instability) and the contribution

of particular categories (such as generators or power system dynamic phenomena) to the

identified interactions on the system. The proposed framework is applied to a modified

IEEE 68-bus system to gain insights into potential interactions involving SGs, GFLs,

and GFMs across the full range of operating points, and their probabilistic behaviour.

Chapter 6 addresses the issue of the reducing validity of static grid strength

metrics such as the SCR. From an alternative viewpoint of small-signal variability,

a methodology and accompanying metric, named the MAMC, are introduced. This

enables quantification of locational small-signal variability as well as tractability with

regards to the specific interactions contributing most to variability of any given

output/location (in particular, we focus on the voltage magnitudes and frequencies

at each bus). The Kundur 2-area system is adopted to display the capabilities of

the metric. Further case studies are performed to highlight the impact that the

introduction of GFLs or GFMs have on the small-signal variability of the system as

well as to highlight the capability of quantifying the variability, and identifying the

most contributing interactions, at different timescales.

Chapter 7 summarises the conclusions of the thesis, also providing a summary

of the different dynamic phenomena and interactions observed throughout the thesis.

Furthermore, a discussion of directions for the continuation of the work is included.

Appendix A details the validation of the small-signal models of Chapter 2.

Appendix B discusses a preliminary investigation into interactions between SGs

and GFMs from an electromechanical perspective with simplified generator models.
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Power System Small-Signal

Modelling

This chapter details the mathematical small-signal modelling of the power system and

the implementation approach developed in MATLAB 2021b [107]. Since the small-

signal models have been developed by the author of this thesis, please refer to Appendix

A for the validation against corresponding non-linear Simulink [109] models using

the Simscape Electrical Specialized Power Systems library (version 7.6) [110] and the

Julia [111] open-source Sienna modelling framework by National Renewable Energy

Laboratory (NREL) [112]. A repository has been made available which includes the

MATLAB scripts for creation of power system small-signal models as used for the work

in this thesis [108]. This also includes metadata and examples to aid in the use of

the small-signal modelling tool. Note, included in this chapter are descriptions of the

power system elements that have been modelled (in particular, Sections 2.4 to 2.6), but

certain variations on these models are used throughout the different chapters of this

thesis. As such, explicit mention of what has been implemented for every case study is

specified when relevant.

Vectors are denoted by boldface lowercase letters (unless stated otherwise) and

matrices are denoted by boldface uppercase letters.
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2.1 Small-Signal State Space Modelling

A non-linear dynamical system can be represented in the state space as a series of

differential and algebraic equations [10,11,104] of the form

ẋ = f (x,u) ,

y = g (x,u) ,
(2.1)

where xN×1 is the vector of states, uNi×1 is the vector of inputs, and yNo×1 is the

vector of outputs. The dot operator represents differentiation with respect to time.

In small-signal modelling and analysis, we are interested in the small region around

the operating point in which the dynamics of the system are approximately linear. As

such, we can define the model in (2.1) as a perturbation around the operating point as

ẋ = ẋ0 + ∆ẋ = f [(x0 + ∆x), (u0 + ∆u)]

y = y0 + ∆y = g [(x0 + ∆x), (u0 + ∆u)] ,
(2.2)

where the subscript 0 indicates the initial value and the prefix ∆ refers to a small

deviation. The Taylor series expansion can then be used on the small deviation terms

and by neglecting all terms above first order, we extract the linear model. For state i

this is

ẋi = ẋi,0 + ∆ẋi = fi [(x0 + ∆x), (u0 + ∆u)]

= fi(x0,u0) +
[
δfi

δx1
∆x1 + · · · + δfi

δxn
∆xn + · · · + δfi

δxN
∆xN

+ δfi

δu1
∆u1 + · · · + δfi

δur
∆ur + · · · + δfi

δuNi

∆uNi

]
,

(2.3)

where the fi(x0,u0) term will disappear since it is the rate of change at the steady-state

operating point, and hence equivalent to zero, and δfi/δxn is the partial derivative of

the non-linear function fi with respect to state xn, evaluated at the operating point.
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A similar process is applied to the output function resulting in

∆yj = δgj

δx1
∆x1 + · · · + δgj

δxn
∆xn + · · · + δgj

δxN
∆xN (2.4)

+ δgj

δu1
∆u1 + · · · + δgj

δur
∆ur + · · · + δgj

δuNi

∆uNi (2.5)

for the jth output.

The standard format for the linearised model in the state space is

∆̇x = A∆x+B∆u

∆y = C∆x+D∆u,
(2.6)

where the matricesAN×N ,BN×Ni ,CNo×N andDNo×Ni correspond to the state matrix,

input matrix, output matrix and feed-forward matrix, respectively [10]. The particular

approach in this thesis to obtain the model described in (2.6)–including the MATLAB

functions that are utilised–is discussed further in Section 2.2.

2.1.1 Determination of Operating Point

There are typically two stages to the initialisation of a power system model. The

first is to perform a power flow analysis which, as the name suggests, determines the

static power flows on the network. This makes use of network data including the

transmission line and load impedances, generator output, and relevant constraints. If

it is an optimal power flow (OPF) then the cost functions for each generator are also

required. For further information with regards to the inputs, outputs, and data for

performing power flow analyses, see [12, 113]. In this work, the MATLAB add-on

package of MATPOWER [113] is used to perform power flow and OPF.

The second stage is to initialise the individual dynamic components. This is

achieved by considering that the system is at steady-state and hence the differential

terms in (2.1) are zero. The result of this is a set of non-linear simultaneous equations

of the form

0 = f (x0,u0) , (2.7)
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where, for an individual component such as a generator, the inputs will include the

voltage at the connection point and the output complex power, as determined through

the power flow analysis. Further inputs will include any input control references to the

machine or, e.g., the mechanical input power of the generator shaft, amongst others.

The application of this stage is completed in this work through the development of a

repository of initialisation functions. These functions take in the inputs as previously

described along with the dynamic parameters, and output the initial states of the

component which is solved using the solve() function from the MATLAB Symbolic

Math Toolbox [114]. There is a function for each power system element (excepting

passive network components1) including the SG, GFL, and GFM models.

2.1.2 Eigenvalues, Eigenvectors, and Participation Factors

Eigenvalue analysis is commonly utilised in power system small-signal analyses due to

its multiple-input multiple-output (MIMO) capabilities suiting the complex large-scale

MIMO nature of BPSs [10,11,14]. It also suits the typical objective of identification of

multi-machine interactions through the eigendecomposition of the system dynamics.

The eigenvalues (also referred to as modes) of the system–which correspond to the

poles in typical control theory terminology–can be found through the calculation of

det(A− ΛI) = 0, (2.8)

where det() is the determinant operator and IN×N is the identity matrix. The matrix

ΛN×N has diagonal elements which are the eigenvalues, {λ1, λ2, . . . , λN }, and non-

diagonal elements of zero.

The eigenvalues can be either real-valued (non-oscillatory) representing an

exponential decay (or increase) or a complex conjugate pair representing a damped

oscillation. For eigenvalue k, the frequency of the oscillation, ωk and the damping time

constant, 1/σk, can be determined directly from the real, ℜ, and imaginary, ℑ, parts
1Network elements do not require initial states to create the small deviation linearised model due

to their passive nature. However, if the initial states are required (e.g., to display the absolute value of
the output) they can be taken directly from the power flow.
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as

λk = σk ± jωk. (2.9)

Whether the response corresponding to an individual eigenvalue exponentially

converges to, or diverges from, the new operating point after a disturbance depends on

the sign of the real part, σk, with stability being achieved only if ℜ(λk) = σk ≤ 0. If

an oscillatory mode has zero real part then there will be a sustained sinusoid.

Further information can be gathered through the eigenvectors associated with

each eigenvalue. The matrices whose columns are the right eigenvectors, ϕ, and left

eigenvectors, ψ, are calculated with (2.10) and (2.11), respectively.

Aϕ = ϕΛ (2.10)

ψ⊺A = Λψ⊺ (2.11)

The entry of the right eigenvector, ϕi,k, describes the observability2 of eigenvalue k

on state i and the entry of the left eigenvector, ψi,k, describes the how much eigenvalue

k will be excited in response to variations of state i. This can be understood further

by the relation between the free response of a system state and the superposition of

eigenvalues [10], a concept which is returned to in Chapter 6. A measure of the relation

between eigenvalue and state, considering both the right and left eigenvector entries, is

the PF. There are several possible PF calculations but in this thesis the approach in [11]

is adopted which ensures real valued vector entries and applies an ℓ1 normalisation. The

calculation is

pi,k = |ϕi,k| |ψi,k|∑N
i=1 |ϕi,k| |ψi,k|

. (2.12)

PF analysis opens a new avenue of dynamic characterisation, allowing engineers

to understand the states of the system most related to any undesirable modes,

determining if they constitute multi-machine interactions and guiding towards

mitigation approaches. In conventional SG-based power systems, PFs have been
2This can be leveraged to differentiate local and inter-area oscillations whereby the rotor speed

states of groups of generators oscillate in phase with each other or out of phase against each other,
respectively [10].
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used to identify generators contributing most to electromechanical oscillations, thereby

enabling optimal location choice for PSSs [115]. Furthermore, through understanding

which states contribute most to the oscillation, an appropriate input signal to the PSS

can be selected.

For the calculation of eigenvalues and eigenvectors in this thesis, the eig() function

in MATLAB is used [107]. When only the A matrix is provided (i.e., the linear

eigenvalue problem), the QZ algorithm (generalized Schur decomposition) is utilised.

For more information with regards to methods for the computation of eigenvalues and

eigenvectors, as well as theoretical discussions regarding the linear eigenvalue problem

and generalised eigenvalue problem, see [116].

2.2 Modularity and Automatic Compilation

This subsection details the implementation of the MATLAB tool which generates the

small-signal model of the form in (2.6). The high-level flow of the adopted modelling

procedure is illustrated in Fig. 2.1. The required input information is summarised as

follows:

• Power flow case file: containing branch (transmission line and transformer), bus,

and generator information. Branch data includes sending and receiving end bus

locations, resistance, inductive reactance, and shunt capacitive reactance, as well

as tap ratios for transformers. Bus data includes active and reactive power

consumption, bus type (i.e., swing, PV, or PQ [12]), and shunt conductance and

susceptance. Generator data includes the bus connection location, the requested

real and reactive power output, minimum and maximum output active and

reactive power, terminal voltage references, and OPF costs (if required). For

this work, the MATPOWER [113] format is adopted.

• Dynamic parameters file: containing parameter information for the dynamic

models of the generators and associated controllers (including bus location

identifiers). If it was to be included, dynamic data for load models could also

be included here. More information regarding the particular models used in this
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thesis and associated parameters are found throughout this chapter.

• Model initialisation repository: consisting of functions which take relevant inputs

(including power flow output data and model dynamic parameters) and return

the resultant initial states as described further in Section 2.1.1.

• Small-signal model (SSM) repository: which consists of functions to convert input

data of initial states, dynamic parameters, and location identifiers to SSM objects.

The SSM objects are data containers with the state space matrices (see Section

2.1), input names, output names, state names, and any other relevant metadata.

The ss() function from the MATLAB Control System Toolbox [117] is used to

generate these SSM objects. Note, the bus connections are also encoded as a SSM

object, whereby the D matrix, i.e., from (2.6), acts as a connection matrix linking

the inputs and outputs of the rest of the SSM object modules of the system.

START

Dynamic 
parameters 

file

Power flow 
case file

SSM 
repository

(Optimal) 

power flow

Generate 

generator SSM 

objects

Model 
initialisation 
repository

Generate network 

SSM objects

Calculation 

of generator 

initial states

Generate module 

(SSM object) 

connections

Connect END

Figure 2.1: Automatic and modular compilation procedure flowchart.
SSM = small-signal model.

The first step required to generate the power system SSM is to determine the
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operating point of interest. This is achieved through running a power flow, or OPF

if desired. MATPOWER is utilised for this purpose as described in Section 2.1.1.

Provided the power flow converges, the process can continue to the calculation of initial

states for the individual components (in our case this is only generators), which has

also been described further in Section 2.1.1. With the full system initial operating

point and states determined, the models of each component can be generated. This is

achieved using the SSM repository.

With each element modelled individually as its own module, there requires a process

whereby the power system model is connected. To ease the procedure and facilitate

scalability, an automatic procedure is performed. The connection is made at each bus

considering Kirchhoff’s current law, with generators, loads and transmission branch

currents being combined to determine the total value applied to the amalgamated

capacitance at the bus of interest. The voltage across the capacitance can then be

determined and applied to the previously described elements. This process is visualised

in Fig. 2.2. These connections are applied using the connect() function in the

MATLAB Control System Toolbox [117] which requires the names of the inputs and

outputs being connected between the modules (e.g., the terminal voltage of a generator,

Vt, may be “connected” to the bus voltage magnitude Vbus). These input and output

names have been created automatically in the MATLAB scripts and functions with

consistency of convention used when setting up the SSM objects with the ss() function

(also from the Control System Toolbox). This allows for a fully automated procedure to

be performed provided the data regarding parameters, initial states, and bus locations

of all elements are provided. This approach whereby separate dynamic linear models

are developed along with a model representing the component interconnections is akin

to the component connection method (CCM) [118,119].

Note, this requires at least one shunt at each bus. If this is not the case then a

modelling artefact can be added with very large impedance so as to draw very limited

current and avoid influencing the dynamic characteristics of the system [120].
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Sending end of 

branches at bus 

n

Generators at 

bus n
Loads at bus n

Shunts at bus n 

(amalgamated)
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of branches at 

bus n

Voltage at bus n

∑Δ𝑖𝑏𝑟 ,𝑠𝑒𝑛𝑑  

∑Δ𝑖𝑏𝑟 ,𝑟𝑒𝑐  ∑Δ𝑖𝑔𝑒𝑛  

∑Δ𝑖𝑙𝑜𝑎𝑑  

Δ𝑖𝑠ℎ𝑢𝑛𝑡 ,𝑛  

Δ𝑉𝑏𝑢𝑠 ,𝑛  

Δ𝑉𝑏𝑢𝑠 ,𝑛  

Figure 2.2: Visualisation of the connection approach at each bus.

2.3 Modelling Conventions

This section details the modelling conventions and notation used before the specific

system elements are discussed in Sections 2.4 to 2.6.

2.3.1 Reference Frames

For the small-signal modelling, all signals are in a rotating dq0 reference frame in this

work [121]. Converting signal vectors from abc coordinates to dq0 coordinates requires

a Park transform. The Park transform that is utilised for the converter controllers and

for the system reference frame in this work aligns the d-axis with the a-axis and has

the q-axis lagging3 by 90◦, and is of the form
3The q-axis is lagging if we are considering the b-axis to lead the a-axis by 120◦ and the c-axis to

lag the a-axis by 120◦, as per the convention in the Specialized Power Systems library of Simscape
Electrical [110, 122] and commonly utilised power system modelling textbooks [10, 11]. Note, the
opposite orientation is also often used, whereby we consider the b-axis to lag the a-axis by 120◦ and
the c-axis to lead the a-axis by 120◦. Care should be taken with respect to implementation of reference
frames, and consistency should be maintained throughout the modelling process.
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 , (2.13)

where θ is the angle between the d-axis of the rotating dq0 reference frame and the

a-axis of the static abc-frame. At steady-state, the speed of the reference frame

is expected to match the frequency of the three-phase current and voltage signals

resulting in them being represented by DC quantities (i.e., the d and q components).

This results in simpler modelling and analysis. Furthermore, converter controllers are

often implemented in the (synchronous) dq0-frame to simplify the control design and

enable the use of proportional-integral controllers [123]. The corresponding inverse

Park transform is of the form
za

zb

zc

 =
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(
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)
sin
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1
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1
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zq

z0

 . (2.14)

Note, other than the non-linear models implemented in Simulink for validation in

Appendix A, no Park or inverse Park transforms are actually required. This is because

the modelling (including that of the electrical network) is completed in dq0 coordinates

(see Sections 2.4 to 2.6). For more information regarding the concepts of the Park

transform and modelling in the rotating dq0-frame, please refer to [10,11,101,103,123].

The remainder of this subsection discusses the particular approach used in this work.

In order to develop a power system model modularly, all elements are implemented

in their own rotating reference frame. In this case we consider the dq0-frame with each

element considered in its own relevant frame of reference. By adopting this convention,

we can simplify the three-phase instantaneous current and voltage signals to a dynamic

phasor equivalent4 with only two representative components (since we are considering

a balanced system). That is, a signal, or vector, z, can be expanded into its d and q
4For more information on the dynamic phasor concept, its computational benefits, and the

relationship to the dq0 representation, see [101].
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components in the form

z = zd − jzq. (2.15)

Note, the orientation of the d and q axes may be different (e.g., the SG model adopted in

this work from [11] and discussed further in Section 2.6 has orientation which aligns the

q-axis with the a-axis with the d-axis lagging by 90o) and therefore consistency should

be ensured when converting between the reference frames of different elements of the

power system. The choices of orientation for the d and q axes made in this work were

based solely on familiarity of the authors. Additionally, we consider a global system

reference frame (with rotational speed ωsys) to model the passive network elements

and this is taken to rotate at the speed of the chosen reference machine. As such, no

reference frame transformation (RFT) is required for the signals at the connection point

of the reference machine and the network (provided the d and q axes have the same

orientation, as is assumed in this subsection for the sake of describing these concepts).

However, the remainder of the components require a simple geometric RFT as in (2.16)

and (2.17) and visualised in Fig. 2.3. In particular, this describes the transformation

between system and machine reference frames, where the former is distinguished with

the sys superscript and the latter by the * superscript. The angle between the two

reference frames is denoted by δθ and the speed of the system and machine reference

frames are denoted by ωsys and ω∗, respectively.

z∗
d

z∗
q

 = T(sys→∗)

zsys
d

zsys
q

 =

 cos δθ sin δθ

− sin δθ cos δθ


zsys

d

zsys
q

 , or, z∗ = zsyse−jδθ (2.16)

zsys
d

zsys
q

 = T(∗→sys)

z∗
d

z∗
q

 =

cos δθ − sin δθ

sin δθ cos δθ


z∗

d

z∗
q

 , or, zsys = z∗ejδθ (2.17)

Note, as already mentioned, care should be taken when converting signals between

reference frames with different orientations for the d and q axes. In particular, the RFTs

should be held consistent with the orientation in which the modelling was performed.
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Figure 2.3: Visualisation of the reference frame transformations when both dq0
reference frames have d to a-axis alignment with q-axis lagging by 90o.

2.3.2 Per Unit System

The per unit system is used throughout this thesis [10, 12]. An exception is for the

rotational or electrical frequency signals which (unless stated otherwise) are in units of

radians per second.

In per unit, the electrical active and reactive power, Pe and Qe, can be calculated

for the voltage, v, and current, i, at a given measurement point as per [10, 11], with

equations

Pe = vdid + vqiq, (2.18)

Qe = vdiq − vqid. (2.19)

Another key output parameter of interest is the voltage magnitude, |v|. This is

calculated simply by taking the magnitude of the voltage vector in dq coordinates as

|v|=
√
v2

d + v2
q . (2.20)
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2.4 Network Elements

In this work, when referring to the network elements, it is the passive resistance,

inductance, and capacitance components of the transmission lines, transformers, and

loads that is meant.

The transmission lines are modelled using the lumped π model (unless stated

otherwise). The transformers are represented as series RL impedances, while the

constant impedance loads are represented as parallel shunts.

As described in Section 2.2, the shunt capacitances at each bus are amalgamated

during the automatic and modular compilation procedure. As such, the RL branches

of the transmission lines and the shunt capacitive components are separated.

The RL branches of the transmission lines and the RL impedance modelled

transformers are therefore represented, in the system dq0 frame, as

Xl

ωb
i̇d = vsend,d − vrec,d −Rid − ωsys,puXliq,

Xl

ωb
i̇q = vsend,q − vrec,q −Riq + ωsys,puXlid,

(2.21)

where ωb and ωsys,pu are the base frequency (in rad/s) and the per unit system frequency

(as per Section 2.3.1), respectively. Note, the common approximation whereby ωsys

is set to ωb (and hence, ωsys,pu = 1 pu) in the network equations [103] is adopted

throughout this thesis. Xl is the inductive reactance and R is the resistance of the

series RL component. The voltages at the sending end and receiving end of the RL

branch are denoted by vsend and vrec, respectively. Finally, the current flowing through

the RL branch (i.e., into the sending end and out of the receiving end) is denoted by i.

The parallel resistance and inductance components of the constant impedance loads
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are modelled as

Xl,load

ωb

˙il,d = vload,d − ωsys,puXl,load il,q,

Xl,load

ωb

˙il,q = vload,q + ωsys,puXl,load il,d,

iload,d = il,d + vload,d

Rload
,

iload,q = il,q + vload,q

Rload
,

(2.22)

where il is the current flowing through the inductor branch and iload is the total

current flowing into the load. If there is a shunt capacitive element of the load then

this is amalgamated with any other shunt capacitive components at the connection bus

and, hence, treated separately. The voltage at the connection bus (and hence across the

load) is denoted by vload. The load resistance, Rload, and inductive reactance, Xl,load,

are calculated from the active and reactive power, Pload and Qload, and the bus voltage

magnitude at the initial operating point, |vload,0|, as

Rload = |vload,0|2

Pload
, (2.23)

Xl,load = |vload,0|2

Qload
, (2.24)

where the initial operating point is determined as per Section 2.1.1 or similar. If the

load is capacitive, the capacitive reactance, Xcap,load, will be calculated as the negative

of (2.24).

The shunt capacitance at each bus is modelled as

1
ωbXcap

˙vcap,d = icap,d − ωsys,pu
vcap,q

Xcap
,

1
ωbXcap

˙vcap,q = icap,q + ωsys,pu
vcap,d

Xcap
,

(2.25)

where vcap is the voltage across the amalgamated capacitance, and, hence, of the

connection bus. The current flowing into the capacitor, whose reactance is denoted by

Xcap, is determined via Kirchhoff’s current law as per Section 2.2, and is denoted by

icap.
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In some instances, some or all of the network elements may be represented using the

quasi-static assumption [30] (or, similarly, a static version of the constant impedance

load). In this case, the corresponding equations can be determined simply by setting

the relevant derivative terms in (2.21)–(2.25) to zero.

2.5 Converter-Interfaced Generation

This section details the general grid-connected converter structure that is considered

before discussing the particular control implementations for the GFL and GFM

approaches. Note, when discussing “system-level” control, we are referring to the outer

controllers that dictate the GFL or GFM behaviour of the device (as per Sections 2.5.3

and 2.5.4). This is not to be confused with “plant-level” or “farm-level” control [124]

whereby individual converter controllers are coordinated by a central element. Such a

controller is not considered in this work.

2.5.1 Voltage-Sourced Converter

The typical arrangement for a grid-connected voltage-sourced converter (VSC) is

displayed in Fig. 2.4. The VSC itself is represented by the averaged model [103]

throughout this thesis meaning that the gate switching is neglected. In some instances

(which are indicated when relevant in subsequent chapters of the thesis) the pulse

width modulation (PWM) and associated switching transients are represented using

the common first order approximation with time constant of 0.5/fsw [125] where fsw is

the switching frequency, or the more conservative approximation taking into account

additional delays–such as those associated with control execution and/or PWM–of

1.5/fsw [126]. As such, other than any approximated delay, the voltage requested

at the output of the converter switches by the control, v∗
cv, will be generated by the

VSC considering only a transformation to abc (or physical) coordinates or geometric

RFT between dq0 frames, as per Section 2.3.1. The angle of the converter/machine,

θ∗, is acquired either from a PLL when using GFL control (Section 2.5.3) or the active

power control (APC) when using GFM control (Section 2.5.4).
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𝒊𝒈 𝒊𝒄𝒗 

VSC
PCC

𝑋𝑙 ,𝑓  𝑅𝑓  

𝑋𝑐 ,𝑓  

𝜃∗ 𝒗𝒄𝒗
∗  

𝒗𝒄𝒗 𝒗𝒎 

Figure 2.4: Grid-connected voltage-sourced converter. PCC=point of common
coupling.

An output (R)LC filter is included (which can be considered an LCL filter if a

transformer is connected but this is considered as a separate module in the work in

this thesis) with resistance, inductive reactance, and capacitive reactance denoted by

Rf , Xl,f , and Xc,f , respectively. The RL branch is modelled as per (2.21) and the

capacitor is modelled as per (2.25). The current flowing through the RL branch of the

output filter and the current injected to the grid at the PCC are denoted by icv and

ig, respectively. The current flowing into the shunt capacitor of the output filter is

therefore icv − ig. The voltage across the filter capacitor is denoted by vm.

The primary energy source–be that a wind turbine/farm, BESS, PV panel, or

similar–is considered to supply sufficient power to maintain strict voltage on the DC

side capacitor. That is, the dynamics on the DC side of the converter are neglected.

2.5.2 Device-Level Control

The aim of the device-level control is to quickly regulate the local current and voltage

signals to the requested values. These requested values are designated by the system-

level control which will be discussed in Sections 2.5.3 & 2.5.4. The control which is

applied must be sufficiently fast to avoid interfering with the actions of the system-level

control.

Note, the analysis in this thesis is limited to balanced systems which is reflected

in the fact that we consider only positive sequence control [127]. Furthermore, since
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there is a focus on small-signal dynamics, non-linear aspects such as current limitation

are only taken into account insofar as they dictate the required controller architecture,

such as the inclusion of an ICC, which is discussed further in Section 2.5.5.

Current Vector Control

The current vector through the output RL filter (i.e., icv in Fig. 2.4) is controlled in

the dq0 reference frame of the converter. The structure of the controller, visible in Fig.

2.5, is based around proportional-integral (PI) control of the d and q current signals. It

also includes decoupling terms5 which enables independent control of the d and q axis

currents and feed-forward terms which reject disturbances associated with the voltage

at the capacitor, vm. The derivation of the decoupling and feed-forward terms is easily

apprehended from the dq0 model of the output RL filter [126]. This is based on the

concept of internal model control as in [123,128].

PI

PI

Figure 2.5: Current vector control scheme in dq0 coordinates.

Note, the signal ω∗,pu is considered in this case to be an estimation of the electrical

frequency, either from the PLL (Section 2.5.3) or the GFM APC (Section 2.5.4).

However, a common assumption–which is adopted for the work in this thesis–is to

use a constant value of the base electrical frequency, ωb,pu, within the current vector
5Consistency must be ensured with regards to the dq0 frame orientation as per Section 2.3.1. In

particular, which decoupling term is summed and which term is subtracted depends on this.
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control [120,129], similar to that in the network equations as seen in Section 2.4.

Voltage Vector Control

Also controlled in the dq0 reference frame is the voltage across the filter capacitor.

This uses a similar concept for derivation and resultant structure to the current vector

control as can be seen in Fig. 2.6. Note, this is typically only included when using

GFM control (if included at all). Furthermore, the assumption of constant electrical

frequency whereby the ω∗,pu signal is replaced by ωb,pu [120,129] is also adopted within

this control structure for the work in this thesis.

PI

PI

Figure 2.6: Voltage vector control scheme in dq0 coordinates.

2.5.3 System-Level Control: Grid-Following

Having already discussed the high-level philosophy of GFL control in Section 1.2.2, this

subsection details the specific implementation utilised in this thesis, along with some

common adaptations where relevant.

Active & Reactive Power Control

The APC and reactive power control (RPC) strictly regulate the active and reactive

power by manipulating the output RL filter current using PI control, as seen in Fig.

2.7. In a typical GFL converter control scheme, these outer controllers generate the d
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and q current references to be fed into an ICC of the form seen in Fig. 2.5. The fact

that the ICC decouples the d and q components of the current control means that the

active and reactive power is also controlled independently6.

A low pass filter (LPF)–with cut-off frequency of ωc–may be applied to the

measurement of the active and reactive power (Pe and Qe, respectively) [132]. It can

also be noted that the active and reactive output electrical power that is measured in

this case is that being injected into the wider grid (i.e., at the PCC). This can therefore,

with consideration of (2.18) and (2.19), be calculated based on the measured voltage

and current in the per unit d and q coordinates as

Pe = v∗
m,di

∗
g,d + v∗

m,qi
∗
g,q (2.26)

Qe = v∗
m,di

∗
g,q − v∗

m,qi
∗
g,d. (2.27)

PI

𝑃𝑒  

𝑃𝑟𝑒𝑓  

PI

𝑄𝑒  

𝑄𝑟𝑒𝑓   

𝜔𝑐

𝑠 + 𝜔𝑐
 

𝜔𝑐

𝑠 + 𝜔𝑐
 

𝜔𝑐

𝑠 + 𝜔𝑐
 

𝜔𝑐

𝑠 + 𝜔𝑐
 

𝑖𝑐𝑣 ,𝑑𝑟𝑒𝑓
∗  

𝑖𝑐𝑣 ,𝑞𝑟𝑒𝑓
∗  

Figure 2.7: Active and reactive power controllers (for GFL control).

A common adaptation is to use a voltage magnitude control (VMC) in place of

the RPC whereby the reference and measured reactive power are replaced by the

reference and measured voltage magnitude at the PCC7. However, this begins to blur
6Provided the X/R ratio of the system is high ensuring sufficient natural decoupling of the active

and reactive power [31]. Or else some form of decoupling control may be applied such as that suggested
in [130], and further discussed in [131], but for GFM control.

7Depending on the orientation of the d and q axes, the measured voltage may have to be summed
with the reference, rather than subtracted.
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the GFL and GFM classifications. In [31], a more encompassing classification approach

is suggested whereby the voltage magnitude and frequency aspects are separated with

regards to whether they are “followed” or “formed” by the control.

In some instances, the strict PI control is not utilised and in its place is a static

calculation [103], derived from (2.26) and (2.27), of the form

i∗cv,dref
=
Pref − v∗

m,qi
∗
g,q

v∗
m,d

, (2.28)

i∗cv,qref
=
Qref + v∗

m,qi
∗
g,d

v∗
m,d

, (2.29)

which is commonly approximated by

i∗cv,dref
= Pref

v∗
m,d

, (2.30)

i∗cv,qref
= Qref

v∗
m,d

, (2.31)

because v∗
m,q is controlled to zero by the PLL, as will be described in the next subsection.

This adaptation is considered in Chapter 4.

Phase-Locked Loop: Synchronisation

In order to synchronise the generated voltage signals at the converter switches with

those of the grid, the phase-angle is tracked. A common approach to achieve this is the

use of a synchronous reference frame (SRF)-PLL which measures the voltage angle by

driving the q component of the measured voltage (in the controller’s frame of reference)

to zero (see [103, 133] and Chapter 8 of [123] for more information). This is achieved

with a PI controller whose output is the measured frequency, and, through a further

integrator, the angle. This angle is fed back into the transformation between system

and machine reference frames8. The implementation used throughout this thesis is

displayed in Fig. 2.8.

Note, in actual implementation, the measured signals would be in abc coordinates
8Depending on the orientation of the d and q axes, it may be the d-axis component which is

controlled to zero and/or the feedback may need to be summed rather than subtracted.
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𝜃∗ 

𝜔∗ 

PI

𝑣𝑚 ,𝑞
∗  

0 

𝑣𝑚 ,𝑞  𝑇 𝑠𝑦𝑠→∗ ,𝑞  

1/𝑠 

Figure 2.8: Synchronous reference frame phase-locked loop.

and the RFT would therefore be the Park transform. Since we model the network

in dq0 coordinates, it is instead the geometric transformation between different dq0

reference frames as described in Section 2.3.1.

2.5.4 System-Level Control: Grid-Forming

Similar to the discussion of the GFL control implementation, we will focus here on

the specific implementations of GFM control used in this thesis since the high-level

philosophy has already been discussed in Section 1.2.2.

Active Power Control & Synchronisation

For a GFM converter connected to the BPS, the APC is of course tasked with regulating

the active power injected to the system, but it is also typically the way in which the

converter control synchronises with the frequency of the AC grid. On top of this, a

droop characteristic is favourable to enable power sharing with the rest of the system.

Two common implementations for the GFM APC are droop control and the swing

equation-based virtual synchronous machine (VSM), as displayed in Fig. 2.9 and Fig.

2.10, respectively. These two basic structures have been shown to be equivalent (at

least under small-signal assumptions) [15, 134], where the droop controller parameters

can be related to those of the VSM by the calculations:

mp = 1
KD

, (2.32)
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ωc = 1
2mpH

(2.33)

where mp and ωc are the droop gain and low pass filter cut-off frequency for the droop

control, respectively. The inertia and damping constant of the VSM are denoted by

H and KD, respectively. If the low pass filter was not included in Fig. 2.9 then the

inertial characteristic would not be observed9 [15].

𝜔∗ 
𝜃∗ 

𝑃𝑒  

𝑃𝑟𝑒𝑓  

𝜔𝑐

𝑠 +𝜔𝑐
 

𝜔𝑐

𝑠 +𝜔𝑐
 

1/𝑠 

𝜔𝑏  

𝑚𝑝  

Figure 2.9: Active power droop-based grid-forming active power control.

𝜃∗ 

𝑃𝑒  

𝑃𝑟𝑒𝑓  1/𝑠 1/2𝐻 

𝐾𝐷 

1/𝑠 

𝜔𝑏  

𝜔∗ 

Figure 2.10: Virtual synchronous machine-based grid-forming active power control.

There are several alternate implementations of GFM APC found within the

literature, including dispatchable virtual oscillator control [135], matching control [136],

hybrid angle control [137], and more [15,63,138,139]. However, the two implementations

shown in Fig. 2.9 and Fig. 2.10 are arguably the most commonly adopted within the

literature and are certainly simple in terms of their control structure, notwithstanding

the intuitive tuning afforded by the use of well-known characteristics such as inertia

constant, damping constant, droop, and low-pass filtering. As such, these are the

approaches utilised throughout this thesis.
9In relation to the inertia of SGs, not simply the instantaneous injection of active power which may

be achieved by other means, such as FFR [7].
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Voltage Magnitude Control

As the system level control of the GFM directly generates the required voltage phasor,

the desired magnitude can be fed directly to the d component of the reference control

voltage (see Section 2.5.5 for more information on this signal) with the q component

being set to zero [59]. Alternatively, the reference can first be augmented with a

reactive power-voltage droop characteristic, as displayed in Fig. 2.11, enabling support

for reactive power regulation and sharing on the system [60]. The output of v∗
dref

is

𝑄𝑟𝑒𝑓  

𝑄𝑒  
𝜔𝑐

𝑠 +𝜔𝑐
 

𝜔𝑐

𝑠 +𝜔𝑐
 

𝑚𝑞  

 𝒗 𝑟𝑒𝑓  

𝑣𝑑𝑟𝑒𝑓

∗  

Figure 2.11: Reactive power-voltage droop.

the updated control voltage reference after application of the reactive power droop

with gain mq. As previously described, in a typical implementation of GFM control,

this would be equivalent to the magnitude of the control voltage reference, since the q

component is set to zero [59].

In GFL control, if VMC is used in place of RPC–as described in Section 2.5.3–

then a reactive power droop can also be used to augment the voltage reference. The

difference comes in the voltage control whereby the GFL would (typically) use a simple

PI controller acting on a similar timescale to that of the RPC [5,140], whereas the GFM

would (typically) use a faster IVC of the form seen in Fig. 2.6, if such a controller is

used at all: see Section 2.5.5 for more discussion on this.

Virtual Impedance

A common addition to GFM control is the use of a virtual impedance. This can

improve the response of the converter through increased X/R ratio–and therefore, the

decoupling of active power/frequency and reactive power/voltage–and/or oscillation

damping. There are a range of different virtual impedance implementations, often with

different target use cases [9]–e.g., oscillation damping [141, 142], active and reactive
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power decoupling [143–145], current limitation [146], impedance shaping [142,147,148],

etc.–which are out of the scope of this thesis, but a common algebraic approach [59]

is of the form seen in Fig. 2.12 with virtual resistance and inductance of RV I and

Xl,V I , respectively. The output of this virtual impedance approach is a deviation of

the reference control voltage phasor, denoted in this case as v∗,dev
ref . See Section 2.5.5

for the context in which this control augmentation can be applied.

𝑅𝑉𝐼  𝑅𝑉𝐼  

𝑋𝑙 ,𝑉𝐼  𝑋𝑙 ,𝑉𝐼  

𝑋𝑙 ,𝑉𝐼  𝑋𝑙 ,𝑉𝐼  

𝑅𝑉𝐼  𝑅𝑉𝐼  

𝑖𝑐𝑣 ,𝑑
∗  

𝑖𝑐𝑣 ,𝑞
∗  

𝑣𝑑𝑟𝑒𝑓

∗,𝑑𝑒𝑣  

𝑣𝑞𝑟𝑒𝑓
∗,𝑑𝑒𝑣  

Figure 2.12: Algebraic virtual impedance.

Note, virtual impedance is commonly adopted in GFM control but the concepts are

not limited to this control philosophy [9].

2.5.5 Cascaded Control: Putting it All Together

The system-level and device-level controls are typically implemented in a cascaded

control structure whereby the ICCs and IVCs quickly regulate the output current

and voltage signals as per Section 2.5.2 with system-level controls acting on slower

timescales. The concepts of timescale decoupling and singular perturbation theory are

key to the cascaded control approach [11,95,123,125,128,149,150].

In this thesis, the term “control architecture” is used to distinguish between the

inclusion or neglection of different cascaded controllers, as opposed to different control

implementations, such as VSM or droop control for GFMs.

Grid-Following Control Architectures

GFL control approaches tend to always include an ICC such as that of the form in

Section 2.5.2. From this, there are two common approaches for determination of the
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current references: single loop control (SLC) and double loop control (DLC). The

former involves a static calculation based on the system-level active and reactive power

references, as described in (2.30) & (2.31), in Section 2.5.3. DLC in this case refers

to the approach whereby outer PI controllers are used for strict control of the active

and reactive power (or voltage magnitude), as also described in Section 2.5.3. The

complete control structure (except RFTs or delay considerations as per Section 2.5.1)

with different choices of control architecture is displayed in Fig. 2.13.
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Figure 2.13: Grid-following cascaded control structure.

Grid-Forming Control Architectures

The standardisation of control architectures, in terms of cascaded control structure, is

less mature with respect to GFM converters when compared to that of GFL control.

This is an active research area within the literature, as will be further discussed in

Chapter 3, Chapter 4, and the end of this subsection.

Three key architectures might be considered: direct AC voltage control (DACVC),

single inner loop control (SILC), and double inner loop control (DILC). Fig. 2.14

provides an overview of the GFM cascaded control structure, detailing how DACVC,

SILC, and DILC differ from each other.

For DACVC, the AC voltage is controlled directly by the APC and VMC, without

any ICC or IVC. When using DACVC, the reference control voltage, v∗
ref , is that of the
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Figure 2.14: Grid-forming cascaded control structure.

converter switches, v∗
cv, as opposed to the voltage at the coupling filter capacitor, v∗

m

(i.e., at the PCC as per Fig. 2.4). However, if it is not tuned for a particular purpose

such as active stabilisation or power flow control [9], the virtual impedance (Fig. 2.12)

can be set to compensate for the voltage drop across the RL coupling filter, so that

v∗
ref corresponds to v∗

m, and hence |v|ref is the reference of the voltage magnitude at

the PCC. Note, more complex implementations of DACVC can also be found in the

literature, such as the use of a linear quadratic regulator [146].

SILC includes an ICC but no IVC. As such, a static reference conversion is used

to obtain the ICC input current reference, i∗cvref
, from the reference control voltage,

v∗
ref [151,152]. With measurement of v∗

m, this calculation is

i∗cv,dref
= 1
R2

f +X2
l,f

[
Rf

(
v∗

dref
− v∗

m,d

)
−Xl,f

(
v∗

qref
− v∗

m,q

)]
, (2.34)

i∗cv,qref
= 1
R2

f +X2
l,f

[
Rf

(
v∗

qref
− v∗

m,q

)
+Xl,f

(
v∗

dref
− v∗

m,d

)]
, (2.35)

where v∗
ref is therefore the reference for the voltage at the converter switches, v∗

cvref
. If

it is desired to have v∗
ref control the voltage at the output filter capacitor–i.e., v∗

mref
–

instead, then a measurement of the voltage at the converter switches, v∗
cvmeas

, should
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be made and the calculation rearranged accordingly as

i∗cv,dref
= 1
R2

f +X2
l,f

[
Rf

(
v∗

cv,dmeas
− v∗

dref

)
−Xl,f

(
v∗

cv,qmeas
− v∗

qref

)]
, (2.36)

i∗cv,qref
= 1
R2

f +X2
l,f

[
Rf

(
v∗

cv,qmeas
− v∗

qref

)
+Xl,f

(
v∗

cv,dmeas
− v∗

dref

)]
, (2.37)

although, when SILC is adopted in this thesis, it is the form described in (2.34) and

(2.35) which is used.

Care should also be taken here with respect to the inclusion of the virtual

impedance10. That is, the static conversion from voltage to current reference requires

the correct knowledge of what the actual input voltage reference is, in addition to what

the impedance between this voltage and the measured voltage is (i.e., considering the

impedance of the output coupling filter and the virtual impedance together), in order

to accurately calculate what i∗cvref
should be to achieve v∗

ref . More complex virtual

impedance considerations may mean that such an exact approach is not required,

or even desired [9, 147], in which case careful choice of the input voltage magnitude

reference, |v|ref , should be made. However, such scenarios are not considered in this

thesis.

The final architecture considered is DILC which includes a cascaded IVC in addition

to the ICC. As such, since this offers strict regulation of the reference control voltage

(Section 2.5.2), v∗
ref , this can be set directly to v∗

mref
.

Furthermore, the choice of architecture will be important with regards to dynamic

response, stability, power quality, potential interactions, amongst other considerations.

In Chapter 3 and Chapter 4, the impact of different controller architecture choices

on small-signal stability and multi-machine interactions is further investigated.

Furthermore, the inclusion of the cascaded ICC and IVC may be motivated by the need

for signal limiters. This is primarily from the current limitation perspective, which is
10Note, the static reference calculation may also be considered a form of virtual impedance often tuned

independently of the output filter reactance [152–154], that is, not being used simply to compensate
for the output coupling filter of the VSC [153], but rather to offer an additional degree of freedom
with [155] showing how this can be used to improve passivity across the frequency spectrum. This
might also be a dynamic virtual impedance as opposed to the static algebraic approximation. However,
in this reference to virtual impedance we are referring to the specific implementation of Fig. 2.12.
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another very active research area at present, especially for GFM converters [75,76,79].

2.6 Synchronous Generator

The discussion of the SG is less detailed than that of the CIG due to the maturity of

the former, as well as the targeted interest in the dynamics of the latter in this thesis.

The particular SG model used in this thesis is the linear magnetic circuit model

taken from [11]. This is a 9th order model (8th order if considering balanced conditions)

with dynamic representation of the field and damper windings of the rotor, in addition

to the stator dynamics (unless a quasi-static assumption is applied) and the mechanical

rotor. More specifically, the dynamic equations are:

1
ωb
ψ̇d = RsId + ω∗

ωb
ψq + Vd (2.38)

1
ωb
ψ̇q = RsIq + ω∗

ωb
ψd + Vq (2.39)

T
′
d0Ė

′
q = −E′

q −
(
Xd −X

′
d

) [
Id − X

′
d −X

′′
d(

X
′
d −Xℓs

)2 (ψ1d +
(
X

′
d −Xℓs

)
Id − E

′
q

)]
+ Efd

(2.40)

T
′
q0Ė

′
d = −E′

d +
(
Xq −X

′
q

)Iq −
X

′
q −X

′′
q(

X ′
q −Xℓs

)2

(
ψ2q +

(
X

′
q −Xℓs

)
Iq + E

′
q

) (2.41)

T
′′
d0

˙ψ1d = −ψ1d + E
′
q −

(
X

′
d −Xℓs

)
Id (2.42)

T
′′
q0

˙ψ2q = −ψ2q − E
′
d −

(
X

′
q −Xℓs

)
Iq (2.43)

δ̇∗ = ω∗ − ωb (2.44)
2H
ωb

ω̇∗ = TM − (ψdIq + ψqId) − TF W (2.45)

with accompanying algebraic equations of

ψd = −X
′′
d Id +

(
X

′′
d −Xℓs

)
(
X

′
d −Xℓs

) E′
q +

(
X

′
d −X

′′
d

)
(
X

′
d −Xℓs

)ψ1d (2.46)

ψq = −X
′′
q Iq −

(
X

′′
q −Xℓs

)
(
X ′

q −Xℓs

)E′
d +

(
X

′
q −X

′′
q

)
(
X ′

q −Xℓs

)ψ2q (2.47)
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where ψd and ψq are the stator flux linkage states. The flux linkage states of the

rotor circuit are denoted by ψ1d and ψ2q. The transient voltages are denoted by E
′
d

and E
′
q and are primarily associated with one of the q-axis damper windings and with

the field winding, respectively11. The stator current variables are denoted by Id and

Iq, while the terminal voltage variables are denoted by Vd and Vq. The field winding

voltage is Efd. As mentioned previously, ωb is the base frequency and ω∗ is the machine

frequency, the latter of which is the rotor speed in this case. Furthermore, as stated

in Section 2.3.2, angular frequency states/variables are in units of radians per second,

despite the remaining variables being in per unit. The stator resistance is Rs and

the stator leakage reactance is Xℓs. The Xd and Xq parameters represent the d and

q components of the synchronous reactance, respectively. The d and q component

transient reactances are X ′
d and X

′
q respectively, and the subtransient reactances are

X
′′
d and X

′′
q . The time constants T ′

d0, T ′
q0, T ′′

d0, and T
′′
q0 are the d and q transient, and

then subtransient, open circuit time constants, respectively. Finally, (2.44) and (2.45)

are the swing equation of the rotor, with δ∗ (in radians) and ω∗ being the rotor angle

and speed states, respectively. The input mechanical torque is denoted by TM and the

friction windage torque is denoted by TF W . The inertia constant is denoted by H.

Note, the terminology in terms of state, variable, and parameter names may be used

in similar models in slightly different ways. For further discussion on this and to learn

more about the specific implementation used, see [11].

Common controls adopted for SGs are an automatic voltage regulator

(AVR)/exciter, PSS, and speed governor/turbine. Common versions of these control

elements for power system dynamic studies are the DC1A AVR [157], PSS1A PSS [157],

and IEEEG1 speed governor/turbine [158]. The specific controls utilised (if any) for

each case study are described where relevant in this thesis. If no speed governor/turbine

or AVR is connected, then it is a fixed mechanical power input that is used (as opposed

to a fixed mechanical torque) and a DC constant excitation, respectively.

11This can be better understood by considering the definitions of these variables in [11]:
E

′
d ≜ − (Xmq/X1q)ψ1q and E

′
q ≜ (Xmd/Xfd)ψfd where ψ1q and ψfd are flux linkages of one of

the q-axis damper windings and the field winding, respectively. Furthermore, Xmd and Xmq are the
magnetising reactances [156], and X1q and Xfd are the reactance of one of the q-axis damper windings
and of the field winding, respectively.
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Chapter 3

Interaction Analysis of

Grid-Forming Converters in a

Transmission Scale Power System

with Associated Bandwidth

Restrictions

3.1 Introduction

3.1.1 Motivation

As detailed in Section 1.2, transitioning to a carbon-free power system will result in new

dynamic phenomena and interactions involving GFM converters as their proliferation

occurs to support this transition. The DILC architecture, incorporating cascaded IVCs

and ICCs, often utilised within GFMs are generally expected to cause interactions in

higher frequency ranges than the (well-studied) dynamics of interest associated with

a purely SG-based system. However, the restricted control bandwidth associated with

low switching frequency of large power rated 2- or 3-level VSCs results in the need

for much slower control time constants, causing potentially destabilising interactions,
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even in lower frequency ranges. This chapter offers an extensive insight into the small-

signal, multi-machine interactions involving large power-rated GFMs in a transmission

network: the IEEE 39-bus New-England test system. Furthering the contribution

of this chapter, DILC is employed within the GFMs, offering an insight into their

interactions with other power system elements to help aid the ongoing discussions

on model appropriateness and DACVC versus the use of cascaded inner controllers.

Finally, parametric sweep sensitivity analyses are performed for the GFMs which are

implemented as VSMs.

GFMs are one of the promising solutions for enabling ever increasing penetrations

of CIGs, primarily in the form of wind and solar energy resources. In the transitional

period before SGs are fully phased out, a combination of SGs, GFMs and GFLs are

expected to be present in power systems (for investigations including GFLs, refer

to Chapter 4). The interactions among such devices with each other and existing

power system elements are of significant interest [33], especially in terms of small-

signal behaviour. As of yet, the GFM concept, despite being utilised for microgrid

applications [159, 160], has not been fully explored from a small-signal perspective,

especially in the context of large, interconnected power systems.

3.1.2 Literature Review

The literature pertaining to GFMs in larger power systems in previous years has been

restricted to defining general penetration level limits [161]. More recently, the impact of

GFMs on power system stability has been an increasing topic of interest. [59] produced

an extensive small-signal analysis of CIGs from a small, two-machine with infinite bus

system, up to a large-scale system in the form of the 59-bus South-East Australian

network. This work offers invaluable insights into the nature of the most influential

interactions between SGs, GFMs and GFLs, albeit with limited discussion into the

nature of the specific modes when in the large system due to a focus on CIG penetration

limits. For example, it is seen from PF analysis that there are destabilising interactions

between the fast voltage control of the converters and the relatively slow voltage control

of the PSS and AVR of the SG. It is also found that as GFL penetration increases

55



Chapter 3. Interaction Analysis of Grid-Forming Converters in a Transmission Scale
Power System with Associated Bandwidth Restrictions

there reaches a point where there is not enough contribution from the SG (or GFM)

to slow the frequency variations and therefore the PLL of the GFL loses synchronism.

Provided in [162] is a study focused on inter-area oscillations, whereby they exhibit the

potential improvement of damping by replacing a SG with a VSM-based GFM in both

the Kundur two-area system as well as the IEEE 68-bus system. Despite these studies,

there remains scope to describe extensively the small-signal interactions seen in a large-

scale power system with GFMs, especially since the most influential interactions can

easily change depending on a multitude of factors including operating points as [59]

highlights.

In terms of GFMs in one machine-infinite bus (OMIB) systems, [163,164] and [165]

investigate the small-signal behaviour of different GFM control schemes with the last of

which focusing on tuning through eigenvalue analysis before validation with a modified

IEEE 39-bus New-England test system. Similar OMIB small-signal analysis examples

include [166] which investigates the interaction between inner and outer control loops

and its effect on small-signal stability, and [143] which proposes active and reactive

power decoupling approaches for GFMs incorporating the power synchronisation control

scheme. In particular, this is aimed at resistive networks and they make use of

both “virtual power” and virtual impedance to enhance the small-signal stability.

Furthermore, they validate their results (i.e., stability improvement) using the IEEE

39-bus network. A similar active and reactive power decoupling approach is adopted

in [144] but for a droop-based GFM control scheme connecting a wind farm with a

BESS to the AC grid. Another study in this vein is found in [145] which makes use of

the IEEE 9-bus system. An eigenvalue based study (along with a bifurcation approach)

is performed in [167] with both GFL and GFM control approaches. They offer detailed

insights into potential stability ranges with respect to SCR network conditions in

addition to varying primary control parameters. Despite this, they do not investigate

the PF-based characteristics of the eigenvalues.

Furthermore, small-signal analysis of GFMs in parallel, connected to an infinite

bus, has been investigated in [119]. Additional small-signal analyses looking at robust

stability margins using the µ factor has been performed by the same authors in [168].
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These papers look at synchronverters, a type of swing equation based VSM, operating

in parallel as well as synchronverters in parallel with GFLs. Another multi-machine

investigation in a small system is performed in [169] whereby they adopt very detailed

models of a wind turbines to investigate the potential impact on (or interaction with),

the electromechanical dynamics of a SG.

Although not the focus of this chapter, it can be noted that extensive literature

exists pertaining to small-signal analyses with GFL control. In addition to several

of the papers already discussed, some examples which focus solely on GFLs include

[5, 170–175].

This brief review of the general literature pertaining to the small-signal analysis of

GFMs (in addition to that discussed in the context of the changing dynamic landscape

in Section 1.2) highlights the wide range of potential small-signal interactions and

stability issues, in addition to the plethora of different base control approaches and

adaptations, further motivating the need for continuing detailed investigations to

illuminate the expected behaviour, interactions, and stability of GFMs, especially in

BPSs.

Significant research into GFMs has been focused on the important issue of current

limitation [146, 176]. Two promising approaches are DACVC with threshold-induced

virtual impedance [9,146] and the use of DILC [125]. The latter constitutes a cascaded

IVC and ICC, allowing for a limitation to be applied to the current reference generated

by the former and applied to the latter1. The idea of DACVC refers to the creation

of a voltage phasor from the GFM control section and bypassing inner controllers by

applying the reference directly to the AC voltage modulation of the converter terminals.

This approach can also incorporate virtual impedance [59] or alternative control such

as linear-quadratic regulators [146].

Traditionally, IVCs and ICCs are much faster than that of the outer active

and reactive power (or voltage magnitude) control. This allows sufficient timescale

separation from the inner loops to the outer loop and electromechanical dynamics that
1Note, the use of an ICC is not solely to enable current limitation but, amongst other considerations,

is used for fast regulation of the output filter current, using fast PI-controller action and feed-forward
terms for disturbance rejection. For more information, see Section 2.5.2.
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dominate power systems [59]. In GFMs, the tuning of the inner cascaded controllers

has been discussed in [125] and [149], both of which find conventional tuning methods

insufficient due to low switching frequencies of VSCs at large power ratings. This is

due to limited bandwidth of the inner controllers resulting in increased potential for

instability. Therefore, through different tuning procedures, [125] and [149] find new

parameters which suffice. They are of much higher time constants, and from [149] are

the values adopted for the small-signal analysis described earlier [59]. Although [125]

and [149] displayed the nature of the small-signal interactions at conventional tuning,

they did not show how this changes after re-tuning.

In this chapter, the interaction of the inner controllers of multiple, distant GFMs

with controller bandwidth restrictions, as well as with the electromechanical and

PSS dynamics of SGs is observed. In particular, we provide a comprehensive break

down of the small-signal interactions which have participation from the VSM-based

GFMs [134] found at transmission-scale. Specifically, for the modified IEEE 39-bus

network being studied. This is completed for the GFMs utilising DACVC but also

when using DILC. Finally, parametric sweep sensitivity analyses of relevant GFM

parameters are performed. Note, a preliminary study, with simplified models, focusing

on electromechanical interactions between SGs and GFMs (or between two GFMs) can

be found in Appendix B.

The work in this chapter was published in the proceedings of the Innovative Smart

Grid Technologies (ISGT) Europe 2022 conference [177].

3.2 Modelling and Analysis Methodology

3.2.1 Small-Signal Analysis

The key elements and use cases of small-signal eigenvalue analysis have been discussed

in detail in Section 1.2.4 and Section 2.1.2.

To identify the GFM dominant eigenvalues, of which we are interested in this work,

a minimum participation from the sum of PFs of all GFM states of 10% is required for

further analysis. Additionally, any eigenvalue that was fully damped with real value
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less than −10 (i.e., damping time constant less than 0.01 s) was considered irrelevant

for the analyses in this chapter. It was found that those eigenvalues with participation

from only GFM output filter states and network states were extremely stable and had

no sensitivity to any GFM control parameters. Therefore, the output filter states were

not considered GFM states when determining the modes of interest. Note, this might

not be true with higher bandwidth inner controllers. The determination of relevant

eigenvalues was performed for the DACVC scenario before the IVCs and ICCs are

added to the GFMs.

Knowing the eigenvalues that exist is not sufficient as we require an idea of how

the important system parameters impact the stability of these eigenvalues to gain a

complete picture. Therefore, parametric sweep-based sensitivity analyses are performed

to determine how the dynamics are impacted. This involves eigenvalue plots for a

parameter value being considered across an appropriate range with all other parameters

held constant. In this work, the sensitivity analysis is performed only for the DILC

scenario.

In this work, a mode is considered to be an interaction if multiple machines and/or

elements are present in terms of the dominant dynamics states with respect to the

mode’s PFs. Interactions are generally expected to be undesirable, however, we also

ensure to discuss the eigenvalue-based characteristics of such modes as well to determine

if they exhibit low stability margin, in which case we would explicitly consider such

interactions to be adverse or undesirable.

3.2.2 Power System Modelling

The small-signal models are developed in accordance with the procedure outlined in

Chapter 2.

SG model: is of the balanced, 8th order machine as in [11]. The SG is also fitted

with an AVR/exciter combination of type EXCST1. Additionally, there is a PSS of

type PSS1A and finally, there is a governor/turbine combination of type IEEEG1.

Implementation of all controllers are found in [178].

GFM model: is based on the VSM approach, with a VMC incorporating a reactive
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power-voltage droop, as per Section 2.5.4. An RLC filter is adopted as per Fig. 2.4. In

this case, the current and voltage measurements are passed through a LPF (as opposed

to the active and reactive power) and transformed into the machine’s local rotating

reference frame in dq coordinates [103] (Section 2.3.1). The IVCs and ICCs are of the

form described in Section 2.5.2, with only the former including feed-forward terms.

Additionally, in this case the PWM/control delay is approximated by a first-order time

delay2 [125,126]. No virtual impedance is included in this GFM implementation.

Network model: incorporates dynamic π circuit representations of the transmission

lines and dynamic RL circuits for both the transformers and (constant impedance)

loads.

3.2.3 Modified IEEE 39-Bus System with Added Grid-Forming

Converters

The parameters of the IEEE 39-bus network and the SGs within are adopted from [178].

From the base case presented there, 600 MVA rated GFMs were added at bus locations

5, 16 and 26 as in Fig. 3.1: each set to output 300 MVA at a power factor of 0.95.

The IEEE 39-bus network is common in small-signal analysis studies and was chosen

due to its relatively complex and meshed nature with the potential for multi-machine

interactions on transmission-scale. Parameters related to GFMs are presented in Table

3.1. The initial tuning for the inner controllers were determined using the modulus

optimum technique for the ICC (with closed-loop time constant set to 10×(1/fs) where

fs is the switching frequency) and the symmetrical optimum approach for the IVC [125].

The latter requires a damping factor to be chosen which is obtained in this case from

a parametric sweep (Fig. 3.2a which is discussed further in Section 3.5). Note, such an

approach has been shown to exhibit poor performance in OMIB systems [149,179,180]

and the work in this chapter extends the analysis of such limitations to multi-machine

systems and the potential for multi-machine interactions.
2In this case the PWM/control delay time constant is taken as 1/(2fs) where fs is the VSC switching

frequency. Different sources suggest different values for this as discussed in Section 2.5.1.
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Figure 3.1: Modified IEEE 39-bus network for use in the bandwidth-restricted GFM
small-signal analysis case studies.

Table 3.1: Parameters of the GFM for the base case in the bandwidth-restricted small-
signal analysis case studies.

Parameter Symbol Value
RLC resistance Rf 0.03 pu
RLC inductive reactance Xl,f 0.08 pu
RLC capacitive reactance Xc,f 1/0.074 pu
Measurement filter cut-off
frequency fc 100 Hz

Switching frequency fs 2 kHz
PWM/control time delay τpwm 1/(2fs) s
ICC proportional gain, integral
gain Kp,icc,Ki,icc {0.0424, 6} Vpu/Apu

IVC proportional gain, integral
gain Kp,ivc,Ki,ivc {0.1406, 0.0108} Apu/Vpu

IVC damping factor ζ 25
VMC reactive power droop mq 0.1%
APC virtual inertia, virtual
damping H,KD 4 s, 10 pu
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3.3 Eigenvalue Analysis with GFMs adopting Direct AC

Voltage Control

This section regards the analysis performed on the test system described previously with

all GFMs implemented without the inner controllers. That is, they employ DACVC.

All eigenvalues of interest are shown in Table 3.2 along with their frequency, damping

ratio and most dominant states, characterised by a minimum of 5% PF unless stated

otherwise. Those with participation above 10% are presented in bold.

There are six modes in the range of 21.63 Hz to 21.66 Hz. These modes have

participation purely from the input measurement filters of the GFMs. They are very

well damped with damping ratio of approximately 0.869 and do not move throughout

the parametric sweeps and so have not been included in Table 3.2. Similar modes were

found in the DILC scenario and again have not been included (in Table 3.3 or the

display of the parametric sweeps in Fig. 3.2).

Table 3.2: Eigenvalues of interest for the direct AC voltage control scenario.

Eigenvalue Coordinates Frequency
(Hz)

Damping
Ratio Dominant States Category

λ1&2 −0.5879 ± j12.2031 1.9422 0.0481 ωGF M,2, δGF M,2, ωr,4
Electro-
mechanical

λ3&4 −1.5704 ± j11.4504 1.8224 0.1359
ωr,8, δGF M,3, δr,8,
ωGF M,3, E

′
q,8

Electro-
mechanical

λ5&6 −0.7167 ± j11.2226 1.7861 0.0637 δGF M,1, ωGF M,1,
ωGF M,3

Electro-
mechanical

λ7&8 −1.6783 ± j10.6958 1.7023 0.1550 ωr,8, δr,8, E
′
q,8, ωr,4,

δGF M,3, ωGF M,3, ωr,9

Electro-
mechanical

λ9&10 −1.0650 ± j7.4529 1.1862 0.1415
δr,9, ωr,9, δGF M,3,
ωr,10, E

′
q,9

Electro-
mechanical

Dominant state subscript numbers refer to the machine number and should be cross-referenced with Fig. 3.1.

All of the eigenvalues highlighted in Table 3.2 are seen to be in the electromechanical

range with frequencies between 1.1862 Hz and 1.9422 Hz. The electromechanical nature

of these modes is also confirmed with the PFs showing dominant modes associated

with the rotor speed and angle of SGs with ωr and δr, as well as the GFMs with

ωGF M and δGF M . There is also some small participation from states associated with

the rotor field windings, E′
q. All modes involve multiple generators (GFMs and/or
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SGs). Additionally, for this timescale, all modes are well damped, with the minimum

being 4.81%. Typically, a damping ratio of above 3% is considered sufficient for

electromechanical modes.

3.4 Eigenvalue Analysis with GFMs adopting Double

Inner Loop Control

The eigenvalues and their characteristics for this test case are displayed in Table 3.3.

We find the same electromechanical modes as observed in Table 3.2 with small changes

to the frequency and damping. However, there are additional modes now found to be

of interest. All of the additional modes are in close proximity to the stability boundary

and are related to the inner controllers of the GFMs. The ICC states are denoted by

γCC1&2 and the IVC states are denoted by γV C1&2 . The eigenvalues can be split into

three main categories: electromechanical, ICC-related, and IVC-related. The ICC-

related modes, λ23to30, are seen to be low frequency or non-oscillatory and may have

participation from the PSSs of SGs, whose states are denoted by γP SS1&2&3 , or even

the rotor speed dynamics as in λ23&24 and λ25&26. The IVC-related modes, λ31to36 are

seen to be very close to the origin with very low frequency and close to the unstable

region. It is important to note that all of the inner controller related modes except

λ23&24 involve the inner controllers of multiple (or all) GFMs throughout the system,

proving the need to perform system-level small-signal studies.

An additional note of interest is the lack of any important modes consisting of

interactions between the GFM control states and the network dynamics. Likely due

to the restricted control bandwidth of the GFMs, this might suggest the possibility of

model order reduction in relation to time separation for an algebraic representation of

the network in this case.

3.5 Parametric Sensitivity Analysis

Parametric sweeps are performed for the DILC case and are displayed in Fig. 3.2

to further the understanding of how the identified mode categories can be influenced.
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Table 3.3: Eigenvalues of interest for the double inner loop control scenario.

Eigenvalue Coordinates Frequency
(Hz)

Damping
Ratio Dominant States Category

λ11&12 −0.5577 ± j12.4033 1.9740 0.0449 ωGF M,2, δGF M,2,
ωr,4, δGF M,3, δGF M,1

Electro-
mechanical

λ13&14 −1.5240 ± j11.8298 1.8828 0.1278
ωr,8, δGF M,3,
ωGF M,3, δr,8, E

′
q,8

Electro-
mechanical

λ15&16 −0.7015 ± j11.4685 1.8253 0.0610 δGF M,1, ωGF M,1,
ωGF M,3

Electro-
mechanical

λ17&18 −1.7469 ± j10.6211 1.6904 0.1623 ωr,8, δr,8, E
′
q,8, ωr,4,

ωr,9, δGF M,3

Electro-
mechanical

λ19&20 −0.9950 ± j7.4804 1.1905 0.1319
δr,9, ωr,9, ωr,10,
δGF M,3, E

′
q,9

Electro-
mechanical

λ21&22 −0.6295 ± j7.0821 1.1272 0.0885 δr,10, ωr,10, ωr,2,
δGF M,3

Electro-
mechanical

λ23&24 −0.2350 ± j0.0770 0.0123 0.9503 γCC2,2, γCC1,2, ωr,1
ICC-
related

λ25&26 −0.0526 ± j0.0541 0.0086 0.6970
γCC1,2, γP SS3,7,
γCC2,2, γP SS3,6,
γCC1,1, γCC1,3, ωr,1

ICC-
related

λ27 −0.2373 0 1 γCC2,1, γCC1,1,
γCC2,2

ICC-
related

λ28 −0.2131 0 1 γCC2,3, γCC2,2,
γCC1,3, γCC2,1

ICC-
related

λ29 −0.0670 0 1 γCC1,1, γCC1,2,
γCC2,1, γCC2,2

ICC-
related

λ30 −0.0847 0 1
γCC1,3, γCC1,1,
γP SS3,9, γCC1,2,
γCC2,3, γP SS3,7

ICC-
related

λ31&32
−3.52 × 10−6 ±
j7.97 × 10−4 1.269×10−5 0.0044

γV C2,1, γV C1,1,
γV C2,2, γV C1,2,
γV C2,3, γV C1,3

IVC-
related

λ33&34
−7.73 × 10−6 ±
j8.01 × 10−4 1.275×10−5 0.0097 γV C1,3, γV C2,3,

γV C1,1, γV C2,1

IVC-
related

λ35&36
−9.30 × 10−6 ±
j8.03 × 10−4 1.278×10−5 0.0116 γV C1,2, γV C2,2,

γV C1,1, γV C2,1

IVC-
related

Dominant state subscript numbers refer to the machine number and should be cross-referenced with Fig. 3.1.
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Note, the sweeps of any given parameter are performed on all the GFMs at once.

From Fig. 3.2a we can observe that the damping factor, ζ, associated with the tuning

of the IVC has a small impact on the ICC-related modes and significant influence

over the stability of the IVC-related interactions. For the latter, the real-parts curve

from instability into the stable region and then back towards the instability boundary

but without reaching it. The chosen parameter value for the base case investigated

previously was 25, at approximately the maximum negative real part for these modes

within the range investigated. Fig. 3.2b displays the influence that the ICC time

constant, τCC , (and hence IVC time constant) has over the inner controller related

modes. When considering the IVC-related modes specifically, the increase of τCC brings

the eigenvalues closer to the origin.

Moving our attention to the slower outer controllers, Fig. 3.2c confirms that

the inertia constant of the VSM-based GFM, H, has a significant impact on the

electromechanical modes with the potential for instability to occur if the parameter

is set too high. H can also be seen to have an impact on the ICC-related modes

but to a lesser extent and causing no instability in this case. In terms of the IVC-

related interactions, H has no impact. The damping constant, KD, is also seen to have

significant impact on the electromechanical modes in Fig. 3.2d. However, for the range

of parameter values evaluated no instability is observed. Similar to H, KD has a small

impact on the ICC-related modes, without causing any issues in this case, and has no

impact at all on the IVC-related modes. The final parametric sweep in Fig. 3.2e finds

that the reactive power droop gain, mq, has negligible impact on the electromechanical

modes as well as the ICC-related modes. However, it does impact the IVC-related

interactions with increasing values bringing increased damping.

It should be noted that the conclusions drawn from these results are specific to the

test system utilised at the operating point of interest. Also, the elements connected to

the system and their specific parameter tuning values will have significant impact on

the small-signal behaviour. This work aims to shed light on potential interactions that

can occur in transmission systems containing a mix of SGs and bandwidth-restricted

GFMs.
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(a)

(b) (c)

(d) (e)

Figure 3.2: Parametric sweeps of eigenvalues with lowest values in black and highest
values in red: (a) ζ : 1 to 50 in steps of 1 (b) τCC : 10 × 1/fs to 100 × 1/fs in steps of
1.8 × 1/fs, (c) H : 2 s to 50 s in steps of 2 s, (d) KD : 10 pu to 100 pu in steps of 10 pu
and (e) mq : 0.1% to 1% in steps of 0.1%.
Zoom key: 1=electromechanical modes, 2=ICC-related modes, 3=IVC-related modes.
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3.6 Chapter Summary and Conclusions

This chapter provides a small-signal analysis focusing on multi-machine interactions in a

GFM-penetrated transmission network. More specifically, this work utilises a modified

IEEE 39-bus system with the addition of bandwidth-restricted CIGs utilising the VSM

GFM control scheme (with and without inner loops). The interactions observed are split

into three main categories of electromechanical, IVC-related, and ICC-related modes.

The latter of which might also involve the PSSs, or even the rotor speed dynamics, of

SGs. It was found that all types of mode typically involve participation from multiple

machines (GFMs and/or SGs) within the system.

The sensitivity of these interactions to different GFM parameters is also investigated

for this specific system. The IVC tuning damping factor is important for stabilising

the IVC-related multi-unit interactions (although they still remain close to the stability

boundary with resultant large damping time constant). The ICC time constant

has influence over the ICC-related modes. There is a destabilising impact on

electromechanical modes from the virtual inertia constant of the VSM. The virtual

damping constant and reactive power droop gain have less impact on the overall stability

of the system. Although, they do have some influence over the electromechanical

and IVC-related modes, respectively. For this test system, it can be determined that

removing the IVCs would be beneficial. Maintaining the ICCs would be sufficient for

the current reference limitation approach and although ICC-related modes are close to

the stability boundary, they cause no stability issues (in this case). This might suggest

that SILC could be a beneficial approach and, as such, this architecture is included in

the investigations of Chapter 4.

Note, modal analysis tends to provide results that are specific to the system,

operating point, model-fidelity, and a range of other contributing factors. Nevertheless,

the results of this chapter highlight important interactions that can exist when adopting

bandwidth-restricted multi-loop control of GFMs in transmission-scale power systems.

Understanding that such interactions exist, as well the dynamic states that participate,

is vital for avoidance, mitigation, and control design in CIG-permeated power systems.
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Chapter 4

Interaction Analysis of

Multi-Machine Systems with

Grid-Forming and Grid-Following

Converters Under Different

Control Architectures

4.1 Introduction

4.1.1 Motivation

This chapter continues in the same vein as Chapter 3 with the overarching goal

of interaction identification, characterisation, and analysis in CIG-permeated power

systems. Extending on the previous studies, we now also consider systems which

include GFLs. Furthermore, there is a focus on the impact of different CIG controller

architectures (see Fig. 2.13 and Fig. 2.14). In doing so, the work in this chapter

contributes towards the ongoing conversation around the benefits and drawbacks of

different cascaded controllers (especially with regards to GFMs), revealing the care

that must be taken with respect to the possibilities for novel small-signal interactions,
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as well as system conditions under which different architectures can cause smalls-signal

instability.

Note, the investigation in Chapter 3 also considered different controller architectures

for the GFM in terms of DACVC and DILC (but not SILC). However, this was focused

on the situation in which the switching frequency, and subsequently the controller

bandwidth, is restricted whereas this is not the case in this chapter, allowing for a

situation in which conventional tuning approaches are appropriate. Although this might

be unrealistic for transmission-scale BPS-connected CIGs adopting a two- or three-

level VSC hardware implementation, it is more likely in such systems that a modular

multilevel converter (MMC) architecture is utilised due to the capability for reduced

switching losses in high-voltage systems [181–183]. For example, offshore wind farms

are typically connected to the AC power system through HVDC links that make use of

MMCs [184]. In such a case, a higher effective switching frequency can be achieved for

the same submodule switching frequency [185]. This results in a less restricted control

bandwidth, even in transmission-scale BPSs.

As detailed in Section 1.2, the uptake of CIGs, and subsequent reduction of SGs,

is causing major changes to the dynamic characteristics of the power system [33, 38].

This includes the potential for new dynamic interactions between the wide bandwidth

control of the CIGs with existing power system elements, each other, and even the

electromagnetic dynamics of the network [59, 186]. Consequently, extensive research

into potential small-signal multi-machine (or multi-element) interactions is required to

capture those with notable influence over the dynamic response or the stability of the

power system.

The flexibility of the digital implementation of CIG control results in a huge

potential for differing control architectures and parameter tuning. In particular, there

are ongoing questions regarding the optimal controller architectures to adopt for GFM

control approaches due to the difficulty with standard tuning practices in high power

applications and multi-machine networks [153,187], while various topologies can be also

found in the literature regarding GFL control schemes.

The common approach for realising a GFM scheme relies on a multi-loop control
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structure, with an ICC and IVC regulating filter current and voltage, and an outer

loop responsible for the primary control objectives [120], i.e., voltage and frequency

regulation and power sharing. Further adaptations based on the concept of virtual

impedance are common but are not considered in this work [9,59,147,188]. Alterations

of the multi-loop approach are also met in the literature, with the most common

being not including inner loop control schemes, or including only an ICC [189]. In a

similar manner, derivatives of the common GFL schemes consisting of a single current

controller, may focus on including a further control loop directly regulating the output

active and reactive power [190]. However, the impact of adopting each different GFM

or GFL control architecture to the stability of the converter-dominated multi-machine

power system has not been investigated to the required depth.

4.1.2 Literature Review

The impact of GFM controller architecture choice on the small-signal stability of

OMIB systems has been investigated in [152]. Additionally, small-signal analyses of

the interactions between multiple CIGs have been performed in the literature, including

[191] and [192]. However, these do not consider how the choice of controller architecture

affects the specific small-signal stability and interactions. In [59], which was also

discussed in Section 3.1, an extensive small-signal analysis is performed to determine

the major causes of instability with increasing penetrations of CIGs, considering a

generation mixture of SGs, GFMs, and GFLs. They utilise a two-machine system for

detailed analysis of interactions between SGs & GFLs, SGs & GFMs, and GFMs &

GFLs. They also investigate the IEEE 9-bus1 and South-East Australian systems but

only in terms of stability margins. The work in this chapter adds to the analysis in [59]

with a comparison of controller architecture combinations. Additionally, comprehensive

PF analysis of the interactions involving CIGs is performed, rather than focusing only

on the modes which cause instability.

A small-signal study with two to three CIGs connected to an infinite bus while

including or neglecting a GFM, and then including or neglecting an ICC for the GFM,
1Alternatively named the Western System Coordinating Council (WSCC) 9-bus system.
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was performed in [193]. They find that reducing the grid-strength causes instability

when there is only GFLs (excepting the infinite-bus) or when the GFM includes an ICC.

In addition, they highlight that an increasing penetration of GFM compared to GFL

ensures stability in their system. Compared to this, the following work considers more

controller architecture combinations as well as further parametric variation studies.

Additionally, there is no infinite-bus in this work.

In this chapter is a comparison of potential multi-machine small-signal interactions

and the impact of network parametric variations under different combinations of GFM

and GFL architectures, supporting discussions regarding the benefits and drawbacks of

each controller choice and the potential appearance of instabilities.

Following this introduction, Section 4.2 describes the small-signal modelling.

Section 4.3 details the case studies that are performed, with Section 4.4 displaying

the corresponding results. The conclusions are detailed in Section 4.5.

The work in this chapter was published in a special issue of Electric Power Systems

Research for the proceedings of Power System Computation Conference (PSCC) 2024

[151].

4.2 Modelling

This section details the models adopted for the network elements, SG, and VSC. It also

describes the controller architecture choices that are utilised for the GFL and GFM

control.

4.2.1 Network

The passive components of the network are modelled dynamically to account for

potential high frequency interactions with converter control [38, 186]. Transmission

lines are represented by the π equivalent model and the transformers and loads by

series RL impedances.
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4.2.2 Synchronous Generator

The SG model adopted is the 8th order linear magnetic model [11] as detailed in Section

2.6. The per unit parameters used are those of the Kundur two-area system in Example

12.6 in [10] but with inertia constant of 6.5 s used for all machines. In this work the

SG has constant excitation and there is initially no AVR, governor-turbine, or PSS

connected to allow us to focus on the fundamental interactions with the dynamics

of the SG itself, rather than with controllers whose parameters and designs can be

more varied. Following this, SG controllers are added (in Section 4.4.3) to provide an

understanding of how this might affect the small-signal stability and interactions for

the different combinations of CIG controllers.

4.2.3 Voltage-Sourced Converter

All connected CIGs include an LCL filter (if the external transformer is considered),

as illustrated in Fig. 2.4. As a reminder, the superscript ∗ corresponds to signals in

the converter control reference frame and the bold italic lowercase letters represent a

dynamic phasor in the dq0 notation [186] as x = xd − jxq. The converter itself is

represented by the averaged model, taking the modulation voltage signal, v∗
cv, from

the control and applying it to vcv via a RFT (i.e., there is no PWM or control delay

approximation). This transform is between the control reference frame, aligned with

the internal machine angle, and the system reference frame which is aligned with a

chosen reference machine. The resistance, Rf , inductive reactance, Xl,f , and capacitive

reactance, Xc,f , have values of 0.03 pu, 0.08 pu, and 13.51 pu, respectively.

4.2.4 Grid-Following Converter

For the GFL control realisation, two approaches are often found in the literature, 1) SLC

and 2) DLC. In the first case, only an ICC is required with the current references being

calculated through a static calculation based on the power references and the measured

voltage [194]. In the second case, an extra control loop is included, generating the

current reference values based on PI controllers regulating the output power to their

reference value [190]. The described implementation is further explained in Section
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2.5.3 and Fig. 2.13, with the reactive power control variant being used in these studies.

In this work, the proportional and integral gains of the PI controllers are 0.25 pu and

25 pu for both outer controllers, 60 pu and 1400 pu for the PLL, and 1 pu and 10 pu for

the ICC. For these controllers, this tuning achieves closed-loop bandwidths of 3.3 Hz,

13 Hz, and 747.6 Hz, respectively. This tuning was based on [132] and aims to ensure

bandwidth separation to avoid controller coupling. The power measurement filter time

constant is 0.0318 s.

4.2.5 Grid-Forming Converter

Various alternative implementations of GFM control schemes are presented in the

literature. Apart from the variety of different droop control schemes, virtual

impedances, or the inclusion or not of feed-forward terms [59,160,195], the architecture

with regards to inner control loops may also vary [189], a fact raising rather important

concerns for the stability of CIG-dominated power systems, due to the different

timescales of the inner and outer loop control schemes. Hence, three different

approaches are considered in this chapter for the GFM control realisation, 1) DACVC,

2) SILC and 3) DILC, with their realisation being further described in Section 2.5.5 and

graphically depicted in Fig. 2.14. For the structure of the inner and outer control loops

the reader is referred to Section 2.5.2 and Section 2.5.4. In this case, the outer loop

consists of droop-based active power and reactive power/voltage magnitude control,

and there is no virtual impedance. Furthermore, as described in Section 2.5.4, low-pass

filtering of the measured power is used to provide virtual inertia characteristics [134].

Note, the static calculation required for SILC can be regarded as a form of virtual

admittance with parameters chosen to compensate for the RL impedance of the VSC

output filter [152] (see Section 2.5.5). However, this should not be confused with virtual

impedance additions used for supplementary control or impedance shaping such as

in [9, 147,188].

Control elements common with the GFL have the same tuning. The droop gain

is 0.02 pu and 0.0289 pu for the active and reactive power controllers respectively,

based on [59]. The proportional and integral gains for the IVC are 1 pu and 100 pu
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respectively. This tuning was chosen for sufficient timescale separation from both the

ICC and outer controllers, with a resultant closed-loop bandwidth of 471.4 Hz [125].

4.3 Case Studies

A two-machine system and the IEEE 9-bus are described in this section along with

the case studies applied to them and the approach for generation of system operating

points. These two example networks were chosen for their relative simplicity, allowing

for detailed investigation of the small-signal dynamics and interactions with respect to

the different combinations of generation mixture and controller architectures.

4.3.1 Two-machine System, Generation Mixtures, Controller

Combinations, and Parameters to be Varied

The two-machine system is displayed in Fig. 4.1 with dotted section included. It

is based on the Kundur two-area system with G1 and G2 being rated at 1800 MVA

and 20 kV. The transformers are also rated at 1800 MVA with a voltage base of

20 kV : 230 kV. Also, the loads in area 1 and area 2 are absorbing active and reactive

powers of 967 MW and 100 MVAr, and 1767 MW and 100 MVAr, respectively.

G1 G2

G3

Area 1 approximation Area 2 approximation

Figure 4.1: Study networks: two-machine system when including dotted section or
IEEE 9-bus when including red section.
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The following generation mixtures (G1/G2) are considered:

• SG/GFL (2 combinations of GFL control)

• SG/GFM (3 combinations of GFM control)

• GFM/GFL (6 combinations of GFM/GFL control)

• GFM/GFM (3 combinations of GFM control)

Note, the GFL/GFL scenario is not considered as this was found to be unstable due to

the lack of a unit forming the voltage phasor.

For each of the generation combinations outlined above, the following investigations

are performed:

• Interaction analysis (eigenvalues and corresponding PFs) at the base operating

point described in Section 4.3.3.

• Varying length of the transmission line interconnection.

• Varying system loading.

• Varying the installed capacity between G1 and G2.

4.3.2 IEEE 9-Bus System

Also considered is the IEEE 9-bus system which is displayed in Fig. 4.1 with the red

section included. The generators G1, G2, and G3 are set to be a GFM, GFL, and SG,

respectively. The test case parameters can be found in [196].

With this system, the penetration of each type of machine is varied by considering

firstly the penetration of SG installed capacity, SG/Total, as well as the penetration

of GFM installed capacity with respect to the remaining converter installed capacity,

GFM/(GFM +GFL).

4.3.3 Generation of System Operating Points

The total installed capacity of the system is shared between the machines depending

on the specified ratios. This total value is taken as the total installed capacity of the

75



Chapter 4. Interaction Analysis of Multi-Machine Systems with Grid-Forming and
Grid-Following Converters Under Different Control Architectures

base system, i.e., 1800 MVA+1800 MVA for the two-machine system and 247.5 MVA+

192 MVA + 128 MVA for the 9-bus system. The change is reflected in the dynamic

modelling with a reduction or increase of the machine’s rated power. The ratings for

the transformers of each generator are updated correspondingly. To vary the loading,

a multiplication factor is applied to each load. Finally, the active and reactive power

injections of the generators are updated in the power flow case file by extracting the

total values for the base case and splitting between the generators, based again on the

specified ratios.

The power flow is then run and the results are leveraged to calculate the initial

states of the generator dynamic models. This is achieved by setting the derivative

terms in the differential equations to zero (i.e., steady state) and solving the resultant

system of non-linear equations (Section 2.1.1).

For both systems, the base case is considered with the installed capacity split evenly

between the generators, and a load multiplier of 1. Additionally, the transmission line

in the two-machine system is set to 50 km.

4.4 Results: Eigenvalue-Based Interaction Analysis and

Impact of Varying Key System Parameters

4.4.1 Two-Machine System Results

This section details the results obtained from performing the case studies outlined in

Section 4.3.1.

For the base operating point (Section 4.3.3), the eigenvalues are displayed in Fig.

4.2. This includes a plot for each generation mix with the different control architecture

combinations distinguished as described by the legend in the Fig. 4.2 caption.

Also shown, in Fig. 4.3 to Fig. 4.5, are the results of the parametric variations of the

transmission line interconnection, system loading, and the ratio of installed capacity

(and resultant generation dispatch) between G1 and G2. This includes results for each

generation mix with the different control architecture combinations distinguished as

described by the legend in the Fig. 4.3 to Fig. 4.5 captions. Note, only the results
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considered relevant for each case are included, i.e., not all eigenvalues are displayed.

The G1/(G1 +G2) ratio parametric sweeps are performed for ratios 0.01 up to 0.99 in

steps of 0.01, however, from 0.82 onward the power flow does not converge.

The PF vectors used to characterise modes are representative values taken at the

base case which is a limitation of this analysis considering the capability for PFs, similar

to the eigenvalues, to vary significantly depending on the system operating point. When

describing a mode’s PFs, those with value above 2.5% are specified.

The modes of interest in this work involve the CIG control. As such, any modes

with relative contribution less than 5% from CIG control states are neglected. For this

purpose a mode will only be neglected if it is found to have less than 5% participation

from CIG states across all parametric variations. Additionally, modes with damping

time constant less than 0.01 s are deemed to have negligible impact on system dynamics

and are not considered.

Interactions and impact of parameter variations in the system with a SG

and a GFL

From analysis of the eigenvalue plot in Fig. 4.2a, the differences between using SLC

and DLC for the GFL are clear with the former containing a single oscillatory mode

at −13.8 ± j20.1 and the latter containing three at −6.0 ± j23.5, −23.1 ± j30.3, and

−28.5 ± j2.4. The SLC oscillation has participation from the GFL’s PLL and, to a

lesser extent, the SG damper windings. For the DLC, the first two modes that were

mentioned have participation from the PLL and outer controllers of the GFL, and the

remaining oscillation involves the same controllers and the damper windings of the SG.

From the parametric sweep in Fig. 4.3a, it is found that increasing the transmission

line length brings a mode towards the unstable region but without reaching it. This is

more emphasised with the DLC but a similar mode trajectory is seen in the SLC case.

These modes are the −13.8± j20.1 and −6.0± j23.5 modes in the SLC and DLC cases,

respectively.

It can be observed from Fig. 4.4a that at low loading the system is unstable due to

a mode with participation from the rotor and damper windings of the SG. Similar non-
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(a) SG/GFL scenario.
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(b) SG/GFM scenario.
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(c) GFM/GFL scenario.
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(d) GFM/GFM scenario (with homogeneous GFM control).

Figure 4.2: Eigenvalues with minimum 5% contribution from CIG control states and
damping time constant above 0.01 s at the base operating point. Legend: black=single
loop control (when GFL is present), and red=double loop control; circle=direct AC
voltage control (when GFM is present), diamond=single inner loop control, and
star=double inner loop control. Note, lines of constant damping ratio and natural
frequency are included.
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Figure 4.3: Real part of eigenvalues with minimum 5% contribution from CIG control
states for transmission line length parametric variation. Legend: black=single loop
control (when GFL is present), and red=double loop control; solid line=direct AC
voltage control (when GFM is present), dashed line=single inner loop control, and
dotted line=double inner loop control.
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Figure 4.4: Real part of eigenvalues with minimum 5% contribution from CIG control
states for system loading parametric variation. Legend: black=single loop control
(when GFL is present), and red=double loop control; solid line=direct AC voltage
control (when GFM is present), dashed line=single inner loop control, and dotted
line=double inner loop control.
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Figure 4.5: Real part of eigenvalues with minimum 5% contribution from CIG control
states for installed capacity ratio parametric variation. Legend: black=single loop
control (when GFL is present), and red=double loop control; solid line=direct AC
voltage control (when GFM is present), dashed line=single inner loop control, and
dotted line=double inner loop control.
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oscillatory modes with high damping time constant and participation from SG rotor

and damper windings are known to exist in Kundur’s two area system [10]. It becomes

stable at a lower value of loading in the SLC case compared to the DLC case. Note,

the PFs of this mode are found to involve the GFL outer controller and PLL at lower

loading values, hence the significant impact of the choice of GFL architecture despite

the base case PFs suggesting no GFL contribution. This is an example of the difficulty

in drawing conclusions for specific interactions due to the variability of PFs (a concept

which is returned to, and addressed through the use of modal clustering, in Chapter

5).

For the installed capacity variation, displayed in Fig. 4.5a, both controller

architectures cause instability with low SG and high GFL penetration. The mode

causing instability in both cases is related to the PLL of the GFL and the rotor and

damper windings of the SG. It is seen that when using DLC, the system requires at

least 34% SG penetration to maintain stability while using SLC requires only 28% SG

penetration.

Generally, the SLC case has better stability margins and boundaries for the same

modes (i.e., with similar participating states and mode trajectories) than the DLC case.

However, using the SLC brings the obvious drawback of an inability to control exactly

the active and reactive power.

N.B. for the parametric sweeps there are instances in which a single mode appears

to split (or branch) or where two separate modes seem to combine. This is the result of

a single complex-conjugate paired oscillatory mode becoming non-oscillatory resulting

in two separate real eigenvalues when splitting and the reverse is true when combining.

Interactions and impact of parameter variations in the system with a SG

and a GFM

From analysis of the eigenvalue plot in Fig. 4.2b it can be determined that the choice

of GFM controller architecture has very limited impact on the dominant modes of the

system. There is one oscillatory mode, for all control architectures, at −2.5±j3.2, which

is found to be an electromechanical interaction between the SG and the GFM. i.e., with
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participation from the rotor of the SG and the “virtual rotor” of the GFM. Additionally,

not shown is an oscillation at −25.9 ± j355.3 present only for the DILC case. This

oscillation has participation from the electromagnetic dynamics of the network currents.

The parametric sweeps in Fig. 4.3b, Fig. 4.4b, and Fig. 4.5b again confirm the

lack of impact of controller architecture choice on the dominant modes in this scenario.

Similar to the SG/GFL scenario, Fig. 4.3a shows that there is no instability resulting

from the transmission line length variation. However, the instability seen at low loading

in the SG/GFL scenario is not present in this scenario (Fig. 4.4b). From Fig. 4.5b, it

is observed that very low SG penetration and high GFM penetration causes instability,

but also when there is very high SG penetration and low GFM penetration. The cause of

instability for both of these cases is different with the former being the electromechanical

interaction between the SG and GFM, and the latter being a non-oscillatory mode

involving the SG damper windings and rotor.

Interactions and impact of parameter variations in the system with a GFM

and a GFL

The eigenvalue plot in Fig. 4.2c can be compared to the plot for the SG/GFL scenario

with one oscillation for the SLC at approximately −17.2±j23.0 and the DLC containing

three oscillations at −8.3 ± j23.5, −22.2 ± j9.2 and −23.2 ± j31.4. However, the least

damped oscillation is this time seen to have a greater stability margin with respect to

the eigenvalue real part. The dominant states of these modes resemble their SG/GFL

counterparts but where in the SG/GFL case these modes had contribution from the SG

rotor and damper windings, in this case it is instead contribution from the GFM virtual

rotor. Additionally, several non-oscillatory modes with low damping time constant, that

correspond primarily to the SG damper windings, are no longer present.

The impact of GFL controller architecture choice is clearly greater on these

dominant modes compared to the choice for the GFM. However, there is a slight

improvement in terms of damping for the least damped mode when using DILC as

opposed to DACVC or SILC.

The parametric sweeps in Fig. 4.3c, Fig. 4.4c, and Fig. 4.5c again highlight the
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similarities to the SG/GFL case and the limited impact of GFM controller architecture

choice. However, the loading variation, as observed from Fig. 4.4c, reveals no instability

for the SLC at low loading values and a greatly increased stability region for the DLC.

This is due to the lack of the SG damper windings/rotor mode that caused the issues

in the SG/GFL case. Additionally, the relative lack of impact of the choice of GFM

architecture is again observed. There is a slight impact of using DILC, especially at

low loading (where this prevents instability) and low GFM penetration scenarios (Fig.

4.5c).

Interactions and impact of parameter variations in the system with two

GFMs

The eigenvalue plot in Fig. 4.2d can be compared to the corresponding plot for the

SG/GFM scenario. There is again a single oscillatory mode which in this case is much

more damped and at a higher frequency, at approximately −15.8 ± j11.2. In this

scenario, this electromechanical mode is an interaction between the virtual rotors of

the GFMs. Also in this scenario there is another high frequency oscillation (not shown),

at −31.0±j328.7, with participation from the current dynamics of the network. Again,

the lack of a SG means the removal of several non-oscillatory modes with low damping

time constant.

From Fig. 4.4d, this scenario poses no threat to stability under the range of

parametric variations, other than at very low penetrations of G1. In this exceptional

circumstance, only the use of DILC causes the instability and it is the oscillatory mode

described earlier that is the culprit.

Two-machine system results discussion

A high level conclusion is that, for the specific system set up, the small-signal stability

is affected much more by the choice of GFL architecture than the choice of GFM

architecture (although there is small impact when adopting DILC). This is likely due

to the fact that the interactions that cause stability issues in this system are generally

related to slower dynamic phenomena, of which the different GFL control architecture
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choices are focused. Contrastingly, the differing controller architecture choices for

the GFM involve the inclusion of the inner controllers which ideally are sufficiently

decoupled from the slower dynamics of the primary control.

Additionally, although not observed from Fig. 4.3 to Fig. 4.5 (due to them

displaying the change of the eigenvalue real part), the frequency of the modes can

vary in response to the parametric variations. As an example, in the GFM/GFL case,

when the GFL uses SLC and the GFM uses DILC, there is a mode which is unstable

at low penetrations of G1/(G1 + G2). This mode varies in frequency from 6.74 Hz to

2.30 Hz, and when using DACVC or SILC, a similar mode is seen which varies from

10.41 Hz to 1.82 Hz (although this mode is never unstable). However, such a variation

is not guaranteed. For example, in the transmission line length sweep in Fig. 4.4a the

highlighted modes, which are at −13.8 ± j20.1 and −6.0 ± j23.5 in the base case, are

found to have relatively constant oscillation frequency as the parameter varies. This

highlights the care required when performing interaction analyses as well as the wide

range of frequencies that may require monitoring in converter-permeated systems.

4.4.2 IEEE 9-bus System Results

The resulting stability margins from varying the installed capacity of each generator,

as described in Section 4.3.2, are displayed in Fig. 4.6. The immediately obvious

conclusion is that, in this system, the stability is affected much more by the choice of

GFM controller architecture than that of the GFL.

The choice of GFL architecture has a small impact on stability boundaries, with

the use of DLC causing an additional region of instability when the SG and GFM

penetrations are low (i.e., the GFL penetration is high). The modes found to be

causing instability in this region are non-oscillatory and attributed to the PLL and

outer controllers of the GFL. When the GFM utilises DACVC or SILC, the use of

DLC reduces the instability region at high SG and GFM penetration (region which

doesn’t exist when using DILC for the GFM). The cause of instability in this region is

a non-oscillatory mode with participation from the SG rotor and damper windings.

The significant unstable region existing when using SILC, generally towards low
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Figure 4.6: Stability maps for 9-bus system considering variation of generator
penetrations. Y-axis gives proportion of total installed capacity coming from the SG.
X-axis gives proportion of converter installed capacity coming from the GFM converter.
Therefore, the remainder of the installed capacity comes from the GFL converter.

penetration of SG and high penetration of GFM, is attributed to a very high frequency

mode (above 2 kHz) with participation from the output LC filter of the GFM.

The unstable region when using DILC is opposing that when using the SILC, with

high SG penetration and low GFM penetration causing instability. For this case,

the instability is caused by an oscillation ranging from 9.46 Hz to 12.53 Hz with

participation from the GFM APC, VMC, and IVC.

It can be noted that, for this system setup, none of the instability inducing modes

are multi-machine interactions.

4.4.3 Impact of Including Synchronous Generator Controllers

As has been revealed already, the results of these types of small-signal interaction

analyses are very sensitive to the system under test. However, SGs are generally always

equipped with some form of AVR and associated exciter. Additionally, they will often

utilise a PSS. Therefore, these controllers have been added to the SG to determine

how this might impact the previously discussed results. The DC1A AVR and exciter
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combination is adopted as well as the PSS1A PSS. The per unit parameters used for

these controllers are taken from Examples 12.6.b.i and 12.6.b.iv of [10], respectively.

The eigenvalues displayed in Figs. 4.2a and 4.2b were largely unaltered other than

the addition of an oscillatory mode of approximately −0.3 ± j1.4 and −0.61 ± j0.5,

respectively. The GFL controller architecture choice has a small influence on this mode.

It was seen to have participation primarily from the SG damper windings, rotor, AVR,

and PSS. For the SG/GFL base case the participation from CIG states is only 1.11%

and 0.52% when using SLC and DLC, respectively. For the SG/GFM case there is

2.36% contribution from CIG states.

As an example of the influence of these controllers on the results of the parametric

variations, Fig. 4.7 displays the loading sweep for the SG/GFM case. It is observed

Figure 4.7: Real part of eigenvalues with minimum 5% contribution from CIG control
states for variation of loading in SG/GFM case with inclusion of AVR, exciter and PSS.

that the trajectories seen in Fig. 4.4b are impacted little but there are two additional

modes with low stability margin. In particular, one mode is unstable for low loading

values. This is a non-oscillatory mode related to the SG damper windings, AVR, and

GFM rotor when unstable, and related mostly to the PSS at high values of loading.

Checking all system modes (i.e., not just those with contribution from CIG) reveals

that this instability does not occur in the system without SG controls. The other mode

with low stability margin is the aforementioned oscillation.

These results highlight the importance of including all relevant controllers in small-

signal interaction analyses.
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4.5 Chapter Summary and Conclusions

This chapter investigates the small-signal interactions that might occur in two multi-

machine systems, namely a two-machine system and the IEEE 9-bus system. It also

explores the impact on mode stability and trajectories as a result of varying system

parameters. There is a focus on the impact of controller architecture variations with

respect to the inclusion or neglection of cascaded controllers.

For the two-machine system, the choice of GFL controller architecture is of

significant importance, with regards to the number of oscillations and influence over

stability margins. In particular, the use of DLC tends to reduce the region of stability

when considering low loading and low SG (or GFM) penetration. The inclusion of a

GFM tends to increase stability regions compared to scenarios with either GFL or SG

in its place. Additionally, the choice of controller architecture for the GFM has limited

influence in this system.

For the 9-bus system, the GFL control architecture choice has less of an impact

but does result in a small region of instability at low SG and GFM penetrations when

using DLC. Contrastingly, the GFM controller architecture choice in this case has a

significant impact, with SILC resulting in a large region of instability with low SG

and high GFM penetrations, related to a high frequency mode with contribution from

the CIG output filter. When using DILC there is a region of instability towards high

SG and low GFM penetration caused by a (9.46 Hz to 12.53 Hz) mode involving the

primary control and inner voltage control of the GFM.

The variability of modes (and their PFs) with regards to system parameters

and operating points, controller tunings and architecture choice, amongst others,

makes generalising conclusions for these types of analyses very challenging. This is

strengthened through a study in which the AVR and PSS were added to the SG,

revealing the addition of an instability at low loading for the SG/GFM case which

is not present without these controllers. Therefore, it is recognised that there is a

crucial need for performing extensive multi-machine interaction investigations for more

complex systems with different layouts, controllers, tuning, operating points, and more.
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This is true not just for small-signal interaction studies but also the expansion to non-

linear analysis such as investigation of fault ride-through capabilities.

Despite these difficulties, this chapter illuminates potential small-signal interactions

and mode trajectories from parametric variations, furthering discussions regarding

the benefits and drawbacks of GFL and GFM controller architecture choices. As a

general note, the fact that very different behaviours are observed raises an important

point about potential effects coming from specific control structure choices and the

need to describe the implementation of GFM and GFL control in sufficient detail

for system stability studies. In addition, converter-connected units through various

vendors with different implementations might exist in different networks, making a

unique recommendation challenging.
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Chapter 5

Enabling Characterisation of

Dynamic Interactions with

Probabilistic Small-Signal

Analysis in Converter-Permeated

Power Systems

5.1 Introduction

5.1.1 Motivation

Although continuing with an interest in novel small-signal interactions, we now begin

to focus on developing analysis methodologies appropriate for CIG-permeated BPSs.

In particular, in this chapter, a framework for PSSA is developed which enables the

characterisation of new interactions in power systems incorporating CIGs, across the full

operating range (with increasing variability due to the increase in variable RES-based

generation), as well as understanding their probabilistic behaviour. This includes a

systematic characterisation procedure as well as modal clustering and the introduction

of a stability weighted participation index (SWPI).
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The need for probabilistic analysis methods more generally is increasingly recognised

in both academia and industry. For example, in the UK, NESO (along with industry

partners such as TNEI) have been developing tools that take advantage of probabilistic

dataset generation for determination of operational boundaries [197].

5.1.2 Literature Review

To reiterate the discussion at the beginning of Chapter 3, previous works have

investigated the small-signal dynamics associated with the energy transition, but they

have mostly focused on OMIB systems [5, 125, 149, 152], small systems with multiple

machines in close proximity [198, 199], or larger systems but only in terms of stability

with limited information on the dynamic characteristics or interactions themselves

[200, 201]. A comprehensive small-signal analysis of power systems with a SG, GFL,

and GFM converter generation mix is provided in [59]. Potential interactions occurring

between SGs, GFLs and GFMs from a small-signal perspective are investigated,

focusing also on identifying maximum permissible CIG penetration levels. Additionally,

[172] performs similar analysis of small-signal interactions in systems with SGs and

GFLs. Impedance modelling is a highly effective and scalable alternative approach

for small-signal stability analysis [28]. However, this does not provide the detailed

characterisation of interactions that can be achieved with methods like PFs [11].

Furthermore, while the impact of different operating points is briefly investigated in [59]

and their importance highlighted, a probabilistic approach is employed in our work to

offer a comprehensive analysis of the behaviour of interactions across an extensive range

of operating conditions.

The use of PSSA approaches is increasingly necessary as the range of operating

conditions increases with the inclusion of variable RESs. In particular, the impact

on emerging interactions in CIG-permeated power systems, including their PF-based

characteristics and probabilistic behaviour, has not been adequately addressed. PSSA

methods have been used in the literature either for conventional power systems or

for targeted studies in CIG-permeated systems such as determining the impact of wind

variation, however, to the best of our knowledge only GFL control approaches have been
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studied [19, 21, 24, 202, 203], except [204] which includes consideration of GFM control

in a OMIB system, displaying how their proposed control can decrease the likelihood

of instability in their particular case. As highlighted by a recent review paper [57],

such studies often focus on stability boundaries or likelihood [18, 20, 22]–using worst-

case stability metrics such as damping ratio of least damped mode–without delving

into the interaction characteristics, including which system elements are participating,

something that we address in this chapter. Those that do somewhat delve into

characterisation of interactions have used mean values of PFs [202,205,206] (or similar

properties such as controllability and observability [207]), which may fail to fully detail

the breadth of information available from probabilistic studies, or have not specified

the operating point at which the PFs are calculated [208]. Detailed reporting of the

controllability across the whole operating range was applied in [209], however, this

was for only a selected few (easily distinguishable) modes. Distributions of PFs for

the least damped mode were analysed in [210]. This is very useful but highlights

the difficulty in analysing such properties due to the variability of the PFs across the

operating range. In fact, the most dominant states are seen to have the potential to have

significant contribution of around 0.2 for some operating points, but almost 0 for others.

Furthermore, such visual distribution analysis can be useful for a single mode of interest,

but does not scale well when we have to investigate a broader range of modes/dynamics.

In this chapter, the SWPI is instead introduced, as part of a systematic characterisation

procedure, to ensure the characteristics of a given interaction are prioritised for the

eigenvalues with lowest stability margin.

To enable the application of our proposed systematic characterisation procedure,

and to analyse the probabilistic behaviour of specific interactions, we group similar

modes based on their PF-based characteristics. As the operating point varies,

eigenvalues (and their eigenvectors and PFs) can vary significantly. Some works have

attempted to circumvent this issue with a rudimentary mode tracking approach based

on the Euclidean distance between right eigenvectors [206], seemingly based on the

work in [211] which appears to be used for small sequential variations of operating

point. However, in PSSA studies, the right eigenvectors can vary significantly due to
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the potentially large changes of operating point resulting from the random sampling. If

modes are easily distinguishable in the complex plane (such as for the analysis in [209])

then this is not a challenge. However, in power systems permeated with complex and

detailed models, including those of CIGs, modes are not so easily distinguished, as

highlighted in the results of this chapter. Therefore, this chapter adopts clustering to

group modes with similar PF-based characteristics.

To summarise, this chapter introduces a framework for detailed probabilistic

analysis and characterisation of the behaviour of new types of interactions in CIG-

permeated power systems. The main proposals in this chapter include:

• A systematic characterisation method for detailed dynamic interaction analysis

across the operating range. This involves: PF-based categories to characterise

modes; and a stability weighted participation index for characterising interactions

(clusters of modes with similar PFs) with a (real part of eigenvalue) weighted

average of PFs.

• The application of clustering to decompose the full range of modes across the

operating range into key distinct interactions based on their PFs.

• An in-depth PSSA study of dynamic interactions in a transmission scale power

system (IEEE 68-bus) using detailed high-order models of SGs, GFLs, GFMs,

and network dynamics. That is, including a thorough investigation of novel small-

signal interactions in CIG-permeated systems. This has included highlighting of

potential SSOs related primarily to the inner voltage controllers of GFMs.

The remainder of this chapter is structured as follows: Section 5.2 presents the

proposed probabilistic small-signal interaction analysis procedure; Section 5.3 outlines

the power system modelling performed; Section 5.4 describes the adopted modified

IEEE 68-bus system and Section 5.5 displays the corresponding results; finally, avenues

of future work are outlined in Section 5.6 with Section 5.7 concluding the chapter.

The work in this chapter has been submitted to IEEE Transactions on Power

Systems.
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5.2 Methodology: Probabilistic Small-Signal Interaction

Analysis Framework

The proposed procedure consists of three parts: probabilistic data generation;

mode screening and PF-based clustering; and systematic characterisation

& probabilistic analysis.

The probabilistic data generation includes any approach by which we can obtain

the eigenvalues and eigenvectors of the linearised power system model, for a range

of operating points as determined from probabilistic inputs. The mode screening

involves removing modes that are of limited influence on the system dynamics (e.g.,

“passive modes”, as defined in Section 5.2.2), for simplification of the analysis as well as

computational benefits, and the clustering (Section 5.2.3) enables detailed analysis of

the dynamic behaviour of any given interaction across the operating range. Within the

third stage, system states are combined into user-defined categories (such as individual

generators or dynamic phenomena) from which interactions can be characterised using

the SWPI, the definition of which is explained further in Section 5.2.4.

The above descriptions constitute the general concepts of the proposed framework.

The remainder of this section details the specific implementation of the framework as

used in our work, outlined in Fig. 5.1, with potential improvements on this specific

approach discussed in Section 5.5.4 and Section 5.6.

5.2.1 Probabilistic Modelling

Uncertain Parameters Considered, and Sampling

Variable input parameters are sampled from probability density functions as in [22,212].

Considered in this work is the variation of wind generation and loading conditions.

Specifically, data for a chosen day in the UK (24th July 2024, the day with highest

normalised range of wind generation) obtained from the Monthly Operational Metered

Wind Output 2024-2025 and Historic Demand Data 2024 datasets, available through

the NGESO (now NESO) data portal [213]. Although this illustrative data is taken

from historical records, we could just as easily replace such a daily profile with that of
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a day-ahead forecast.

The sampling procedure based on [212] starts with a uniform distribution of integers

between 1 and 48 representing half-hourly periods of the day, which is then randomly

sampled. The wind and load profiles are used to determine the mean value, X̄. On

top of this mean value, uncertainty is added following a Gaussian distribution with

3σ = 0.1 × X̄ giving a 99.7% chance of the distribution being within ±10% of X̄. For

our specific data, this gives the 3σ range as displayed in Fig. 5.2. This distribution

Figure 5.2: Max-normalised wind generation and system demand data. Filled area
represents the 3σ range of the Gaussian probability density function.

is then randomly sampled independently to find the final values of output generation

for each CIG as well as the loading value for each load on the system. Note that, use

of the proposed framework is not restricted to the uncertain parameters and sampling

approach outlined here. The idea of the framework is to enable the characterisation

and study of key small-signal dynamics present on the system with considerations of

uncertainty, whether that be related to forecast uncertainty (similar to the approach

used for illustration in this chapter), modelling uncertainty, or other. Furthermore,
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other than those associated with computational burden (see Section 5.5.4), there are

no restrictions on the timescale that this framework can be applied, whether that be

day-ahead or on longer planning timescales. However, the specific approach outlined

here could be used with day-ahead forecasts to provide a comprehensive understanding

of the PF-based characteristics and probabilistic behaviour of the small-signal dynamics

present on the system for the following day.

A Monte Carlo approach is used whereby the process is repeated until a stopping

criterion is met, similar to [19, 206, 214]. The error of the sample mean, based on a

Gaussian distribution assumption, with a predetermined confidence level of 95% for

a chosen output index (real part of the modes within each cluster) is used as the

criterion. The threshold is set to 2%. As will be seen in Section 5.2.3, similar modes

are clustered to enable characterisation of the prevalent interactions in the system under

test. As such, we want to ensure that each cluster (after screening, see Section 5.2.2)

meets the stopping criterion–signifying convergence of the characteristics of each modal

cluster. Therefore, as the Monte Carlo process progresses, the clustering algorithm is

applied periodically (every 1920 iterations) with data in intermediate steps assigned to

a cluster based on which centroid it is closest to in terms of Euclidean distance. This is

to improve the computational efficiency through avoiding the need to perform the full

clustering algorithm for every iteration. Furthermore, we check the stopping criterion

after every 48 iterations (i.e., a single iteration per settlement period), which enabled

us to parallelise the data generation within those 48 samples.

Generation of System Operating Point

Following sampling of uncertainties, an OPF is performed to obtain the operating

point of the network. To set the sampled output generation values of the CIGs, the

costs of these generators are set to zero, so that their output is prioritised. Their

maximum output is then set as the sampled values from the probability distributions

as explained above. This means that the OPF will set the CIGs to output the sampled

value of generation, provided all constraints are met. The OPF is performed using the

MATLAB extension MATPOWER [113] and the cost for the SG used in this work is
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taken from the benchmark values in [215]. Note, the proposed framework does not

impose this specific approach outlined in this subsection.

Small-Signal Modelling and Eigenvalue Analysis

Key to the PSSA is of course the creation of the power system small-signal model.

This is completed as per the approach outlined in Chapter 2. As a reminder,

the fundamentals of small-signal modelling were described in Section 2.1 with the

calculation of eigenvalues and PFs, in particular, being outlined in Section 2.1.2. Note,

the small-signal analysis is performed for every operating point, derived by the process

outlined in prior subsections. As such, the output metrics, such as the stability margins

of modal clusters (see Section 5.2.3) will be probabilistic in nature.

5.2.2 Initial Screening

Prior to any further analysis, purely passive modes (i.e., with negligible participation

from generator or converter states) are removed from further consideration. These are,

typically, high frequency resonances associated with the inductances and capacitances

of the network with no risk of instability [11]. Therefore, a heuristic rule is applied

whereby any mode with a combined PF from states associated with passive elements

above 97% is removed from the analysis. Results have shown that this threshold value

is appropriate for the studies undertaken in this research. Formally, this threshold is

Nps∑
j=1

(pαj ,n) > 0.97, (5.1)

where αNps×1 is the vector of indices corresponding to the passive network states of the

system. We use n to denote the mode here instead of the previously used k to avoid

confusion with the number of clusters which is denoted by k as used in Section 5.2.3.

An additional screening focuses on eigenvalue impact on stability. For this, the

real part ℜ(λ) of the eigenvalue is considered. Another common stability metric is the

damping ratio, ζ. However, it has been seen (both in literature [59] and the results

found in Section 5.5 but, to the best of my knowledge, not yet seen in practice) that
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in converter-permeated systems, non-oscillatory modes may give rise to stability issues

which would not be identified by use of ζ alone (until the moment of instability). The

threshold for removal for our analyses is

ℜ(λn) < −10. (5.2)

This threshold can be reduced at the consequence of an increased number of eigenvalues

which require clustering and analysis. For our case studies, −10 was found to be

sufficient for simplifying the complexity of analysis, while still enabling analysis of the

most dominant small-signal dynamics.

5.2.3 Clustering

Clustering is used in this work to obtain groups of modes with similar PF-based

characteristics which can therefore be considered to represent similar types of dynamic

interactions. The inputs to the clustering algorithm are the max-normalised PFs of

each mode. That is, p̂n = {p̂i,n : i ∈ {1, 2, . . . , N}} where p̂i,n = pi,n/maxi(pi,n),

denotes the max-normalisation. Consequently, the similarity of clustered modes is on

the basis of having similar PFs. The well-established k-means clustering algorithm was

chosen for this purpose [216], along with the elbow method to determine the optimal

number of clusters, since it suits the purpose of grouping similar modes. Furthermore,

implementation requires only the input data matrix and number of clusters, avoiding

the need for heuristic tuning of input parameters such as Euclidean distance metrics

(such as for partitioning clusters in hierarchical dendrograms [216]) which can be

difficult considering the high dimensionality of the data points (i.e., the modes’ PF

vectors).

Despite this, there is a well-known limitation to k-means in that it is sensitive to

the initialisation of the cluster centroids. To mitigate this, the k-means++ seeding

approach [217] is adopted as well as the use of multiple initialisations. The latter of

which involves performing the clustering several times (5 in this case) and choosing

the run which provides the minimum within-clusters sum of squares (WCSS) [218].
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Furthermore, the number of clusters, k, chosen with the elbow method is determined

once the variance explained [219] is above 95% for all initialisation instances, with

the final cluster solution taken as the run with k clusters which provides the highest

variance explained or, equivalently, the lowest WCSS.

5.2.4 Systematic Characterisation

The systematic characterisation procedure outlined in this section can be summarised

as:

• Define categories (e.g., generator types, individual generators/elements, dynamic

phenomena of interest).

• Calculate category-PFs as the sum of the PFs of each state of the category.

• Calculate the SWPI for characterisation of modal clusters.

The remainder of this section will further explain the process above. It will also clarify

the particular uses of the category-PFs and SWPI.

Defining Categories Based on Participation Factors

The PFs for any given mode are combined into groups which represent categories of

interest. In this work, these include individual generators, and custom categories as

defined in Table 5.1. This approach can provide useful information by decomposing

the participating dynamic phenomena and thereby simplifying the analysis, especially

for high state-order systems. This is the basis for characterising the interactions within

this work. Each state associated with the category of interest is combined and the PFs

of all states, x, in a given category, c, are summed to give the category-PF in the given

mode, p∗
c,n, described in (5.3) for the nth eigenvalue.

p∗
c,n =

Ncs∑
j=1

(pβj ,n) (5.3)

In (5.3), βNcs×1 is the vector of indices corresponding to the states for category c.

Note, the number of states, Ncs, may be different for each category. Furthermore, we
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can note that this approach enables consistency of characterisation, even if a component

was to be disconnected. For example, if a GFM is disconnected for a given operating

point, then the corresponding states will simply have zero participation (factor).

The categories defined in Table 5.1 are chosen to reflect the main dynamic

phenomena and interactions from known control or physical power system components.

For example, the categories can reflect different timescales such as inner voltage

controller-related (IVCr), inner current controller-related (ICCr), measurement filter-

& delay-related (MF&Dr), and network dynamics, or known distinct interaction

mechanisms such as between active power-frequency (P-F) and reactive power-voltage

(Q-V) dynamics1. Note, that without loss of generality, the categories can also be

defined differently based on the focus of particular studies, e.g., to target specific

controllers that are known to cause specific dynamic interactions of interest like SSOs.

Table 5.1: Custom dynamic phenomena categories.

Categories Elements
Active power-frequency
(P-F)

Active power control (APC), PLL, SG rotor, SG gov, SG
rotor windings

Reactive power-voltage
(Q-V)

Voltage magnitude control (VMC)/reactive power
control (RPC), SG AVR/exciter, SG PSS

IVC-related (IVCr) Inner voltage controller
ICC-related (ICCr) Inner current controller
Measurement filter- &
delay-related (MF&Dr)

PWM/control delay, input measurement filters (power
filters are included in APC/VMC/RPC)

Network Branch currents, capacitor voltages, VSC output RLC
filters, SG stator

Stability Weighted Participation Index

While category-PFs can be useful in the characterisation of individual modes, in a

small-signal study with detailed models across a large range of operating points,

the complexity can introduce challenges in extracting such useful information. As
1Clearly, there is a degree of freedom in defining categories. As such, any analyses should be

interpreted accordingly, following the specific definition of categories. A possible alternative is to use
the modal PFs of algebraic variables from [220] in place of the category-PFs which would enable analysis
based on output variables such as voltages or power injections.
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previously discussed, the use of clustering can help characterise the dynamic behaviour

of the system. However, the PFs (and hence category-PFs) of modal clusters will

vary across the operating range. Essentially, every modal cluster can be described by

a number of category-PF distributions, an example of which (in terms of state-PFs)

can be found in [210]. To avoid the complexity of interpretability that this brings,

a weighted average can be considered whereby the category-PFs of a mode within a

cluster is prioritised (weighted) if it is closer to the stability boundary (defined by the

real part of the eigenvalue).

Consequently, a new index is proposed in this chapter, namely the SWPI. This is

calculated as in (5.4) for category c, with the eigenvalue real part, ℜ(λ), as the chosen

stability metric for weighting. Note, min-max normalisation is applied to the real parts

of each modal cluster, denoted by the superscript ⬚
′ .

SWPIc =
∑Nmwc

n=1

[
p∗

c,n · ℜ(λn)′
]

∑NC
c=1

(∑Nmwc
n=1

[
p∗

c,n · ℜ(λn)′
]) (5.4)

The numerator represents the sum of the category-PFs of category c for the Nmwc

modes within the cluster. Before summing, each mode, n, is weighted by ℜ(λn)′ so that

instances with poorer stability margin will have a higher impact on the overall value,

ensuring that information on important modes is not lost. The denominator performs

an ℓ1 normalisation. A high value of SWPI (i.e., towards 1) for a given category

indicates that state variables participating in that category participate in modes of the

cluster that tend to have worse stability margin and are consequently of interest.

Overview of the Systematic Characterisation Indices

Category-PFs: combine the PFs of states associated with a pre-defined category

such as generating units or particular control mechanisms (Table 5.1). These are similar

to normal state-PFs but instead quantify how each category participates in each mode

(and vice versa), rather than each state.

SWPI: provides a weighted average of category-PFs for modal clusters. To reduce

the complexity of the analysis, a weighted average is taken which places more emphasis
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on the category-PF-defined characteristics of the modes within the cluster which are

closer to the stability boundary.

5.3 Power System Modelling

As has been the case throughout the investigations in this thesis, the modelling

approach adopted is described in detail in Chapter 2.

An 8th order model of the SG is adopted [11]. Additionally, both the DC1A

and ST1A_v2 type AVRs (and exciters) from [157, 221] have been implemented, in

addition to the PSS1A PSS model [157, 221]. The transmission lines are modelled as

lumped π circuits and the transformers and loads are RL equivalents (series and parallel

respectively). Other than the static impedance loads2, all elements (including network

components) are modelled using differential equations to account for their dynamic

behaviour. The components common to models incorporating a VSC, i.e., GFLs and

GFMs, are displayed in Fig. 2.4. For converter modelling, averaged models are used

and the PWM/control delay is approximated by a first order transfer function [149]. A

power measurement LPF and geometric transformations between the converter control

reference frame and the system reference frame are also included. Signals in the former

are differentiated by the ⬚∗ superscript, not to be confused with that in (5.3).

5.3.1 Grid-Following Converter

Current vector control [5] (Section 2.5.2) is implemented for the GFL converter in this

work. In particular, an outer PI-based APC and RPC are utilised (Fig. 2.7). The ICC

scheme adopted is that seen in Section 2.5.2 and Fig. 2.5. The SRF-PLL [38] (Section

2.5.3) is used for synchronisation. The full control structure is displayed in Fig. 5.3.
2Prior literature [222] has shown that different types of static load model have limited impact on

small-signal dynamics, even with the inclusion of CIGs. In particular, [222] has shown that the real
part of the most dominant mode only moves by 0.08 s−1 when changing from constant impedance to
constant power loads in the IEEE 39-bus system. However, the generalisability of this study is not
clear, and detailed investigations into load modelling requirements are an important avenue of future
work. In fact, the framework proposed in this chapter could be a useful tool in performing such studies.
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Figure 5.3: Block diagram for GFL control as used in the probabilistic analysis case
studies.

5.3.2 Grid-Forming Converter

The VSM GFM approach is commonly utilised in the literature and has been chosen

for this work (Section 2.5.4). The full control structure is displayed in Fig. 5.4. The

APC being a VSM means no additional LPF is required. The VMC is a reactive power-

voltage droop. There is also a virtual impedance3 which improves damping as well as

the X/R ratio and hence decoupling between active and reactive power [59, 225]. In

this work, the GFM controller employs a DILC architecture incorporating an ICC and

an IVC (as per Section 2.5.2 but without feed-forward terms) [59,125,149,152].

5.4 Modified IEEE 68-Bus Test System

The IEEE 68-bus system, a common benchmark model, is employed. We intend to

maintain a relatively realistic representation of the benchmark system but with the

addition of CIGs distributed across the network. As such, we modify the benchmark

by introducing CIGs at buses 26, 29, 33, 45, 59, and 65. These locations were chosen

based on the location feasibility as described in [226]. This is illustrated in Fig. 5.5.

We consider three case studies in this work, as outlined in Table 5.2. Each CIG is set
3The virtual impedance is of the form in Section 2.5.4 but negated. This is in line with the virtual

impedance implementation in [59], [223], and [224].
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Figure 5.4: Block diagram for GFM control as used in the probabilistic analysis case
studies.

G19G22

G20

G18

G21

G17

Figure 5.5: Modified IEEE 68-bus test system.
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to be of equivalent rating, with the total CIG installed capacity being 11 817 MVA, or

25%. Also, the sampling of the loads is normalised to a maximum of 1.3× the load

capacity of the benchmark 68-bus network to account for the additional generation

capacity introduced by the CIGs.

Table 5.2: Probabilistic analysis case studies.

Case Study GFM Locations GFL Locations
1 26, 33, 59 29, 45, 65
2 26, 33, 59, 29, 45, 65 N/A
3 N/A 26, 33, 59, 29, 45, 65

For each iteration in the Monte Carlo simulation, the normalised output apparent

power, Ssamp, of the CIGs is determined through sampling as described in Section

5.2.1. The requested per unit active power generation, PG, of each CIG is 95% of

Ssamp to allow for CIG contribution to the reactive power generation requirements of

the system [227].

The parameters for the SGs and the network elements in the benchmark 68-bus

system can be found in [221]. Note, as per [221], G1-G8 are equipped with DC1A

AVR/exciter while G9 is equipped with the ST1A_v2 approach. The remainder of

the SGs are manually excited. G9 is also equipped with the PSS. Parameters of CIGs

and associated controls are found in the Table 5.3. The ICCs are tuned to achieve a

closed-loop 5% settling time (hereafter referred to as the time constant for simplicity)

and damping ratio of 3 ms and 1, respectively. The IVCs are set to a closed loop time

constant and damping ratio of 7.5 ms and 0.7071 [123]. The PLLs are tuned according

to suggestions from [5].

5.5 Results

The method outlined in Section 5.2 is applied to the system described in Section 5.4. For

case studies 1, 2 and 3, the stopping criterion described in Section 5.2.1 was reached

after a total of 18 432, 23 088, and 15 408 iterations respectively, 17 701, 22 149, and

14 785 of which resulted in OPF convergence, respectively. Further discussion on the
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Table 5.3: Parameters for CIGs in probabilistic analysis case studies.

Parameter Symbol Value
RLC resistance Rf 0.03 pu
RLC inductive reactance Xl,f 0.08 pu
RLC capacitive reactance Xc,f 1/0.074 pu
Transformer resistance Rt 0 pu
Transformer inductive reactance Xl,t 0.2 pu
Power filter time constant τp 0.0318 s
Switching frequency fs 10 kHz
PWM/control time delay τpwm 1.5/fs s
ICC proportional gain, integral
gain Kp,icc,Ki,icc {0.3944, 212.2066} Vpu/Apu

IVC proportional gain, integral
gain Kp,ivc,Ki,ivc {0.1570, 62.8144} Apu/Vpu

GFL APC proportional gain,
integral gain Kp,apc,Ki,apc {0.25, 25} Apu/MWpu

GFL RPC proportional gain,
integral gain Kp,rpc,Ki,rpc {0.25, 25} Apu/MVArpu

PLL proportional gain, integral
gain Kp,pll,Ki,pll {60, 1400}

(
rad−s) / Vpu

GFM APC virtual inertia,
virtual damping H,KD 4 s, 10 pu

GFM VMC reactive power
droop mq 1%

Virtual resistance, virtual
inductive reactance Rvi, Xl,vi 0 pu, 0.2 pu
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computational burden of obtaining such large datasets can be found in Section 5.5.4.

5.5.1 Modal Clusters

The application of clustering using the PF vectors not only allows us to group

modes across the operating range based on their participating states, it also allows

us to distinguish between modes with such underlying dynamics where this would be

impossible with clustering based on the complex coordinates of the eigenvalues. For

example, Fig. 5.6 displays the modal clusters obtained from Case Study 1 (see Table

5.2 for more information). It is clear that several clusters overlap in the complex plane.

In fact, we see two overlapping modal clusters which exhibit instability in Fig. 5.6c

(whose characteristics will be further explored in Section 5.5.2, for example using the

SWPI heatmaps of Fig. 5.12).

5.5.2 Targeted Analysis of Chosen Modal Clusters

The complexity reduction achieved through clustering (e.g., 938 990 modes after

screening are reduced to 73 clusters in Case Study 1) makes the identification and

analysis of key small-signal interactions much more manageable. For example, we

choose here to further investigate the SSOs, the clusters with unstable modes, and the

clusters which contain the rightmost oscillatory mode and the rightmost non-oscillatory

mode (across the whole operating range). For Case Study 1, this corresponds to clusters

C1 to C6 as indicated by the annotations in Fig. 5.6. For Case Study 2 and Case Study

3, the selected clusters of interest (only) are displayed in Figs. 5.7 and 5.8, respectively.

Note, the overlapping nature of the electromechanical oscillations in Case Study 3: the

empirical cumulative distribution functions (ECDFs) in the following subsection allows

us to better visualise the distributions of these clusters.

Probabilistic Analysis of Chosen Modal Clusters

ECDFs are used here to analyse the probabilistic behaviour of modal clusters. In

particular, we investigate the real part of the rightmost eigenvalue (i.e., the stability

margin) per operating point for each cluster of interest. Note, we will look at the
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C1
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(a)

C4

(b)

C6

C5

(c)

Figure 5.6: Dominant modal clusters in the (a) sub-synchronous and (b) low frequency
and non-oscillatory range for Case Study 1. Also displayed in (c) is a zoomed image
of overlapping, destabilising modal clusters. Each cluster is represented by a different
colour and marker style combination.
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Figure 5.7: Modal clusters of interest for Case Study 2.
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Figure 5.8: Modal clusters of interest for Case Study 3 in the (a) high frequency and
(b) low frequency ranges.
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SWPI-based characteristics of each cluster of interest in the following subsection (in

particular, Fig. 5.12).

For Case Study 1, the corresponding ECDFs are displayed in Fig. 5.9. From this, we

clearly see three clusters which exhibit instability (i.e., with real eigenvalue parts going

above zero), corresponding to the two overlapping clusters of approximately 0.3 Hz to

0.45 Hz in Fig. 5.6c (C5 and C6), as well as the non-oscillatory modal cluster seen

in Fig. 5.6b (C4). In particular, C4 induces instability for 47.0% of the converged

operating points studied, while C5 and C6 induce instability 0.47% and 24.5% of the

time, respectively. It can also be observed that C5 and C6 do not exist for all operating

points, and their maximum cumulative probability is therefore adjusted to account for

this. For example, C5 is seen to exist for only 75.9% of converged operating points,

and the corresponding ECDF therefore has a maximum value of 0.759. This analysis is

useful for understanding how often a given cluster or interaction is expected to induce

instability–or even to exist. However, it is also important to understand the total

likelihood of instability for the system. Therefore, we can observe the ECDF for the

stability margin of the system as a whole: the real part of the rightmost eigenvalue,

considering all eigenvalues and not just those within a given cluster. This overall

stability margin is also plotted in Fig. 5.9, showing that the system will be unstable

64.8% of the time.

As was also seen in Fig. 5.6a, the SSO clusters do not induce instability (see Section

5.5.3 for a case in which this is not true) in Case Study 1. Also, the two SSO clusters

which are closer to the stability boundary (C2 and C3) exhibit limited variation of

stability margin across the operating range, as highlighted by ECDFs having a more

vertical characteristic in Fig. 5.9.

The ECDFs for the clusters of interest in Case Study 2 are displayed in Fig. 5.10.

There are only two modal clusters which cause instability: a non-oscillatory modal

cluster (C11), and an oscillatory modal cluster between 0.31 Hz and 0.51 Hz (C12).

Additionally, there are four SSO clusters in this case, with stability margins reduced as

a whole compared to those in Case Study 1. The probability of instability caused by

C11 and C12 are 32.8% and 4.22%, while the former is seen to exist only 80.7% of the

111



Chapter 5. Enabling Characterisation of Dynamic Interactions with Probabilistic
Small-Signal Analysis in Converter-Permeated Power Systems

C1 C2 C3 C4

C5

C6

Figure 5.9: Empirical cumulative distribution functions for the real part of the
rightmost eigenvalue (i.e., the stability margin) per operating point for each identified
cluster of interest in Case Study 1. Dashed red line = system stability margin.

time. Furthermore, the total probability of instability of the system is 37.0%, a 27.8

percentage point reduction when compared to that of Case Study 1.

C7

C8
C10

C11
C12

C9

Figure 5.10: Empirical cumulative distribution functions for the real part of the
rightmost eigenvalue (i.e., the stability margin) per operating point for each identified
cluster of interest in Case Study 2. Dashed red line = system stability margin.

Finally, the ECDFs for the clusters of interest in Case Study 3 are displayed in Fig.

5.11. For this case study, we observe four clusters which induce instability, those being

the overlapping clusters between 0.4 Hz and 0.7 Hz in Fig. 5.7 (C15 to C18). In this

case, the rightmost non-oscillatory mode (C14) does not induce any instability, unlike

the prior case studies. The overall probability of instability for this case study is 47.1%.

Furthermore, there is a high frequency modal cluster at around 116 Hz as observed

in Fig. 5.8b, which has a limited number of outliers exhibiting much reduced stability

margin (hence the near horizontal line on the corresponding ECDF). In fact, this cluster

is seen to exist for only 39.74% of the converged operating points (in the region of

the complex plane studied), while it has 38.65% probability to have real part of the
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rightmost eigenvalue between −10 and −9.59, with only 1.09% probability to be within

a much wider range of −9.59 and −1.80. This suggests very low probability for high-risk

scenarios (i.e., low stability margin) related to this modal cluster. The limited number

of operating points at which this cluster exhibits lower stability margins (indicated by

the sparsity in Fig. 5.8b) could clearly be missed if not performing such comprehensive

probabilistic studies4.

C13 C14

C17

C18
C15

C16

Figure 5.11: Cumulative distribution functions for the real part of the rightmost
eigenvalue (i.e., the stability margin) per operating point for each identified cluster
of interest in Case Study 3. Dashed red line = system stability margin.

Characterisation of Chosen Modal Clusters

In addition to the capability to identify and probabilistically analyse modal clusters, a

key contribution of the proposed framework is to enable their characterisation. Using

the SWPI (Section 5.2.4), we can characterise the contributing elements in each cluster.

This is displayed for all clusters of interest in Fig. 5.12.

The SSOs in Case Study 1 (C1 to C3) are revealed to be related mostly to the

dynamics of the IVCs of the GFMs, also with limited contribution from the network,

P-F, and Q-V dynamics (Fig. 5.12a). Also, from Fig. 5.12c, these are seen to constitute

multi-machine interactions between two GFMs, namely G17 and G19 (for C1 and

C2), or involving only one GFM in the form of G18 (C3). The destabilising non-

oscillatory modal cluster (C4) in Case Study 1 is found to be related primarily to

P-F type dynamics with limited contribution from Q-V dynamics. Furthermore, it is
4In fact, it could even be argued that the stopping criterion converged too soon for this case study.

See further discussion of future work regarding the stopping criterion in Section 5.5.4.
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Figure 5.12: SWPI for clusters of interest based on dynamic phenomena-type categories
(Table 5.1) in (a) Case Study 1, (b) Case Study 2, and (e) Case Study 3, as well as
individual generator categories in (c) Case Study 1, (d) Case Study 2, and (f) Case
Study 3. 114
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related to G16 (a SG) with limited contribution from G9, G14, and G15 (all of which

are SGs). The destabilising oscillatory modes in Case Study 1 (C5 & C6) involve a

range of generators, with the most contributing being G14, G15, and G16 (which are

aggregated representations of three separate areas, as per Fig. 5.5). They differ slightly

with respect to the dynamic phenomena categories which dictate their characteristics,

with both being related mostly to P-F dynamics, but C6 being influenced more by Q-V

dynamics than C5.

All SSO modal clusters seen in Case Study 2 are found from Figs. 5.12b and 5.12d,

to be multi-machine interactions, each between two GFMs. In particular, C7 is related

to G19 and G22, C8 is related to G17 and G20, while C9 and C10 are both related to

G18 and G21. Interestingly, the interacting machines are all in close proximity to each

other in this Case Study (Fig. 5.5). Similar to Case Study 1, these SSOs are seen to be

related mostly to the IVCs of the GFMs, as well as (to a much lesser extent) the P-F,

Q-V, and network dynamics on the system. The destabilising non-oscillatory mode in

this case study (C11) is found to be similar to its counterpart in Case Study 1 wherein it

is related primarily to the P-F dynamics and G16 (a SG). The destabilising oscillatory

modal cluster (C12) is found to be similar to C6 of Case Study 1, constituting a multi-

machine interaction with most contributing generators being G14, G15, and G16, and

being related mostly to P-F dynamics with lesser contribution from Q-V dynamics.

For Case Study 3 (Figs. 5.12e and 5.12f), the high frequency modal cluster (C13) is

seen to be related mostly to network dynamics, as well as MF&Dr and ICCr dynamics

(which makes logical sense due to the faster dynamic action of these components).

Note, no IVCs exist in this case study, hence the IVCr related dynamics being assigned

a value of 0 for the SWPI. Furthermore, it is an interaction between G19, G22, and

to a lesser extent G20 (all of which are GFLs in this case study). The rightmost non-

oscillatory modal cluster (C14), which does not cause instability in this case study,

is found to be an interaction between primarily G9 and G16, both of which are SGs.

Furthermore it is also related to P-F dynamics, but has much more contribution from

the Q-V dynamics compared to its counterparts in Case Study 1 and Case Study

2. The destabilising oscillatory modal clusters in this case study (C15 to C18) are
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related mostly to P-F dynamics with some contribution from Q-V dynamics. They

all have dominant contributions from a large number of SGs (i.e., seemingly global

interactions across the whole system), although the specific generators involved, and

the contributions thereof (as quantified by the SWPI) vary from cluster to cluster.

This subsection has detailed the depth of characterisation that can be obtained

through modal clustering and the SWPI. However, it can be noted that even further

granularity can be achieved from different choices of categories (Section 5.2.4). For

example, we could decompose P-F or Q-V dynamics into specific controllers (similar

to how we have separated the ICC and IVC dynamics in our analysis). The level

of granularity adopted is therefore a trade-off between interpretability of results vs.

complexity of analysis.

5.5.3 Probabilistic Analysis of Destabilising Sub-Synchronous

Oscillations

It was shown in Figs. 5.12a and 5.12c that the SSOs of Case Study 1 (Fig. 5.6a) are

primarily related to the dynamics of the IVCs of the GFMs. Therefore, we incite an

interesting case study whereby such an SSO can induce instability due to poor (but

standard) tuning. Starting from the base case of the system for Case Study 1 (i.e., with

nominal system demand, and each CIG set to output 1 pu active power), a parametric

sweep is performed whereby the closed-loop time constants of the IVCs of the GFMs

are increased from 7.5 ms (2.5 × τICC) to 10.44 ms (3.48 × τICC), as displayed in Fig.

5.13. This degrades the stability margin of the SSOs, ultimately bringing one of the

modes to instability. Note that the change of time constant in this parametric sweep

is within expected values for tuning such a controller. In fact, a general rule of thumb

for timescale separation would suggest that the time constant of the IVC should be

increased to at least 10× that of the ICC, which actually brings a further two modes

to instability in this case.

The slower value of IVC time constant of 10.44 ms is used to perform probabilistic

analysis on the destabilising SSO. Focusing on only the destabilising cluster, we can

observe the stability margin ECDF in Figure 5.14. This reveals that instability will
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Figure 5.13: Trajectories of SSOs in the base case as the closed-loop 5% settling time
of the GFMs’ inner voltage controllers, τIV C , are increased from 7.55 ms to 10.44 ms
(black to red).

occur 69.0% of the time when adopting this tuning.
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Figure 5.14: Cumulative distribution function for the real part of the rightmost
eigenvalue (i.e., the stability margin) per operating point for the unstable SSO cluster
after slowing the IVCs of the GFMs.

Furthermore, the dominant categories contributing to the cluster, based on analysis

of the SWPI, are found to be related to the IVCr (0.518) and P-F (0.425) dynamics,

with the main contributing generators being G18 (0.761) and G11 (0.217), which are

a GFM and SG respectively. We can compare this to the characterisation of C3 from

Figs. 5.12a and 5.12c, which showed that the dynamic characteristics of the SSO,

before slowing of the IVCs of the GFMs, was related primarily to the IVCr (0.79) and

G18 (0.89). That is, this destabilising sub-synchronous modal cluster now resembles

an interaction between a GFM and a SG, associated strongly with both the P-F and

IVCr dynamics, whereas before the slowing of the IVCs, the SSO resembled a local

interaction related to a single GFM with much more emphasis on the IVCr dynamics.
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This analysis reveals the potential for unstable oscillations related to (relatively)

slow tuning of the IVCs of GFMs, along with its probabilistic characteristics. However,

further analysis is required to better understand the root cause of these oscillations,

and the conditions under which they might appear and/or become unstable.

5.5.4 Comment on Computational Burden and Scalability

The particular computation times for the case studies discussed throughout this section

are summarised in Table 5.4, with the number of operating points evaluated reported at

the start of Section 5.5. Note, with respect to clustering, we have utilised parallelisation

to perform the full five initialisations. All tests were performed on a HP Elitebook 840

G10 with 32GB RAM, SSD storage, and 13th Gen Intel Core i7-1355U, 1.70 GHz (10

cores, 12 threads) processor.

Table 5.4: Computational requirements for application of the proposed framework to
the case studies.

Case Study Activity Time
1 Probabilistic data generation 6.11 hours

Clustering (five initialisations with final value of
k = 73)

612.2 seconds

2 Probabilistic data generation 8.92 hours
Clustering (five initialisations with final value of
k = 71)

1966.6 seconds

3 Probabilistic data generation 4.80 hours
Clustering (five initialisations with final value of
k = 77)

482.5 seconds

Scalability is primarily dependent on the data generation process and clustering

for the proposed framework, considering the computational cost for the calculation of

indices in the systematic characterisation procedure is negligible in comparison. As long

as the eigenvalues and eigenvectors can be determined, and the clustering algorithm can

converge with the amount of generated data, then the proposed framework is applicable.

Potential computational improvements (and therefore increase of scalability) might

include: the use of importance/efficient sampling [19]; parallelisation of the data

generation process (as discussed in Section 5.2.1); loosening the stopping criterion (or
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applying an alternative stopping criterion) if deemed acceptable5; the use of order

reduction methods such as principal component analysis [228] prior to clustering;

reducing the number of initialisations required to be tested with k-means clustering;

targeting the clustering on a subset of modes, or using eigenvalue algorithms which

allow for calculation of only eigenvalues within a subset of the complex plane [220]; the

adoption of more efficient clustering techniques for high dimensional data [228, 229];

amongst others.

The scalability of the state-space small-signal modelling procedure is evidenced by

the automatic and modular approach [108], which can be compared to the CCM whose

benefits for scalability are detailed in [39].

5.6 Potential Future Investigations using the Proposed

Framework

Probabilistic modelling: is not restricted to the specific approach that we have

adopted for our case studies. Amongst others, some potential alternative approaches

might include: the use of copula-based correlated probability distributions; the

inclusion of solar-dependent uncertain generation; different power flow formulations,

including security-constrained OPF; and consideration of other categories of

uncertainty such as modelling uncertainty, something that might be important in

CIG-permeated power systems whereby many specific vendor models are not available,

necessitating system identification techniques [230] for analytical studies (the models

from which are estimates and therefore by definition will include uncertainty).

Research case studies: for which the proposed framework would be applicable are

plentiful. We have already included an example of an SSO. Some additional examples

could include: comprehensive investigation into GFM location and sizing; identification

of novel interactions caused by the inclusion of different and/or more complex models

such as converter-interfaced loads; identification of novel multi-machine interactions
5An area of improvement identified for future work is the definition of a more appropriate, and

computationally efficient, stopping criterion that can also target low-probability (but potentially high-
risk) modes.
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with different converter control implementations; investigating the impact of different

uncertain parameters on small-signal interactions; probabilistic investigation of known

dynamics of interest (such as SSOs caused by poor PLL tuning [50]); amongst many

others.

5.7 Chapter Summary and Conclusions

This chapter has presented a framework for probabilistic small signal analysis and

characterisation of dynamic interactions in power systems with high penetration of

CIGs. In particular, for systems with detailed dynamic models and different CIG

control philosophies such as GFL and GFM. A systematic characterisation method is

proposed, including the definition of PF-based categories (e.g., individual units or types

of dynamic phenomena) to characterise modes as well as the introduction of the SWPI

for identifying the prevalent dynamic behaviour of key modal clusters present on the

system. Supported by a modal clustering approach based on PFs, the probabilistic

behaviour of the identified types of interactions present on the system can also be

studied.

The framework is applied to a modified version of the IEEE 68-bus network

with inclusion of GFM and/or GFL controlled CIGs. Modal clusters of interest are

identified and it is illustrated how the proposed framework can enable analysis of

their probabilistic behaviour and SWPI-based characteristics. For example, amongst

others, there are modal clusters indicating SSOs (between approximately 5 Hz and

8 Hz) related primarily to interactions involving the IVCs of the GFMs. There

are also electromechanical interactions and non-oscillatory modal clusters inducing

instability, related mostly to the active power and frequency dynamics of SGs.

Empirical cumulative distribution functions were also used to reveal the likelihood

of an interaction/cluster to exist for any given operating point, induce instability, or

have stability margin below a given threshold.

The complex detail that the proposed framework is able to convey was further

exemplified through case studies whereby only GFMs or only GFLs were connected

to the system. In the former case, we observed an increased number of SSOs (again
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related primarily to IVCs of GFMs), but reduced probability of instability from the

electromechanical and non-oscillatory modal clusters. In the Case Study with only SGs

and GFLs, we observed a high frequency modal cluster with low probability to have

low stability margin (i.e., low probability, high-risk) related to interactions involving

the ICCs and MF&Dr dynamics of the GFLs, in addition to the network dynamics.

Overall the proposed framework offers a way to characterise and understand

complex dynamic interactions, the individual units and mechanisms involved in them

as well as their probabilistic behaviour across a range of operating conditions.

The application of the proposed methodology of course requires the white-box state-

space model (either a full-order or reduced-order model depending on computational

requirements/feasibility). As such, for system operators/planners to make use of the

benefits outlined in this chapter, improved model sharing is required from original

equipment manufacturers. This could take the form of the impedance-circuit model

[231] concept which maintains a certain level of intellectual property protection for the

original equipment manufacturers. Despite this, it can be noted that the proposed

methodology can also be adopted for research purposes with generic models, akin to

the studies performed in this chapter, and discussed further in Section 5.6.
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Chapter 6

A Modal Contribution Metric for

Quantifying Small-Signal

Variability in Power Systems

with Converter-Interfaced

Generation

6.1 Introduction

6.1.1 Motivation

Maintaining an interest in small-signal dynamic interactions, we now shift the focus to

the fact that the changing power system dynamic behaviour (as discussed in Section 1.2

and throughout this thesis) is not necessarily captured by traditional static grid strength

metrics. This chapter uses the modal superposition concept to derive metrics and

information with respect to locational (small-signal) variability, defined in terms of the

maximum deviation of system variables in different network locations. Going beyond

typical grid strength metrics, the analysis considers voltage magnitude and frequency

variability separately, reflecting the complexities arising from the transition to converter
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control-permeated power system dynamics. A further benefit of the approach is the

derivation of a clear relationship between the variability of output variables and specific

modal interactions via their contribution to the response. That is, the interactions

which significantly influence the time-domain maximum deviation of the output signal

of interest. Finally, it is exhibited that the proposed method can be used to focus on

the characteristics and causes of variability at different timescales.

With the integration of CIGs and the subsequent surge of complexity in power

system dynamics, new approaches and appropriate metrics for power system analysis

are required. The limitations of SCR based grid strength indicators are being

discussed [27,232,233], necessitating new approaches for the determination of locational

information with respect to the magnitude of changes expected in power systems

variables.

The increasing complexity of the analysis of power systems associated with including

CIGs is highlighted in [30,38]. In addition, complex control strategies are not reflected

in proxy steady state indices such as SCR [232]. The implementation and analysis

of small-signal models [14], as well as the inclusion of relevant dynamic information,

suggests the possibility to extract useful locational trends and offer insights into complex

dynamic behaviours. This is related to the small-signal system strength concept as

discussed in [29].

A further motivating factor is the decoupling of voltage magnitude and frequency

variability, something that is not necessarily described by traditional system strength

based metrics. In traditional SG-dominated systems, frequency and voltage regulation

were closely linked to the generation capacity and inertia since both services were

typically offered by SGs. This cohesion cannot be assumed with CIGs and the wide

range of control possibilities. The separation of the voltage magnitude and frequency

forming aspects are discussed in more detail in [15, 30, 31, 77]. In this context,

the locational variability of both voltage magnitude and frequency are investigated

separately in this chapter. A further consequence of the integration of CIGs is the

concept of increasing variability in regional frequency [234]. To address this, the local

frequency is estimated at each bus using the frequency divider formula introduced

123



Chapter 6. A Modal Contribution Metric for Quantifying Small-Signal Variability in
Power Systems with Converter-Interfaced Generation

in [234].

6.1.2 Literature Review

Improvements to system strength metrics have been attempted, with those including

small-signal considerations focusing on impedance modelling and singular metrics based

on stability margins or impedance coupling [27–29, 233]. In particular, the impedance

margin ratio, generalised SCR, and the grid strength impedance metric are examples

of the state-of-the-art in this regard. The impedance margin ratio [29] and generalised

SCR [28] are based on stability margins with the former considering the allowed

variation of the impedance and the latter using a metric derived based on decoupling of

the system into a series of OMIB systems. The grid strength impedance metric offers an

alternative to SCR whereby the perspective of electrical distance from an ideal voltage

source is maintained but the impedance of CIGs and their control are incorporated

into the calculation of the metric [233], offering better reflection of their impact on

voltage strength. In addition, their work expands the consideration of system strength

across the frequency spectrum, going beyond simply the fundamental frequency. These

metrics are proving more adequate in reflecting CIG impact on stability/oscillation

damping [235]. However, they do not consider the decoupling of voltage magnitude

and frequency, nor do they provide specific information regarding the variability of any

given output signal (which in this work is found to not necessarily relate to traditional

stability metrics) and the contributing dynamic interactions.

Notably, some of the recently introduced grid strength metrics are developed in

such a manner that they relate to system stability margins. There is of course a

relation between grid strength and stability, whereby a stronger grid implies a higher

stability margin. However, in this work we propose a quantification approach based

on variability (i.e., how much a signal deviates) which can be directly linked to the

concept of strength. Note, in traditional grid strength metrics such as SCR–and some

more modern approaches such as the grid strength impedance metric–the grid strength

is considered from an (in)variability perspective whereby the electrical distance from

an ideal voltage source represents strictness of control of the voltage phasor (magnitude
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and frequency) and therefore less variability of said phasor. That is, these metrics were

aiming at offering a quantification of how much or not the voltage and frequency will

vary. Our approach provides a more direct measure of how the voltage and/or frequency

(or any output variable of interest) will vary in the time domain-response for any

given disturbance. Furthermore, existing electrical distance-based grid strength metrics

suggest either variability or invariability regardless of disturbance type or location, as

well as the lack of decoupling between “strength” of voltage and frequency (as previously

discussed). We will see in this chapter that this can in fact have a significant impact

on the variability from one location (or output variable) to another.

The method proposed in this chapter comes from a modal decoupling perspective

with relation to the concepts of small-signal observability and controllability. Similarly,

within the framework of dynamic grid flexibility [236], the inertial distribution index

is proposed. This index uses the mode shape of the “most global” mode to extract

information regarding the inertial distribution of the system. However, although

undoubtedly useful, this index is focused on a single mode (and output). Consequently,

it has the potential to miss variability information related to other modes. This is

especially true considering the changing dynamic timescales and control approaches

associated with CIGs. [220] has relation to the inertial distribution concept whereby it

can consider the locational relation between a single mode and specified outputs but

through their derived PFs of algebraic variables. Additionally, the output of interest

is not focused on the locational frequency but is applied to any algebraic variable or

output.

Compared to prior works described above, the metric and method proposed in this

chapter focuses on capturing locational information that drive the variability of system

output variables (i.e., frequency and voltage). This can be extracted using the modal

superposition concept, without neglecting the effect of multiple modes that can affect

specific power system variables. This involves defining a metric based on the analytical

solution of the individual modal responses and their contribution to the system output

variable of interest, the details of which are dependent on the corresponding eigenvalues

and eigenvectors as well as the excitation–i.e., utilising concepts from observability
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and controllability analysis [10, 13] but extending these concepts to enable tracing the

dynamic interactions that affect the variation of output variables which in turn allows

for the definition of a variability metric. That is, going beyond an approach similar

to PFs for output variables by quantifying and understanding directly the impact of a

disturbance to the output magnitude.

Consequently, the main aim of the proposed method is to determine a metric to

analytically quantify the impact of disturbances across different locations of the system

on the time-domain response of relevant power system output variables (i.e., voltage

and frequency), referred to as the outputs’ variability. This provides a quantification

of small-signal grid strength linked to the physical meaning of the amplitude of

deviations observed in time domain simulations, while accounting for the detailed

dynamic responses of systems, including the response of CIGs. To summarise, the

proposed method and illustrative analyses include:

• An alternative viewpoint for system strength from the perspective of small-

signal variability. A method is proposed for the analysis of locational small-

signal voltage and frequency variability considering different disturbance types

and locations. This includes a metric to quantify small-signal variability based

on modal superposition. It allows to take into account detailed aspects related

to system dynamics and interactions, contrary to conventional system strength

metrics.

• A clear indication of the contribution of a specific mode/interaction to the

variability of the time domain response of any given output through the analytical

calculation of the maximum deviation of the decoupled modal response.

• The capability to extract distinct variability trends across different timescales and

the respective fast or slow dynamic modes that contribute.

• An analysis of the impact of the introduction of CIGs with both GFL [140, 237]

and GFM [15] control on the locational small-signal variability of the system is

carried out.
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The remainder of the chapter is structured as follows: Section 6.2 details the relation

between modal responses and power system output variables as well as deriving the

analytical solution of the response and the corresponding variability metric; Section 6.3

describes the dynamic modelling of the power system and relevant components; Section

6.4 outlines the specific test cases; Section 6.5 displays the corresponding results; and

Section 6.6 concludes the chapter.

The work in this chapter has been published in IEEE Transactions on Power Systems

[238].

6.2 Methodology: Introducing a Power System

Variability Measure

This section begins by defining the concept of small-signal variability as utilised in this

work. On this foundation, a metric for the quantification of said variability is proposed.

This is achieved through the decoupling of modal responses, followed by the derivation

of the analytical solution of the maximum deviation of said decoupled responses.

6.2.1 Defining Variability

In this work, we define variability based on the maximum deviation of power

system output variables in their time domain responses. Since small-signal (impulse)

disturbances are considered, the maximum deviation is taken from the initial operating

value of the output variable of interest. The motivation behind this is to derive metrics

and perform relevant analysis that identifies situations where power system variables

(e.g., voltage and frequency) throughout different parts of a system tend to exhibit

high deviations from their initial values. Such situations could indicate possible limit

violations, system stress and generally the tendency of high amplitude oscillations. This

definition of variability therefore relates to a way of quantifying system strength while

taking into account detailed dynamic responses, becoming especially relevant in power

systems with high converter penetration.

Also, to reiterate one of the key points from the introduction of this chapter, the
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variability is related to the idea of strength whereby an increase in the latter means

a decrease of the former. However, strength is also sometimes linked to the idea of

stability and therefore stability margin metrics are used in some more modern grid

strength quantifications. Therefore, it should be highlighted that although there is a

relationship between variability and stability through the idea of strength, they are not

directly linked and a decrease in variability does not necessarily mean an increase in

stability (margin). For example, a damped oscillation with a high amplitude would have

high variability but not necessarily low stability margin. Such a disconnect between

variability and stability margin is further highlighted in Section 6.5.5.

6.2.2 Decoupled Modal Responses on System Output Variables

The fundamentals of small-signal modelling have been described in detail in Section

2.1, including the calculation of eigenvalues, eigenvectors, and PFs. As a reminder,

xN×1, uNi×1, and yNo×1 are the vectors of states, inputs, and outputs, respectively.

The state, input, output, and feed-forward matrices are denoted by AN×N , BN×Ni ,

CNo×N , and DNo×Ni , respectively. The diagonal elements of the matrix ΛN×N are the

system eigenvalues (or modes), {λ1, λ2, ..., λk, ...λN }. The matrices denoted by ϕ, ψ

and p have columns corresponding to the right eigenvectors, left eigenvectors, and PF

vectors, respectively.

The free response of a linear dynamic system [10] is represented by a superposition

of individual modal responses:

∆xi(t) = ϕi,1c1e
λ1t + ϕi,2c2e

λ2t + · · · + ϕi,ncne
λnt + · · · + ϕi,NcNe

λN t, (6.1)

cn = ψn∆x (0), (6.2)

∆yj =
[
δyj

δx1
, · · · , δyj

δxn
, · · · δyj

δxN

]
∆x = Cj∆x, (6.3)

where ∆xi(t) is the time-domain response of the ith state whose relation to the output

is specified in (6.3). In this work, the output ∆yj is either the voltage magnitude or

frequency at any bus of interest, with the latter calculated using the frequency divider

formula [234] (see Section 6.3 for more information). The initial deviations ∆x (0) will
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depend on the chosen disturbance type (active power load disturbance in this work) and

location. The combined mode shape, ϕi,n, and excitation terms–i.e., cn, which relates

the disturbance to the excitation of the mode in (6.2) through the controllability [239]–

constitute the amplitude and phase of the individual modal responses (before damping),

as seen in (6.1). If we focus on a single state, i, then the unitary excitation of only

this state, ∆xi(0), will cause the coefficient terms of each modal response to be the

corresponding PF [240].

Knowing the relationship between states and outputs as in (6.3), we can then

determine the output as a superposition of modal responses with

∆yj(t) =
N∑

i=1
Cj,i∆xi(t) =

N∑
i=1

N∑
n=1

Cj,iϕi,ncne
λnt

=
N∑

n=1

[
N∑

i=1
Cj,iϕi,n

]
cne

λnt =
N∑

n=1
Φj,ncne

λnt, (6.4)

where ΦNo×N can be considered the output mode shape (or the modal observability

[239]) which is compared to the right eigenvectors from (2.10) but for any given mode’s

observability on the chosen outputs instead of the system states. Note that, if we

focus on a single output, j, and consider the unitary excitation of each state, i, prior

to performing the sum in the square brackets of (6.4), the resultant modal coefficient

term for each mode is found to be the participation factors of algebraic variables derived

in [220]. This can be expressed for each mode, n, as

πj,n =
N∑

i=1
Cj,iϕi,nψi,n. (6.5)

6.2.3 Calculating the Maximum Deviation (or Contribution) of

Decoupled Modal Responses on Output Variables

Having decoupled the modal responses with respect to system output variable (voltage

or frequency), the maximum deviation of each modal response can be determined as a

measure of their contribution to the output small-signal variability. Hence, we calculate

the maximum deviation of each modal response whose characteristics are described fully
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by their eigenvalue and eigenvectors as well as the excitation.

As can be seen from (6.1), the time-domain response for each (stable) mode can

be described either by an exponential reduction, in which case the time at which the

maximum deviation occurs will be zero seconds (the occurrence of the disturbance),

or an oscillation whose amplitude is exponentially decaying. Whether it is the former

or latter depends on whether the eigenvalue is real or complex, respectively. The

oscillatory response can be described in familiar mathematical terminology as

χ(t) = Aeσtcos(ωt+ θ), (6.6)

with A, θ, σ, and ω being the amplitude, initial phase, damping constant, and oscillation

frequency, respectively.

In order to get from a decoupled modal response in (6.1) to the form in (6.6) we can

consider that an oscillation comprises of two eigenvalues, one with positive and one with

negative frequency. Similarly, the polarity of the complex values in the corresponding

eigenvectors will be reversed with the result being that the initial phase will also be

opposite [10]. Consequently, for output j and mode n,

A = 2|Φj,ncn|, (6.7)

θ = ̸ Φj,ncn, (6.8)

λn = σ ± jω. (6.9)

Unlike an exponential decay, the maximum deviation of (6.6) will not necessarily

occur at zero seconds. However, the simple second order response allows us to solve

analytically the time at which the maximum deviation/value will occur. Note, this

solution is dependent on the assumption that we have constant, real values for A, σ,

and θ, with the additional requirement that σ is positive. We want to determine the

first instance at which the derivative of (6.6) is zero, i.e., the first maxima or minima

of the solution, because the absolute value of any succeeding maxima or minima will
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be smaller due to the damping of the mode. The resultant equation is,

dχ(t)
dt

= Aeσt(σcos(ωt+ θ) − ωsin(ωt+ θ)) = 0, (6.10)

which can be simplified to

cos(ωt+ θ) − ω

σ
sin(ωt+ θ) = 0. (6.11)

Solving (6.11) for t gives

t =
nπ −

(
θ + jln

(
±

√
−σ2−ω2

σ+jω

))
ω

. (6.12)

The choice of value for n is dependent on the fact that we are considering a causal

system (i.e., t ≥ 0) and hence,

nπ − θ − jln

(
±

√
−σ2 − ω2

σ + jω

)
≥ 0, (6.13)

and considering the positive damping of the oscillation, we require the first integer

value of n for which this criterion is met, resulting in

n =
⌈(

θ + jln

(
±

√
−σ2 − ω2

σ + jω

))
/π

⌉
, (6.14)

where the ceiling operator is ⌈⬚⌉. Note, considering the dual solution to (6.12),

there will be two solutions to (6.14) but as long as the value of n is matched to

the corresponding equation then the result of (6.12) will be the same. That is, the

± operator can be replaced with either a + or a −, provided consistency is ensured

throughout. Therefore, we can determine that the maximum deviation of the solution

to (6.6) will occur at either the positive solution of (6.12), i.e., the first maxima/minima,

or at the instance of the disturbance.

The next step is to relate the known parameters, i.e., the eigenvalues and

eigenvectors, in (6.4) to the parameters required to solve (6.12) and substitute the

resultant equation back into (6.6). This is achieved with reference to (6.7) to (6.9) and
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by substituting everything back into (6.6) we get the final maximum deviation value

associated with any given mode, which is

∆ymax
j,n = 2 |Φi,ncn| eσtmaxcos (ωtmax + ̸ Φi,ncn) , (6.15)

where tmax is either calculated with (6.7) to (6.9), (6.12), and (6.14), or tmax = 0 s,

depending on which choice of tmax gives the larger value of
∣∣∣∆ymax

j,n

∣∣∣. Note, for a real-

valued mode, the maximum deviation occurs at 0 s and is equivalent to A/2 with

respect to (6.7).

A question that arises from this proposed approach is why not to use the well-

known residues [239] for quantifying the contribution of each mode to the small-signal

variability of the time-domain response of the chosen output (voltage and/or frequency

at each bus)? In fact, the residues were tested alongside our proposed approach and

found to have lesser ability to predict the small-signal variability trends. This is likely

due to their lack of consideration of the damping of the modes, which plays a key role in

the maximum value that their decoupled modal response can reach in the time-domain.

6.2.4 Deriving a Variability Metric

The maximum deviations of the decoupled modal responses, used to reflect the modal

contributions to a single output, can be condensed to a single metric to enable

comparison between several outputs. Particularly, this gives a proxy for the variability

(maximum deviation) of voltage magnitude or frequency at each bus location. The

adopted approach takes the maximum absolute value of maximum deviation, or the

maximum absolute modal contribution (MAMC), as the indicator. This is described

for the jth output as

MAMCj = max
(∣∣∣∆ymaxj

∣∣∣) , (6.16)

where ∆ymaxj,N×1 is the vector for output j whose entries are the modal response

maximum deviations calculated as described in Subsection 6.2.3.

Prior to the extraction of the MAMC through (6.16), there is the possibility to
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focus on modes with specific characteristics. E.g., if specific damping timescales are of

interest, a weighting of zero can be applied to any mode whose damping time constant

is outwith that of interest. This provides an indication of the variability differences

depending on timescales as well as an understanding of the different modes that

dominate at these different timescales (as later presented in Section 6.5.6). It should

be noted that the main assumption of (6.16) is that the output response will closely

resemble the response of the mode which provided the MAMC: neglecting potential

constructive or destructive interference caused by the remaining modes.

6.2.5 Application of Disturbance

For the input disturbances in this chapter, a negative injection of current corresponding

to 0.1 pu active power is applied at each bus. The relation between the disturbance of

interest and the excitation terms are through the initial state deviations, ∆x (0). As

a proxy for the initial state deviations, the input matrix is used in (6.17) to determine

the rate of change of any given state resulting from the input disturbance which in turn

is assigned to the initial deviations as ∆xn(0) := ˙∆xn.

˙∆xn =
[ ˙δxn

δu1
, · · · ,

˙δxn

δuNi

]
∆u = Bn∆u (6.17)

If an impulse disturbance is considered, the forced response collapses to the same

representation as the free response with such proxy initial states (see Chapter 4.1

of [241]).

It may be more appropriate to consider a step disturbance to extract a variability

indicator as this represents better an actual disturbance that might occur on the system.

However, in doing this, the eigendecomposition of the output becomes significantly more

complex, concealing the useful link between variability and system interactions (as the

impact of natural system changes also influences the time-domain response). Extension

of this method to step disturbances is reserved for future work. Furthermore, the choice

of disturbance variable will also influence the outputs’ variability. While we choose

a specific variable to introduce disturbances (current injection) when presenting our
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results in this chapter, the proposed method can accommodate different disturbances

such as voltage magnitude perturbations. Future work could systematically investigate

the impact of such different disturbances.

6.3 Modelling

As in previous chapters, the small-signal modelling has been explained in detail in

Chapter 2. The SGs are balanced 8th order models [11], equipped with the DC1A

exciter and AVR as in Example 12.6 of [10].

Common to GFLs and GFMs are power measurement filters and output RLC filter

[140]. The converter is averaged with switching transients and PWM/control delay

neglected [237].

Additionally, the passive network, stator, and converter output filter elements

have been modelled with the quasi-static assumption [11], [10]. Before making this

simplification, the impact on the eigenvalues of the systems were checked and it

was confirmed that the dynamics included in the quasi-static model (i.e., all except

electromagnetic network transients) matched closely their counterparts in the full-

detail [30] model. Consequently, the focus of our study is mostly on converter and

generator dynamics and how these can affect the variability of outputs. Although,

theoretically network dynamics could be included as part of the proposed methodology,

this might lead to challenges related to modal combination at very fast timescales. Most

notably, impulse disturbances, as applied in this work, can excite modes that are related

purely to dummy network variables as utilised for modular component connections

(for more information see Section 2.2 and [242]). Some further discussion on related

aspects is provided in Section 6.5.1 but mostly falls out of the scope of this chapter

and is reserved for future work. Furthermore, provided the focus of an investigation

is on converter and generator dynamics (as is the case in this chapter), the ability to

separate the timescales on which the variability is analysed, as in Section 6.5.6, would

also be expected to alleviate potential issues.

As discussed previously, the frequency divider formula [234] was adopted to obtain

an estimation of the frequency at each bus. In particular, this includes consideration
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of the SG internal impedance and the GFM coupling filter. For the frequency at a bus

with GFL converter, the PLL measurement is used as input to the formula (note, this

is an estimation and this should be taken into consideration when analysing results).

Note, an alternative approach is to take the derivative of the voltage angle directly at

each bus, or to adopt the complex frequency representation [243].

6.3.1 Grid-Following Converters

The GFL used in this work, displayed in Fig. 6.1, is a standard current vector control

consisting of PI-based APC and RPC (Section 2.5.3 and Fig. 2.7), ICC (Section 2.5.2

and Fig. 2.5), and a PLL (Section 2.5.3 and Fig. 2.8). The tuning of the ICC is based

on the modulus optimum technique [244], whereas the APC, RPC, and PLL are tuned

to maintain stability in a weak grid with the approach in [140].
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Figure 6.1: GFL control system block diagram for small-signal variability analysis case
studies.

6.3.2 Grid-Forming Converters

The GFM used in this work, displayed in Fig. 6.2, consists of an outer loop which

synthesises the voltage phasor through an APC, in the form of a VSM [15], a VMC, in

the form of a reactive power-voltage droop [59], and a virtual impedance1. The choice
1The virtual impedance is of the form in Section 2.5.4 but negated. This is in line with the virtual

impedance implementation in [59], [223], and [224].
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of virtual inertia constant, H, of 6.5 s ensures proper comparison with the SGs. Note,

the active power measurement is not filtered since the VSM swing equation effectively

achieves this [15].
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Figure 6.2: GFM control system block diagram for small-signal variability analysis case
studies.

The GFM adopts an SILC architecture with an ICC and a static reference

calculation based on the coupling filter impedance Zf = Rf + jXl,f [152] as further

described in Section 2.5.5.

6.4 Test Cases

Since the focus of this work is identifying the small-signal variability at different

locations, we choose the Kundur two-area test system [10] for its clearly distinct

electrical regions. This incorporates two similar areas with a weak tie line between

them as displayed in Fig. 6.3. All SG and system information is available in [10]. This

SG-only test system was taken as the base case with the only change from [10] being
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Figure 6.3: Kundur’s two-area four-generator system. Figure adapted from [10].

the setting of all SGs’ inertia constants to an equivalent 6.5 s.

Of interest in this work is the impact of CIG on the locational small-signal variability

of voltage magnitude and frequency. As such, the SGs in area 2 are first replaced by

GFLs and then by GFMs. Finally, the GFMs are instead placed in area 1 which results

in a case which clarifies the capability of the method to focus on particular timescales

of interest. The parameters associated with GFLs and GFMs are summarised in Table

6.1. Note, per unit values are on the generator bases of 900 MVA and 20 kV, as is the

case with the SGs.

6.5 Results

The visualisation approach for the MAMC is a 3-dimensional bar graph. For these

plots, the “disturbed bus”-axis displays the disturbance location, allowing visualisation

of areas in which the the output variability is excited. The “observed bus”-axis refers

to the location at which the variability is being “measured”, or observed. That is, we

can observe the buses which display the most variability after a disturbance at any

given bus. The buses have been reordered on these axes to better represent the layout

of the system (Fig. 6.3).

The data generated by the case studies, from which the following analysis is

performed, can be found in [245].
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Table 6.1: Parameters for CIGs in small-signal variability analysis case studies.

Parameter Symbol Value
RLC resistance Rf 0.03 pu
RLC inductive reactance Xl,f 0.08 pu
RLC capacitive reactance Xc,f 13.51 pu
Power filter time constant τp 0.0318 s
Switching frequency fs 10 kHz
ICC proportional gain, integral
gain Kp,icc,Ki,icc {0.2122, 30} Vpu/Apu

GFL APC proportional gain,
integral gain Kp,apc,Ki,apc {0.02122, 3} Apu/MWpu

GFL RPC proportional gain,
integral gain Kp,rpc,Ki,rpc {0.0118, 1.6667} Apu/MVApu

PLL proportional gain, integral
gain Kp,pll,Ki,pll {20, 25} rad/s/Vpu

GFM APC virtual inertia, virtual
damping H,KD 6.5 s, 10 pu

GFM VMC reactive power droop mq 0.1%
Virtual resistance, virtual
inductive reactance Rvi, Xl,vi 0 pu, 0.2 pu
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6.5.1 Validation of Maximum Absolute Modal Contribution

(MAMC) as a Variability Metric

One Machine-Infinite Bus (OMIB)

By reducing the system to a OMIB with a single mode, we ensure that the output

response is equal to the modal response. As such, the MAMC should be equal to the

maximum deviation of the output following the specified disturbance. To test this, a

OMIB system is considered with the SG classical model. The synchronous reactance

of the machine was set to 0.3 pu and the inertia and damping constants were 3.5 s and

10 pu. The Thévenin equivalent reactance of the grid was set to 0.65 pu. The initial

conditions included the 60 Hz grid frequency, the active and reactive power outputs of

0.9 pu and 0.3 pu, respectively, as well as the infinite bus and SG terminal voltages of

0.995 pu and 1 ̸ 36◦ pu, respectively.

The responses to the SG rotor speed, ωr, and the output electrical torque, Te, were

simulated using the MATLAB impulse() [107] function for a disturbance to both the

infinite bus frequency, ωib (of 1 rad/s) and voltage magnitude Vm,ib (of 1 pu). The

corresponding values calculated for the MAMC are summarised in Table 6.2 alongside

the maximum deviation values obtained from the time-domain response and the error

between the two metrics. It can be seen that the MAMC matches exactly the maximum

deviation value obtained from the time-domain impulse response up to at least 4 decimal

places, confirming the theoretical derivation of (6.16). Note, the sizes of disturbances

applied are not realistic and only used for proof of concept.

Table 6.2: OMIB validation results.

Input / Output MAMC Time-Domain Maximum Error
ωib / ωr 5.5493 rad/s 5.5493 rad/s 0
ωib / Te 292.3498 pu 292.3498 pu 0
Vm,ib / ωr 0.9044 rad/s 0.9044 rad/s 0
Vm,ib / Te 34.3085 pu 34.3085 pu 0
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Two-area system validation of locational trends

For a system with multiple modes, e.g., the base SG-only two-area system, the MAMC

is not expected to match exactly the maximum deviation of the output. This is due

to the output being a superposition of modal responses and the MAMC being an

approximation based only on the most contributing mode at any given disturbance

and observation location. However, we are interested in the comparative relationships

between the voltage magnitude and frequency, at different locations. Therefore, in

this section we investigate the correlation between the MAMC and the corresponding

maximum deviation in the time-domain response, across buses. That is, the locational

distribution of the variability.

The 3D bar graphs displaying the MAMC and time-domain response maximum

deviation (TDRMD) for the bus frequencies in response to an active power disturbance

are displayed in Fig. 6.4a and Fig. 6.4b, respectively. Note, qualitative assessment

of how the MAMC variability metric relates to the time-domain response is further

explored in Section 6.5.6.

The similarities in trends are immediately obvious, although, the disturbance

applied to area 1 and observed in area 2 is slightly raised compared to the rest of

the locations in the TDRMD compared to the MAMC results. To further highlight the

matching in variability trends, the linear correlation coefficient (LCC) can be calculated

between the arrays representing each disturbed bus. For example, there is an array for

each disturbance location, whose elements are either the MAMC or TDRMD at each

observed location. These arrays are referred to as the observational distributions. Note,

that the opposite can also be done whereby there is an array for each observation bus

location whose elements are the MAMC or TDRMD for each disturbance location.

These arrays are referred to as the excitation distributions. The LCC was calculated

using the MATLAB function corr() [107] which makes use of Pearson’s metric. The

LCC between the observational distributions of the MAMC and corresponding TDRMD

for each disturbed bus is displayed in Fig. 6.5a. Similarly, the LCC between the

excitation distributions follows in Fig. 6.5b. There is generally a good match with

high LCC values observed. The result of the increase in variability for the TDRMD
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(a)

(b)

Figure 6.4: (a) MAMC and (b) maximum deviation in time-domain of each bus
frequency for an active power disturbance in the base SG-only system.
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Figure 6.5: Linear correlation coefficient between the MAMC and TDRMD of the (a)
observational distributions and (b) excitation distributions for the frequency variability
analysis in the base SG-only system.

compared to the MAMC (visible in Fig. 6.4b), for a disturbance in area 1 observed in

area 2, is that there is a dip in correlation for area 1 and area 2 in Fig. 6.5a and Fig.

6.5b, respectively.

By creating a single array which is the concatenation of all observational, or

equivalently excitation, distribution arrays, we can determine the LCC between the

two metrics for the variability trends as a whole. That is, comparing the full graphs

in Fig. 6.4a and Fig. 6.4b. In this case, the resultant correlation coefficient is 0.9588.

This will be termed the full LCC and is the accuracy measure used in the remainder

of this work.

The same approach is applied when considering the voltage magnitude at each bus

as the output variable of interest. The resultant bar graphs for MAMC and TDRMD

are shown in Fig. 6.6a and Fig. 6.6b, respectively.

The errors in this case are more significant. In particular, there are peaks in the

TDRMD that are not represented accurately by the MAMC which are observed in

area 1 when area 1 is disturbed, and observed in area 2 when area 2 is disturbed

(i.e., more local in nature). Similarly, there is slightly increased variability excited

by a disturbance on bus 8 for all observed locations. Whereas the MAMC suggests

there should be higher variability observed in area 2 when area 1 is disturbed. These

deviations in the voltage results are reflected in the full LCC of 0.7644.
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(a)

(b)

Figure 6.6: (a) MAMC and (b) maximum deviation in time-domain of each bus voltage
magnitude for an active power disturbance in the base SG-only system.
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To observe the reasoning behind the lower performance in the case of voltages,

the modal contributions (maximum deviation of decoupled modal responses whose

calculation is derived in Subsection 6.2.3) in the areas with weakest matches can

be investigated. When disturbing bus 1 and observing the same bus, several modes

with similarly high values of contribution are identified. The main mode is oscillatory

with a value of −0.0703 ± j3.2531, which is in fact the expected inter-area mode of

the system [10], whose TDRMD occurs at approximately 0.51 s. However, there are

also several non-oscillatory modes with sufficient contribution to influence the time-

domain response, one in particular which has a value of −30.4339 + j0. On its

own, this eigenvalue has just less modal contribution than the inter-area mode but

when combined with the other non-oscillatory modes, whose peaks all occur at the

instance of the disturbance, the contribution becomes higher but is not accounted for

in the MAMC (future work will look to improve the accuracy of the method through

modal combination techniques, which may also be required for cases in which repeated

eigenvalues occur [220]). This is illustrated in Fig. 6.7 whereby the voltage magnitude

deviation is initially brought to −0.01 pu at the instance of the (active power impulse)

disturbance due to the non-oscillatory modes which then damp out quickly leaving

the inter-area mode to dominate the response. However, noting the fast damping

time constant of the non-oscillatory mode mentioned, it can be found that delaying

the start of the measurement for TDRMD by 0.05 s gives a result which the MAMC

matches much better with a full LCC of 0.9258. As such, the lack of modal combination

approach means that some information is lost but the MAMC is still seen to identify

some of the main underlying trends. More importantly, the method can be used to

identify underlying reasons between the discrepancies and help in understanding their

importance (or lack thereof).

Having highlighted the capability of the MAMC to reflect interesting variability

trends, in addition to particular limitations, variability analysis is performed using the

developed approach on the case studies from Section 6.4.
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Figure 6.7: Response of voltage magnitude at bus 1 to 0.1 pu active power disturbance
at bus 1 in SG-only system.

6.5.2 Variability Analysis of the Base Kundur Two Area System (SG-

Only)

Fig. 6.4a reveals that for the base system, increased frequency variability is exhibited

primarily when a disturbance is applied close to the SG locations (except for the

observed variability in area 1 when area 2 is excited). When said disturbance occurs in

area 1, the variability is observed mostly near the SGs in area 1 and in area 2; however,

when the disturbance is applied in area 2, the variability is excited near the generators

in area 2 but does not propagate to area 1. The highest contributing mode in the former

case for both areas is a 0.145 Hz oscillation with the PFs revealing that it is related to the

damper windings and rotor speed of the SG in area 1 and, to a lesser but still significant

extent, area 2. An important note here is that this mode has a damping ratio of 0.86

and so would often be ignored in traditional small-signal analyses and stability metric-

focused grid strength indicators such as the impedance margin ratio [29]. Nevertheless,

this is the mode that causes high amplitude deviations in the time domain responses

of frequency throughout the system which can be revealed by observing the maximum

deviations of the decoupled modal responses. For a disturbance in area 2, the variability

observed in area 1 has most contribution from the 0.145 Hz oscillation but to a lesser

extent than the disturbance in area 1. Also, the observed variability in area 2 is caused

mostly by the system’s inter-area mode. Focusing on the mode shape of this inter-area
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oscillation, its observability is focused on the rotor speed states of the SGs in area 2

with limited observability in area 1, hence the fact that the 0.145 Hz oscillation is the

most impactful in this area.

This ability to highlight different modes contributing most to the observed

variability in different locations for the same disturbances is one of the key benefits

of the proposed method. i.e., the MAMC is a measure of locational variability that

is not restricted to focusing on a single mode. Using a PF-based analysis approach

such as in [220] is very useful for understanding the relationship between a single mode

and the outputs of interest; however, it will not reveal the general locational trends of

output variability that is the interest of this work.

As discussed previously, the voltage variability excited and observed in area 1 of Fig.

6.6a is mostly caused by the inter-area mode. It is also the same mode contributing

most to the observed voltage variability in area 1 when a disturbance is applied in

area 2. The observed variability in area 2 is found to be a result of the 0.145 Hz

mode mentioned earlier for disturbances in area 1 and a non-oscillatory mode of value

−30.43 + j0 for disturbances in area 2. For any given disturbance location, the inter-

area mode is observed most in area 1 and has less impact in area 2, contrary to what

was seen for the frequency variability analysis. Since the mode will be excited the same

amount for the same disturbance, the difference lies in the observability of the mode

on the frequency vs. the voltage magnitude of each bus, highlighting the distinctive

variability characteristics between them.

6.5.3 Variability Analysis After Replacing Synchronous Generators

in Area 2 with Grid-Following Converters

For this case, the full LCC for the MAMC of frequency and voltage are 0.8745 and

0.8142, respectively, highlighting generally good match.

In Fig. 6.8a it can be seen that frequency variability is observed most in area 2,

where the SGs have been replaced with GFL converters. It is also in this area where

disturbances are seen to excite variability the most. The mode contributing most to the

variability in this region is non-oscillatory with value of −18.33+j0 and PFs suggesting
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it is related mostly to the PLL angles of both GFLs and the outer active power controller

of GFL3. For contrast, the mode contributing most to the variability for disturbances

in area 1 with observation in area 1 (i.e., area with SGs) is also non-oscillatory with

value of −0.0042 + j0 but is related to the rotor speed states of the SGs.

From Fig. 6.8b it is clear that the most significant voltage variability is observed

in area 2 in response to disturbances in area 2 (i.e., where GFL converters are placed).

The most contributing mode in this region is non-oscillatory with value −7.77+ j0 and

the PFs reveal that it is an interaction mainly between the APCs of the two GFLs.

(a)

(b)

Figure 6.8: MAMC for bus (a) frequencies and (b) voltage magnitude for an active
power disturbance in the system with GFLs in area 2.
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An important observation is that the most contributing modes for the majority (but

not all) of disturbance and observational locations were non-oscillatory in this system.

Therefore, care should be taken in systems with GFLs with respect to the potential

for exacerbation of the MAMC limitations highlighted in Section 6.5.1. However, as

mentioned previously, the full LCC highlighted the general validity of the MAMC in

this specific scenario. It was also observed in [59] that non-oscillatory instability may

become a more pertinent phenomenon in converter-permeated systems.

6.5.4 Variability Analysis After Replacing Synchronous Generators

in Area 2 with Grid-Forming Converters

The full LCC for the MAMC of frequency and voltage for this case are 0.9010 and

0.8735, respectively, showing again a good match.

In Fig. 6.9a, the frequency variability trends are shown to be similar to the

corresponding case of the SG-only system with the exception of less observed variability

in area 2 in response to disturbances in area 2, where the GFMs have replaced the SGs.

The cause of the variability for disturbances in area 1 and observation in area 1 is a

non-oscillatory mode of −0.86 + j0 and is related primarily to the AVRs and damper

windings of the SGs and small contribution from the virtual rotors of the GFMs. When

observing area 2 after disturbances in area 1, it is primarily a mode of −1.38 ± j0.63

which contributes most to the variability. The main PFs are of the damper windings

and the AVRs of the SGs as well as the rotor speed of SG1 and small contributions from

the virtual rotors of the GFMs. This mode also contributes heavily for disturbances

in area 2. For such disturbances, when observing the variability in area 2, there is

also a mode of −0.38 ± j3.04 which contributes heavily, related to the GFMs’ virtual

rotors and, to a lesser extent, the SGs’ rotors (i.e., the inter-area mode). Although

non-oscillatory modes do contribute to the variability in this case, the majority are

oscillatory in nature, contrary to the case with the GFLs.

From Fig. 6.9b, a disturbance applied to area 1 is found to cause voltage variability

much more in area 1 than in area 2. However, a disturbance in area 2 is seen to excite

variability in both area 1 and area 2 and especially towards the centre of the system
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at bus 8. There is also seen to be significant values of MAMC observed in area 1 in

response to a disturbance of the buses between the area 1 SG locations and the central

bus 8. Analysis of the most contributing modes for disturbance to observation location,

respectively, reveals that: area 1 to area 1 is caused mostly by the −0.86+j0 mentioned

previously; area 2 to area 2 is caused by an oscillatory mode with very fast damping

and value of 140.25 ± j0.60, which is related to the ICCs of the GFMs; area 2 to area 1

is a result of the inter-area mode (−0.38 ± j3.04); and finally, the area 1 central region

to area 1 more generally is caused by a non-oscillatory mode of value −14.94 + j0,

related to the AVRs of the SGs.

6.5.5 Influence of Introducing GFLs and GFMs on the Base Case

Modes That Contribute Most to Variability

As shown in Sections 6.5.3 and 6.5.4, the introduction of GFLs and GFMs can

significantly affect the variability observed in the system in both frequency and voltage.

In addition, the dynamic phenomena driving the observed variability can also be

different, notably also affected significantly by non-oscillatory modes.

From the frequency variability analysis in Section 6.5.2, two main modes which

contributed strongly to variability were identified: the inter-area mode (≈ 0.517 Hz)

and the ≈ 0.145 Hz oscillation. Therefore, this subsection looks to establish how

the introduction of GFLs and then GFMs to area 2 has impacted these modes. A

summary is displayed in Table 6.3. A key observation from this analysis is the potential

for very different modal contributions, even when a mode has very similar eigenvalue

characteristic (i.e., frequency and damping).

Table 6.3: Influence of introducing GFL and GFM on the key modes of the base case.

Eigenvalue | Average AMC∆ω (×10−3)*
System ≈0.517 Hz mode ≈0.145 Hz mode
SGs-only −0.07 ± j3.25 | 0.417 −1.52 ± j0.91 | 12.6
GFLs in area 2 −1.56 ± j2.83 | 8.7 −1.43 ± j0.92 | 6.2
GFMs in area 2 −0.38 ± j3.04 | 0.424 −1.38 ± j0.63 | 24.4
*AMC∆ω = absolute modal contribution to frequency output. Average of which
is across all disturbance and observational locations.
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(a)

(b)

Figure 6.9: MAMC for bus (a) frequencies and (b) voltage magnitude for an active
power disturbance in the system with GFMs in area 2.
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GFLs in area 2

The mode that has most similar characteristics to the ≈ 0.517 Hz mode in this case

can be seen in Table 6.3 and has PFs showing an interaction between the SGs’ rotors

and the GFLs’ PLLs, APCs, and RPCs. It is noted that this mode has slightly reduced

frequency and much better stability margin (real part of mode). Additionally, the

corresponding overall contribution, measured as an average of the absolute modal

contribution (maximum deviation) across all disturbance and observational locations,

is increased in this case compared to the base case (8.7 vs. 0.417). The fact that

this mode was not highlighted in Section 6.5.3 highlights the extent to which the non-

oscillatory modes were contributing. On the other hand, the ≈ 0.145 Hz mode is still

present with PF-derived characteristics similar to those of the base case. However, this

mode is found to have less average contribution across all disturbance and observational

locations with 6.2 compared to its base case counterpart which has 12.6.

GFMs in area 2

In this case the inter-area mode exists as an interaction between the GFMs’ virtual

rotors and, to a lesser extent, the SGs’ rotors. It is found to have improved stability

margin compared to the equivalent in the base case. This also has (slightly) increased

average contribution, of 0.424. The mode most similar to the ≈ 0.145 Hz oscillation of

the base case, in terms of value and dominant PFs, is the −1.38±j0.63 mode mentioned

previously. This in fact has increased average contribution as might be expected from

its significant influence described in Section 6.5.4.

6.5.6 Variability Over Different Timescales

Swapping the GFMs to area 1 in addition to replacing the static reference calculation

in Fig. 6.2 with an IVC2 revealed a scenario in which the variability across timescales

can vary significantly and hence is useful for illustrative purposes. The response of
2The proportional and integral gains of the IVC are tuned using the symmetrical optimum technique

[244] and have values of 0.0813 pu and 13.9637 pu, respectively. The IVC also has decoupling and feed-
forward terms (the latter of which is not present on the ICC in this case to enhance the stability of the
system [149]).
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the voltage magnitude at each bus in said system is displayed in Fig. 6.10 for a

0.1 pu active power disturbance at bus 1. For around the first second, the responses

of the buses in area 1 are dominated by a relatively high frequency oscillation which

subsequently damps out leaving a slower oscillation as the dominant mode, as the

simulation continues. For the responses in area 2, the higher frequency mode has less

of an impact and it is the slower mode that dominates the responses.
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Figure 6.10: Response of voltage magnitude to 0.1 pu active power disturbance at bus
1 in the system with GFMs in area 1.

To highlight the effect of these two distinct timescales, the MAMC is calculated

twice: once considering only modes whose damping time constant was 1 s or less and

again with consideration only of modes whose damping time constant was above 1 s,

i.e., decoupling the fast and slow phenomena shown in Fig. 6.10. The resultant voltage

magnitude MAMC for each observed bus is displayed in Fig. 6.11a and Fig. 6.11b for

the two scenarios, respectively. For the former case, the variability is observed most

in area 1 and the mode most contributing is a relatively high frequency oscillation of

value −1.78±j20.89 with participation from the GFMs’ ICCs and IVCs. The variability

observed in area 2 is lesser with the most contributing mode this time found to be the

slow inter-area mode. This agrees with the qualitative analysis of the first second of

the response in Fig. 6.10. When evaluating Fig. 6.11b it is seen that the maximum

variability occurs at the central bus 8 with lesser variability occurring at the generator
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locations. The most contributing mode for the observed variability for all buses except

bus 3 and 4 have contribution most from the inter-area mode. For bus 3 and bus 4 it

is a very low frequency mode of value −0.48 ± j0.31 that impacts the variability the

most. Again, this agrees with the qualitative assessment of Fig. 6.10.
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Figure 6.11: MAMC for the voltage magnitude variability at each observed bus in
response to a disturbance on bus 1–in the system with GFMs in area 1–for the timescale
of (a) less than, and (b) more than 1 s.

Analysis of the MAMC for differing timescales is seen to reflect the changing

nature of variability through time as well as allowing us to identify the specific modal

interactions that are contributing to the variability at these different timescales. This

can offer useful insights, especially for systems with high penetration of converters where

higher frequency modes (in particular, SSOs) can appear and become more prominent

as seen in real world examples [43].

6.6 Chapter Summary and Conclusions

This chapter has outlined an approach for studying small-signal variability of voltage

magnitude or frequency at any given bus, for chosen disturbance locations. A metric

is derived called the maximum absolute modal contribution (MAMC), which uses the

analytical solution of the individual modal responses. This approach goes beyond

typical system static strength metrics, capturing the effect on voltage and frequency

variation of complex power system dynamics, in systems with high CIG penetration

and different types of control (e.g., GFL and GFM). In particular, it was shown that
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the approach will capture, and hence highlight, dynamics which may be neglected

using stability metrics such as the damping ratio which can have significant impact

on the variability of the output. Additionally, the benefits of the proposed metric not

focusing on a single mode are highlighted through the fact that a range of modes can

contribute most to the variability at different disturbance and observation locations.

The link between the MAMC and the mode contributing most to the variability was

used throughout to gain an in-depth understanding of the causes of output variability.

Furthermore, the need to investigate voltage magnitude and frequency variability

separately, as the proposed method enables, is reinforced by showing distinct differences

in frequency/voltage variability trends, driven by different phenomena.

The proposed method and metric is first validated on a simple OMIB system

and then applied to the Kundur two-area system. GFLs were then introduced

and it was found that the modes contributing most to the variability of voltage

magnitude and frequency were often non-oscillatory, strengthening the hypothesis seen

in prior literature that these types of eigenvalues may become more influential in

CIG-permeated systems. When GFMs were introduced, there was again increased

contribution from non-oscillatory modes but to a lesser extent. An interesting finding

was that the frequency variability as observed across observation and disturbance

locations was similar for the SG-only case and the case when GFMs are introduced.

However, when the GFLs are introduced, the frequency variability was much more

concentrated for disturbances and observation in the area in which the GFLs were

placed. For both scenarios the modes that contributed most to the variability of the

output variables were discussed based on their PF characteristics. Further to this, it

was shown how the introduction of GFLs or GFMs to the system can influence the

contribution that certain modes provide to the output variability, without necessarily

altering their frequency and damping characteristics.

Finally, the capability and importance of focusing on different timescales has been

studied. Separating the modes included in the variability metric calculation and

analysis by damping time constant reveals the different locational variability trends

as time evolves. Also, it allows the most influential mode at different time periods to
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be identified.

Similar to the PSSA framework presented in Chapter 5, the application of the

proposed methodology in this chapter is predicated on the obtainment of the white-

box state-space model. As such, it is either applicable for research studies with generic

models, or for use by system operators/planners if original equipment manufacturers

will share their models (even if in a semi-transparent form such as with impedance

circuit models [231]). However, the concepts of small-signal variability more generally

can be applied in a wider range of contexts. For example, relevant disturbances can be

applied at each bus location, and the corresponding voltage and frequency variability

can be measured at each bus, even if the model includes black-box elements. Although

less computationally efficient than using the analytical approximation proposed in this

chapter, and losing the ability to quantify the contribution of specific modes to the

variability, such an approach can still provide vital information with respect to the

regulation (or strength) of voltage and frequency across the network.

Furthermore, the system operator/planner could provide the original equipment

manufacturer with a range of operating conditions with respect to voltage and

frequency variability at the connection point. This would allow the original equipment

manufacturer to model the external grid with a more realistic representation of its

voltage and frequency dynamics, as opposed to assuming an infinite bus which perfectly

regulates both voltage magnitude and frequency.

Ultimately, it is recommended that decoupled voltage and frequency variability, and

not just the more abstract concept of grid strength, is taken into account going forward.

Furthermore, the impact of modes on the time-domain response is not sufficiently

discussed in small-signal analyses, especially considering the evidence in this chapter

that modes with high damping may still have a large impact on key power system

variables such as voltage and frequency. Adoption of the method and metric proposed

in this chapter can help bridge the gap between the dynamic modal characteristics, the

grid strength, and the variability of power system variables in the time-domain.
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Chapter 7

Conclusions and Future Work

There have been two primary, intertwining paths of study which have been motivated,

investigated, and discussed throughout this thesis: the investigation of small-signal

interactions in CIG-permeated BPSs; and the development of novel small-signal analysis

methodologies accounting for the integration of CIGs in BPSs. The latter has included

PSSA to account for operating point stochasticity, and small-signal variability analysis

which offers an alternative viewpoint on small-signal grid strength quantification. To

facilitate the small-signal modelling, a modular and automatic power system small-

signal modelling tool was developed in MATLAB. This chapter summarises the key

conclusions observed throughout these investigations in addition to proposing options

for continuation or improvement in terms of future work. Additionally, a summary

of the CIG-related interactions that were identified throughout this thesis is made

available at the end of this chapter in Table 7.1.

7.1 Thesis Summary and Conclusions

Small-Signal Analysis in Converter-Permeated Multi-Machine Systems

The potential for novel multi-machine interactions and the need for targeted eigenvalue-

based investigative studies were discussed in Chapter 1.2 and further contextualised

with respect to the state-of-the-art in the literature reviews of Chapter 3 and Chapter

4.
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Two investigations have been performed which focus directly on multi-machine

small-signal interactions involving CIGs. The first of these, found in Chapter 3,

performed eigenvalue analyses and parametric sweep sensitivity analyses on a modified

version of the IEEE 39-bus system with the addition of bandwidth-restricted GFMs

(i.e., GFMs adopting two- or three-level VSCs connected to a transmission-scale BPS).

Three key categories of GFM-related interaction were discovered: electromechanical,

ICC-related, and IVC-related. The influence on these interactions of varying GFM

controller tuning was also investigated. In particular, the IVC-related interactions were

highly likely to cause instability, with careful tuning of the IVC PI gains required (note,

the reactive power-voltage droop gain also had some capability to improve the damping

of these modes). They were close to the origin, and reached a maximum oscillatory

frequency of only (approximately) 0.003 rad/s across the sweep of the IVC damping

factor. It would be suggested from these results that, for GFMs with restricted control

bandwidths, avoidance of the use of an IVC would be preferable (be that through use

of DACVC or possibly SILC). More information on the identified interactions from this

investigation are found in Table 7.1.

The second multi-machine interaction-based investigation is found in Chapter 4.

In this case, a more thorough study of the different control architectures is performed

for both GFLs and GFMs (this time adopting conventional tuning approaches with no

bandwidth restriction). Two different multi-machine systems are considered, namely a

two-machine system (with varying combinations of SG, GFL, and GFM) in addition

to the IEEE 9-bus (three-machine) system with a SG, GFL, and GFM generation

mixture. Specific interactions present for different controller architectures were detailed

(more information can be found in Table 7.1), and the impact of varying transmission

line length, system loading, and installed capacities of the connected generators were

studied. The first two of which were for the two-machine system only, while the installed

capacity variation was performed for both the two-machine and IEEE 9-bus system

scenarios. A key overarching conclusion was the fact that very different results can

be obtained for different systems, making it difficult to suggest an optimal controller

architecture, unless using the very specific systems and scenarios that were studied. For
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example, the GFL controller architecture choice was seen to have significant impact on

the eigenvalues (including parametric sweep trajectories) for the two-machine system

whereas the choice of GFM controller architecture had minimal impact. Contrastingly,

the choice of GFM controller architecture was much more influential than that of the

GFL on the small-signal stability of the IEEE 9-bus system.

Ultimately, the multi-machine small-signal analysis studies reveal the sensitivity

of multi-machine interactions (and their PF-based characteristics) to a multitude

of factors, including system parameters and operating points, controller tuning and

architectures, network layouts, and so on.

Note, when performing exemplary case studies for the small-signal analysis

methodologies developed in this thesis, whose conclusions are discussed in subsequent

subsections, several interesting interactions were identified. These are also included in

Table 7.1

Probabilistic Small-Signal Analysis with Dynamic Interaction

Characterisation

Addressing one of the primary issues identified in Chapter 3 and Chapter 4, a framework

is developed in Chapter 5 which enables the identification, characterisation, and

probabilistic analysis of key distinct dynamic interactions which exist across the full

range of expected operating conditions in a CIG-permeated BPS.

Identification of key distinct interactions is achieved using clustering based on

eigenvalue PFs, meaning that modes are grouped based on their dynamic characteristics

in terms of participating states. In addition to this, a systematic characterisation

procedure is developed which includes the introduction of the SWPI to characterise

clusters of eigenvalues (i.e., distinct interactions) whereby more importance is given to

the modes of the clusters with worse stability margin (based on the real-part of the

eigenvalues). Furthermore, having identified and characterised the prevalent dynamic

interactions on the system of interest, the probabilistic behaviour can be evaluated:

e.g., likelihood of an interaction to be unstable, or even the likelihood of an interaction

to exist at all.
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The capabilities of the proposed framework are confirmed through case studies

utilising the IEEE 68-bus system with the addition of 6 CIGs constituting three

scenarios: all GFLs, all GFMs, and a 50/50 split of GFLs and GFMs. Particular CIG-

related interactions that are identified and investigated are summarised in Table 7.1.

Modal clusters of interest are identified and it is illustrated how the proposed framework

can enable analysis of their probabilistic behaviour and SWPI-based characteristics.

For example, amongst others, there are modal clusters indicating SSOs (between

approximately 5 Hz and 8 Hz) related primarily to interactions involving the IVCs of the

GFMs. There are also electromechanical interactions and non-oscillatory modal clusters

inducing instability, related mostly to the active power and frequency dynamics of SGs.

Empirical cumulative distribution functions were also used to reveal the likelihood of

an interaction/cluster to exist for any given operating point, induce instability, or have

stability margin below a given threshold.

The complex detail that the proposed framework is able to convey was further

exemplified through the case studies whereby only GFMs or only GFLs were connected

to the system. In the former case, we observed an increased number of SSOs (again

related primarily to IVCs of GFMs), but reduced probability of instability from the

electromechanical and non-oscillatory modal clusters. In the case study with only SGs

and GFLs, we observed a high frequency modal cluster with low probability to have

low stability margin (i.e., low probability, high-risk) related to interactions involving

the ICCs and MF&Dr dynamics of the GFLs, in addition to the network dynamics.

Small-Signal Variability Analysis

In response to the reducing validity of conventional static grid strength metrics,

discussed in the motivation and literature review of Chapter 6, a method and associated

metric are developed in Chapter 6 to quantify the small-signal variability (in terms

of the maximum deviation) of chosen system output signals, considering an impulse

disturbance at each bus. In particular, this is applied to voltage magnitude and

frequency (using the frequency divider formula) signals at different bus locations on the

system under test. The method is based on the concept of modal superposition for the
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free response of a linear system, and hence the decoupling of individual modal responses,

thereby incorporating detailed information with regards to the small-signal dynamics of

the system, including those of the CIG controllers. The small-signal variability metric is

derived based on the analytical calculations of the maximum absolute deviations of the

individual modal responses, and is consequently named the maximum absolute modal

contribution (MAMC). As a result of these analytical calculations, the contribution

of each mode to the small-signal variability of any given output can be determined.

This means that, in addition to an overall quantification of small-signal variability, the

influence of individual modes (which might represent a multi-machine or multi-element

interaction) on the small-signal variability can be determined. Finally, as demonstrated

with a case study, the small-signal variability can be quantified along with the extraction

of the most influential modes, at different timescales. This is achieved through modal

screening based on the damping time constant of the modes/eigenvalues.

The validity of the proposed method and metric are evaluated and confirmed in a

OMIB system in addition to Kundur’s two-area system. Following this, small-signal

variability analysis (of both locational voltage magnitude and frequency) is performed

after the introduction of GFLs, and then GFMs. Finally, as previously mentioned, the

capability of the approach to extract small-signal variability information, including the

most contributing modes/interactions, across different timescales is evaluated. Several

CIG-related interactions are highlighted throughout these case studies, as summarised

in Table 7.1.

7.2 Future Work

Small-Signal Analysis in Converter-Permeated Multi-Machine Systems

It has been discussed that multi-machine interactions (and their PF-based

characteristics) in CIG-permeated power systems are sensitive to a multitude of factors,

including system parameters and operating points, controller tuning and architectures,

network layouts, and so on. This motivates the direction for future work in which

extensive small-signal interaction analyses should be performed across a range of
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different systems and operating conditions (e.g., using the proposed framework in

Chapter 5), with different CIG controllers, and the inclusion of expected dynamic

elements on the power system (e.g., dynamic and converter-interfaced loads, FACTS

devices, HVDC interconnectors, etc.).

Expanding on the eigenvalue-based small-signal analysis studies as performed in

this thesis, great benefit could be achieved by investigating new interactions from a

non-linear perspective. For example, non-linear modal analysis and PFs can enable

similar studies while reducing the approximations accompanying small-signal analyses.

Meanwhile, analytical studies of non-linear dynamics associated with CIGs should

enable better understanding of underlying interaction and instability mechanisms,

including from a bifurcation perspective. Furthermore, modern machine-learning

models can help in identifying energy functions (e.g., Lyapunov analysis), potentially

offering useful insights into the underlying dynamics of CIG-permeated BPSs through

examination of energy-exchanges.

Probabilistic Small-Signal Analysis with Dynamic Interaction

Characterisation

A potential avenue for future work with respect to the proposed probabilistic small-

signal interaction analysis framework in Chapter 5 would be to improve the clustering

approach. As it stands, the framework suggests the use of k-means clustering along

with the k-means++ seeding approach and the use of multiple initialisations to mitigate

issues associated with the sensitivity to the initialisation of cluster centroids. However,

although these mitigation approaches are adopted, the repeatability of the results are

still not guaranteed using this approach. Furthermore, adoption of the modal PFs of

algebraic variables suggested in [220] would likely enable a more intuitive classification

approach compared to the manual selection process that is currently adopted for the

development of the category-PFs. Additionally, improvements could be made in terms

of computational burden through the adoption of efficient sampling techniques and/or

development of a more appropriate (i.e., application specific) stopping criterion that

can still capture any low-probability, high-risk scenarios.
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Small-Signal Variability Analysis

There are several options for the continuation and improvement of the proposed small-

signal variability analysis methodology and quantification metric. Firstly, an impulse

is considered for the input disturbance but it might be more realistic to consider a

step disturbance which would better reflect the actual behaviour of an expected small-

signal disturbance on a power system. However, this will require a more complex

analytical solution and might obscure the useful link between specific individual

modes/interactions and the output variability. Furthermore, the input disturbance

applied for the case studies was an active power current injection at each bus. Future

work should explore more varied types of input disturbance to observe their influence on

the results, potentially leading to the development of a more comprehensive, systematic

analysis procedure. Additionally, a potential alternative quantification for variability

could be established based on the energy of the signal and decoupled modal responses

(e.g., a simple implementation might be the integral squared error of the decoupled

modal response from the steady-state value). Such an alternative quantification should

be compared to the maximum-deviation implementation adopted in this thesis in terms

of accuracy and interpretability.

An important assumption, highlighted several times in Chapter 6, is that the mode

whose individual modal response has maximum deviation will resemble the overall

output small-signal variability (since the approach uses the former as a proxy measure

for the latter). To avoid any potential issues that might arise from this due to

constructive and destructive interference of the individual modal responses, the use

of modal combination techniques such as those adopted for seismic analysis should be

investigated.
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7.3 Summary of CIG-Related Interactions

Table 7.1: CIG-related dynamic interactions highlighted throughout the thesis.
Chapter: System Under Test Observed frequencies Participating states/variables/elements

3: IEEE 39-bus with GFMs 1.186 Hz to 1.975 Hz Virtual rotor of VSM-based GFMs and
(potentially) rotor of SGs.

3: IEEE 39-bus with GFMs 0 Hz to 0.012 Hz ICCs of GFMs and (potentially) PSSs and
rotor speed of SGs

3: IEEE 39-bus with GFMs ≈ 1.3 × 10−5 Hz IVCs of GFMs.
4: SG-GFL system 3.199 Hz PLL and SG damper windings.

4: SG-GFL system 3.74 Hz & 4.822 Hz PLL and GFL outer active and reactive
power controllers.

4: SG-GFL system 0.382 Hz PLL and GFL outer active and reactive
power controllers and SG damper windings.

4: SG-GFL system 0 Hz Rotor and damper windings of SG with (at
low loading) GFL outer controllers and PLL.

4: SG-GFM system ≈ 0.509 Hz Virtual rotor of GFM and rotor of SG.
4: SG (with AVR and PSS)-GFM
system 0 Hz At low loading: Damper windings and AVR

of the SG and the virtual rotor of the GFM.
4: GFM-GFL system 3.661 Hz GFM virtual rotor and PLL of the GFL.

4: GFM-GFL system 3.740 Hz & 4.997 Hz PLL and GFL outer active and reactive
power controllers.

4: GFM-GFL system 1.464 Hz PLL and GFL outer active and reactive
power controllers and GFM virtual rotor.

4: GFM-GFM system 1.783 Hz Virtual rotors of two GFMs.
4: IEEE 9-bus with SG, GFL, &
GFM 0 Hz PLL and outer controllers of the GFL.

4: IEEE 9-bus with SG, GFL, &
GFM > 2 kHz Output LC filter of the GFM.

4: IEEE 9-bus with SG, GFL, &
GFM 9.46 Hz to 12.53 Hz APC, VMC, and IVC of the GFM.

5: IEEE 68-bus with GFMs, SGs,
& (with or without) GFLs ≈ 5 Hz − 8.5 Hz IVCr dynamics of GFMs and (to a lesser

extent) P-F, Q-V, and network dynamics.
5: IEEE 68-bus with GFMs (with
slowed IVCs), & SGs ≈ 3 Hz IVCr and P-F dynamics involving both

GFMs and SGs.
5: IEEE 68-bus with GFLs, &
SGs ≈ 116 Hz Network, MF&Dr, and ICCr dynamics with

involvement of GFLs.
6: Kundur’s 2-area system with
GFLs in area 2 0 Hz PLLs and APCs of GFLs.

6: Kundur’s 2-area system with
GFLs in area 2 0 Hz APCs of the GFLs.

6: Kundur’s 2-area system with
GFLs in area 2 0.450 Hz Rotors of the SGs, and the PLLs, APCs, and

RPCs of the GFLs.
6: Kundur’s 2-area system with
GFMs in area 2 0 Hz AVRs and damper windings of the SGs, and

the virtual rotors of the GFMs.
6: Kundur’s 2-area system with
GFMs in area 2 0.100 Hz AVRs and damper windings, and rotors of

the SGs, and the virtual rotors of the GFMs.
6: Kundur’s 2-area system with
GFMs in area 2 0.484 Hz Virtual rotors of the GFMs and rotors of the

SGs.
6: Kundur’s 2-area system with
GFMs in area 2 0.095 Hz ICCs of the GFMs.

6: Kundur’s 2-area system with
GFMs in area 1 3.325 Hz ICCs and IVCs of the GFMs.

Acronyms are used due to limited space. Cross-reference with the List of Abbreviations in the front matter.
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Appendix A

Small-Signal Model Validation

The mathematical models and linearisation process adopted in this work are well

established and do not require validation in and of themselves. Rather, this appendix

validates the correctness of the model implementation through comparison with

corresponding non-linear Simulink models (for validation of OMIB systems) and the

Julia [111] open-source Sienna modelling framework by National Renewable Energy

Laboratory (NREL) [112] (for multi-machine model validation). The Simulink models

that have been constructed make use of the Specialized Power Systems library of

Simscape Electrical [110]. This doubles as a validation for the linearity of the models

for small-disturbances, especially for relatively novel control schemes or tuning. The

step sizes used are 10% of the base power or voltage and, therefore, the models can be

considered accurate for disturbances of this size. Note, when using Simulink models for

validation, the simulation is run until steady-state is reached before comparing against

the corresponding small-signal models.

In this subsection, responses of active and reactive power output, Pe and Qe, voltage

magnitude at the PCC, |vm|, and the speed/rotational frequency of the machine

are considered. Depending on the type of generator, the machine speed will either

correspond to the rotor (SG), ωr, virtual rotor (GFM), ωGF M , or PLL (GFL), ωP LL.

Step disturbances are applied to the active power and reactive power (or voltage

magnitude) references of the devices. For the sake of brevity, only the response of active

power output and machine speed to a step of active power reference are considered, in
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addition to the response of reactive power (or voltage magnitude) to a step in reactive

power (or voltage magnitude) reference.

A.1 Simulink Model Elements Common to Both Grid-

Following– and Grid-Forming–Infinite Bus Systems

There are some common Simulink blocks which are not explicitly labelled in the figures

in this appendix. For the sake of clarity, these will be described when first displayed.

As discussed in Section 2.3.1, CIG controllers are typically implemented in dq

coordinates. As such, a Park transform is required to translate the signal phasors

in abc coordinates to d and q coordinates (and an inverse Park transform for the

reverse). The work in this thesis uses (2.13) and (2.14) for the Park and Inverse Park

transforms, respectively. These are implemented in the Simulink models as displayed

in Fig. A.1 and Fig. A.2, respectively. Subsystems are seen as blocks with grey

background colouring, such as the Park transform implementation seen in Fig. A.1a

with input of theta (i.e., angle) and output of Park (transform matrix). This subsystem

is what is displayed in Fig. A.1b. The numbered oval blocks represent inputs and

outputs to the subsystem being displayed.

The averaged model of the converter is adopted whereby the switching transients

are neglected. This takes the form of controllable voltage sources, where the controlling

signals are generated by the CIG control scheme (Section 2.5.1). This is implemented

as displayed in Fig. A.3a. The hexagonal blocks are output ports which are

similar to the signal output blocks but are for Simscape Electrical Specialized Power

Systems electrical connections. Furthermore, a first-order LPF approximation of the

PWM/control delay (also described in Section 2.5.1) may be considered, as illustrated

in Fig. A.3b. Note, the filtering is performed with “Transfer Fcn” blocks set to act

as LPFs whereby “s” represents the Laplace operator.

The calculation of voltage magnitude is implemented in the Simulink models using

the standard “Clarke Transform” block. The α and β transformed voltage signals are

then translated to a complex phasor using the “Real-Imag to Complex” block, whose
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(a)

(b)

Figure A.1: Simulink implementation of the Park transform.
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(a)

(b)

Figure A.2: Simulink implementation of the inverse Park transform.

(a) (b)

Figure A.3: Simulink implementation of (a) converter averaged-model and (b)
PWM/control delay first-order approximation where tau is the time constant of the
LPF.
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magnitude is then determined as the output of the subsystem. This is seen in Fig. A.4.

Figure A.4: Simulink implementation of voltage magnitude calculation.

Also common to both the GFL and GFM (when adopting either SILC or DILC) is an

ICC. The Simulink implementation, in accordance with that of Fig. 2.5, is displayed in

Fig. A.5. The “PI(s)” block is of course that of the proportional-integral controller. The

parameters “Lcv” and “wsys” are the converter output filter inductance (in SI units)

and the base frequency (in rad/s), respectively. Note, the triangular “gain” blocks

whose parameter value is not seen but is instead replaced with the general term “-K-”

represents a conversion to per unit parameters (i.e., in this case “-K-” is the inverse of

the base impedance). This will be seen several times throughout the remainder of the

Simulink model figures in this appendix. It either represents conversion to per unit as

in this situation, or similarly, a conversion from per unit values back to SI units. Note,

to maintain consistency of the control parameters with that of the small-signal model,

the voltage and current signals in the control algorithms are converted from peak-per-

phase (which is the output of the Park transform) in SI units to RMS-line-to-line in

per unit.

A.2 Grid-Following Converter–Infinite Bus

Simulink Model

The upper-level of the GFL–infinite bus Simulink model, displaying the Simscape

Electrical Specialized Power Systems electrical system, the current and voltage

measurement locations, the active and reactive power measurement LPFs, and the
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Figure A.5: Simulink implementation of ICC.

signal interconnections is displayed in Fig. A.6. The block which contains the text

“Discrete 1e-05 s.” is the “powergui” block which is used to set up the Simscape

Electrical Specialized Power Systems simulation environment.

The flags (e.g., Pe, Pe_nf, and Qe_nf. The latter two of which are the active

and reactive power measurements prior to low-pass filtering) are “Goto” blocks, which

enable signals to be accessed in the “Recorded signals” subsystem. In this subsystem,

output signals are recorded to the MATLAB workspace using the “To Workspace”

block.

The SLC and DLC realisations are displayed in Fig. A.8a and Fig. A.8b,

respectively. To switch between these control modes, there is a “switch” block as

observed in the purple area in Fig. A.7.

The GFL used for validation is based on active and reactive power control, as per

Section 2.5.3, with both SLC and DLC. The structure, within the “GFL controller”

subsystem seen in Fig. A.6, is displayed in Fig. A.7.
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(a) (b)

Figure A.8: Simulink implementation of active and reactive power control when using
(a) SLC and (b) DLC.

The PLL, as described in Section 2.5.3, is implemented as displayed in Fig. A.9.

Note, the “1/s” block is an integrator.

Figure A.9: PLL Simulink implementation.

System Parameters

The system parameters used in the validation tests are summarised in Table A.1. Note,

all per unit parameters are on the system base power and voltage.
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Table A.1: System parameters used for validation of the GFL small-signal model
implementation.

Parameter Symbol Value
Simulation time step τstep 10 µs
System base power Sbase 100 MVA
System base voltage (RMS line-to-line) Vbase 230 kV
System base frequency fsys 50 Hz
GFL initial active power reference Pref 0.5 pu
GFL initial reactive power reference Qref 0 pu
Thévenin grid equivalent SCR SCR 5
Thévenin grid resistance Rg 0.02 pu
Thévenin grid inductive reactance Xl,g 0.2 pu
Output filter resistance Rf 0.03 pu
Output filter inductive reactance Xl,f 0.08 pu
Output filter capacitive reactance Xc,f 1/0.074 pu
Power measurement filter cut-off
frequency fc 5 Hz

Switching frequency fs 10 kHz
PWM/control time delay τpwm 1.5/fs s
ICC closed-loop damping ratio, 5%
settling time ζicc, τst,icc 0.7, 5 ms

ICC proportional gain, integral gain Kp,icc,Ki,icc
{0.2756, 187.0883}
Vpu/Apu

ICC voltage feed-forward gain Kff,v 1
PLL proportional gain, integral gain Kp,pll,Ki,pll {60, 1400} rad/s/Apu

APC proportional gain, integral gain Kp,apc,Ki,apc {0.25, 25} Apu/MWpu

RPC proportional gain, integral gain Kp,rpc,Ki,rpc {0.05, 5} Apu/MVArpu
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A.2.1 Validation When Using Single Loop Control

When using SLC, the small-signal model and non-linear Simulink model responses of

the active power output, Pe, and the PLL speed measurement, ωP LL, to a 0.1 pu step

of active power reference are displayed in Fig. A.10a and Fig. A.10b, respectively.

0 0.02 0.04 0.06 0.08 0.1
0.5

0.55

0.6

0.65

Nonlinear Simulink

Small-Signal Model

(a)

0 0.05 0.1 0.15 0.2 0.25
314

315

316

317

Nonlinear Simulink

Small-Signal Model

(b)

Figure A.10: Comparison of small-signal model and corresponding non-linear Simulink
model of the GFL when adopting SLC when subjected to a step change of 0.1 pu active
power reference. Time domain responses for (a) the active power output, Pe, and (b)
the PLL speed measurement, ωP LL.

Similarly, when using SLC, the responses of the voltage magnitude (at the output

filter capacitor), |vm|, and the reactive power output, Qe, to a 0.1 pu step of reactive

power reference are displayed in Fig. A.11a and Fig. A.11b, respectively.
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Nonlinear Simulink

Small-Signal Model
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Figure A.11: Comparison of small-signal model and corresponding non-linear Simulink
model of the GFL when adopting SLC when subjected to a step change of 0.1 pu
reactive power reference. Time domain responses for (a) the voltage magnitude of the
output filter capacitor, |vm|, and (b) the reactive power output, Qe.
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A.2.2 Validation When Using Double Loop Control

When using DLC, the small-signal model and non-linear Simulink model responses of

the active power output, Pe, and the PLL speed measurement, ωP LL, to a 0.1 pu step

of active power reference are displayed in Fig. A.12a and Fig. A.12b, respectively.

0 0.1 0.2 0.3 0.4
0.5

0.55

0.6

Nonlinear Simulink

Small-Signal Model

(a)

0 0.05 0.1 0.15 0.2 0.25
314

314.5

315 Nonlinear Simulink

Small-Signal Model

(b)

Figure A.12: Comparison of small-signal model and corresponding non-linear Simulink
model of the GFL when adopting DLC when subjected to a step change of 0.1 pu active
power reference. Time domain responses for (a) the active power output, Pe, and (b)
the PLL speed measurement, ωP LL.

Similarly, when using DLC, the responses of the voltage magnitude (at the output

filter capacitor), |vm|, and the reactive power output, Qe, to a 0.1 pu step of reactive

power reference are displayed in Fig. A.13a and Fig. A.13b, respectively.
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Figure A.13: Comparison of small-signal model and corresponding non-linear Simulink
model of the GFL when adopting DLC when subjected to a step change of 0.1 pu
reactive power reference. Time domain responses for (a) the voltage magnitude of the
output filter capacitor, |vm|, and (b) the reactive power output, Qe.
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A.3 Grid-Forming Converter–Infinite Bus

Simulink Model

The upper level of the GFM–infinite bus Simulink model, displaying the Simscape

Electrical Specialized Power Systems electrical system, the current and voltage

measurement locations, the active and reactive power measurement LPFs, and the

signal interconnections is displayed in Fig. A.14.

The GFM controller structure is displayed in Fig. A.15. Several of the subsystems

of the controller have been detailed already, including the Park and inverse Park

transforms (Fig. A.1a and Fig. A.1b), the PWM/control delay (Fig. A.3b), the voltage

magnitude calculation (Fig. A.4), and the ICC (Fig. A.5). Further to this, depending

on whether SILC or DILC is used, there is a static current reference calculation or an

IVC, respectively, as displayed in Fig. A.16 and Fig. A.17. Note, the parameters in

the current reference calculation are given names of Rvi2 and Xlvi2 because it can be

considered a virtual impedance, although when used in the main body of the thesis, it is

used solely to compensate for the output coupling filter (as discussed further in Section

2.5.5). In the IVC Simulink implementation, the previously undefined parameters of

Ccv and Kffi represent the filter capacitance (in farads) and feedforward gain of the

measured grid output current, respectively. As previously, the gain with value of -K-

is a conversion to per unit.

The GFM approach used for the validation is that of droop control, as displayed

in Fig. A.18. This incorporates both an active power-frequency and reactive power-

voltage droop, with droop gains of mp and mq, respectively. The implementation of

the virtual impedance subsystem is displayed in Fig. A.19, where Rvi and Xvi are

the virtual resistance and virtual inductive reactance parameters. Note, this virtual

impedance is effectively bypassed by setting Rvi and Xvi to zero.
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Figure A.15: GFM controller structure Simulink implementation.

System Parameters

The system parameters used in the validation tests are summarised in Table A.2. Note,

all per unit parameters are on the system base power and voltage.

A.3.1 Validation When Using Direct AC Voltage Control

When using DACVC, the small-signal model and non-linear Simulink model responses

of the active power output, Pe, and the “virtual rotor” speed, ωGF M , to a 0.1 pu step
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Figure A.16: Simulink implementation of current reference calculation when using
SILC.

Figure A.17: Simulink implementation of IVC.
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Figure A.18: Simulink implementation of droop control outer controllers. This includes
active power-frequency droop, reactive power-voltage droop, and a virtual impedance.

Figure A.19: Simulink implementation of outer controller virtual impedance.
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Table A.2: System parameters used for validation of the GFM small-signal model
implementation.

Parameter Symbol Value
Simulation time step τstep 10 µs
System base power Sbase 100 MVA
System base voltage (RMS line-to-line) Vbase 230 kV
System base frequency fsys 50 Hz
GFL initial active power reference Pref 0.5 pu
GFL initial reactive power reference Qref 0 pu
Thévenin grid equivalent SCR SCR 5
Thévenin grid resistance Rg 0.02 pu
Thévenin grid inductive reactance Xl,g 0.2 pu
Output filter resistance Rf 0.03 pu
Output filter inductive reactance Xl,f 0.08 pu
Output filter capacitive reactance Xc,f 1/0.074 pu
Power measurement filter cut-off
frequency fc 3.1831 Hz

Switching frequency fs 10 kHz
PWM/control time delay τpwm 1.5/fs s
ICC closed-loop damping ratio, 5%
settling time ζicc, τst,icc 0.7, 1.5 ms

ICC proportional gain, integral gain Kp,icc,Ki,icc
{0.9886, 2078.8}
Vpu/Apu

ICC voltage feed-forward gain Kff,v 1
IVC closed-loop damping ratio, 5%
settling time ζivc, τst,ivc 0.7, 45 ms

IVC proportional gain, integral gain Kp,ivc,Ki,ivc
{0.0314, 2.1365}
Apu/Vpu

IVC current feed-forward gain Kff,i 1

APC droop gain mp
0.0125 × 2πfsys

rad/s/MWpu

RPC droop gain mq 0.001 Vpu/MVArpu

Virtual impedance resistance Rvi 0 pu
Virtual impedance inductive reactance Xl,vi 0.05 pu
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of active power reference are displayed in Fig. A.20a and Fig. A.20b, respectively.
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Figure A.20: Comparison of small-signal model and corresponding non-linear Simulink
model of the GFM when adopting DACVC when subjected to a step change of 0.1 pu
active power reference. Time domain responses for (a) the active power output, Pe,
and (b) the “virtual rotor” speed, ωGF M .

Similarly, when using DACVC, the responses of the voltage magnitude (at the

output filter capacitor), |vm|, and the reactive power output, Qe, to a 0.1 pu step of

voltage magnitude reference are displayed in Fig. A.21a and Fig. A.21b, respectively.

A.3.2 Validation When Using Single Inner Loop Control

For the validation of the SILC case, the current reference calculation, which can

be considered another virtual impedance, is set to compensate for the output filter

impedance as per Section 2.5.5.

Note, in this specific case with system parameters as outlined in Table A.2, the

system is unstable. Since optimal tuning is not the target of this appendix, we simply
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Figure A.21: Comparison of small-signal model and corresponding non-linear Simulink
model of the GFM when adopting DACVC when subjected to a step change of 0.1 pu
voltage magnitude reference. Time domain responses for (a) the voltage magnitude of
the output filter capacitor, |vm|, and (b) the reactive power output, Qe.
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induce stability by removing the virtual impedance (i.e., setting Xl,vi from Table A.2

to 0 pu), and increasing the switching frequency to an unrealistically high value of

1000 kHz. Note, increasing the switching frequency in this case results in a reduction

of the PWM/control delay, in addition to the ICC 5% settling time (which is set to

be 10× slower than the PWM/control delay). In order to accommodate the resultant

faster timescales, the simulation time step is reduced to 0.1 µs.

When using SILC, the small-signal model and non-linear Simulink model responses

of the active power output, Pe, and the “virtual rotor” speed, ωGF M , to a 0.1 pu step

of active power reference are displayed in Fig. A.22a and Fig. A.22b, respectively.
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Figure A.22: Comparison of small-signal model and corresponding non-linear Simulink
model of the GFM when adopting SILC when subjected to a step change of 0.1 pu
active power reference. Time domain responses for (a) the active power output, Pe,
and (b) the “virtual rotor” speed, ωGF M .

Similarly, when using SILC, the responses of the voltage magnitude (at the output

filter capacitor), |vm|, and the reactive power output, Qe, to a 0.1 pu step of voltage
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magnitude reference are displayed in Fig. A.23a and Fig. A.23b, respectively.
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Figure A.23: Comparison of small-signal model and corresponding non-linear Simulink
model of the GFM when adopting SILC when subjected to a step change of 0.1 pu
voltage magnitude reference. Time domain responses for (a) the voltage magnitude of
the output filter capacitor, |vm|, and (b) the reactive power output, Qe.

A.3.3 Validation When Using Double Inner Loop Control

When using DILC, the small-signal model and non-linear Simulink model responses of

the active power output, Pe, and the “virtual rotor” speed, ωGF M , to a 0.1 pu step of

active power reference are displayed in Fig. A.24a and Fig. A.24b, respectively.

Similarly, when using DILC, the responses of the voltage magnitude (at the output

filter capacitor), |vm|, and the reactive power output, Qe, to a 0.1 pu step of voltage

magnitude reference are displayed in Fig. A.25a and Fig. A.25b, respectively.
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Figure A.24: Comparison of small-signal model and corresponding non-linear Simulink
model of the GFM when adopting DILC when subjected to a step change of 0.1 pu
active power reference. Time domain responses for (a) the active power output, Pe,
and (b) the “virtual rotor” speed, ωGF M .
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Figure A.25: Comparison of small-signal model and corresponding non-linear Simulink
model of the GFM when adopting DILC when subjected to a step change of 0.1 pu
voltage magnitude reference. Time domain responses for (a) the voltage magnitude of
the output filter capacitor, |vm|, and (b) the reactive power output, Qe.
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A.4 Multi-Machine System

Since the modelling was completed using a tool created by the author of this thesis [108],

the overall system small-signal model requires validation to ensure all processes (i.e.,

power flow, initialisation, small-signal model creation, module combinations, etc.) are

free from errors.

Due to difficulties with initialisation of Simscape Electrical models in multi-

machine systems1, the Julia [111] open-source Sienna modelling framework by National

Renewable Energy Laboratory (NREL) is used. In particular, the PowerSystems.jl

and PowerSimulationsDynamics.jl [112] packages are utilised. These approach power

system modelling in a similar way to that of [108], whereby a power flow analysis is used

to determine the initial operating point before calculating the internal initial states of

each system element. Furthermore, they generate the models modularly. Due to the

similarities, it is possible to initialise the Sienna power system model at the exact same

operating point, i.e., without any initial transients, as would be the case in Simulink,

which may cause the system to settle at a different operating point. Furthermore, the

Sienna modelling framework enables small-signal analysis through the use of automatic

differentiation. This means that the eigenvalues can be used for direct validation of the

small-signal model.

To validate the automatic and modular initialisation and compilation procedures,

a simple 2-machine system is adopted with both machines being a SG. This is

the same system utilised in Chapter 4 whereby the SGs are implemented with

constant excitation and constant mechanical torque input. Furthermore, the

PowerSimulationsDynamics.jl package includes the Sauer and Pai 6th order linear

magnetic SG model which is similar to the 8th order model used in this thesis but

with stator transients neglected. This same assumption is applied to the MATLAB

small-signal model implementation (i.e., the stator impedance is modelled algebraically

rather than dynamically, although the network elements are still modelled dynamically)
1For the previous OMIB system validations, the Simulink model was run until initialised before

extracting the power flow conditions to be manually fed to the initialisation and compilation procedure
of the small-signal models.
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for better comparison. Therefore, the multi-machine validation here also doubles as

validation of the SG model implementation.

The eigenvalues are obtained from both the model developed with the Sienna

modelling framework using PowerSimulationsDynamics.jl (hereafter referred to as

the Julia model) and the model developed using the MATLAB small-signal modelling

tool developed and used in this thesis (hereafter referred to as the MATLAB model).

The eigenvalues are displayed in Fig. A.26. The only discrepancy is the zero

eigenvalue present in the MATLAB model but not the Julia model which can be

observed most clearly in Fig. A.26c. It is removed from the analysis by the

PowerSimulationsDynamics.jl package because this is a redundant eigenvalue related

to the modelling approach whereby the reference frame of a chosen machine is taken as

the reference frame of the system (i.e, for the reference machine we have a redundant

state in the form of the angle between the reference frames of the machine and the

system). This is further described in [10–12]. As such, the two models are seen to have

equivalent eigenvalue-described linear dynamics, thereby validating the multi-machine

initialisation and compilation procedure developed and utilised in this thesis, as well

as the implementation of the Sauer and Pai SG model [11].
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Figure A.26: Comparison of the eigenvalues as obtained form the model developed with
(blue circle) PowerSimulationsDynamics.jl Julia package and (red ‘x’) the MATLAB
small-signal modelling tool developed and used in this thesis. The subfigures display
different eigenvalues from the same system where (c) is a zoomed version of (b) which
is a zoomed version of (a).
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Appendix B

Electromechanical Interactions

Between Synchronous Generators

and Grid-Forming Converters

B.1 Introduction

From the literature outlined in the introduction of Chapter 3 as well as the discussions in

Section 1.2, it can be determined that with the inclusion of GFMs, further consideration

to dynamic interactions needs to be given, since new instability mechanisms might

appear in a complex power system. Furthermore, considering power systems will most

probably involve SGs for years to come, the interactions between CIGs and SGs should

be well understood. Additionally, with GFMs being recognised as a potential solution

for maintaining stability, interactions specifically between SGs and GFMs, as well as

between multiple GFMs, should be studied carefully.

The fact that GFMs control active power through the voltage angle, and

have a resultant inherent frequency synchronisation, suggests the possibility of

electromechanical interactions between multiple machines [246]. Therefore, an initial

investigation into interactions between a GFM and an SG as well as between two GFMs

is performed using eigenvalue analysis. Moreover, the impact of GFM control gains and

transmission line lengths on such oscillatory modes and interactions between SGs and
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GFMs is also investigated.

Although this investigation is focused on electromechanical modes (e.g., a relatively

simple low-order SG model is used), the dynamics of the network elements (transmission

lines and constant impedance loads) are included because high frequency phenomena

have been proven to be significant in the stability of systems with substantial levels

of CIGs [59, 119, 247] (see the discussion in Section 1.2.3 for more detail on this).

Subsequently, a series of high frequency oscillatory modes closely associated with

transmission line dynamics are also identified, one of which is found to be of interest in

terms of stability limits (and influenced by GFM controller parameters). Such results

need to be considered with care due to the otherwise low-order nature of the models.

However, this investigation is performed as a preliminary step applied on a small system

to more easily identify and investigate such interactions.

The remainder of the electromechanical interaction-focused investigation in this

appendix is structured as follows: Section B.2 describes the modelling of the network

components and Section B.3 details the case studies performed including the network

layouts; Section B.4 and Section B.5 discuss the results of the SG-GFM and GFM-

GFM system eigenvalue analyses, respectively. Section B.6 details the parametric sweep

sensitivity analyses, and Section B.7 provides the conclusions.

The work in this appendix was published as part of the PowerTech2021 conference

proceedings [248].

B.2 Component Modelling

The component models included in this investigation are a SG, a GFM, RL branch

transmission lines and a static constant impedance RL load.

B.2.1 Synchronous Generator

The SG model comprises the swing equation along with an RL impedance but neglects

rotor circuit dynamics as in this study we are focusing on identifying oscillatory modes

in the electromechanical range. The swing equation captures the relationship between
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the SG rotor speed (and hence angle) and the difference between the input mechanical

and output electrical power. This relationship can be written as,

ω̇r = 1
2H (Pm − Pe −KD∆ω −Kgov∆ω) (B.1)

δ̇r = ωr (B.2)

where ωr and δr are the rotor speed and angle, respectively. The damping coefficient is

termed KD and the inertia constant, H. Finally, the mechanical and electrical powers

are denoted by Pm and Pe, respectively. A speed governor has been included which has

been simplified to a proportional gain, Kgov, acting on a change of rotor speed, ∆ω, to

augment the mechanical input power.

The electrical part of the SG model consists of the resistance and inductance

resulting from the armature coils in addition to the inductance attributed to the

armature reaction. The combined impedance is termed the synchronous impedance,

Zs = Rs + jXs , with Rs being the armature resistance and Xs combining the effects

of the armature leakage inductance and armature reaction. The transformation from

the SG dq0-frame to the common dq0-frame is performed behind the synchronous

impedance. However, there is a possible alternative whereby the transformation is

performed at the SG terminals (after the synchronous impedance). This synchronous

impedance is modelled dynamically, in accordance with (2.21).

B.2.2 Grid-Forming Converter

The VSC section of the GFM is represented with an averaged model which neglects

switching effects and the time delay usually associated with the employment of PWM.

There is also a harmonic filter containing a series RL impedance followed by a parallel

capacitance at the GFM output terminal, as per Fig. 2.4.

The control structure of the GFM contains two main loops. The first is the

power loop which manipulates the virtual rotor speed, and hence angle, with a PI

controller acting on the difference between the reference power Pref and the measured

(or feedback) power Pfb. This is the same principle as the SG swing equation and
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Figure B.1: GFM control scheme block diagram for the electromechanical-focused
investigation.

the two systems can be directly compared in their second order dynamic responses by

looking at the characteristic equation of their transfer functions. This allows for the

equivalent inertia and damping values to be described in terms of the PI controller

gains, KI and KP . From this, it can be determined that KI impacts inertia while both

KI and KP impact damping. However, it can be noted that there are differences in

the steady state response since the PI controller acts to bring the output power exactly

to its reference, that is there is no damping feedback term acting on the change of

rotor speed as there is in the swing equation (although the red droop branch in Fig.

B.1 essentially solves this). The second loop is the voltage loop, acting as an AVR

by maintaining the voltage magnitude at the filtering capacitor, Vfb, to the reference

value, Vref .

In the test case with only GFMs, described later, one of the machines is also

equipped with frequency droop control to balance the active power in the system.

The block diagram for the GFM control structure is displayed in Fig. B.1. Note, the

frequency droop branch (displayed in red) is only present for one of the machines in

the only-GFM test case, for better equivalence to the SG-GFM test case.
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B.2.3 Constant Impedance Load

The load is modelled as a constant series RL impedance. The values of the resistance

and inductance are calculated with

Rload = V 2
n

Pload
(B.3)

Lload = V 2
n

ω0 ×Qload
(B.4)

where Vn is the base voltage and ω0 is the base electrical frequency. The desired load

active and reactive powers are denoted by Pload and Qload, respectively.

B.3 Systems Under Study

Two networks with the layout in Fig. B.2 are analysed in this work. The ‘swing’

machine being the SG in one test case and the droop-augmented GFM in the other.

Further signals within the machines include icvdq
which is the current through the RL

section of the GFM output filter and isgdq
which is simply equivalent to itl1dq

in this

case. Additionally, vcvdq
is the voltage behind the filter impedance in the GFM and

Edq is the internal generated voltage of the SG. In the GFM-GFM network, all GFM

specific parameters or signals are given a subscript of ‘1’ if related to the left machine

or ‘2’ if related to the right.

Figure B.2: Final network layout single line diagram for the electromechanical-focused
investigation.
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For both network configurations being tested, small-signal analysis utilising

eigenvalues is performed. The use of eigenvalue analysis [10] offers insight into the

oscillatory modes that might be excited after a disturbance such as a load increase.

With this, potential electromechanical modes can be identified by calculating the

frequency of the modes and extracting those in the proximity of up to 3 Hz. Typically,

with SGs, local modes are in the range of 1 to 3 Hz and inter-area modes are less than

1 Hz [11]. The eigenvalues and associated frequency and damping ratio are obtained as

in [10]. The next step is to calculate the PF of each state for each mode, as per Section

2.1.2. This gives an idea of which states are the most involved in specific oscillatory

modes and is especially useful in identifying interactions between two machines.

Finally, parametric sweeps are performed to determine the impact on the small-

signal stability of different network elements such as transmission line lengths or GFM

controls. The parameters associated with each test case are displayed in Table B.1.

The GFM parameters are common to both machines in the only-GFM network with

the swing machine also having a droop parameter of Kdroop = 0.5
(
100 × 106).

Table B.1: Model parameters for electromechanical-focused investigation.
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B.4 SG-GFM Network Eigenvalue Analysis

The procedure explained above is performed for the network containing the SG and

GFM combination. The eigenvalues are presented in Table B.2. This table also

includes the frequency of the mode and the corresponding damping ratio. Using this

information, the electromechanical mode is identified as λ9 & λ10. Following this, the

PFs representing the contribution of each state to each oscillatory mode were calculated

and those with significant contribution (> 10 %) were added to the table.

Table B.2: SG-GFM-load system eigenvalues.

The most significant states in contributing to the electromechanical mode are ωr

and δGF M . This clearly suggests an interaction between the SG and GFM, confirming

the expected behaviour.

Techniques previously used to address interactions between SGs will likely need to

be considered as GFM-coupled RESs are integrated.

High frequency oscillatory modes are also present, the most interesting being λ3 to

λ6 which are seen to have very low damping. Despite the low damping ratio associated

with some of these modes, they are damped very quickly in time. The damping ratio

represents attenuation of the mode per cycle and with high frequency, the oscillation

does not last long in time. Through parametric sweeps (excess to those in the scope

of this appendix), the eigenvalues of λ3 to λ6 were affected by the GFM voltage loop

controls as well as the transmission line lengths, as expected from the contributing
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states which includes a small participation from the voltage loop integrator state, Vint,

of 0.19% for λ3 & λ4 and 0.27% for λ5 & λ6.

The very fast oscillatory mode of 13.396 kHz was only found to be affected by the

transmission line length and not by any of the GFM control parameters. Also, the

remaining mode of 115 Hz is discussed later in regard to the KP parametric sweep.

B.5 GFM-GFM Network Eigenvalue Analysis

In a similar manner, the eigenvalues and corresponding attributes for the GFM-GFM

network are presented in Table B.3. The electromechanical mode is this time identified

to be λ13 & λ14. Again, the PFs are calculated and contributing states of each mode are

shown in Table B.3. The states with the highest contribution to the electromechanical

modes are found to be Pint1 , Pint1 , and δGF M2 . These states are associated with the

active power loops of the GFMs and suggest an electromechanical interaction. High

frequency modes are also present in this network with analysis being equivalent to those

in the SG-GFM network but with the addition of two oscillatory modes denoted in this

network by λ7 to λ10. These are found to have similar characteristics to λ3 to λ6 for

both networks.

Table B.3: GFM-GFM-load system eigenvalues.
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B.6 Parametric Sweeps

To further the contribution of this work, parametric sweeps were performed for several

different network and control parameters to determine their impact on the oscillatory

modes.

The eigenvalues of interest are displayed with non-essential modes being omitted.

The first investigation increased the lengths of the transmission lines. The resistance

and reactance per kilometre of both lines are chosen by calculating the required rated

current and selecting from the relevant table of cable sizes [249]. Fig. B.3a displays

the result of varying the TL1 and TL2 lengths from 40 to 120 km simultaneously. The

next two investigations are performed for the GFM power loop PI controller gains. The

plots for the proportional gain, KP , and integral gain, KI , are displayed in Fig. B.3b

to B.3c and Fig. B.3d, respectively. KP was swept from 0 to 1 × 10−6 and KI was

swept from 1 × 10−12 to 1 × 10−5. The same sweeps are performed in the GFM-GFM

case and similar trends are observed; therefore, these have not been presented here.

Additionally, the PI gains of the power loop for the droop-augmented-GFM were swept

with the same range as in the other GFM. These sweeps are displayed in Fig. B.3e

and Fig. B.3f. Finally, the impact of the frequency droop gain, Kdroop, is investigated.

This parametric sweep is displayed in Fig. B.3g and ranges from 0 to 10
(
100 × 106).

B.6.1 SG-GFM Network Parametric Sweep Results

When analysing Fig. B.3a, it is seen that with an increasing length, the damping ratio

of the electromechanical mode decreases from 16.84% to 12.88%. In this test case the

mode remains stable but in a different system, the impact of transmission line length

might be more critical.

Altering the controller gains shows significant impact on the electromechanical mode

in Fig. B.3c and Fig. B.3d. The gain KI is seen to cause small-signal instability of the

electromechanical mode as it is increased whereas KP can fully damp the interaction,

however the oscillation at 115 Hz, seemingly related to network current dynamics, is

brought towards the unstable region, as seen in Fig. B.3b.
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(a)

(b) (c)

(d) (e)

(f) (g)

Figure B.3: Eigenvalues of interest for parametric sweep of the SG-GFM-load network
for (a) TL1 & TL2, (b) KP , (c) zoomed KP , (d) KI and of the GFM-GFM-load network
for (e) KP1 , (f) KI1 and (g) Kdroop.
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B.6.2 GFM-GFM Network Parametric Sweep Results

The increase of the proportional and integral gains, KP1 and KI1 , are seen to fully

damp the electromechanical interaction and this time no adverse effect is found on

any higher frequency modes. The droop gain sweep in Fig. B.3g provides evidence

of another highly impactful control parameter associated with the GFM, allowing for

higher controllability of the electromechanical mode dynamics. Like the transmission

line length sweep, it is seen that the electromechanical mode is brought towards the

unstable region, potentially causing instability if this mode was initially closer to the

y-axis.

B.7 Conclusions

This appendix presents a preliminary investigation into interactions between SGs and

GFMs with a focus on electromechanical modes. This is achieved with modular small-

signal modelling, followed by eigenvalue analysis. The states corresponding to the

electromechanical mode in the SG-GFM system were found to be those associated with

the power loop of the GFM and the swing equation of the SG, thereby confirming

the presence of electromechanical interactions, similarly between two GFMs. Finally,

a series of parametric sweeps are performed, offering an insight into the impact and

flexibility that the GFM control provides for manipulating the electromechanical mode.

Small-signal instability is found to occur from high values of KI as the

electromechanical mode traverses into the unstable region. In the case of KP , this

mode can be fully damped but doing so will bring a higher frequency oscillation

towards instability. Additionally, for the GFM-GFM network, it was found that

the PI control gains of the droop-augmented GFM provided the potential to fully

damp the electromechanical interaction with no significant effect on any higher

frequency oscillations. However, increasing the frequency droop gain brought the

electromechanical mode closer to the unstable region, similar to increasing the

transmission line lengths.
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