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ABSTRACT 
 

The use of email has been exploited by cybercriminals, as a means of carrying out their 

cybersecurity attacks. ‘Phishing’ – a form of social engineering attack – is a well-known example 

of just such a cybersecurity attack; cybercriminals persuade a victim to respond to their emails by 

presenting themselves as an official person or entity. As this type of persuasion comes in different 

forms, using different strategies aiming to get a positive response from an intended victim, the 

current study focuses on different Social Engineering Persuading Strategies (SEPS), which are: 

Authority; Social Proof; and Scarcity. This study concentrates on decreasing the risk of responding 

to phishing emails, through the study of the Theory of Planned Behaviour (TPB). The key factors 

in TPB are Attitude, Subjective Norms, and Perceived Behavioural Control; these influence an 

individual’s behavioural intention in responding to phishing emails, across different SEPS. The 

current study aims to evaluate TPB, as a tool for explaining user behavioural intentions when 

responding to phishing emails. A quantitative online survey was used for collecting data from 

undergraduate students at King Faisal University (KFU) in Saudi Arabia. Data analysis was 

performed by applying multiple linear regression analysis (MLRA), and confirmatory factor 

analysis (CFA). The principal finding was that TPB explains 53.8% of the variance in behavioural 

intention to respond to phishing emails under the Authority strategy, 51.8% under the Social Proof 

strategy, and 49.8% under the Scarcity strategy. Additionally, the study found that only two TPB 

factors (Attitude and Subjective Norms) have a statistically significant impact on individuals’ 

behavioural intention under SEPS; Perceived Behavioural Control only has a significant impact 

on individuals’ behavioural intentions under the Authority strategy – it did not have a significant 

impact under Social proof or Scarcity. The attitude was found to be the strongest predictor of an 

individual’s behavioural intention under the Authority and Social Proof, while the Subjective 

Norm factor was found to be the strongest predictor under the Scarcity strategies. Additionally, 

the TPB model was found to have a good model fit when applied to the intention to respond to 

phishing emails. This means the TPB model might work well when applied to explain an 

individual’s behavioural intention of Saudi Arabian undergraduate students when responding to 

phishing emails under SEPS. 
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CHAPTER 1. Introduction 

 

This chapter provides an introduction to the thesis and makes the problem statement for 

the current research. In addition to this, it details the research aim, the research objectives, and the 

research questions. This chapter then goes on to explain the thesis hypotheses, scope, target group, 

contributions, and structure. 

1.1 Research Background  

With the advent of technology, there are numerous ways to communicate, through phone, 

text message, and email; communication via email is the most common medium used nowadays. 

Moreover, communication via email has become a crucial part of day-to-day life. Email is a widely 

used communication medium not only in professional and academic environments but also in non-

professional environments. Additionally, email is increasingly popular and is preferred over 

memos or other bulletin notices in various organisations. Even people living in the same residential 

area prefer to communicate via email when sending various documents, as the other messaging 

systems have limitations on document size (Ayob and Weir, 2021). 

Email is a process of sending and receiving digital messages through the internet 

(Alkahtani, Dawson, and Lock, 2015). The internet has become universal, thereby increasing the 

number of users from all age groups. The internet is now a crucial part of people’s daily life, and 

an excellent tool for many purposes, such as collecting and distributing information, serving 

economic needs, giving education, and entertainment. This background gave opportunities to 

cybercriminals, and this led to the emergence of various malicious activities. The resulting attacks 

are causing security breaches that damage individuals and organisations in various industries 

(Martin, Borah and Palmatier, 2017). Therefore, organisations invest in advanced and 

sophisticated technologies to prevent cybercrimes. However, no matter how advanced these 

technologies are, the hackers can exploit the weakest link in the information security chain, which 

is the human (Abass, 2018; Aldawood and Skinner, 2018; Connolly, Lang and Tygar, 2014; Okere 

and Niekerk, 2012; Symantec, 2006). Cybercriminals are well aware of the fact that the best 

technique to manipulate a human being into giving away their security details is through various 

interactions, and IT professionals refer to this as Social Engineering (Gartner, 2002). 

Social Engineering is one of the cybercrimes where the hacker successfully bypasses the 

security, and gains access to the system and networks to exploit human vulnerability. ‘Social 
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Engineering’ was defined by Hadnagy (2011, p. 7) as ‘the act of manipulating a person to take an 

action that may or may not be in the target’s best interest. This may include obtaining information, 

gaining access, or getting the target to take certain action’. Examples of social engineering I.e. 

persuading victims to download and open a malicious email attachment, and trying to persuade 

targets to reveal sensitive information. There are different types of social engineering attacks; 

however, phishing is the most common and fastest-growing form of social engineering (Griffin, 

2017; Jamil et al., 2018; Taib et al., 2019). In addition to this, one of the top ten cybersecurity 

challenges is phishing (Upadhyay, 2020). 

Verizon Enterprise (2013) provided data breach statistics, after analysing about 47,000 

security reports from 19 worldwide organisations. There were around 621 confirmed data breach 

incidents. Of these social engineering actions, 79% were attacked through phishing. In recent 

years, the world’s most common cyberattack is phishing (IBM, 2020). It was defined in 2014 by 

the APWG as a form of cyberattack where the phisher persuades the target into doing particular 

actions like clicking on a malicious URL, downloading a malicious attachment, and visiting a 

bogus web page. In simple words, it is a practice of sending emails that seem to be from trustworthy 

entities to acquire confidential information from the targets like their passwords and credit card 

details. A report published by CISCO in 2021, mentioned that 67.5% of persons that click on a 

malicious link are probable to input their private information on a phishing website. In addition, 

according to Tiwari (2020), phishing sites identified in the first quarter of 2020 were 165,772, 

which increased from the 162,155 witnessed in the fourth quarter of 2019. Elnaim and Al-Lami 

(2017) recognised phishing as the most widespread form of social engineering. In addition, the 

researchers argued that phishing email is the most common type of social engineering attack. It 

has been mentioned by (FireEye, 2019; Chanti and Chithralekha, 2020) that email remains the 

most popular convincing method of phishing attack, because communication via email has become 

a crucial part of day-to-day life. In addition to this, Hadnagy and Fincher (2015) stated that 

phishing emails are estimated to comprise up to 90% of the 300 billion emails sent every day. 

Furthermore, in the third quarter of 2018, according to the APWG, 151,014 was the number of 

removed phishing websites, 270,557 was the number of reported phishing emails, and 777 was the 

number of brands targeted by the attackers (Aljeaid, 2020). It has been said by Aljumah and Ahmed 

(2021, p. 1) that one in each 100 emails is a phishing email, which is considered an extremely high 

number. The current study focuses on the phishing email, as it is one of the more widely recognised 
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forms of social engineering (Avast, 2020; Elnaim and AlLami, 2017; National Crime Agency, 

2019; panda.com, 2019), is the most prevalent social engineering type facing the world (IBM, 

2020), and contributes to 90% of data breaches (Retruster, 2019). 

Phishing attacks are not constant, and they do not always have the same shape and 

procedure; they progress over time (David, 2020) and use different techniques to persuade the 

victims to respond (Cialdini, 2007; Gragg, 2003; Stajano and Wilson, 2011). In addition to this, 

cybercriminals have become more creative with the techniques and persuading strategies of 

phishing attacks, in order to avoid detection and increase their success rate (Jayatilaka and 

Arachchilage, 2021; Nick, 2019). It is crucial that the user should understand the various 

cybercriminal strategies that are employed to persuade victims to respond to emails, and be 

knowledgeable enough to detect email attacks that aim to gather a user’s confidential information. 

The persuasion of individuals can be understood by evaluating successful social 

engineering attacks. Persuading a victim to reveal confidential information is the key pillar of 

phishing attacks (Taib et al., 2019). Therefore, the psychological persuasion strategies suggested 

by Cialdini (2007), in the area of human persuasion and marketing, can also be applied to phishing 

(Akbar, 2014; Muscanell, Guadagno and Murphy, 2014). The persuasion strategies used by 

cybercriminals (or SEPS, as previously mentioned (Ferreira, Coventry and Lenzini, 2015)) are 

used because they increase the success rate of phishing attacks (Akbar, 2014; Atkins and Huang, 

2013; Lin et al., 2019; Zielinska et al., 2016). SEPS are further discussed in Section 2.3. 

Cialdini has identified six core principles that impact decision-making skills, such as 

responding to an email or a conversation. These are commitment and consistency; scarcity; 

authority; social proof; reciprocity; and liking. The current study explores three of these principles, 

namely, authority, social proof, and scarcity, for two reasons. The first reason concerns a study 

conducted by Taib et al. in 2019. They reported that three previous studies, comparing the three 

main proposed persuading strategies – Stajano and Wilson (2011), Gragg (2003), and Cialdini 

(2007) – showed a strong overlap. Taib et al. (2019) concluded that the three strategies in question 

– namely authority, social proof, and scarcity – were suitable for use in studying phishing. 

Secondly, email communication does not require a mutual relationship; an interaction is not 

required between the receiver and sender when responses are made to phishing emails (Butavicius 

et al., 2015). 
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Phishing emails are still a serious problem for several countries around the world. The 

Kingdom of Saudi Arabia has no immunity to phishing; reports show that the KSA in the first 

three months of 2020 recorded about one million phishing attacks (AlMindeel and Martins, 2020). 

The same reports also mentioned that this was the biggest number of social engineering attacks to 

be logged in the Gulf Cooperation Council (GCC) region. It has been reported by Arab News 

(2019) that users in the Kingdom of Saudi Arabia (KSA), in recent years, have reported more than 

30 million phishing emails. In addition, about 90% of malware was distributed by email, as hackers 

discovered a new technique to spread fake invoices and scams (Arab News, 2019). According to 

the Saudi Arabian Monetary Authority, the number of phishing emails that requested a user’s 

confidential bank details has increased, with the fraudsters disguising themselves as government 

authorities (Arab News, 2020). Furthermore, a report published by Cyren in 2020 stated that a 

significant increase in phishing email attacks is expected in the KSA in the coming years. Saudi 

undergraduate students aged 18-25 years constitute a suitable population selected for this study 

(the selection of Saudi undergraduate students aged 18-25 years is discussed further in Section 1.6)  

Tiwari (2020) reported that the failure or success of phishing emails relies on an 

individual’s responses to the email, and disclosure of their information. Furthermore, different 

researchers mentioned the importance of understanding human behaviour with regard to responses 

to phishing emails because it creates effective protection mechanisms to avoid phishing attacks 

(Albakry et al., 2020; Jayatilaka and Arachchilage, 2021; Tiwari 2020). 

Therefore, the current research evaluates one of the popular theories used in understanding 

human behaviour, known as the ‘Theory of Planned Behaviour’ (TPB) (Bulgurcu, Cavusoglu and 

Benbasat, 2010; Ifinedo, 2011; Sommestand and Hallberg; 2013) to explain individuals’ intentions 

of Saudi Arabian undergraduate students when responding to phishing emails under SEPS. TPB 

affirms that behaviour is controlled by the individual’s intentions, and the theory comprises three 

main constructs that influence these intentions; namely, attitude (ATT), subjective norms (SN), 

and perceived behavioural control (PBC). TPB is further discussed in Section 2.5. 

This thesis employs the Theory of Planned Behaviour (TPB) for several reasons. The 

theory of planned behaviour (TPB) is a behavioural decision-making theoretical framework that is 

well-validated and has been applied in predicting individual behaviour (Javadi et al., 2013). In 

addition, the TPB model is one of the most popular and influential models in studying the actions 

of humans. According to Lin (2010), the model has been used in clarifying most individuals’ 
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behaviour. Additionally, the TPB model has been applied in several studies and has proved to be 

a powerful predictor of behavioural intention, in various fields and geographic locations (Tolliver, 

2016; Yousafzai et al., 2010). Furthermore, a number of studies discovered strong support for the 

theory of planned behaviour usage (Alajmi, 2010; Sadeghi and Farokhian, 2011; Tsai et al., 2010). 

According to Armitage and Conner (2001), TPB is the most widely used social psychological 

theory, as it explains and predicts user behaviour in any given scenario. The possibility of 

predicting intention and behaviour is increased by the TPB model (Dunn et al., 2011).  

The TPB provides a complete model of behavioural antecedents and a structure for 

extension of the model of previous research (Bobek et al., 2007). According to Johnson (2017), 

the TPB is considered to be a complete theory when compared to other social behavioural theories. 

The other mentioned that there are different social behavioural theories such as TRA (Theory of 

Reasoned Action), TAM (Technology Acceptance Model), and PMT (Protection Motivation 

Theory) which are considered to be incomplete. For instance, TRA is said to be an incomplete 

theory, as it essentially focuses on just two factors (Attitude and Subjective Norms) that explain 

individual behavioural intention to respond to phishing emails. However, TPB goes beyond TRA 

with an extra factor of Perceived Behavioural Control (PBC) (Ajzen, 1991; Fishbein and Ajzen, 

1975). 

Additionally, a study published in 2018 (Nasir et al., 2018), confirms that TPB is still 

prevalent as the most significant theory in the field of information security compliance compared 

to other behavioural theories such as PMT (Protection Motivation Theory) and GDT (General 

Deterrence Theory). The author also found that the independent factors of TPB are the strongest 

predictors of the dependent factor in almost all information security compliance in comparison to 

other theories such as PMT and GDT. TPB is a well-established theoretical framework, and is 

applied to many study areas, including but not limited to: analysis of accidents and prophecies 

(Efrat and Shoham, 2013); ecological psychology (Chan and Bishop, 2013; Donald et al., 2014; 

Greaves et al., 2013); dietary nutrition (Dawson et al., 2014; Mullan et al., 2015); fitness 

psychology (Michie and West, 2013); hospitality management (Chen and Tung, 2014); nursing 

(Yami, 2015); social psychology (Ajzen and Sheikh, 2013); sports and exercise (Prapavessis et al., 

2015); transportation (Castanier et al., 2013); consumers’ online behaviour (Pavlou and Chai, 

2002); smoking behaviours (Rise et al., 2008); and food selection behaviours (Wong and Mullen, 

2009). In addition to this, the TPB has been displayed to be a successful predictor of information 
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security compliance intention (Sommestad et al., 2015), and is a widespread model used in the 

area of information security (Lebek et al., 2014). 

This demonstrates that TPB is a great theory in explaining individual behavioural intention 

to perform a specific behaviour. Therefore, the current thesis draws upon TPB as the theoretical 

framework to underpin its research, as it might help in explaining and predicting the individual’s 

behavioural intention to respond to phishing emails. 

1.2 Research Aim and Objectives 

The current study aims to improve dealing with phishing emails through analysing 

individual behavioural intentions. To do so, this study evaluates the Theory of Planned Behaviour 

(TPB) to explain the behavioural intention of Saudi Arabian undergraduate students under SEPS. 

To accomplish this research aim, the following steps were followed. 

• Carry out an inclusive review of the existing literature relevant to this study. 

• Analyse the TPB factors and SEPS applied to phishing emails. 

• Develop a conceptual model to examine the impact of TPB factors under SEPS. 

• Offer recommendations to guide subsequent research conducted within this field. 

1.3 Research Questions and Hypotheses 

The current study evaluated TPB to explain the behavioural intentions of Saudi Arabian 

undergraduate students when responding to phishing emails under SEPS. The main research 

question was as follows.  

Research Question: To what extent can the TPB explain the behavioural intention of Saudi 

Arabian undergraduate students when responding to phishing emails under SEPS? 

The current research had one main Research Question (RQ) which had three sub-questions. 

Further, the first sub-question consisted of three hypotheses that examined the influence of TPB- 

independent factors on the dependent factor under SEPS when responding to phishing emails. The 

second sub-question focused on showing the factors of TPB that had the strongest influence in 

explaining the intentions behind individuals’ behaviours when faced with phishing emails under 

SEPS. The third sub-question focused on the goodness of fit (GOF), to examine the conceptual 

model’s fitness when responding to phishing emails under SEPS. 

To answer the main question, the relevant aspects of TPB (ATT, SN, and PBC) and SEPS 

(Authority, Social Proof, and Scarcity) were studied, which led to develop the TPB model. The 

three sub-questions were as follows. 
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RQ1.1: To what extent ATT, SN, and PBC impact the behavioural intention of Saudi 

Arabian undergraduate students when responding to phishing emails under SEPS? 

H1: Saudi Arabian undergraduate students’ ATT factor impacts the behavioural intention to 

respond to phishing emails under SEPS. 

H2: Saudi Arabian undergraduate students’ SN factor impacts the behavioural intention to respond 

to phishing emails under SEPS. 

H3: Saudi Arabian undergraduate students’ PBC factor impacts the behavioural intention to 

respond to phishing emails under SEPS. 

RQ1.2: What factors of TPB have the strongest influence in explaining the behavioural 

intention of Saudi Arabian undergraduate students when faced with phishing emails under 

SEPS? 

RQ1.3: What is the GOF for the TPB model applied to explain the behavioural intention of 

Saudi Arabian undergraduate students to respond to phishing emails under SEPS? 

1.4 Research Design 

The current research used online surveys to gather the required data. Moreover, the data 

collection procedure consisted of closed-ended questions shared via an instrument-based 

questionnaire and used a quantitative methodology. To interpret the collected data, MLRA and 

CFA were used for statistical tests. 

The survey consisted of nine different phishing emails, using different SEPS in their 

contents; three emails each for the Authority strategy, Social Proof strategy, and Scarcity strategy. 

There were ten similar questions for each email, to test the TPB factors; three questions for ATT, 

two questions for SN, three questions for PBC, and two questions for the Intention factor. The 

utilisation of the online survey was a suitable data-gathering technique for the current study, since 

it delivered a convenient method to collect the wanted target population in a short period, and was 

cost-effective (Collis and Hussey, 2009). 

1.5 Research Contributions 

1.5.1 Contribution to Knowledge 

Evaluating TPB in the context of phishing attacks, to better understand user behaviour 

when encountering phishing emails.  
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1.5.2 Contribution to Practice 

Presenting recommendations and guidelines to develop the education and training 

curriculum for Saudi University students’ preparatory years. At present, the curriculum does not 

include curriculum cybercrimes, its forms, or new tricks used by cybercriminals. Students in this 

stage are required to be fully educated about the risks of cybersecurity attacks before they step out 

into the workplace. 

1.6 Research Scope  

Globally, there are nearly five billion internet users (Datareportal, 2020), making the 

internet an essential component in day-to-day life. In addition, youths mainly, are always 

connected to the internet, and Saudi youth are no exception, with youths spending more than thirty 

hours a week on the internet (Alotaibi and Mukred, 2022). According to Hong (2012) and Boodaei 

(2012), the chances of clicking on a malicious link increase as the individual spends more time on 

the internet. Additionally, according to Sheng et al. (2010) and Kumaraguru et al. (2010), the 

probability of being attacked by phishers, for the age group 18-25 years, is quite high. Previous 

studies have revealed that the younger population is more vulnerable to cybersecurity attacks such 

as phishing (Sheng et al, 2010; Kumaraguru et al., 2010; Alzahrani, 2015; Algarni et al., 2017). 

It has been mentioned by Datareportal (2021) that about 93% of the KSA population use 

the internet, and 72% are active on social media. According to Alotaibi and Mukred (2022) and 

the Ministry of Economy and Planning (2014), more than two-thirds of the KSA’s population are 

under the age of 30. This age group is the largest segment in Saudi society, which makes the KSA 

a young community. In addition, it has been mentioned by (Alsanad, 2018) that 40% of university 

students in Saudi Arabia had experienced victimisation, with 57% of targets using social media. 

Furthermore, several researchers stated that university undergraduate students are the most 

vulnerable to phishing emails (Kumaraguru et al., 2010; Sheng et al., 2010; Whiteman, 2017). 

Hence, university students constitute an appropriate population choice for the current research. 

The study’s participants included undergraduate students aged 18-25 years. 

1.7 Thesis Structure 

This thesis includes six chapters. Chapter 1 shows the background information about the 

research context, and then explains the problem statement, aim, objectives, research questions, 

research hypotheses, research contributions, research scope, and study limitations. Chapter 2 

shows a comprehensive review of existing works relevant to this study. It starts by discussing 
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social engineering and its strategies and then moves on to talk about attacks, with more focus on 

phishing. After that, the theoretical framework of this study is discussed, and the chapter ends with 

an overview of Saudi culture. Chapter 3 discusses the conceptual framework and development of 

the hypotheses. It develops the hypotheses through the lens of TPB and SEPS. Chapter 4 discusses 

the research methodology by presenting a summary of the research philosophy, approaches, 

strategies, and instruments, followed by a detailed description of the data analysis techniques. 

Chapter 5 presents the data analysis and research findings for the statistical methods phase of the 

research, and for testing the research hypotheses as part of the research investigation. Chapter 6 

discusses and explains the study’s results, theoretical and practical implications, and limitations; 

in addition to recommendations for future work, and provides a conclusion. 
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CHAPTER 2. Related Work 

This chapter highlights a crucial review of the literature related to the topic of the research. 

Additionally, this chapter studies the related theoretical work in the fields of Social Engineering 

and User Behaviour. Social Engineering includes phishing attacks, while User Behaviour theories 

include TRA and TPB. The chapter will provide background information for the reader on these 

topics. Additionally, it will provide background information on the KSA. 

2.1 Social Engineering 

Social engineering is defined as several methods that are utilised to get information to avoid 

security, via the manipulation of people weaknesses (Bezuidenhout et al., 2010). In addition, social 

engineering includes gathering data, gaining access, or getting the victim to take a particular action. 

Kevin Mitnick, a famous social engineer, defined social engineering as ‘the manipulation of a 

person or persons to reach an objective by abusing the victim’s emotions, gullibility, charity, or 

trust’ (Al-abdan, 2020, p. 13). Additionally, social engineering has been defined by Harl (1997) as 

the science and art of getting individuals to obey your requirements. Social engineering attacks 

aim at deceiving humans to disclose confidential and valuable information (Kalnins et al., 2017). 

Research published by (Arana 2017; and Breda et al., 2017) revealed that the biggest threat to 

cybersecurity is via social engineering attacks. In order to prevent social engineering attacks, 

individuals require periodic training, as the attackers constantly adopt new ways to exploit human 

vulnerabilities (Krombholz et al., 2015; Puneeth et al., 2015). 

A study was conducted by Chitery et al. (2012) on a group of employees who might be 

targeted by social engineering attacks. The results of their study demonstrated that about 41% of 

new employees, 17% of IT professionals, 23% of clients and customers, 12% of partners and 

contractors, and about 7% of top-level management authorities fell prey to social engineering 

attacks. In addition, their results proved that any person, at any given time, might be vulnerable to 

social engineering attacks, as the primary focus of the attackers is humans. Social engineering can 

be the most dangerous method, and according to Abass (2018), human nature is one of the reasons, 

along with the habit. Human beings tend to follow particular default habits without thinking. 

Hackers can notice these habits and use them in tracking potential victims (Gulati, 2003). 

A study conducted by Orgill et al. (2004) aimed to measure the awareness of internet users 

about social engineering. The researchers, disguised as employees from the organisation’s 

computer support department, enquired about different information such as usernames, passwords, 
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etc. The outcomes of the study displayed that about 80% of the participants provided their 

usernames, while nearly 60% provided their passwords. 

A study was conducted by (Fagoyinbo et al., 2011) at Federal Polytechnic, Ilaro, Ogun 

State, Nigeria, which has about 40 employees. The study aimed to measure the awareness levels 

in regard to protecting oneself against social engineering attacks. The results of the study 

demonstrated a high-level lack of awareness and protection against social engineering attacks. 

Therefore, the researchers recommended spreading awareness among the employees. 

Another study was conducted by (Karakasiliotis et al., 2006) to assess the awareness of 

users through the lens of social engineering, by using email. The researchers provided a 

combination of legitimate and illegitimate emails, and the participants were asked to distinguish 

between the two sets. The results of the study demonstrated that around 179 individuals, about 

36% of the participants, were able to recognise authentic emails; on the other hand, around 45% 

of the participants effectively recognised the inauthentic emails. However, the participants were 

unable to provide convincing reasons for identifying illegitimate email messages. 

Bakhshi, Papadaki and Furnell, in 2008, conducted a study to examine the receptivity 

levels, of the workers of the University of Plymouth (UK), towards social engineering. A link was 

messaged to participants instructing them to update their software. The results of their study 

demonstrated that around 23% of the participants fell prey to this phishing experiment. 

From the above definitions and studies, it can be seen that social engineering primarily 

exploits the lack of awareness in recognising social engineering attacks. It also employs verbal 

skills, and psychological or textual tactics, in order to gain the trust of and communicate with the 

victims. The numerous methods include communication by email, phone, in person, or via social 

networking sites. These communications are initiated, not only to gain the victims’ trust but also 

to obtain their confidential information. 

2.1.1 Social Engineering Categories and Phases  

Social engineering attacks, depending on the perspective, can be broadly classified into 

various categories. With respect to the entity involved, the categories can be classified into two 

kinds (Fatima and Naima, 2019) – direct and indirect. Direct attacks can be subdivided into human-

based, social-based, and physical-based. Indirect attacks can be subdivided into computer-based 

and technical-based. Each of these subdivisions will be discussed below, in sections 2.2.1.1 
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through 2.2.1.5. Section 2.2.1.6 details combinations of attacks, while 2.2.1.7 explains attack 

phases. 

In general, direct attacks involve physical interaction, such as a discussion or visual 

contact. In indirect attacks, the hacker performs the plan by sending an email including 

downloadable attachment, a URL, or SMS message. 

2.1.1.1 Human-based 

Human-based social engineering attacks use human communication and collaboration to 

gather the required information. One of the methods used in human-based social engineering 

attacks is Impersonation. In this type, social engineers disguise themselves as high-level executives 

or leaders to access computer files. Many a time, the employees at the end of the hierarchy are 

respectful of their managers and bosses, therefore they provide access to their confidential 

information. (Infosec, 2013; Bhusal, 2021). Because this type needs human interaction, a limited 

number of persons can be influenced (Fatima and Naima, 2019). 

2.1.1.2 Social-based 

Social-based needs human interactions where the hacker exploits the emotional and 

psychological vulnerabilities of the target (Fatima and Naima, 2019, Patil and Devale, 2016). 

Vishing is one of the methods that is conducted via telephone. The social engineer in Vishing 

appears friendly to win the trust of the victim. In addition, the social engineer uses a number that 

is spoofed so that the call is shown to be from a reliable and well-known source (Frauenstein, 

2021). 

2.1.1.3 Physical-based 

This type includes physical actions to collect information regarding the target. Dumpster 

Diving is one of the popular techniques where the social engineer manually goes over the 

organisation’s trash to determine if any of the information in the trash is valuable and helpful. The 

gathered information is sorted which might include personal data of the organisation manual, 

workers, suppliers, notices to the employees, company policy, client’s details, and credentials for 

login. Once the information is sorted the social engineer performs spear phishing (discussed in 

section 2.1.2) attacks where the gathered precise details on the organisation are used to perform 

the targeted attack on the victims (Frauenstein, 2021). 
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2.1.1.4 Computer-based 

Computer-based social engineering refers to the use of computer software that strives to 

gather the desired data. There are various methods to carry out computer-based attacks which are 

followed by social engineers. An example of computer-based attacks is a pop-up window. In such 

an attack, a pop-up window will appear on the victim’s screen, repeatedly informing them about 

the connection loss or alerting them about the virus detection. When a victim reacts to pop-up 

windows, a malicious program is executed that forwards login details to attackers (Fatima and 

Naima, 2019; Bhusal, 2021). Since it does not contain human interaction, numerous attacks can 

happen in seconds (Fatima and Naima, 2019). 

2.1.1.5 Technical-based 

These attacks are executed over the internet and attackers use websites, search engines, and 

social networking sites as methods for collecting information about their victims. This is made 

easier if the targets kept their information publicly exist on such websites. Some forensics software 

can be used to collect information from different sources on the victim (Fatima and Naima, 2019; 

Frauenstein, 2021). 

2.1.1.6 Combinations 

Social engineering attacks use a mixture of the above mentioned classifications. For 

instance, the attacker may scan the dumpster near the company, to gather data about the 

organisation; such as names, email addresses, or phone numbers of the CEO, Directors, or 

Managers (Physical-based attacks). Based on this information, the attacker builds a social 

relationship and exploits the victim’s emotions (Social-based attacks). Upon building a trustful 

relationship, the attacker sends an email with a scam hyperlink or downloadable attachment, which 

collects the victim’s confidential information (Technical-based attacks). 

2.1.1.7 Phases 

Social engineering attacks are not similar in nature; however, they do follow a common 

pattern with similar phases. Mitnick and Simon (2003) described four phases in their attack model, 

namely, Research, Developing Rapport and Trust, Exploiting Trust, and Utilising Information 

(Figure 1). The Research Phase is also known as the ‘information gathering phase’ as the hacker 

gathers the target’s information. In this phase, to accomplish the goal of the social engineering 

attack, the attackers explore and collect details regarding their target prior to carrying out their 

attack. The probability of success is dependent on the information-gathering phase even though it 
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requires a lot of time. Different information-gathering tools exist and social engineers are familiar 

with those tools. The data-collection technique might require technical skills and soft skills to 

exploit the psychology of humans. Social engineers make any given system vulnerable by using 

incomplete information by looking into various sources to complete the gathered data. The social 

engineer studies the data collected and develops actionable steps to exploit the victim. 

The Developing Rapport and Trust Phase involves building a relationship with the victim 

through face-to-face communication or emails. The essential components of this phase include 

good rapport and winning the trust of the victims. In this phase, the social engineer commences 

the communication to develop a friendly bond with the target by having conversations that appear 

to be harmless or sending emails to gather the required information. The social engineer initiates 

the attack by having conversations that create circumstances where the target’s weaknesses are 

unknowingly discussed, resulting in building trust with the target. Social engineers disguise 

themselves as well-wishers, financial institutions, or government sectors (Bhusal, 2021). 

The Exploiting Trust Phase is where the attacker exploits the emotions of the victim, and 

extracts confidential information or incites security lapses. Here, the victims are exploited as per 

the collected data in the previous phase. This is performed to bring out more confidential 

information. The social engineer utilises various manipulation techniques that force the victim to 

reveal their desired information by making the victim emotional in order to achieve their goals. 

The target discloses their information to the social engineer without feeling guilty as the social 

engineer has built a level of trust with the target. The attackers maintain the trust and emotional 

state of the victim to prevent them from contacting the cybersecurity agencies or educating 

themselves on the social engineer attacks (Bhusal, 2021). Finally, in the Utilising Information 

Phase, the social engineer uses the data collected to accomplish their plan. Here, the social engineer 

ends the communication swiftly or slowly with the victim. The social engineers remove the proof 

or details of the crime whilst the target is unaware (Bhusal, 2021). 

Figure 1 : The Social Engineering Attack Cycle. Adapted from Mitnick and Simon (2003). 
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2.1.2 Social Engineering Types 

There are several types of social engineering. Phishing is the most popular one (CISCO, 

2021). It is a social engineering form that, via the use of numerous approaches, aims to impact the 

victim of the attack in order to disclose private information. This private information is used by 

the hacker to harm the prey (Al-abdan, 2020; Mika et al., 2016; Nalin et al., 2016). This type is 

discussed more in the next section. Another form of social engineering ‘Tailgating’ or 

‘piggybacking’ is used in order to gain access to restricted areas; cybercriminals may pose as 

delivery personnel or others who may require temporary access (Conteh and Schmick, 2016). 

‘Pretexting’ is a type of social engineering driven by a fabrication scenario, trying to confirm and 

take private information from a victim (Conteh and Schmick, 2016). In a ‘watering hole attack’, 

the user’s trust is capitalised on by collecting data from frequently-visited websites. The attacker 

does not aim to instal malware on the frequently-visited sites, rather they exploit trustworthy 

websites that might be visited by their target (Abass, 2018). Lastly, ‘reverse social engineering 

attack’; in this type, the communication is initiated by the victim, as the attacker has tricked the 

victim into contacting the attacker. This technique creates a position where the attacker is the only 

rescuer for the victim; this is accomplished by creating a form of technical authority or 

administrative task, whereby the victim may start to ask for assistance and receive commands from 

the hacker (Abass, 2018). 

2.2 Phishing 

The term ‘phishing’ was coined in the 1990s because of harmful activities conducted by 

individuals, through email, to obtain confidential information, login credentials, and credit card 

details (Rekouche, 2011). It is a form of social engineering, usually executed through email, in 

which phishers perform as reliable entities, with the intention of affecting the receivers (victims or 

targets) to download and open an infected attachment or click on a bad URL (Parsons et al., 2013; 

Butavicius et al., 2015). Moreover, it has been defined by the APWG (2014), as a form of targeted 

email attack, where the hacker lures the target into performing particular activities, like clicking 

on a malicious URL, visiting a bogus web page, or downloading a harmful attachment. Figure 2 

illustrates how the attacker (phisher) executes the phishing attack (Campos, 2021). 

According to Hadnagy and Fincher (2015), phishing emails are estimated to comprise up 

to 90% of the 300 billion emails sent every day. In addition, phishing emails deceive individuals 
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by making the individuals believe that they are disclosing their confidential information to an 

authentic source. It is been mentioned by FireEye (2019) that emails remain the most popular 

persuasive technique for phishing attacks. A recent report published by CISCO (2021) mentioned 

that 96% of all phishing attacks come through email. Through their design, the attackers (phishers) 

mimic authentic institutes to convince their targets to comply with their needs. Phishing emails are 

designed to exploit human emotions and respect for higher authority, either for networking 

purposes or for compassionate reasons (Nabie and Paul, 2016). To rise reliability, phishing emails 

often copy the content and design of real emails sent by trustworthy organisations. 

Phishing is one of the widely occurring forms of cyberattacks which is growing and is a 

serious threat to internet users as it is performed to obtain sensitive information (Jain and Gupta, 

2018; Lastdrager, 2014; Mohammad et al., 2015; Varshney et al., 2016). In addition, phishing 

activities advanced over time, since attackers spoofed websites to obtain user information via 

deceptive message tactics (Alsayed and Bilgrami, 2017; Rekouche, 2011; Gupta et al., 2018). In 

the past decade, hackers adopted new phishing tactics whereby the victims remained susceptible 

to manipulation. The existing literature has demonstrated humans’ inability to capture phishing 

attacks online; as a result, 90% of people became victims of phishing attacks (Kleitman, Law and 

Kay, 2018). In addition to this, academics have shown that phishing emails often use persuasive 

techniques in order to convince the victim to respond to the emails (Atkins and Huang, 2013; 

Akbar, 2014). Therefore, to decrease this threat, it is vital to recognise the different forms of 

phishing emails, the design of phishing emails, the strategies or tricks used with phishing emails, 

and the factors that influence individuals in responding to these attacks. 

Figure 2 : How a Phishing Attack is Executed (Source: Campos, 2021) 
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2.2.1 Types of Phishing 

There are several forms of phishing attacks. One of the most common forms is the ‘Mass 

Phishing’ email; this refers to emails that are sent to a wider audience in huge numbers (Rashid, 

2017). In this form of phishing, there are chances that one out of thousands of users might fall prey 

to phishing emails (Sophos, 2005). Mass phishing is a common form of phishing technique used 

by phishers; this is basically because it is quick and easy (Pure Cloud, 2021). ‘Spear phishing is 

another type of phishing; this type, aimed at specific individuals or companies, is intended to 

collect personal information, which helps in increasing the likelihood of accomplishment 

(Anthony, 2019). ‘Whaling’ is a form of spear phishing that is designed to target senior executives 

and high-profile businesses. If these executives fall prey to phishing attacks, the cybercriminals 

can easily access confidential data or financial details, when compared to targeting an entry-level 

employee; in the latter case, they would not have access to the same confidential information 

(Anthony, 2019). Another form of phishing is ‘vishing’; in this type, the victim is given a phone 

number, or follow-up calls are made on a particular activity (Orman, 2013). For example, during 

the tax season in the United States, individuals receive innumerable calls from phishers pretending 

to be tax department representatives, asking for the payment of taxes, and attempting to collect 

confidential information. In ‘Smishing’, the victim is tricked into giving their private information 

via a text or SMS message (Orman, 2013). For instance, the hacker might request the 

authentication code received by the victim to access any social media or messaging platform, such 

as WhatsApp. The authentication code is used by the hacker to sign into the victim’s account and 

collect private information. 

2.2.2 Phishing Email Design 

Wang et al. (2009) examined about 200 phishing emails; the results showed that phishing 

emails are designed very well, to minimise individuals’ doubts and induce them to comply with 

the request. It is suggested by the Elaboration Likelihood Model (ELM) (Petty and Cacioppo, 

1986) that the message argument’s quality highly impacts the attitude of the receiver toward the 

acceptance of the message. In addition, the term ‘quality of the message argument’ denotes the 

persuasive strength of the argument embedded in the message (Bhattacherjee and Sanford, 2006). 

The approval of the message is required for the phishing attack to accomplish. For instance, 

a phishing email might contain information for the users regarding their account being suspended, 

as they have violated copyright laws. They are then asked, if it is a mistake, to perform an urgent 
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action by clicking on an embedded link. It has been discovered by (Wang et al., 2009) that the 

design of phishing emails emphasises the quality of the message argument. By carefully designing 

the phishing email, the acceptance level is increased (Alseadoon, 2014). Wang et al. (2009) 

identified some design features to improve the trustworthiness of phishing emails. These design 

features are discussed below and summarised in Table 1. 

Email title: A good-looking email title may increase the motivation of the receiver to open 

the phishing email. For example, when a user receives an email from a social network website 

such as Twitter, with the title ‘Urgent: Copyright Infringement’, the word ‘Urgent’ in the email’s 

title may increase the user’s curiosity, thus resulting in opening and reading the email. The key 

purpose of the title of the phishing email is to hearten the user to open and see that email. 

Email argument quality: As discussed, this indicates the strength of the argument 

entrenched in a message (Bhattacherjee and Sanford, 2006). The quality of argument raises the 

probability that the argument embedded in the message will be agreeable. If receivers accept the 

argument, the email’s message will be responded to and the required information will be provided. 

Message appearance: Copyright information and well-designed images will increase the 

credibility of the message. It has been stated by Sheng et al. (2010) that users tend to determine 

the legitimacy of a website through its design, and the phishers easily replicate it. 

Assurance mechanism: Signs guaranteeing the security or privacy of information increase 

the trust of users, and decrease any perception of risk, like loss of private information or money 

(Lee and Rao, 2007). Grazioli (2004) stated that users whose decisions are based on assurance 

cues are at higher danger of becoming targets. 
Table 1 : Key Design Features (Wang et al. (2009)) 

Dimension Features 
Email title Urgency, Impact, Company name. 

Email argument quality Event, Courtesy, Response action request, Justification, Urgent, Penalty, 
Impact. 

Message appearance Authentic-looking email sender, Copyright, Company logo, Personalisation, 
Media type, Email signatory, Typo, Third-party icon for trustworthiness. 

Assurance mechanism 
Help link/feedback, Https link, Authentication mechanisms, Anti- 
fraud/privacy statement, Third-party icon for assurance, SSL padlock, 
General security lock. 

2.2.3 Phishing Email Aspects 

According to AlHamar (2010), there are three main aspects of a phishing email: the sender, 

or phisher; the receiver, or victim; and the email message itself. These aspects are cleverly used 

by phishers when applying SEPS, and these usages are individually detailed below. 
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2.2.3.1 The Sender 

Phishers create a valid email account and may add the target’s name to the account (Forte, 

2009), with the phisher impersonating an authoritative figure trying to gain confidential 

information by making the victim believe the authenticity of the email (Honeynet Project and 

Research Alliance, 2005). 

2.2.3.2 The Receiver 

The phishers need to have valid email addresses in order to deliver the phishing emails. 

Generating a mailing list might be done simply by searching for valid email addresses, purchasing 

email addresses from the internet, or developing an algorithm to retrieve email addresses from 

websites through the search option (Bielski, 2004; Forte, 2009). Forte (2009) emphasised not 

providing explicit references, in discussion forums, to their mailbox. Nagy and Pecho (2009) 

discussed how social network sites are exploited by phishers, due to a lack of awareness and the 

instant reactions of the users; which results in providing confidential information, making the user 

profile vulnerable. Upon identification of email addresses, the phishers utilise spam tools to send 

emails to the victims (Bielski, 2004). 

2.2.3.3 The Message 

Phishers design the email message carefully, as discussed earlier, to make the receiver 

believe the email is from a reliable source (Bielski, 2004). In addition, the attackers trick their 

victims into sharing private information either on the replicated login page of the email message 

or by providing them with a link that leads to a fraudulent web page. The phishers might also direct 

the victim to interact with an automated online communication method, such as email or SMS, or 

using the phone (Emigh, 2005). 

Phishers might manipulate users by making them emotional, and exploiting their feelings 

towards a cause or donation. They might use different visual tricks to deceive the victim, thus 

making it hard to identify the phishing email (Dhamija, Tygar and Hearst, 2006). The message 

might be displayed in a trivial manner, by the user of client support; this requires updating the user 

record. The email will always possess a sense of urgency, requiring instant provision of 

confidential information. For instance, the attackers might warn the target that the delay in 

responding to the email might result in a consequence, such as the cancellation of an account. 

Additionally, the phishers might utilise a source of surprise, like mentioning the possibility of the 

target winning a prize (Dhamija, Tygar and Hearst, 2006). 
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The vital targets of phishers are the reputed designers; emails from well-known designer 

brands are rarely questioned. The phishers create a replica of the designer’s website and post 

content to extract users’ confidential information. The Anti-Phishing Working Group (2006) 

conducted research demonstrating that 148 brands became the target of phishers, and about 92.6% 

of the total phishing attacks were on financial institutions. Phishers convince the users that the fake 

webpage is an authentic page; this is accomplished by hiding the hyperlink address, using URLs 

similar to the originals, and hiding the URL by displaying the address bar with partial information, 

concealing the real host destination address (Anti-Phishing Working Group, 2006). 

Additionally, different scholars have stated that hackers take advantage of individuals’ trust 

in security updates, to manipulate them through the use of visual tricks (Dhamija, Tygar and 

Hearst, 2006). The hackers replicate the security icon by just displaying a picture in the site’s 

content. This means the display of the lock icon does not imply a secured website (Herzberg and 

Jbara, 2004). Moreover, phishers utilise visual tricks to manipulate the target in the browsing 

location bar, changing it with a false bar, so the attacker is prevented from viewing the actual 

phished URL, which is one of the key security pointers (Ye et al., 2005; Felten et al., 1997). 

Individuals mostly do not notice alterations in the address location, as they occur frequently 

(Herzberg, 2008). There are chances the bogus site may contain a high-assurance security 

certificate (Franco, 2005). The phishers are able to project a fake site, which consists of an SSL 

(Secure Socket Layer) certificate that is forged by the use of a vulnerable hashing algorithm, 

widely utilised by cryptographic functions (Stray, 2008). 

2.2.4 Phishing Susceptibility 

Phishing susceptibility is fundamentally crucial, as it measures a company’s or a user’s 

vulnerability to phishing attacks. Chen and Rao (2020) defined phishing vulnerability in terms of 

a user who might fall prey to various illicit or deceitful activities. In addition, phishing 

vulnerability has been defined by Sommestad and Karlzén (2019) as the likelihood of a person 

undertaking an action that is requested via a misleading message. In addition, Dodge and Rovira 

(2012) classified phishing vulnerability as a victim clicking on a doubtful link because they are 

not able to recognise the fraudulent scam. Moreover, phishing susceptibility has been defined by 

(Kleitman et al., 2018) as failure to recognise a phishing email. From the above definitions, it is 

clear that phishing susceptibility is a user response based on a lack of awareness of phishing. 
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Phishing can be successful in deceiving individuals and this is displayed in several studies. 

For instance, a previous study conducted by (Dhamija et al., 2006) indicated that individuals are 

vulnerable to phishing attacks, as the significance of browser indications are not valued. 

Additionally, in a study conducted by (Alsharnouby et al., 2015), the outcome displayed that users 

only recognised 53% of phishing websites. Many users may not consider security indicators, and 

they are mainly dependent on the content of the website in evaluating the legitimacy of the website. 

According to Whiteman (2017), college students are the most susceptible to phishing attacks. 

Users perceive phishing emails to be sent by trusted sources, and thereby disclose confidential 

information (Dhamija et al., 2006). It has been stated by (Sheng et al., 2010) that individuals tend 

to judge the legitimacy of a website by its look, which phishers can easily copy. A study by Bielski 

(2004) mentioned that email messages are designed professionally by phishers, to manipulate the 

victim into thinking that the email seems to be from a real source. It has been stated by Forte (2009) 

that individuals are more susceptible to emails that appear from institutes or other sources with 

which they share a strong relationship, and they are then less probable to question the authenticity. 

Alseadoon et al. (2012) conducted an experiment by sending phishing emails to determine 

which users were more vulnerable. The finding was that users with less email experience are more 

susceptible to phishing email attacks. Additionally, a study by Halevi et al. in 2013 analysed the 

relationship between personality traits and phishing susceptibility. The authors stated that 

recognising these personality traits might help protect people from phishing attacks. Additionally, 

the researchers studied how personality traits impacted the users’ behaviour on social media such 

as Facebook. The scholars found that the main factor affecting the issue of replying to phishing 

emails, is neuroticism, and individuals who achieve a high score on the openness element tend to 

post more information on social media such as Facebook. Wardman et al. (2009) proposed the 

necessity to improve individual knowledge about phishing, after showing the vulnerability of 

individuals to phishing attacks. 

A study conducted by Odara and Sanders (2011) aimed to assess the phishing attack 

awareness of individuals from different countries. An online survey was conducted to study the 

participants, who were given a number of fake and real emails. Then, they were requested to decide 

which were legitimate. The outcomes of the study found that only 43% of the legitimate emails 

were identified correctly (Odara and Sanders, 2011). As previously discussed, another study, 

conducted by (Alsharnouby et al., 2015), stated that when the participants were presented with real 
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or fake websites, just 53% of the participants recognised the phishing websites correctly. This 

emphasises the fact that, while users find it difficult to detect real or fake emails, the websites are 

also accurately designed to trick the targets. 

A study conducted by Parsons et al. (2015) identified the signs that differentiate between 

real and fake emails. The authors stated that the decisions made by the participants were based on 

poor indicators. Besides, the researchers reported that the participants were affected by the urgency 

of an email. Moreover, Parsons et al. (2015) mentioned that the individuals impacted by the 

urgency had a higher tendency to become victims of phishing attacks. Therefore, the scholars 

suggested that the users need to be aware of the risks related to fast or urgent replies. 

Benenson and Landwirth (2017) explained the causes behind the clicking behaviour of 

users. The authors experimented by sending an email, with a link to non-existing pictures of a 

supposed gathering, from a fake personality. The scholars asked the participants some questions 

about why they clicked or did not click the link. The results showed that the causes for clicking 

were the following: curiosity, known sender, context, natural behaviour, and fear. In addition, the 

researchers explained what each factor represented. Firstly, ‘curiosity’ is understood to be the 

victim’s curiosity ‘about the pictures, [and their interest] to see the content’ in the email. The 

‘context’ relates to the circumstances of the individual facing the attack, and can be understood as 

the ‘perception [that] the message fits the situation’. ‘Known sender’ relates to the familiarity of 

the victim, whereby there is an implicit reason of supposition or certitude that one knows the source 

of the email. Additionally, ‘fear’ is explained as nervousness that a hacker might have pictures of 

the target, and ‘natural behaviour’ refers to the behaviour of victims where they ‘clicked without 

thinking, [acting] impulsively’. On the other hand, the reasons for not clicking were found to be 

unknown sender, situation context, message type, link type, and bad experience. While ‘unknown 

sender’ is self-explanatory, suspicion of fraud is a supposition that the message is deceitful, and 

might include malicious software. In addition, ‘Situation context’ is the perception that the 

message does not fit the case. ‘Message type’ is the unknown message, not addressed by the name’, 

and ‘link type’ is a link that looks doubtful, whereas ‘bad experience’ is the disagreeable 

experience in a similar condition. From this study, it is evident that there are many underlying 

elements that impact the clicking behaviour of individual users when confronted with suspicious 

emails. 
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It has been demonstrated by Anawar et al. (2019) that in order to evolve countermeasures 

for phishing it is essential to know the individual’s behaviour towards the phishing emails. The 

previous study recommended that worker characteristics presented a risk to the enterprise’s 

security (Anawar et al., 2019). There is a high chance that the phishers analyse employees’ email 

interests and habits in order to perform phishing attacks. This increases the phishing susceptibility 

likelihood (Zaki et al., 2017). Further, the literature indicates a fluctuation in phishing 

susceptibility with users’ demographic factors (e.g. age and gender), as they determine the 

influence of phishing susceptibility (Anawar et al., 2019). In addition, it has been found by 

Sebescen and Vitak (2017) that fresh graduates in an organisation are more vulnerable to phishing. 

More senior workers at a workplace also have greater chances of phishing vulnerability (Sebescen 

and Vitak, 2017). Bandi’s (2016) outcomes indicated that older individuals are less riskier, in terms 

of online security behaviour, than younger individuals. 

2.2.4.1 Demographic Factors in Phishing Susceptibility 

Several scholars have studied the relationship between phishing vulnerability and 

demographic factors (Dhamija and Tygar, 2005; Algarni et al., 2017; Byrne, 2010; Costa, 

Terracciano and McCrae, 2001; Darwish, Zarka and Aloul, 2012; Dawn et al., 2019; Dhamija, 

Tygar and Hearst, 2006; Halevi et al., 2013; Jagatic et al., 2007; Milne et al., 2009; Robert, 2018; 

Sheng et al., 2010; Silic and Back, 2016; Kumaraguru et al., 2010). Sheng et al. (2010) found there 

was a relationship between phishing vulnerability and demographic elements; age and gender were 

the main demographic factors that predicted the susceptibility to phishing. In terms of age, these 

scholars found that individuals in the age group 18-25 were more susceptible when compared to 

other age groups. It has been stated by Alseadoon (2014) that individuals in the age group 18-25 

were more probable to be risk takers. 

Albadi and Weir (2018) found that young users of the internet are more vulnerable to social 

engineering attacks such as phishing. Similar results were shown by Airehrour, Vasudevan Nair 

and Madanian (2018), who reported that persons in the age group 28-38 years are less susceptible 

to phishing attacks. It has been mentioned by Taib et al. (2019) that researchers found that younger 

users are more vulnerable to phishing emails, particularly when they are exposed to scarcity-based 

emails (Jagatic et al., 2007; Coronges et al., 2012; Sheng et al, 2010). However, Mohebzada et al. 

(2012) found older users are more vulnerable to phishing emails than younger users. In addition, 
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Dawn et al. (2019) conducted a study to find if there are age differences in phishing vulnerability. 

The researchers found there are no age variances in phishing vulnerability. 

In terms of gender, Sheng et al. (2010) discovered that females are more vulnerable to 

phishing than males. This might reflect that females are more possible than males to show 

agreeableness, and this might impact their susceptibility (Costa et al., 2001). Darwish et al. (2012) 

argued that females have a sympathetic personality, and some literature showed that females are 

more vulnerable to phishing attacks than men. In addition, the researchers found that women click 

on links in phishing emails more than men, and they continue to provide information to phishing 

websites more than men. Similar findings were concluded by Team (2014) who stated that women 

are more vulnerable to phishing attacks than men, as they are more open towards social media 

usage, and more liable to reply to junk ads. Moreover, Kumaraguru et al. (2009) and Silic and 

Back (2016) also found that females are more vulnerable to phishing attacks when compared to 

males. Nevertheless, a study conducted by Robert (2018) found that gender did not have any 

impact on participants’ susceptibility to phishing, while age and education did. 

2.3 Social Engineering Persuading Strategies (SEPS) 

There are numerous theories on persuasion strategies (Cialdini, 2007; Gragg, 2003; Stajano 

and Wilson, 2011). However, Cialdini’s psychological persuasion strategies are considered to be 

‘the most widely accepted classification of psychological persuasion strategies’ (Butavicius et al., 

2015, p. 2). As previously discussed, the relevant three of Cialdini’s six strategies, in this context, 

are authority, social proof, and scarcity. 

2.3.1 Authority Strategy 

Authority is described by Bullée (2017) as a propensity to perform the requests of 

authoritative figures. It is a human tendency to respect and follow the instructions received from 

higher powers (Cialdini, 2007; Modic and Lea, 2013; Whitty, 2013). Cialdini (2007) stated that 

authority is based on the notion that individuals are more probable to reply to someone’s request 

if that somebody is in a position of power. In addition, the principle of authority explains that 

human are ready to obey the instructions or suggestions of an individual they foretake as an 

authoritative figure (Hadnagy, 2011). In almost every society, the principle of respecting and 

obeying with authority is instilled since infantile. Following instructions from authority is the basis 

of an understanding of power; the decisions affect the entire society. 
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Authority is the most common and effective persuasion strategy (Akbar, 2014). In the 

realm of technology, the authority level in any email is a crucial factor in persuading the user’s 

response. Guéguen and Jacob (2002) used a replicated phishing attack to show when contributors 

were more probable to respond to an email requesting them to fill up a survey. For instance, an 

email from a higher scientific research authority captured more attention when compared to an 

email from an undergraduate student. A study conducted by Ferguson (2005) also showed the 

efficiency of the authority strategy. In that study, more than 500 students were sent an email that 

appeared to be from a colonel, instructing the participants to click on an embedded URL. Although 

signs in the email indicated that the demand was illegal, 80% of the participants clicked on the 

URL within the email, possibly since the email seemed to be from an authoritative individual. 

A study was carried out with the students at a university in the KSA, by producing an exact 

copy of their website. Almost 200 students agreed to get involved; they were informed to the effect 

that the experiment was to study the behaviour of users when encountering phishing attacks. In 

addition, the study included a trusted teacher, since out of respect, the students trust their 

instructors and finish their designated duties. Moreover, the teacher gave the command to the 

students to log into the website of the university. The result of this experiment found that almost 

90% of the students inserted the information just to follow the teacher's command, going by the 

interface of the website, and not examining the URL and logo correctly. Additionally, another 5% 

had some uncertainty about the website verification; but, out of trust in and respect for the teacher, 

they inserted their identifications. Furthermore, the residual 5% questioned the genuineness, and 

rejected to insert the information (Alghazo and Kazimi, 2013).  

It has been demonstrated by Butavicius (2015) that participants were more likely to respond 

to an email pretending to be from an authoritative figure, such as a manager, or university official. 

In cybercriminal activities (such as hacking or phishing emails), no face-to-face contact exists, and 

the attacker is more dependent on authority taken from different higher positions. For example, an 

attacker can present themselves as a government representative, such as the ministry of health, 

with the intention to collect the victim’s confidential details and send an email requesting an action 

to view the precautionary steps to protect themselves from COVID-19. 

A number of phishing emails have been analysed by Akbar (2014) and Atkins and Huang 

(2013). In their studies, authority was the most common strategy in persuading the participants to 

execute a certain activity. Bullée et al. (2015) conducted an in-person experiment, rather than using 
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email. The authors found that authority did not influence the vulnerability of users towards 

information disclosure. The clothing of the social engineer was varied to portray different levels 

of authority, where official clothing denoted high authority and informal clothing represented low 

authority. According to a study conducted by Guéguen and Jacob (2002), authority signs in an 

email signature enhanced the pact with a simple email request, showing that authority could be 

more powerful when indicated through a powerful position, instead of clothes. 

In addition to this, numerous studies found that the authority strategy is the most effective 

in persuading internet users to perform a certain action, such as clicking on URLs, or downloading 

attachments (Butavicius et al., 2015; Halevi et al., 2015). Because authority is the number one 

persuasion strategy (Bullée, 2017), it is logical that phishers often use this strategy as the main 

practice. It is notable, therefore, that individuals who obediently respond to authority are more 

probable to respond to email requests than individuals who are more hesitant about authoritative 

entities. 

Hadnagy (2011) identified three authority categories that he believed to be more in 

alignment with social engineering attacks. These were: legal authority – this is built on the lawful 

system and the authorities are law enforcement personnel, like police officers, attorneys, and 

judges; organisational authority – this is defined by the organisation’s hierarchical structure, with 

the chiefs (e.g. the CEO) representing the higher authorities; social authority – this includes 

national leaders, such as Presidents, Prime Ministers, and Kings (Hadnagy, 2011). 

As mentioned in Denno’s study (2016), that Cialdini has said that ‘we are often as 

vulnerable to the symbols of authority as to the substance’ (2007, p. 220). He also states that 

‘[t]here are several kinds of symbols that can reliably trigger our compliance in the absence of the 

genuine substance of authority... titles, clothes, and trappings of authority’ (Cialdini, 2007, p. 221). 

Attackers comply with authority and symbols in order to influence victims into taking the requisite 

actions to execute their intentions. For instance, hackers, when executing their phishing attacks, 

use authority as their principle when impersonating an organisational authority; they request the 

completion of a specific request, such as changing a password, by providing their corrupted link. 

2.3.2 Social Proof Strategy 

Social proof is a psychological effect that guides people to copy others’ behaviour. 

Copying what other individuals feel is seen as an easy, simple, and quick way to solve problems 

or make decisions (Nudgify, 2021). Cialdini describes social proof by saying that we view a 
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particular behaviour as right in a given situation to the degree that we look at others doing it 

(Cialdini, 2007, p. 116). Cialdini further states that when we are uncertain of ourselves, when the 

situation is vague or not clear, we are most probable to look to and agree with the actions of others 

as right (Cialdini, 2007, p. 129).  

When people are not able to make decisions, they look around for recommendations. It is 

in human nature to follow the peer’s lead, and their standards are often adopted and presented as 

one’s own. Social proof is about believing what other individuals are doing or believing in similar 

or ambiguous situations. This also means humans trust humans, who possess the same nature or 

level of understanding; for instance, the actions and decisions made by family and friends. 

When an individual faces a situation where they are unable to decide, they look around and 

study the decisions made by other people. This is acceptable as long as they are studying the 

decisions of people they trust such as friends and family. However, if people blindly follow societal 

trends rather than their own instincts, there are chances they might encounter consequences that 

last for long. The worst aspect of this tendency is that it leads to a phenomenon called pluralistic 

ignorance (Cialdini, 2007). 

Pluralistic ignorance refers to the adoption of a particular trend simply because the majority 

is following it. For instance, individuals might disregard a person struggling to get back on their 

feet after a bike crash, when no one around is helping. However, if the same individual is being 

helped by others, there will be a snowball of people trying to see what is going on and help as 

much as possible. This might escalate to the degree that they might be ordered to leave in order to 

avoid a traffic blockage (Cialdini, 2007). 

Humans find it easy to adopt the decisions made by others. In terms of cybercrimes, 

cybercriminals have closely studied this behavioural pattern, and they therefore create situations 

in which the victim is required to seek the help of others and rely on their actions. For example, in 

cybercriminal activities such as phishing, the attacker might present a product that was 

reviewed/purchased by the victim’s friends. The victim, out of confidence and trust in the friends, 

might purchase the product and fall prey to the attacker. Here, the basic reason was the 

recommendation from near and dear ones, and the biased outlook towards the product, without 

questioning the authenticity or genuineness of the product. 

Stajano and Wilson (2011) described social proof as a common scamming technique that 

encourages people to take risks just because others are willing to bet on the matter. For example, 
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during an auction, the seller hires fake bidders to increase the bid on an item. Later, the decisions 

about the auction are made by the seller, while the fake bidders inspire others to increase their bids. 

In a similar way, scammers also create fake social media accounts, to convince their victims that 

they share opinions with others. 

Research by Modic and Lea (2013) discovered that victims accepted fraudulent offers 

solely because their peers responded. The scammers pretend to have a good relationship with their 

victims so they can accomplish their scamming tasks. Furthermore, the scammer might prevent 

the individuals from discussing the subject with others, and add a policy of cancellation if the 

‘success’ is revealed to others. This is because the discussion of scams is a threat to the scammer’s 

anonymity. For example, in the lottery, the winner is asked not to disclose their victory, in order 

to avoid double claiming the results. 

Numerous studies found that the social proof strategy is successful strategy in persuading 

individuals to perform a particular action (Akbar, 2014; Butavicius et al., 2015; Taib et al., 2019; 

Atkins and Huang, 2013). A study conducted by Taib et al. (2019) demonstrated that a large-scale 

phishing attack was carried out on a multinational monetary institute. In this study, the social proof 

was the most efficient strategy. 

2.3.3 Scarcity Strategy 

The scarcity strategy can be explained as individuals finding objects and chances more 

attractive if they are rare, scarce, or not easy to acquire (Hadnagy, 2011, p. 195). This strategy is 

commonly used in different fields to impact individuals to take action in situations where they 

might not normally do so. Scarcity is dependent on the desire which is created due to the lack of 

items or opportunities. This effect, as explained by Cialdini, is due to the fact that ‘the idea of 

potential loss plays a large role in human decision making. In fact, people seem to be more 

motivated by the thought of losing something than by the thought of gaining something of equal 

value (Cialdini, 2007, p. 238). 

It was suggested by De Martino et al. (2006) that individuals face a fear of loss, and this is 

used to encourage their actions. Thus, the fear of loss is an excellent application of the scarcity 

principle; it focuses on a limitation, of quantity (e.g. ‘only three items in stock’) or time (e.g. 

‘limited time offer’). With the set limitation, the individual might fear the loss of the opportunity, 

and instantly accept the offer (Cialdini, 2007). 
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The shortage of resources, and the increase in the product’s demand, rises the value, 

making it more wanted. Time is shown as a stressful element; as it affects the market that views 

time to be in limited supply, therefore an individual does not have time to ponder on their actions 

(Cialdini, 2007). Chowdhury, Adam and Skinner (2018) mention that time pressure is one of the 

significant factors behind insecure individuals’ cybersecurity behaviour; the authors conducted 

interviews with experts in cybersecurity, with one of them commenting that ‘when we are under 

time pressure, we do not make the best decision’. An email might present a particular product as 

being available only for a limited time, and offer a timely reduction, making it valuable and in-

demand (Cialdini, 2007). For example, when a user receives an email that presents a particular 

product with a 70% discount for only 24 hours, due to the time pressure, the user – without thinking 

or checking the origin of the email – may click on the link within the email. An experiment was 

conducted on college students who decided the taste of the cookies based on the quantity present 

in the jar – the fewer the cookies, the more appealing. Similarly, in cybercriminal activities such 

as phishing, the attacker places a limited time offer in emails to take advantage of the victim’s 

desire. The other common tactic is sending an email with a 24-hour time limit to protect the account 

by clicking the link; however, failure to do so will lead to the deactivation of the account 

(Microsoft, 2020). 

As explained in the report by F5 Labs (2017), there was an increase of more than 50% in 

phishing and fraud incidents between October and December. During special periods such as New 

Year, Christmas, or travel seasons, hackers send emails with coupons, sales, and exciting offers, 

pressuring users to give up confidential Information. Cybercriminals make sure their offers are 

unique, in order to urge the user towards an immediate action. Stajano and Wilson (2011) studied 

various types of methods used by hackers, and presented the victim’s behavioural pattern. It was 

discovered that the hacker uses urging clauses, such as ‘one-time offer’ or ‘limited sale’. In other 

scenarios, the hackers urge the victim for confidential information in order to prevent the blockage 

of their account. On the other hand, Fisher et al. (2013) mentioned that a scam might have a reverse 

effect, which awakens the victim and prevents them from falling prey to the hackers. 

2.4 Anti-Phishing Solutions: Non-technical (Awareness) Solutions 

The infrastructure can be protected by security controls and advanced technologies that 

will lower the influence of phishing; however, protecting the individuals requires awareness and 

education as it might make the users less vulnerable (Downs et al., 2007; Ollmann, 2004) Several 
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researchers studying phishing vulnerability concluded a need to spread awareness on phishing 

threats, as it might improve user protection (Downs et al., 2007; Dhamija, Tygar and Hearst, 2006; 

Kumaraguru et al., 2007; Herzberg, 2009). Forte (2009) concluded that it is complicated to employ 

technical measures to keep away from phishing, as the hackers aim to directly attain goals if the 

user is made vulnerable. Thus, it is important to educate and spread awareness among users, to 

always verify the authenticity of the received emails. 

2.4.1 Recommendations and Best Practices 

Some researchers provided appropriate recommendations for the best practices to 

countermeasure phishing attacks. Winder (2009) suggested logging off of suspicious phishing web 

pages as soon as the user becomes curious about its authenticity. Further, the user should report 

the experience to the appropriate cyber department which should analyse the situation and spread 

awareness regarding the web pages and phishing tactics. In addition, it has been mentioned by (Qi 

et al., 2009) that users should be careful to open doubtful links and/or download attachments sent 

with the extension (.exe) as this extension is usually infected with malicious software. Forte (2009) 

studied phishing attacks that focus on creating a new phishing site that resembles an original site 

and recommended various precautionary steps to avoid phishing attacks. Tally et al. (2006) 

concentrated on presenting real-time phishing data collection to validate broadcasts, which enables 

the creation of a global archival system, that enables the discovery of the scope and features of 

phishing attacks, and predicts the target chosen for phishing attacks. This project was named 

‘Phisherman’, and it suggested and demonstrated the essence of creating a single repository that 

consists of all phishing incidents reported by different individuals; this might help companies, 

researchers, and the legal system to study phishing patterns and find different solutions to 

preventing phishing attacks. It is difficult to gather information from the organisations, especially 

financial institutions, as the records of any reported phishing attacks have to be kept confidential 

by law. Moreover, studying phishing attacks is hard as it requires in-depth analysis to achieve a 

grasp of phishing patterns and techniques. Wu et al. (2006) suggested a necessity for spreading 

awareness and educating users on how to avoid phishing attacks. 

Butler (2007) aimed to spread awareness and educate internet users on threats caused by 

phishing attacks and a proposed anti-measure framework. Further, Butler (2007) provided an 

overview of phishing attacks, patterns and techniques used by the phishers and suggested proactive 

measures to avoid phishing attacks. Moreover, he suggested remedial actions that might decrease 
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the consequences through which an individual suffers from a well-planned and effective phishing 

attack. The researcher suggested the necessity for appropriate anti-phishing education in order to 

safeguard internet users from phishing email attacks. To sum up, the suggested steps and measures 

by innumerable researchers found the intense need for the users to be educated and some 

publications reiterate the existing articles and literature. 

2.4.2 Recommendations on Detecting Phishing Emails 

Literature that suggests crucial practices and recommendations offers several steps to 

detect phishing attacks and recommends different patterns and methods to avoid phishing attacks. 

The following section presents a high-level summary of best practices collected from the existing 

literature that shows how to keep away from phishing email attacks. 

Users should focus on the following email patterns 

• Ideally, institutions do not collect confidential information via email as it is vulnerable to threat 

(Butler, 2007).  

• An email that addresses the user as ‘Dear valued customer’ might be a phishing email as 

organisations send an email with formal greetings followed by the name of the customer 

(CISCO, 2021; Dhamija, Tygar and Hearst, 2006). 

• Any user should focus on the content of the email and carefully study it might contain 

grammatical errors or misspelled words. An official email is well-drafted by experts to avoid 

any errors and to clearly convey the message with appropriate formal language (CISCO, 2021; 

Furnell 2007; Harrison et al., 2016; Jakbosson, 2007; Parsons et al., 2015). 

• Phishing email consists of urgency and requests the user to instantly takes an action so the 

phishing attacks are successfully carried on (CISCO, 2021). For instance, In 2020 when the 

Coronavirus (COVID-19) pandemic broke out, there were several phishing emails circulating 

with precautionary steps to be taken. The steps were in an attachment which actually was a 

software virus to corrupt the system. During the pandemic, the KSA witnessed phishing email 

attacks purportedly from the Ministry of Health, prompting users to download an attachment to 

protect themselves from the COVID-19 attack. 

Users should focus on deceptive website links 

• Phishers hide the fake website’s URL and make it difficult for the phishing targets to recognise 

the authentic URL (Ollmann, 2004). The authentic address is visible in the browser’s location 

or in a message that opens when moving the cursor over the link. 
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• As the users are unaware of the authentic domain name pattern, the URL is not properly read, 

which leads to falling prey to phishing attacks. Several phishing attacks purchase incorrect 

domain names that are not relevant to the organisation; however, they appear to be authentic 

web pages (Herzberg, 2008).  

• Phishers with experience develop URLs that resemble authentic URLs and make it hard for the 

users to spot the difference instantly. In addition, the attackers aim to purposely use an illegal 

hostname that resembles the authentic hostname by swapping the characters or minorly altering 

the words. A study conducted by the APWG (2006) demonstrated that around 48% of phishing 

URLs resemble authentic URLs making it hard for users to detect phishing attacks. For instance, 

the most popular sites such as paypal.com, Microsoft.com and apple.com had phishing web 

pages with a minor change to the name – paypaL.com, microsift.com or verify-microsoft.com, 

and appple.com. 

• Phishers use hidden URLs to conceal the real destination of the webpage. This results in 

embedding the phishing content at the end of the long URL in the address bar. This pattern is 

used to conceal the real destination host of phishing attacks (Sophos, 2005). 

Authentic website security indicators 

• Studies have shown that authentic URLs are protected by Secure Socket Layer/ Transport Layer 

(SSL/TLS) security commonly used cryptographic protocols, which is a clear indication the 

website is not a phishing webpage. Moreover, the URLs to authentic web pages begin with 

‘HTTPS’, which is easy to detect in the address bar (Herzberg and Jbara, 2004). By carefully 

looking for address bar keywords, phishing attacks might be avoided. 

• The authentic websites consist of a lock near the status area or address bar. Once the user clicks 

on the lock icon the security certificate of the website is displayed. According to (Herzberg and 

Jbara, 2004) it is crucial to guarantee the certificate is reliable and is appropriately assigned to 

the webpage that is being used. 

• It is recommended by the researchers that the users pay close attention to the security alerts 

displayed by the browsers (Herzberg and Jbara, 2004). 

In conclusion, phishing email attacks can be avoided by users not taking any action against 

suspicious emails or web pages. The phishers study the geographic locations culture, human 

behaviour patterns and also the pre-set notion of the society. Through this study, the phisher 

employs new patterns/tactics to successfully carry out phishing attacks. Few researchers 
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mentioned the unavailability of proper phishing attacks information and patterns (Emigh, 2005; 

Merwe et al. 2005; Robila and Ragucci, 2006), therefore, it is suggested to spread awareness and 

educate oneself on the possible phishing attacks. 

2.4.3 Phishing Education and Training 

Internet users are the primary targets of phishing emails; therefore, high importance should 

be given to protecting them from such attacks. Users should be aware that a simple act of just 

opening any given email might result in phishing attacks. There are chances an individual might 

fall prey to phishing attacks without understanding or making an effort. Phishing emails might 

consist of links to malicious attacked files that not only harm the user’s computer but also 

compromise the user’s security. Therefore, users should be educated on improving the ways to 

detect phishing emails by providing appropriate phishing detection training and developing 

educational courses. 

Information security awareness can be spread widely by taking the initiative to educate 

individuals about anti-phishing. Anti-phishing education has been the key anxiety of several 

institutions. The Anti-Phishing Working Group (2005) has created a phishing awareness site in 

order to assist in decreasing the risk to individuals of incorrect trust decisions. Several scholars 

(Butler, 2005; Consumer Reports, 2006; Emigh, 2005) have pointed out the significance and 

efficiency of teaching the user to prevent phishing. 

The internet users have to be aware of the risks and threats of identity theft via phishing 

and should recognise how to protect their sensitive information from hackers by using security 

practices properly. In addition, the internet users should have the ability to identify phishing attacks 

and how to respond to them appropriately. Attackers’ skills and abilities are growing and they are 

becoming more complex and advanced due to the existing methods used to deceive the internet 

users. Therefore, internet users have to always update their awareness of phishing attacks and their 

security practices (AlHamar, 2010). 

It has been argued by Merwe et al. (2005) that education is not considered a part of the 

literature as the research helps prevent technical intrusions and phishing attacks. Even though some 

security experts argue that educating users in regard to security is not an efficient method for 

protection (Evers, 2007), other researchers (Kumaraguru et al., 2007) recommended developing 

detailed, well-designed, deeply researched security education courses. 
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Although there are innumerable anti-phishing education courses, the users are either 

unaware or disregard such courses (Kumaraguru et al., 2007; Whitten and Tygar, 1999). This 

creates a sense of urgency for developing educational courses which create enthusiasm and 

enhances the users’ phishing knowledge and awareness. 

Anton et al. (2004) recommended that educating the users might worsen or cause a threat 

to the users when conducting online activities rather than protecting their activities. In addition, 

other researchers (Kumaraguru et al., 2007) suggest creating simple phishing detection methods 

that spread awareness and educate users. Here, the need to identify complex security courses can 

be avoided. Downs et al. (2007) recommended the necessity of educating the users as it will 

increase users’ knowledge of phishing instead of spreading warnings and overwhelming the users 

with the related risks (Downs et al., 2007). This also recommends that education needs to be 

efficient and easy to understand rather than creating a sense of threat and anxiety in the user. 

The learning literature insists that actual problem-solving activity is necessary to acquire 

increased well-understood learning (Brown et al., 1989; McLellan, 1996). Therefore, extra effort 

is required in developing practical training in order to resolve phishing problems, by studying a 

user’s motivation and problem-solving skills. 

The key aim of the current study is to evaluate TPB to explain the behavioural intention of 

Saudi Arabian undergraduate students when responding to phishing emails under SEPS. The 

following section discusses the theoretical framework of this study followed by an overview of 

Saudi culture. 

2.5 Theoretical Framework 

A theoretical framework is a single formal theory where a study is designed around a 

theoretical framework. It is the primary means whereby the research problem is analysed and 

examined. The theory of reasoned action (TRA) and the theory of planned behaviour (TPB) are, 

together, the theoretical framework for the current study, as they use a way for examining the 

decisions of individuals when doing particular behaviours (Burak et al., 2013). Specifically, TRA 

and TPB (Ajzen, 1985; Ajzen and Fishbein, 1980; Fishbein and Ajzen, 1975) posited that beliefs 

about outcomes of behaviours and perceived beliefs of persons are antecedents of attitudes and 

intentions of behaviour (Burak et al., 2013). 
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2.5.1 Theory of Reasoned Action (TRA) 

Ajzen and Fishbein in 1975, introduced the theory of reasoned action (TRA). According to 

Siponen et al. (2014), two factors represent motivational factors in the TRA of reasoned action, 

which are attitude toward the behaviour and subjective norms. According to the authors of this 

theory, the two main variables of the TRA are determinants of individual intentions toward a 

particular behaviour. In addition, TRA is based on the assumption that a person’s intention towards 

a given behaviour is close to the antecedent of that behaviour. In addition, intentions of individuals 

can be figured by their attitudes and the subjective norms relate to the behavioural performance 

(Ajzen and Fishbein, 1980; Fishbein and Ajzen, 1975). 

Academics give support for the attitude toward the behaviour, in the existing literature 

(Baloglu et al., 2016; Chatterjee et al., 2015). Ajzen and Fishbein (1980) used TRA and supposed 

that attitudes towards behaviour arise from the beliefs towards that behaviour. Further, they 

assumed that attitudes are a mixture of beliefs regarding the characteristics of a certain attitude and 

evaluations of the characteristics. Moreover, the individual’s intention plays a crucial role in TRA 

model, and is considered as the major predictor of an individual’s intention towards performing an 

act (Ajzen and Fishbein, 1980). 

According to Yazdanmehr et al. (2015) ‘subjective norms’ refers to individuals’ beliefs 

regarding what the individuals think those significant people to them (for example, family and 

friends) expect. TRA has been progressed by TPB, to include an additional factor in predicting 

individuals’ intentions, called Perceived Behavioual Control (PBC) (Ajzen, 1991). 

Figure 3 : Theory of Reasoned Action model (TRA) 

2.5.2 Theory of Planned Behaviour (TPB) 

Ajzen was involved in developing the Theory of Reasoned Action (TRA), and also 

developed the Theory of Planned Behaviour (TPB) (1991), which is an expansion of TRA. 

According to the author, TPB was developed to explain a diversity of individuals’ behaviours in 
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different environments or contexts. TPB seeks to predict a person’s attempt to execute a certain 

behaviour. In addition, Murnaghan et al. (2010) mentioned that the purpose of the theory is not 

just to predict the behaviour of individuals but also to explain it. The theory states that the 

behaviour is controlled by the individual’s intention. Consequently, according to the author, from 

the given intention, a certain behaviour can be predicted (Ajzen, 1991). Furthermore, the 

individual’s behavioural intention is impacted by the three main factors, which are Attitude (ATT), 

Subjective Norms (SN), and Perceived Behavioual Control (PBC) (Kwan and Bryan, 2010). In 

TPB, the three main mentioned constructs were defined by the author of the theory, Ajzen (1991), 

as antecedent constructs of intention. ATT is defined as a feeling towards a behaviour, SN refers 

to the perceptions of societal expectations about a person’s behaviour, and PBC refers to an 

individual’s perceptions of volitional control with regard to a given intention (Ajzen, 1991; 

Johnston and Warkentin, 2010). It has been stated (Javadi et al., 2013) that the more favourable 

the ATT, SN, and PBC, the stronger should be the intention of individual in performing a certain 

behaviour. 

In TPB, the behavioural intentions are supposed to be the greatest predictor of an 

individual’s attempt to execute a particular behaviour. A meta-analysis of about 190 studies linked 

to TPB supported the predictive power of the theory, and discovered that the theory accounted for 

about 27–39% of the behavioural intention (Armitage and Conner, 2001). Additionally, a meta-

analysis of 422 studies conducted by Sheeran (2002) discovered that the TPB accounted for about 

28% of the behavioural intention. Moreover, studies have displayed the predictive power of the 

theory constructs on intention, with a range of 39% according to Armitage and Conner (2001), and 

50% for intention according to Hagger et al. (2002). A systematic review discovered that TPB is 

roughly as perfect at predicting intentions and behaviour related to information security studies 

(such as compliance with information security policies) — approximately 40% of the variance in 

intentions has been clarified in survey research (Sommestad and Hallberg, 2013). Therefore, meta-

analyses of correlational studies have recommended that intentions are moderately to highly 

associated with behaviour (Cohen et al., 2003). The popularity of the TPB is indicated by the 

number of citations made. According to Sommestad and Hallberg (2013), there were more than 

23,000 citations made in 2013. Additionally, the number of citations increased in 2014 to more 

than 27,500 (Beduz, 2014). 
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TPB has three key independent factors that influence behavioural intention (intention is the 

dependent factor of TPB). The three main independent factors are Attitude (ATT), Subjective 

Norms (SN), and Perceived Behavioural Control (PBC). ATT, SN, and PBC are an individual’s 

beliefs in any provided scenario (Sommestad and Hallberg, 2013). ATT is determined by 

behavioural beliefs – an individual’s belief about the result of a given behaviour. This is based on 

the probability that certain behaviours result in certain outcomes. SN is determined by normative 

beliefs – perceived social pressure. PBC is determined by control beliefs – an individual’s beliefs 

about the presence of variables that might work towards or delay execution of the behaviour 

(Ajzen, 2001). The following section provides an insight into the TPB factors, independent and 

dependent. 

2.5.2.1 Attitude (ATT) 

Attitude is the first construct in TPB, and Ajzen (1991) defined it as a favourable or 

unfavourable evaluation a person holds with respect to certain behaviours. ATT is the overall 

evaluation of a person’s good or bad behaviour (Fishbein and Ajzen, 1975). Attitudes are formed 

through integrating the beliefs of behaviour and evaluating the outcome (Ajzen, 1991). Attitude 

possesses various scales of measurement that might be measured using different adjectives, like 

good or bad, advantageous or harmful, useful or useless, important or unimportant (Ajzen and 

Fishbein, 1980). Based on a person’s belief, the attitude is determined; for instance, a positive 

perception has a positive attitude. 

Attitude is a decisive factor in behaviour patterns that decide if a situation should be 

accepted or avoided. For example, when a user decides to accomplish a task (e.g., intention towards 

information security policies compliance), the attitude plays a significant role in deciding the 

response (Bulgurcu et al., 2010; Ifinedo, 2011; Sommestad et al., 2015). A significant amount of 

intended behaviour is explained by attitude (Arpaci and Baloglu, 2016; Burns and Roberts, 2013; 

Jafarkarimi et al., 2016; Kumar et al., 2008; Lee and Kozar, 2008; Ng and Rahim, 2005; Safa et 

al., 2016; Yao and Linz, 2008; Zhang and McDowell, 2009). Therefore, according to the Theory 

of Planned Behaviour (TPB), attitudes will have a significant impact on users’ intentions (Ajzen, 

1991). 

2.5.2.2 Subjective Norms (SN) 

Subjective norm is the second construct in TPB and represents the social pressure on the 

individual in deciding if a particular behaviour should or should not be performed (Ajzen, 1991; 
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Yazdanmehr and Wang, 2015). In other words, an individual who is motivated by others feels a 

sense of obligation to perform the behaviour that conforms to perceived social pressure (Hernandez 

and Mazzon, 2007). In addition, SN is determined by the perception of a person’s normative belief, 

that motivates a certain behaviour and its compliance. Furthermore, SN is a prerequisite to a 

person’s intention in doing a specific behaviour (Ajzen, 1991). In this scenario, the individual is 

more concerned about others’ approval or disapproval when deciding whether or not to perform a 

certain behaviour (Yoon and Kim, 2013). Based on their beliefs of what others think about the 

individual, their intention to execute a behaviour has a positive or negative effect (Armitage and 

Conner, 2001; Yazdanmehr and Wang, 2015). 

The influence of SN, or societal pressure/expectations on individuals, plays a critical role 

in shaping their intentions. In other words, the perception shaped by a person relating to their 

normative beliefs is built via the behavioural anticipations of that individual based on their social 

circle. In addition, the influence of family and friends on an individual impacts their conscious and 

subconscious decision-making process.  

Fishbein and Ajzen (1975) illustrated that subjective norms are considered to evaluate the 

impact of the surrounding social environment. Therefore, it is crucial to differentiate between 

social influence, injunctive norms, and descriptive norms, as they are considered to form different 

motivational bases (Deutsch and Gerard, 1955). Injunctive social norms come under the category 

of subjective norms, as they emphasise social pressure, whereby the individual is more concerned 

about gaining approval from others, regardless of their opinions, view-points or comfort levels. 

Descriptive norms can be explained as a perception of others, their attitude and behaviour in the 

provided field of interest. 

2.5.2.3 Perceived Behavioural Control (PBC) 

PBC is the independent factor that differentiates the Theory of Planned Behaviour (TPB) 

from the Theory of Reasoned Actions (TRA) (Ajzen, 1991). This construct is influenced by the 

individual’s salient control beliefs (Ajzen, 2002). According to Blythe (2015), the PBC construct 

is similar to a construct named self-efficacy. PBC relates to the ability of a person, or their 

perceived capacity, to enact a particular behaviour in relation to their intention. This can be 

reframed as the effect of ‘control’ variables that to a large part influence the decision-making 

standards undertaken by a person when choosing to follow a certain course of action. These 

variables, predominantly referred to as ‘control factors’, will dictate the levels of behavioural 
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control assigned to the undertaking of a particular course of action or activity. Additionally, 

multiple control factors can be present at a given time, and the perception of an individual as to 

which variable is more powerful influences their decision to take action in line with the degree of 

control within a given factor (Schifter and Ajzen, 1985). 

PBC assumes that the more a person believes in the chances and resources they possess to 

perform a behaviour effectively, the greater their intention will be to execute that behaviour (Ajzen, 

2002). PBC is driven by an individual's belief in their ability to execute a certain behaviour (Ajzen, 

2002). In addition, this factor includes internal factors (information, expertise, abilities, feelings, 

and coercion) and external control elements (sources, chances, and dependence on others) which 

might affect the behavioural intentions. PBC not just affects the dependent factor of intention, but 

has displayed some correlational role in the actor showing real behaviour (Ajzen, 1991). 

2.5.2.4 Intention (IN) 

Intention is the dependent element in the Theory of Planned Behaviour (TPB). In addition, 

intentions are supposed to gather the reasons behind an individual’s motivational factors that 

influence their behaviour. This indicates how much an individual is willing to put in the effort, and 

plan, to exert a given behaviour. Generally, if the intention is stronger, there is a high chance a 

person might execute a given behaviour. According to Rezaei et al. (2018), the more one intends 

to involve in a certain behaviour, the more probable will be its execution. 

TPB asserts intention as a behaviour that determines the performance of the actual 

behaviour of an individual (Dinev and Hu, 2007). Intention is taken as a pointer in evaluating the 

efforts of a person to do a particular behaviour (Ajzen, 1991). In addition, intention captures the 

motivational elements which impact an individual’s behaviour (Ajzen, 1991). As discussed earlier, 

the independent factors (ATT, SN, PBC) influence the dependent factor, IN (Randall and Gibson, 

1991). Research studies performed to validate TRA and TPB found that there is a strong correlation 

between an individual’s behavioural intention and real behaviour (Ajzen, 2002). The following 

figure shows the Theory of Planned Behaviour (TPB) model. 
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Figure 4 : Theory of Planned Behaviour model (TPB) 

To sum up, the Theory of Planned Behaviour factors, attitude, subjective norm, and 

perceived behavioural control work to develop a behavioural intention to impact an individual’s 

intention to perform an action. The most favourable of the factors, according to Ajzen (1991), is 

the beliefs evaluated positively based on any behaviour; the thoughts others think are crucial and 

to be performed as well as the perceived control one has over it; the greater an individual’s 

intention to participate in the behaviour the positive the results. The direct antecedent to any 

behaviour is intention as with any provided sample of degree which has control over a certain 

behaviour the individuals are to perform their behaviour based on their intentions. As per the 

theory, intention (e.g., ‘I will purchase products online’) is determined by attitudes toward the 

behaviour (e.g., ‘purchasing products online is a good idea’), subjective norms (e.g., ‘people who 

influence me prefer purchasing online products’), and perceived behavioural control (e.g., ‘I am 

able to purchase online products’). Therefore, from the above statement, the factors are 

interdependent and influence an individual’s intention to purchase products online. If the 

individual believes purchasing the online product is good and people who are important to him/her 

prefer to purchase a product online and he/she is able to purchase a product online, the greater the 

intention is influenced the positive the result. 

The Theory of Planned Behaviour (TPB) main constructs (ATT, SN, and PBC) determine 

the effect of the individual’s behavioural intention that plays a deciding factor in performing a 

certain behaviour. In the current study, intention represents the desire and possibility of an 

individual to respond to phishing emails. For instance, a person with a positive attitude, subjective 

norms, and perceived behavioural control over the behaviour, will have a determined behavioural 

intention to implement that behaviour (Ajzen, 2002). Consequently, Ajzen’s theory of planned 
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behaviour model was adopted to predict and explain the behavioural intention of Saudi Arabian 

undergraduate students when responding to phishing emails. The next section discusses culture in 

general and Saudi culture in particular. 

2.6 Culture 

According to (Dadfar et al., 2003) the term “culture” originates from a Latin term called 

“cultura”, which indicates that culture is part of people’s activities. In general terms, most people 

of a particular nation share a common culture. According to Hofstede (1993), culture influences 

individuals’ ways of thinking and behaving. Additionally, Hofstede (1984, p. 21) defined culture 

as ‘the collective programming of the mind which distinguishes the members of one human group 

from another’. According to Alkahtani (2018), and Simon and Yaras (2000), it is a mixture of 

people’s saying, thought, and making their costumes and traditions, art, language, usual agreeable 

attitudes, values, feelings, and written and non-written rules. In addition, it has been stated by 

Dadfar (1990) that culture is what individuals think, have, and make in their culture. It has been 

mentioned by Al Izki (2018) that, according to Alvesson (2002), the concept of culture has 

different meanings, including: collective forms of notions and understanding; beliefs and values; 

signs and meanings; norms and principles; emotions and feeling; patterns of behaviour; and 

practices and structures. There is an agreement that culture works at several levels like individual, 

organisational and national levels (Chen et al., 2012; Pizam, 1993). Hofstede and Minkov (2010) 

believed that the most essential level is the national level. National culture might have an influence 

on people’s behaviour, which affects their responses to various incidents in life, such as 

encountering a phishing email. 

National culture is a common belief system that exists among people’s behaviour in the 

same society. Although there may be different groups of people from different backgrounds, 

national culture is a ‘large frame’ of thought and inherited belief (Larsson and Risberg, 1998). 

According to Beck and Moore (1985), national culture is the assumptions, beliefs, and values that 

people develop in early infancy and these attitudes distinguish one group from another. Indeed, 

national culture can be viewed as a guideline that people use in their everyday life. 

There are wide variations in culture between countries, like geography, ethnicity, religion, 

gender, and generation; all define the national culture of an individual’s country (Hofstede, 2005). 

Therefore, what one country or culture finds more acceptable might not be received in the same 

method by another culture or nation. This point has been emphasised by Alas (2006, p. 237) as 
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follows: ‘What one ethnic group thinks about what is right or wrong depends on culture and 

environmental circumstances and is different across the cultures’. In addition, national culture has 

been defined by Ali and Brooks (2008) as a shared set of norms, values, and practices, that forms 

people behaviour within that culture. Hofstede (Hofstede, 1993; Hofstede-Insights, 2021) has 

classified national culture into six dimensions that distinguish one culture from another. These six 

dimensions are Power Distance, Uncertainty Avoidance, Individualism vs Collectivism, 

Masculinity vs Femininity, Long Term vs Short Term Orientation, and Indulgence. These six 

dimensions are discussed in the following subsections.  

2.6.1 Power Distance 

According to Hofstede, power distance is defined as the extent to which the less powerful 

members of an institution or organisation within a country accept that power is distributed 

unequally (Hofstede-Insights, 2021). Hofstede discovered that some countries, such as Arab 

countries, are categorised as ‘high power distance’, where the less powerful members respect the 

hierarchy and accept the instructions from more powerful members (Hofstede-Insights, 2021). 

2.6.2 Uncertainty Avoidance 

Hofstede defined uncertainty avoidance as the method that a particular culture deals with 

the fact that the future can certainly not be recognised: should we attempt controlling the future or 

just let it occur? (Hofstede-Insights, 2021). In cultures with a higher uncertainty avoidance 

ranking, individuals are more concerned about ambiguity. The reflection of this can be seen in 

cultures that are most rule-oriented and less willing to accept organisational changes (Hofstede-

Insights, 2021). For example, Arab countries are ranked by Hofstede-Insights (2021) as highly 

risk-averse, and therefore less likely to engage in situations reflecting high levels of uncertainty. 

Indeed, high risk is associated with a higher level of uncertainty. 

2.6.3 Individualism vs Collectivism 

Individualism is defined as ‘the degree of interdependence a society maintains among its 

members’ (Hofstede-Insights, 2021). In individualistic societies, people care more about 

themselves and their family, whereas in collectivist societies, people are more inclined to the 

groups that can carry influence over behaviours and norms. Under Hofstede’s model, more Eastern 

countries are shown to be highly collectivist societies, scoring much lower than their Western 

counterparts on the ‘individualism’ dimension. Therefore, in a collectivist society, people are more 
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likely to share information with one another and perhaps share more than their individualist 

counterparts. 

2.6.4 Masculinity vs Femininity 

According to Hofstede, this dimension is defined as the extent to which individuals of a 

society differentiate and emphasise traditional gender and work roles (Hofstede-Insights, 2021). 

Men are supposed to be assertive, tough, and focused on physical success, while women are 

assumed to be humbler and concerned with the quality of life. According to Claes and Ruiz-

Quintanila (1998), ‘masculinity’ cultures deal with challenging work, high-level careers, 

competition among colleagues, and earnings. Additionally, ‘feminine’ culture deals with 

consultation, skill development, and networking. 

2.6.5 Long Term vs Short Term Orientation 

This dimension explains how societies preserve links from their past to deal with the 

challenges of the present and future (Hofstede-Insights, 2021). Short-term orientation societies 

expect quick outcomes; therefore, they do not have the desire to save for the future and focus on 

the present, while long-term orientation societies don’t expect quick results. They focus on future 

through savings and investments in projects with long-term benefits. 

2.6.6 Indulgence 

According to (Hofstede-Insights, 2021), indulgence is defined as the extent to which 

individuals attempt to control their needs and wishes based on the method they were raised. This 

dimension explores the willingness of a society to realise their desires and indulge in more 

spontaneous activities. More indulgent organisational cultures will value employee autonomy and 

encourage innovative and entrepreneurial behaviour, while restrained organisational cultures 

emphasise structure and rigidity; thus, they restrict employees from expressing themselves more 

freely (Hofstede-Insights, 2021). 

Various definitions of national culture can be summarised as a set of beliefs, values, and 

attitudes, which are shared, interpreted, and transmitted over time within a collective group, 

making it unique and distinguishable (Bik, 2010). Arab countries share the same cultural 

characteristics. Althakhri and Rees (2008) characterise Arab culture as robustly group-oriented, 

high power distance, and strong uncertainty avoidance. One of the Arab cultures, Saudi culture, 

will be discussed in the following subsection. 
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2.7 Saudi Culture 

Each region or country has its own culture, and consequently its style of living. Saudi 

society is primarily based on religion, followed by the tribal system. According to Alkahtani 

(2018), the culture of Saudi Arabia has been affected by its tradition, history, and the religion of 

Islam, which make Saudi Arabia dissimilar to other societies. In addition, Saudi Arabia holds a 

single position in the Islamic world, as it is the home of two great Holy Mosques, Makkah and 

Madinah, which every Muslim looks up to (Al-Rasheed, 2001). Furthermore, Saudi culture is 

defined by the teachings of Islam, which include traditions, social manners, obligations, and the 

responsibilities of the culture as a whole. The individual’s place in society is impacted by kinship 

and tribal systems, which determine the success or failure of tradition as well as the areas of 

activity. In addition, the system of tribal has a main influence on the workplace culture (AlShehry 

et al., 2006). 

Saudi culture is driven by the teachings of Islam, which defines the moral principles and 

society’s behaviour as per the Quran, Muslim’s holy book, and the Sunnah, teaching and practices 

of the prophet Muhammed. In addition, more information about the principles, rules, and 

regulations can be studied by reading the translated copy of the Quran (Dawood, 2003). Sharia 

law, a legal system, is created from the Quran and is a unifying force that has a deep impact on 

Arabic countries. The Muslim community is a brotherhood that treats everyone equally and 

disregards the health or wealth or class of the individuals. The common saying is that ethics come 

from religion (Hofstede, 1998). 

Family relations are highlighted greatly by the Sunnah and Quran. Therefore, family plays 

a crucial role in Muslim societies. According to Hofstede, Saudi culture is a collectivist society in 

which individuals are bound to groups (Hofstede, 2001, 2011; Hofstede-Insights, 2021). In 

addition, the culture is deeply rooted in family bonding, where the individuals look up to their 

elders or cousins while making a decision. The opinions and perceptions of other close relations 

matter the most, more than the individual’s own opinion. Therefore, in such societies, when an 

individual is faced with a phishing email, the receiver is more inclined to the views of others. In 

such cases, there is a high probability that the individual might fall prey to phishing emails, as the 

elders or other close family members might not be aware of the scam emails. 

In addition to this, Hofstede explained that Saudi culture is power-driven, and in virtue of 

power distance, all individuals in the society cannot be considered to be equal (Hofstede, 2001, 
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2011; Hofstede-Insights, 2021). The Kingdom of Saudi Arabia follows a hierarchical order in 

organisations or other management, whereby individuals receive work or orders from higher-level 

authorities. If someone receives a phishing email from an attacker disguised as a higher authority, 

the receiver – without a thought – will respond to the email, out of respect or pressure from the 

organisational policies and cultural norms. 

According to Hofstede (2001), every culture maintains connections with its history while 

dealing with future and present challenges. In addition, the author states that such societies have 

two existential goals, differently prioritised. Normative cultures favour maintaining norms and 

traditions, and they view with suspicion any change in societal norms and behaviours. On the other 

hand, cultures with a practical approach focus on developing modern education and are more open 

to new ideas and perceptions. 

2.7.1 Phishers and Study of Saudi Culture 

Saudi Arabia very much resembles the culture of one of its neighbouring countries – Qatar 

(Hofstede-Insights, 2021). A study conducted by AlHamar (2010) aimed to decrease phishing 

emails risk in Qatar through an efficient awareness framework. In AlHamar’s 2010 study, 

interviews were conducted on Qatari culture. As the cultures of the KSA and Qatar are 

conservative, it is very easy to manipulate the victims, as by studying just one country’s culture 

the phisher can place phishing attacks on two countries. Qatar and the KSA are more inclined 

toward religious and Islamic beliefs (Dawood, 2003). The citizens of these two countries follow 

Islamic beliefs, which preach being good, holding moral beliefs, treating others with kindness, 

affection, and care, and being honest and trustworthy. Therefore, the phishers misuse the trust of 

the users from these geographic locations, to conduct their phishing attacks and violate the 

emotions, beliefs, and trust of individuals. Moreover, the interviewees mentioned the phishers 

study the culture of Qatar when conducting a phishing attack, and the users easily fall prey to the 

attack, as they feel safe and protected in the Qatar environment (AlHamar, 2010). As mentioned 

above, similar attacks are conducted on the KSA, as its culture resembles that of its neighbouring 

country.  

The KSA’s culture is described as normative in nature, as it is strongly concerned with 

maintaining family traditions, culture, and values. If an individual comes across a phishing email, 

they have a pre-set notion and responses toward the email. The email is seen as easy, direct, and 

simple, therefore the individual responds to the phishing email and falls prey; or, it is difficult to 



62  
62 

comprehend and understand, therefore no response is given to the phishing email. The family 

traditions/culture might include not responding to unknown emails, and avoiding any 

communication. Thereby, people might be saved from phishing activities. Hence, the user 

behaviour and responses are based on the perceived notions set by the culture. According to 

Hofstede (Hofstede-Insights, 2021), Saudi Arabia and Qatar have power distance and collectivism 

with similar values. As mentioned above, the power distance is more focused on authoritative 

figures, who make the laws and set the rules. In such scenarios, when an individual receives 

phishing emails from high-level authority figures, there is a high chance the user will respond to 

the email out of trust for the manager. On the other hand, collectivist societies are more close to 

each other and prefer working as groups. Therefore, the phishers exploit the entire group, by 

sending emails referring to their friends participating in a survey, or suggesting group volunteering 

activities. 

2.8 Chapter Summary 

This chapter discussed and presented related work reviews for the current study. The 

chapter started by discussing social engineering, focusing mainly on phishing email attacks. 

Additionally, this chapter discussed three of the SEPS (namely, Authority, Social Proof, and 

Scarcity) that phishers use when sending their phishing emails to persuade their victims to respond. 

Furthermore, anti-phishing solutions, mainly the non-technical (Awareness) solutions, were 

debated in this chapter. 

This chapter also discussed the theoretical framework; it started by discussing TRA, then 

moved on to discuss the main framework for the current study which is the Theory of Planned 

Behaviour (TPB). It explained the key factors of TPB (ATT, SN, and PBC) and how they influence 

individual behavioural intentions. 

In addition to this, Saudi culture is explained in this chapter; an overview of Saudi culture 

is discussed, additionally to talking about the cultural factors of the KSA, and how phishers study 

these cultural factors and exploit them in performing their attacks. The next chapter develops the 

hypotheses for this study. 
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CHAPTER 3. Development of Hypotheses 

3.1 Introduction 

This chapter presents the research hypotheses of the present study. The key objective of 

this chapter is to develop the hypotheses based on the Theory of Planned Behaviour (TPB) 

framework and Social Engineering Persuading Strategies (SEPS) discussed in the previous 

chapter. In this chapter, Section 3.2 proposes study construct definitions for TPB, Section 3.3 

describes the development of the hypotheses, with respect to the research model and strategies 

(TPB and SEPS), and the last section, 3.4, provides a summary of this chapter. 

3.2 Proposed Study Construct Definitions for TPB  

The current study draws upon the Theory of Planned Behaviour (TPB) as the theoretical 

framework to underpin the current research, as it might help in understanding user behaviour in 

different scenarios, such as responding to phishing emails. The following are the definitions 

derived for the three independent constructs of TPB that are employed in this study: 

• Attitude towards the behaviour is an individual’s mindset (for example: their thoughts, feelings 

and self-understanding, motivations, and perceptions) for the information security in their 

organisation (Ajzen, 1991). Attitude is strongly associated with intention by TPB (Ajzen, 1991; 

Chatterjee et al., 2015). This proposes an argument that there is an influence of attitude towards 

the intention to respond to cybercrime activities, such as phishing emails. 

• Subjective norms refer to the socialisation behaviour of the individual whose behaviour is 

determined by the beliefs of those important to the individual, on how they should act (Ajzen, 

1991; Yazdanmehr and Wang, 2015). TPB proposes that the beliefs of others influence intention 

with respect to performing a certain behaviour (Chatterjee et al., 2015). This proposes a 

suggestion that there is an influence of subjective norms towards intention to respond to 

cybercrime activities such as phishing emails. 

• A belief in the individual’s ability to undertake certain behaviour drives PBC (Ajzen, 2002). 

This belief is based on the performing behaviour and the required skill set that is in the control 

of the individual, and the extent to which it yields the expected results (Ajzen, 1991). This 

proposes that there is an influence of perceived behaviour control towards intention to respond 

to cybercrime activities such as phishing emails. 

The following definitions are drawn for the dependent variable of TPB that is applied to 

the current study. In the current study, intention represents an individual’s preference and 
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likelihood to undertake any information security behaviour or cybercriminal activities (e.g., 

phishing). Intention is a pointer that demonstrates the level of effort a person is willing to put 

forward while performing a behaviour (Ajzen, 1991). Intention captures the motivating factor that 

influences the behaviour of an individual (Ajzen, 1991). The motivating factors are represented by 

the three independent factors (ATT, SN, and PBC) (Randall and Gibson, 1991). 

As per the theory, intention (e.g., ‘I will stop replying to unknown emails’) is determined 

by attitudes toward the behaviour (e.g., ‘replying to unknown emails is problematic’), subjective 

norms (e.g., ‘most people such as myself do not reply to unknown emails’), and PBC (e.g., ‘I am 

sure I can control replying to unknown emails’) (Teodor et al., 2017). Fishbein and Ajzen (1975) 

confirmed in the progress of TRA that intention is a strong factor of real behaviour. In the current 

study, it has been recommended that an individual’s attitudes toward the behaviour, subjective 

norms, and PBC have a direct relationship to the individual’s intention to respond to cybercrime 

activities, such as phishing emails. 

3.3 Research Hypotheses 

After studying and explaining TPB and SEPS, the researcher derived the following 

hypotheses for the current research. So, the hypothesis formation for this research is based on the 

constructs of (TPB and SEPS) demonstrated in the previous chapter. 
Table 2 : Research Questions and Hypotheses 

Research Question Hypothesis 

To what extent ATT, SN, and PBC impact the 

behavioural intention of Saudi Arabian 

undergraduate students when responding to 

phishing emails under SEPS? 

H1: Saudi Arabian undergraduate students’ ATT 

factor impacts the behavioural intention to respond 

to phishing emails under SEPS.  

H2: Saudi Arabian undergraduate students’ SN 

factor impacts the behavioural intention to respond 

to phishing emails under SEPS. 

H3: Saudi Arabian undergraduate students’ PBC 

factor impacts the behavioural intention to respond 

to phishing emails under SEPS. 

3.3.1 Impact of (ATT) on (IN) to respond to phishing emails under SEPS 

It has been explained earlier that attitude represents the individual’s belief towards a 

specific behaviour, to determine if the condition is good or bad, favourable or unfavourable, 

positive or negative. In other words, the attitude is considered as the evaluation of thoughts, 
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actions, objects, or people's behaviour, whereby the intention of an individual is a derivative of the 

attitude they have towards a given activity (Ajzen, 1991; Leonard et al., 2004; Luenendonk, 2019). 

For instance, if a person believes that a particular behaviour yields positive or favourable results, 

they are more likely to adopt that behaviour. 

In terms of phishing, consider a scenario, where an individual receives a fake email from 

social media informing them about an illegitimate activity on their account, which led to the 

closure of the account, and requesting an action via a link. There is a chance users might panic and 

click the link. Here, the individual might respond based on their belief and attitude, and not 

consider the consequences of their actions. However, the user might consider questions like, is this 

email favourable or unfavourable, are such emails useful or not useful, or are such emails important 

or unimportant? In this first determinant, attitude, a concept is evaluated to study the positive or 

negative performance of a user’s behavioural interest. 

The attitude can influence individual intention by rising the motivation of humans to 

involve in a certain behaviour (Smart, 2012). It has been indicated by Harding et al. (2007) that 

intentions are determined by the significant belief that arises from the attitude. In addition, Stone 

et al. (2010) found something similar. An attitude is a way or method adopted to respond to 

performing certain behaviours, and does not include a generic response. This means that humans 

are more probable to respond to emails where anticipated outcomes are favourable and predictable, 

and are less likely to engage in responding to emails whose outcomes are unfavourable and less 

predictable. 

The effect of attitude in information security studies has demonstrated support for a 

particular behaviour pattern, as demonstrated by many researchers. An example is the influence of 

attitude on information security policies compliance intention (Bulgurcu et al., 2010; Ifinedo, 

2011; Sommestad et al., 2015). There has been immense support between the attitude and anti-

spyware adoption (Dinev and Hu, 2007; Lee and Kozar, 2008), in regard to online privacy 

protection strategies (Yao and Linz, 2008), keeping the anti-virus software updated (Ng and 

Rahim, 2005), and adopting firewalls (Kumar et al., 2008), as well as using strong secure 

passwords (Zhang and McDowell, 2009). Other studies, such as Anderson and Agarwal (2010), 

determined that the attitude factor is related to intention, as it promotes security-related behaviour 

to protect one’s computer from cybercriminal activities. Based on the rich supply of studies 
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supporting the influence of attitude on user intention, it seems to be a significant factor in 

information security behaviour. 

In TPB, attitude is said to have a strong impact on intention (Ajzen, 1991). This is provided 

and well supported by Ajzen in his work, followed by other theories such as TAM (Bagozzi and 

Yi, 2012) and TRA (Fishbein and Ajzen, 1975). Lebek (2014) demonstrated that out of ten 

information technology studies, eight apply TPB and show a significant relationship between 

attitude and intention. Further, six of these studies demonstrate a strong correlation at the level of 

p < 0.01. Even in the non-information technology-related studies, eight out of ten cases 

demonstrated attitude as a crucial predictor of intention (Ajzen and Klobas, 2013; Ajzen and 

Sheikh, 2013; Castanier et al., 2013; Dawson et al., 2014; Efrat and Shoham, 2013; Greaves et al., 

2013; Tipton, 2014; Zemore and Ajzen, 2014). 

3.3.2 Impact of (SN) on (IN) to respond to phishing emails under SEPS 

SN is another construct in TPB and is described as a belief where most individuals agree 

or refuse a particular behaviour (Azjen and Fishbein, 1980). SN takes into account the opinions of 

other people like friends and family, who agree or disagree with a certain behaviour. In the 

situation where a person receives an email from an inconsistent source, the person might take into 

account the opinion of those important people, such as family or friends, not to believe the content 

of such forms of communication. It has been mentioned by Blythe (2015) that if a person thinks 

that pertinent others are following security steps or recognise that others anticipate them to follow 

the steps, they are more probable to undertake the security steps. To sum up, ‘subjective norms’ 

refers to the belief that others approve or disapprove of a given behaviour. It takes into 

consideration friends and family’s views before engaging in any behaviour. 

An example of subjective norms in terms of phishing would be an email from a reputed 

firm, requesting personal information. In this scenario, the user will consider the opinions of family 

and friends – did they receive such an email before, did they respond to it, how highly have they 

spoken about the organisation, and so on. Here, the individual takes into consideration the views 

and beliefs of others, rather than making their own decisions (Ryan, 1982; Sheppard et al., 1988). 

TPB illustrates that the stronger the subjective norm, the stronger the intention of the person 

to behave well. Some studies demonstrate a significant relationship between the subjective norm 

and intention (Meiriana et al., 2018). Ajzen and Driver (1992) put forth a correlation between 

subjective norms and behavioural intention. This is a crucial factor, as it proposes a direct impact 
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of subjective norms on behavioural intention (Chao, 1998). Bock and Kim (2002) and Ryu et al. 

(2003) introduced the effect of subjective norms on behavioural intention, as the individual is more 

concerned about the views and perceptions of family and friends. 

Several studies in information security have focused on individuals’ perceptions of what 

they believe significant people anticipate of them, and support the influence of SN on security 

behaviour (Bulgurcu et al., 2010; Ifinedo, 2011; Ifinedo, 2012; Safa et al., 2015; Siponen et al., 

2010; Sommestad et al., 2015). Additionally, some studies have identified subjective norm as the 

second most major construct (Ajzen and Klobas, 2013; Ajzen and Sheikh, 2013; Castanier et al., 

2013; Chan and Bishop, 2013; Chen and Tung, 2014; De Leeuw et al., 2015; Donald et al., 2014; 

Greaves et al., 2013; Mullan et al., 2015; Tipton, 2014). Research discussing customer behaviour 

has also supported the role of SN, in the intention to use anti-spyware software (Lee and Kozar, 

2008), and in the intention to use firewalls (Ng and Rahim, 2005). Therefore, subjective norms 

seem to be a significant element of security behaviour. 

3.3.3 Impact of (PBC) on (IN) to respond to phishing emails under SEPS 

PBC is the third construct of the TPB and is defined as an individual's perception of 

difficulty or ease towards a certain behaviour (Ajzen, 1991). PBC proposes that the greater a 

person's belief in regard to the resources and chances to execute certain behaviour effectively, the 

more they will intend to do the behaviour (Ajzen, 2002). Consider a scenario in terms of phishing, 

where an individual receives an email from a reputed organisation; if this is presented to 

individuals with PBC, there are high chances the individual might consider re-evaluating their own 

response, or determining how easy it is for them to take an action. 

Many studies have reported that this new component, PBC, has the ability to anticipate the 

behavioural intention and the individual’s behaviour (Ajzen, 1991; Armitage and Conner, 2001). 

In a study conducted by Safa et al. (2015), the aim was to alter individuals’ behaviour to aware 

care behaviour in the information security area. The study found that ATT (towards information 

security) and SN have a significant influence on individuals’ behaviour, while PBC does not have 

an impact on individuals’ behaviour. However, several studies in information security supported 

the influence of PBC on user intention to perform a certain behaviour. For example, it has been 

mentioned by Blythe (2015) that support has also been discovered for a relationship between PBC 

and being careful with email attachments (Ng et al., 2009), anti-spyware adoption (Liang and Xue, 

2010), virus defence behaviours (Lee et al., 2008), using a firewall (Ng and Rahim, 2005), and 
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complying with password guidelines (Mwagwabi et al., 2014). Based on the existing studies, PBC 

seems to be a significant factor in security behaviour. 

3.4 Chapter Summary 

This chapter discussed the research hypotheses of the current study and the influence of 

the TPB factors on individuals’ behavioural intentions. The current study focused on phishing 

attacks and examines the impact the TPB factors have in predicting user behavioural intention to 

respond to phishing emails. A number of hypotheses, testing the effect of the TPB on the 

individuals’ behavioural intention in responding to phishing emails under SEPS among Saudi 

undergraduate students, were proposed in this chapter. Three hypotheses were developed to test 

the impact of TPB on the individuals’ behavioural intention in responding to phishing emails under 

SEPS. The following chapter discusses the research methodology used in this study. 

 



69  
69 

CHAPTER 4. Research Methodology 

4.1 Introduction 

Research methodology is a systematic method to discover an answer for research questions, 

a solution to a problem. Michael Crotty (1998, p. 3), defined research methodology as ‘the strategy, 

plan of action, process or design lying behind the choice and use of particular methods and linking 

the choice and use of methods to the desired outcomes’. In addition, research methodology 

explains and develops various steps required in attaining the objectives of the research (Johnson 

and Christensen 2004; Tashakkori and Teddie, 1998). The ‘research onion’ is a concept developed 

by Saunders et al. (2009), which explains various steps required to carry out the research. The 

research onion is presented in Figure 5 with minor changes in the presentation format. The 

‘research onion’ is a tool for researchers to plan the research. The previous chapter discussed an 

inclusive review of existing studies related to the current study. This chapter outlines the research 

methods used in answering the questions of the research, alongside various research 

methodologies, and explanations for using those methodologies.  

Figure 5 : Saunders' Research Onion 

4.2 Research Philosophy 

The first level of Saunders’ research onion is Research Philosophy. It has been mentioned 

by Alkahtani (2018, p. 61) that according to Saunders et al. (2007), the philosophy of the research 

is ‘a development of new knowledge and nature of knowledge’. In addition, it has been stated by 

Klenke (2008) that while doing research it is significant to select the correct research philosophy, 

since a scholar's psychological suppositions are extremely essential in research. The philosophy of 

the research should be recognised in the early phases, as it presents and explains the researcher’s 
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choice of data gathering techniques, appropriate strategy of the research, and the approaches used 

to gather, analyse, and verify the data (Crossan, 2003). According to Saunders et al. (2009), 

positivism, interpretivism, realism, and pragmatism are common philosophies in research. The 

majority of Information Systems (IS) research is based on either positivist or interpretivist research 

philosophies (Galliers, 1992; Orlikowski and Baroudi, 1991; Wynn et al., 2012). 

4.2.1 Positivism 

Positivism philosophy aims to clarify and empirically confirm current models via 

formulating hypotheses than can be clarified, mostly in quantitative methods, and via direct 

observation and generalising the results to larger populations (Guba and Lincoln, 1994). It has 

been stated by Alkahtani (2018, p. 61) that positivist philosophy can be defined as ‘approaches 

that are founded on a belief that the study of human behaviour should be conducted in the same 

way as studies conducted in the natural sciences’. In addition, it has been stated by Jackson (2001) 

that since the late 1970s, the positivist philosophy has been commonly used in most information 

system studies. Positivism has been identified by several research studies as a crucial information 

system approach (Themistocleous 2002; Yin 1994). Further, Orlikowski and Bardoudi (1991) 

supported the positivist approach, as it is used by around 70% of researches in the leading United 

State information system journals. 

The positivist philosophy normally pursues the authentic objective of increasing the 

phenomena' perception through the researcher’s use of independent observation, test, or 

experience of theories (Galliers, 1992; Myers, 1997). Additionally, the positivist approach 

(Neville, 2007; Orlikowski and Baroudi, 1991) includes hypothesis, measurements, examinations, 

deductions, confirmations, and recommendations, including an approved analysis process 

(Conford and Smithson, 1996; Crossan, 2003). 

4.2.2 Interpretivism 

Interpretivism philosophy is the opposite of positivism philosophy. According to Badewi 

(2013), the interpretivism philosophy is based on understanding, watching, and examination, and 

after that analysis and building of social cases. Table 3 shows a comparison between positivism 

and interpretivism, in terms of what the scholar should do when selecting one of these philosophies 

and the approaches used (Easterby-Smith et al., 1991). 
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Table 3 : A Comparison between Positivism and Interpretivism (Easterby-Smith et al., 1991) 

 
Research Philosophies 

Positivism Interpretivism 

The researcher should: Formulate and test hypotheses. Construct theories and model from data. 

Approaches used are: Deductive approach. Inductive approach. 

Quantitative approach.  Qualitative approach. 

Using large samples. Using small samples. 

It has been mentioned by Thompson (2015) that positivism prefers using quantitative 

research methods (e.g., surveys and structured questionnaires) while interpretivists prefer using 

qualitative approaches (e.g., unstructured interviews or participant observation). The current 

research aims to evaluate the factors of the Theory of Planned Behaviour (TPB), to explain the 

behavioural intentions of Saudi undergraduate students when responding to phishing emails under 

Social Engineering Persuading Strategies (SEPS). Using positivist philosophy is more suitable for 

the current research for the following reasons. The first reason is, the current research used 

quantitative research methods, which is more appropriate for positivist philosophy (discussed in 

the next section). Secondly, the current research uses the deductive research approach, which is 

more suitable for positivist philosophy, as mentioned by Jacob (2013, p. 23) – ‘[d]eductive 

research is the method used for positivism philosophies’ (discussed in the next section). Thirdly, 

the current research used cross-sectional studies (discussed in section 4.7), which is an appropriate 

method for positivist philosophy (Alkahtani, 2018). Lastly, positivist philosophy is suitable for 

testing hypotheses, and in the present study the researcher has tested the hypothesis of the model. 

4.3 Research Approach 

Research design presents an outline of the approaches to be followed, so that it can acquire 

the information that enables the answering of the research questions (Saunders et al., 2016). The 

main research approaches adopted by researchers in different fields include deductive/inductive 

and quantitative/qualitative (Easterby-Smith, 1991; Saunders et al., 2009). The following sections 

discuss the different approaches used for the current research. 

4.3.1 Deductive and Inductive 

Deductive and inductive research has been studied by several researchers (Cavaye, 1996; 

Hussey and Hussey, 1997). Deductive research begins with a social theory that requires further 

analysis, and tests the implications of the data gathered. This means the research transfers from a 

more overall level to a specific level. A deductive approach to research is typically related to 
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scientific investigations. The researcher examines the existing theories, hypotheses, and scenarios, 

and tests the hypotheses that are discovered or developed from those theories. 

Therefore, deductive is defined as ‘top-down’; it starts with a general subject and moves 

towards a specific area of study. It begins with the theory, defines hypotheses, and examines 

observations and finally confirmation. This enables the scholar to apply the theories (Hussey and 

Hussey, 1997). 

 
Figure 6 : Deductive Approach (Trochim, 2001) 

In an inductive research approach, a researcher initiates the research by gathering data that 

is related to the research topic. As a substantial amount of data is gathered, the researcher focuses 

on analysing the data from a macro level. During this stage, the researcher searches for patterns in 

the gathered data and works to develop a theory that can explain the discovered patterns. Therefore, 

when a researcher takes an inductive approach, the process begins with a set of observations and 

moves to a more generalised set of propositions regarding the research. In other words, research 

begins with data or specific research, and slowly moves towards theory or generalised sets of 

propositions. 

Therefore, the inductive approach is the reverse of the deductive approach, as it begins with 

the particular and proceeds to the general. It starts from accurate observations, and moves to 

defining hypotheses and evolving theories (Hussey and Hussey, 1997). 
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Figure 7 : Inductive Approach (Trochim, 2001) 

This thesis uses a deductive approach, due to the fact that it tests a theory. The aim of this 

thesis is to evaluate the Theory of Planned Behaviour (TPB) with respect to individual behavioural 

intention when responding to phishing emails under Social Engineering Persuading Strategies 

(SEPS). 

4.3.2 Quantitative and Qualitative 

A quantitative approach is a powerful tool for data gathering, widely accepted and utilised 

in social sciences to study issues such as culture and human behaviour (Babbie, 1998; Bond, 1988; 

Cameron and Quinn, 1999; Hofstede, 1980; Straub et al., 2001). According to Alkahtani (2018, p. 

65), ‘[q]uantitative approach is based on measurement and analysis of relationships between 

variables’. Casebeer and Verhoaf (1997) also indicated that the quantitative research approach is 

usually used when the scholar seeks to examine relationships between factors. Furthermore, 

Fitzgerald and Howcroft (1998) mentioned that quantitative approaches use statistical and 

mathematical tools in order to identify facts and relationships among constructs within an area of 

study. The emphasis of the quantitative approach is on gathering and examining numerical data; it 

focuses on assessing the scale, frequency, and range of phenomena (Neville, 2007). In addition to 

this, the quantitative approach is generally highly comprehensive and structured, and outcomes 

can easily be gathered and presented statistically (Neville, 2007). Quantitative methods originate 

from scientific research in order to investigate natural phenomena, which is accomplished via data 

gathering and analysis methods from fieldwork. When the goal is to explain phenomena, Leedy 

and Ormrod (2015) referred to quantitative research methods as the best approach to study the 

relationships among measurable variables. In quantitative research, researchers commonly use 

data-gathering methods that are more structured like structured interviews or surveys (Casebeer 

and Verhoaf, 1997). Shuttleworth (2008) stated that quantitative is an excellent method for 
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finalising results and proving or refuting a hypothesis, and it has not changed for centuries. After 

a statistical analysis of the results, a comprehensive answer is reached, and the results can be 

debated and published (Al Izki, 2018). 

Qualitative methods originate from social science research to study social phenomena, 

which is accomplished via interviews, case studies, action research, and ethnography. Table 4 

compares Quantitative and Qualitative Research Methods (MacDonald et al., 2011; Neuman, 

1997; Neville, 2007). 
Table 4 : The Differences Between Quantitative and Qualitative Research (MacDonald et al., 

2011; Neuman, 1997; Neville, 2007) 

Quantitative Research Approach Qualitative Research Approach 
This aims to test hypotheses from theories. The aim is to summarise and detect data. 
The data form is numbers from accurate 
measurements. 

Quantification is used, as the data forms are 
documents, words, observations, and transcripts. 

This is a more deductive approach, as the theory is 
fundamental. 

Qualitative research uses an inductive research 
approach. 

It can be replicated, as the research procedures are 
standard. 

It is difficult to replicate, as the research procedures are 
fixed. 

Structured data collection. Unstructured data collection. 
Regarding the sample, generally a large number of 
cases representing the population of interest. 
Respondents are chosen randomly. 

Regarding the sample, mostly a small number of non-
representative cases. Respondents are chosen based on 
their experience. 

Statistical analysis. Interpretive analysis. 
The quantitative method is used in the current research, as it aligns with the deductive 

method. A quantitative perspective is based on the positivist philosophy, and it is hypothetical, in 

that it usually starts with research questions or hypotheses based on the analysis of the literature 

(Patel, 2015). The current research uses positivist philosophy which, again, best aligns with the 

quantitative method (Johnson, 2017; Tavakol and Sandars, 2014a). Further, this method is more 

appropriate for the present study due to the fact that it emphasises testing hypothetical 

generalisations (Hesse-Biber and Leavy, 2011). Additionally, the quantitative approach is more 

focused on gathering objective and numerical data about subjects’ attitudes, beliefs, subjective 

norms, and perceptions (Denscombe, 2007), which is a better fit for the present research. Further, 

the most popular methodology for information security applies quantitative methods for socio- 

behavioural theories (Alaskar et al., 2015). Therefore, in the current research, using a quantitative 

approach is more suitable than a qualitative approach. 
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Considering the theoretical perception, an existing theory is applied as a guiding 

framework for socio-behavioural studies (Lebek et al., 2014). By applying existing theories, 

studies design the approach towards a subject using a quantitative approach (Turner et al., 2013). 

A theory consists of independent and dependent factors. Theorists suggest that in some ways the 

independent factors affect the dependent. In these scenarios, the researchers focus on gathering 

data on the independent variables. Further, to establish the foundation and discussion for the study, 

the statistical analysis gathers the data to establish the effect independent variables have on the 

dependent variables. 

According to Daxini (2019), the majority of previous studies which use TPB (Ajzen, 1991; 

Hyland et al., 2018; Jiang et al., 2018; Lalani et al., 2016; Micha et al., 2015; Morais et al., 2018; 

Senger et al., 2017; Zeng and Cleon, 2018; Zeweld et al., 2017) adopted a structured survey 

research strategy (discussed in section 4.5) to gather quantitative data from respondents. This is 

suitable because the aim of the current research is to evaluate the TPB to explain the behavioural 

intentions of users when responding to phishing emails under SEPS. 

4.4 Research Purpose 

The research purpose is to determine the methods and protocols used to successfully 

answer the research questions (Saunders et al., 2009). There is a wide agreement among academics 

with regard to research purpose being classified into three main categories – exploratory, 

descriptive, and explanatory (Robson, 1993; Saunders et al., 2009). However, these might be 

changed and altered during the research process, which could have more than one purpose; and 

this is pointed out by Robson (2002). 

Exploration is normally an initial stage in a series of phases that are required in a study. 

These phases are required as it enables the researcher to study the design, determine further 

execution of the undertaken research, discover unique features regarding a study, and develop 

hypotheses to be investigated (Grinnell, 2001). The exploratory nature of research can be 

understood from the descriptor; if researchers are going to perform exploratory research, they are 

going to explore. In exploratory research, a researcher can take some well-defined theories and try 

to apply them to a particular phenomenon to see if these theories fit the phenomenon (MeanThat 

& Authentic Data Science, 2016). For example, a researcher can take a socio-psychological theory 

and try to apply it to phishing attacks. Moreover, exploratory research is suitable for persistent 

phenomena, that enable testing the feasibility of a detailed study, and developing different ways 
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that can be used for the study to better generate specifically focused research questions and 

hypotheses that might enable any further investigations (Babbie, 2013; Royse, 2011). According 

to Alkahtani (2018), exploratory research takes place when there are few or no previous studies 

existing. Additionally, Alkahtani (2018) stated that exploratory research is the development of 

hypotheses. 

While exploratory research concentrates on exploring a certain social phenomenon and 

asking questions about that phenomenon (Johnson and Clark, 2006), descriptive studies are 

preferred to demonstrate a comprehensive picture of the phenomenon (Gray, 2014). The main aim 

of a descriptive study is to deliver details on a particular situation, human being or event to 

demonstrate the relation between various objects and how frequently and naturally they occur 

(Blumberg, Cooper and Schindler, 2005). However, descriptive studies cannot provide in-depth 

clarification of the occurrence of an event, and are more suitable for researches that are yet to be 

explored, and relatively newer than existing research (Punch, 2005). Descriptive studies are often 

criticised for not being able to explain why a particular phenomenon has occurred. Therefore, if a 

situation has in-depth information regarding an event, an explanatory or exploratory research 

approach is preferable. 

Explanatory research is defined by Glicken (2003) as the type of research that tries to 

provide significant and precise conclusions from the considerable amount of information already 

available. Explanatory research is more focused on the root cause of, and reasons for, the 

occurrence of a problem or issue. It provides evidence that supports or disagrees with an 

explanation or prediction. This type of research is undertaken to conduct, discover, and report any 

existing relationships between various sides of the phenomenon in any given research. In addition, 

this type of research tends to be deductive and quantitative in nature. Therefore, explanatory 

studies explain the relationships between variables of the research, and explain why things happen. 

For the current research, using both exploratory and explanatory methods are appropriate as it uses 

a well-defined socio-behavioural theory, namely TPB, and applies it to responding to phishing 

emails. The main aim of the current research is to evaluate TPB to explain individual behavioural 

intention when responding to phishing emails. 

4.5 Research Strategy 

In order to define the questions of the research and achieve the objectives of the research, 

a general plan called the research strategy is used (Saunders et al., 2009). In addition, a research 
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strategy is a generalised plan for the overall research process direction (Saunders et al., 2009). The 

research strategies include different types, which are case study, experimental, ground theory, 

action theory, and survey (Alkahtani, 2018; Robson, 1993). 

By using different data collection techniques in a natural setting, case studies focus on the 

intricate clarification of either single-case or multiple related cases (Hesse-Biber and Leavy, 2011). 

On the other hand, experimentation in an unnatural setting focuses the inquiry on empirical 

methods (Denscombe, 2007). The ground theory is an inductive approach, with the aim to make 

or progress a theory from gathered data (Alkahtani, 2018). In addition to this, according to 

Alkahtani (2018), action research solves an issue by engaging the studied population to work 

together as a group to improve their method of handling problems. According to (Neuman, 2014) 

survey is the most widely data-collecting research strategy. It is a deductive approach and refers 

to the gathering of information from a sample of individuals via their responses to questions 

(Schutt, 2001). In the quantitative approach, the survey is a common method and is often used in 

discovering individuals’ attitudes; it is also used to allow the researcher to recognise and clarify 

the variability in phenomena, and to study and clarify the correlations between variables (Saunders 

et al., 1997). Additionally, it delivers quantitative or numeric descriptions of attitudes or views of 

a population, by examining a sample of that population (Creswell, 2014). It has been stated by 

Schutt (2001) and Saunders et al. (1997) that survey research through questionnaires is often the 

only means existing for evolving a representative picture of the attitudes of a large population. In 

order to test the suggested hypotheses in the present study, case study, experimentation, ground 

theory, and action research would seem unsuitable; while the survey strategy is more suitable for 

testing the proposed hypothesis (Smith, 2015). In addition to this, researchers prefer quantitative 

approach surveys (i.e. measuring main variables and analysing results with quantitative statistical 

techniques), and connecting this quantitative information with concepts and theory (Al Izki, 2018); 

therefore, using a survey strategy is more suitable for the current research. 

Although the survey strategy has some disadvantages (Denscombe, 2007), as it 

concentrates on data accumulation and data description rather than on theory, it has more 

advantages, as mentioned by Fricker (2008). Survey’s advantages include less cost and less effort 

to manage, better response, and greater precision. Collis and Hussey (2009) also stated that surveys 

can be conducted in a time-constrained environment and are cost-effective. Moreover, surveys 

through the internet provide access to a wider audience to collect samples, which results in 
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improved quality of data and more generalised research findings (Robson, 1993). This enhances 

the flexibility of administration and questionnaire collection (Bryman and Bell, 2007). The 

subsequent analysis and data interpretation facilitated the implementation of statistical procedures 

by using a specific study to understand individuals’ attitudes, perceptions, and subjective norms 

toward the behavioural intention of Saudi Arabian undergraduate students to respond to phishing 

emails under Social Engineering Persuading Strategies (SEPS). To sum up, the survey approach 

helped to gain insight into individuals’ opinions and beliefs in regard to responding to phishing 

emails. 

4.6 The Research Instrument 

4.6.1 Data Collection Method for Survey Research 

The empirical data-gathering technique is followed to determine the most appropriate 

research strategy (Yin, 1994). In data collection, it is significant to differentiate between primary 

and secondary data. Primary data are gathered by a scholar for a particular goal; in the case of the 

current research, the academic collected data from university undergraduate students with the 

purpose of analysing the factors that influenced the students’ behavioural intention in responding 

to phishing emails. On the other hand, secondary data are data that previously available, and were 

gathered by others for different purposes, e.g. data for government databases and organisation 

documents. 

It has been stated by Sapsford (2006) that there is no single greatest method of data 

gathering; the technique selected depends on the nature of the research question, and the exact 

questions the academic wants to ask respondents. In addition, the purpose of all such techniques 

is to acquire reliable and valid data. Hence, a decision is required about the appropriate data type, 

in regard to research procedure and theoretical framework. 

Researchers obtain data for their studies by choosing self-administered questionnaires or 

interviewer-administered questionnaires. Self-administered questionnaires are finished by the 

respondents, while interviewer-administered questionnaires are logged based on the respondents’ 

answers in interviews (Mitchell and Jolley, 2013). The current study adopted self-administered 

questionnaires as the main data-gathering instrument, because of time and monetary constraints. 

The key advantage of using this type of questionnaire is that it allows the gathering of data from a 

larger audience in a timely manner (Saunders et al., 2009). In addition, questionnaires are the most 
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common method of data collection and provide academics with quantitative data (Dornyei, 2001, 

cited in Alshumaim and Alhuassan, 2010). 

In addition, self-administered questionnaires allow for anonymity, and help obtain honest 

answers, quickly, easily, and affordably (Vaus, 2002). The respondents are confident and 

comfortable to express their perspectives, as it is an anonymous survey and this eliminates social 

bias (Gosling et al., 2004). During the collection process, there are few ethical issues, because 

there is no communication between the respondents and the researcher. There is a chance that the 

respondent might not be heard or studied carefully, simply because there is no interaction (Mitchell 

and Jolley, 2013). Basically, the researcher cannot help the participant with any unclear questions. 

To overcome this hurdle, the questions are designed to be simple and understandable. The other 

disadvantage is the low return rate of the questionnaire (Mitchell and Jolley, 2013). Therefore, the 

researcher’s questionnaire was short, simple, and easy to understand, thus increasing the rate of 

participant response (Vaus, 2002). Table 5 discusses the advantages and disadvantages of using a 

questionnaire (McClelland, 1994; Wright, 2005). 
Table 5 : Advantages and Disadvantages of Questionnaire (McClelland, 1994; Wright, 2005) 

Advantages of Questionnaire Disadvantages of Questionnaire 

Attitudes, intentions, and motives included. As there is no human interaction involved, a two- 
way communication cannot be established to 
verify/clarify the questions. 

Anonymity.  Due to lack of interactions, the data collection 
cannot be edited or changed. 

Survey can be conducted remotely. Cannot be modified or changed through data 
collection, hence it is not a flexible tool. 

No time pressure on respondents. The response rate could be low, due to some 
participants choosing not to answer the 
questionnaire. 

Enables gathering responses from wider audiences 
in a constrained time frame. 

The queries regarding the questionnaires cannot be 
clarified; as a result, a lot of assumptions might be 
made by the users. 

Respondents can complete the questionnaire in less 
time. 

Needs large sample responses. 

4.6.2 Survey Design 

A questionnaire is usually utilised in quantitative research for data gathering, with the 

outcome consisting of numeric descriptions of trends, attitudes, and target population opinions 

(Al-Izki, 2018). It is imperative to have a well-designed questionnaire in order to acquire valid and 

reliable data. According to Mitchell and Jolley (2013), a well-designed questionnaire is not only 

easy to complete, but it is also easy for researchers to interpret and analyse. Data collected through 
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questionnaires enable the researcher to accomplish the aims and objectives while taking statistical 

requirements into consideration about the sample population’s nature and attributes (Saunders et 

al., 2009). 

It has been stated by Cohen et al. (2007) that researchers should use accurate phrasing in 

the questionnaire; not complicated language and words, in order to permit participants to 

completely understand the questions, and to ensure the scholars can get the needed information. 

Meanwhile, unclear questions should be avoided, in order to prevent possible confusion. 

In the current research, the type of question used was closed-ended, which presents options 

for the provided questions. The respondent chooses from the provided options when answering the 

questions. Using closed-ended questions increase the rate of response, as it does not require writing 

any opinions, and it is easy to understand (Denscombe, 2007). Moreover, it enables the coding and 

decreases the chances of editing the captured data, thus avoiding the cost and time which might be 

required by data processing and analysis (Vaus, 2002). The answers were evaluated based on the 

Five Likert scale, which was initiated by Rensis Likert in 1932. In addition, this technique 

evaluates the attitudes of the survey respondents and is widely used in research. The scale consists 

of five responses: Strongly Disagree=1; Disagree=2; Neutral=3; Agree=4; Strongly Agree=5. The 

survey questions in the current research offer answers in the range of 1-5. The participants were 

required to choose from the provided 5 answers to each question. 

The data collected from the survey was considered for bias and dealt with in the following 

ways. The responses were taken from different schools (engineering, medicine, business, and 

computer science) and were not biased toward one school. In addition, the survey questions were 

framed in a clear, concise, and understandable manner to provide proper information to the 

participants as they were from different fields of education and any hypothetical questions were 

avoided.  

The development of the questions for this survey was based on the literature, and the 

guidelines provided by the author of TPB, Icek Ajzen. The survey questionnaire studied the factors 

that influenced behavioural intention of Saudi Arabian undergraduate students to respond to 

phishing emails under SEPS. The survey consisted of two sections, as described below. 

4.6.2.1 Demographic Factors 

This was the first section in the survey, and was designed in order to collect demographic 

information about the participants. It comprised three questions covering age, gender, and field of 
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study. The first question asked the participants to identify their gender. The second question asked 

the participants to identify their ages. The age group divided into four groups: younger than 18; 

18-21; 22-24; and 25 or older. The third question asked the participants about their field of study. 

The field of study responses were Business Administration, Computer Science and Information 

Technology, Engineering, or Medicine. The survey questions are available in Appendix A. 

4.6.2.2 Phishing Emails under Social Engineering Persuading Strategies (SEPS) 

The second section of the survey, Phishing Emails, consisted of nine different phishing 

emails under SEPS; three emails each for the Authority strategy, Social Proof strategy, and 

Scarcity strategy. There were ten questions for each email type, to test the influence of the TPB 

factors: ATT (three questions); SN (two questions); PBC (three questions); and IN (two questions). 

The survey questions are available in Appendix A and explaining each scenario is available in 

Appendix F.  

Attitude questions: 

• I believe responding to these types of emails is good for me. 

• I believe responding to these types of emails is useful for me. 

• I believe responding to these types of emails is important for me. 

Subjective Norms questions: 

• People who influence my behaviour (e.g., my family and/or my friends) think that I should 

respond to these types of emails. 

• People who are important to me or close to me (e.g., my family and/or my friends) have spoken 

highly about this organisation and think I should respond to these types of emails. 

Perceived Behavioural Control questions: 

• If I want to, I could seek the advice of people. 

• For me, the decision to respond or take action is my own. 

• For me, the decision to respond or take action is easy. 

Intention questions: 

• I would respond to the email. 

• I intend to respond to the email. 

4.6.3 Survey Sampling 

According to Bhattacherjee (2012), a population consists of various analyses with different 

features the researchers aim to examine. The unit of analysis could be a country, company, group, 
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person, or any other unit that a researcher wants to study. It is not possible to gather data from all 

the existing sources to solve research problems and discover solutions (Graziano and Raulin, 

1997). Therefore, it was suggested to take smaller units (which are also referred as samples) of 

data from any given population (Al-Izki, 2018). 

The participants in the present study were selected to evaluate the impact of TPB factors 

on behavioural intention when responding to phishing emails under SEPS. In addition, the targeted 

participants were all Saudi undergraduate male and female students studying at King Faisal 

University (KFU).  

KFU is located in the eastern province of Saudi Arabia, in a city named Al-Ahsa which is 

about 24% of the Saudi Kingdom. It is one of the largest educational bodies in the eastern province 

of Saudi Arabia because of its diversity, knowledge, development, and improvement centres for 

professional and administrative expertise. So far, the university has offered 47 different Bachelor’s 

level programs, more than 40,000 students are registered in the bachelor programs, and different 

research units that comprise scientific and applied fields with 11 supporting deanships and 26 

administrative centres. (KFU, 2022) 

As mentioned earlier, university undergraduate students have been identified as the users 

who are most susceptible to phishing emails (Kumaraguru et al., 2010; Sheng et al., 2010; 

Whiteman, 2017). Besides, Alsanad (2018) mentioned that 40% of university students in Saudi 

Arabia had experienced victimisation. Moreover, the cybercriminals hacked KFU database in 2019 

(Nabbout, 2019). 

All of the participants in the current research were informed that their contribution was 

completely voluntary. In addition, the participants were able to withdraw at any time. Additionally, 

in order to protect the rights of the sample contributors, a consent form was sent to them, and the 

participants were required to sign the form, which ensured their anonymity and confidentiality. 

The consent form is available in Appendix B. Moreover, the participants were informed that there 

were no known dangers related to taking part in the study. 

4.6.4 Survey Distribution 

The current research employed online surveys using Google Forms as the use of an online 

survey instrument via a web-based survey platform was a suitable data gathering technique for the 

current study, since it delivered an appropriate method for collecting the wanted target population 

in a short period. In addition, this technique also made it appropriate for the respondents to take 
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part in the survey, as their answers could be logged and gathered conveniently, from their home 

computers. 

4.6.5 Survey Data Collecting and Data Coding 

The data was collected through Google Forms and any missing data were checked and 

cleaned by the researcher, before uploading the data to the SPSS software. SPSS is a computer 

software statistical package tool, used to analyse, retrieve, store, and code the data collected 

through surveys. In addition, to guarantee the data were properly inserted into SPSS, the data were 

cleaned again via a manual process of error checking. The researcher further verified the number 

of valid, missing cases and labels for each factor before analysing the data. This included running 

frequency tables for all variables, to verify data accuracy, as suggested by Pallant (2010). The data 

were cleaned by removing the unanswered or skipped questions. In addition, descriptive statistical 

tests were used in analysing these questions. This type of analysis offers information about 

percentages and frequencies. 

4.7 Data Collection Timeframe (Time Horizon) 

Time Horizon is one of the layers in the research onion presented in Figure 5. Time Horizon 

can be divided into two types – Cross-Sectional and Longitudinal. Cross-Sectional focuses on the 

data collation at a given point in time (Gray, 2014). Furthermore, this type focuses on the time 

frame, which is limited (Saunders et al., 2009). However, the longitudinal type focuses on the data 

collected within an extended time period (Gray, 2014). Moreover, it focuses on observing the 

theory or experiment for a long time period (Saunders et al., 2009). 

The current research used a cross-sectional time horizon, since the research was based on 

a limited time frame while being independent of the research strategy (Saunders et al., 2009). 

Additionally, cross-sectional studies are concise, simple, and affordable (Johnson and Clark, 

2006), while longitudinal time frames are unrealistic and inapplicable (Saunders et al., 2009). One 

might argue that data collection takes weeks; however, once the data are reported and analysed by 

the researcher, the time horizon is classified as cross-sectional. 

The other reason for using a cross-sectional time horizon was that the current study 

compared data collected from a wide audience, with no change over time (Gray, 2014). In a 

longitudinal study, the data not changing might be considered as a major failing; changes are the 

key premise of longitudinal studies (Easterby-Smith et al., 2012). In simple terms, cross-sectional 

data are not measured by social phenomena that arise before or after data collection. Although the 
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cross-sectional time frame has its limitations, it has advantages that are useful for this thesis, which 

provide insight into TPB’s independent and dependent factors under SEPS, and set a foundation 

for future researchers to further analyse the responses. 

4.8 Pilot Study 

Fraenkel et al. (1993) noted that the pilot study can be defined as a small-scale study that 

is executed before conducting the real examination, with the aim of attempting to show any areas 

of fault or weakness in the research plan. Additionally, the pilot study can play a significant role, 

before conducting a large-scale study. In addition, in order to guarantee the questionnaire was 

well-designed, and to explore areas of improvement, a pilot study was used to analyse the 

questionnaire’s quality (Hair et al., 2010). This helped the academics in measuring the reliability 

and validity of the survey (Saunders et al., 2012) and provided a mechanism for pre-testing the 

questions. 

There are many advantages of applying a pilot study before implementing the main 

research. It has been indicated by Teijlingen and Hundley (2001) that carrying out a pilot study is 

very significant due to the fact that it can act as a warning device to display if there are any mistakes 

or unsuitability with the instruments of research. In addition, it has been demonstrated by Al-Sharif 

(2014) that the other advantages of conducting a pilot study contain guaranteeing that the 

procedures of the research are appropriate and applicable, creating a pure picture of the effort 

needed in the main study, and enhancing the research quality by evaluating its questions. 

Additionally, one more significant benefit of conducting a pilot study is to familiarise the academic 

with the processes of the research. Furthermore, all aspects of the pilot study assist the academic 

to be more self-assured and guaranteed that the tool assesses what it was intended to measure. 

The pilot process was conducted on undergraduate students at KFU in Saudi Arabia, to 

study the impact of TPB factors on behavioural intention when responding to phishing emails 

under SEPS. The students were in their proprietary education years, and had a good understanding 

of the English language. Ten male and female students were selected, randomly, to give their views 

on the content of the survey. The researcher presented the three emails for each SEPS strategy 

(Authority, Social Proof, and Scarcity) together in one question, and then asked the participants to 

answer the ten questions measuring TPB factors. This raised concerns and confusion among the 

participants as the pilot questionnaire had three scenarios in one question and under them there 

were ten questions. The participants were not sure which question was for which presented 
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scenario. This resulted in the loss of the participant’s focus in reading each scenario accurately 

leaving them doubtful and confused. Based on this feedback, the survey was changed to have one 

question for each SEPS email. 

4.9 Statistical Techniques 

Statistical techniques are tools that enable researchers to analyse data, test research 

hypotheses, and answer research questions. According to Saunders et al. (2009), the extant 

literature on research methods recommends that data analysis in a study should be conducted in a 

way that clearly reflects the responses of respondents and successfully answers the research 

questions. In the current study, to answer the research questions, the MLRA and CFA statistical 

techniques were used. In addition, in the current study, the data gathered from the survey 

questionnaire were analysed using a quantitative approach, in which well-known statistical 

software packages were applied, namely IBM SPSS version 28 and IBM Analysis of Moment 

Structure (AMOS), version 28. 

4.9.1 Multiple Linear Regression Analysis (MLRA) 

Multiple linear regression is a widely used multivariate regression process intended to 

measure several independent factors (or predictors) in order to account for the variance of a single 

dependent factor (Jung and Kim, 2014; Mertler and Reinhart, 2017). Pallant (2005) recommended 

multiple regression analysis as the most widely used technique, that enables one to understand the 

variance of the dependent variable and independent variable. Furthermore, the MLRA technique 

explains the unique variance of the dependent element by each independent variable (Pallant, 

2005). MLRA is used to test the correlation between independent variables (predictors) and 

dependent variables (Nathans et al., 2012). In addition to this, it establishes a relationship between 

dependent and independent elements in order to predict independent elements’ variances from the 

dependent variable (Mertler and Reinhart, 2017). It has been stated by Pallant (2005) MLRA is 

not only one method, but a family of techniques that can be used in exploring the correlations 

between one dependent factor and a number of independent factors. 

MLRA was used in this study for several reasons. Firstly, to find the impact of the 

independent TPB factors on the dependent factor (Epule et al., 2011). Secondly, researchers 

frequently use MLRA in information systems studies in overall (Ayatollahi et al., 2013; Chen et 

al., 2014; van Deursen and van Dijk, 2013), and they suggested its use in studies investigating the 

Theory of Planned Behaviour (TPB) (Beville et al., 2014; Hankins et al., 2000; MacFarlane and 
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Woolfson, 2013; Sommestad et al., 2015; Tipton, 2014). Thirdly, MLRA is a common data 

analysis technique in similar present studies, applying socio-behavioural models to information 

security (Al-Mukahal and Alshare, 2015; John et al., 2015; Klein and Luciano, 2016; Said et al., 

2014). 

To analyse the data, IBM SPSS software version 28.0 (IBM Corp., 2021) was used, and 

the data were loaded to test the hypothesis for MLRA. As it best aligned with the current study’s 

research question, the ‘Enter’ method (Mertler and Reinhart, 2017; Nathans et al., 2012) was used. 

In addition, to analyse and interpret the information, model summary, ANOVA, and coefficients 

tables were utilised. Furthermore, the model summary consisted of R, R squared (R2), and R 

squared adjusted (R2adj) values. The variance measurement values predicted the combination of 

how well the independent factors predicted the dependent factor (Nathans et al., 2012). R2 values, 

as per Lowry and Gaskin (2014), should be high, within the following ranges: for substantial, .75, 

moderate, .50, and weak, .25 (Hair et al., 2011; Sarstedt et al., 2014). 

The ANOVA table helped in interpreting the linearity model degree, and importantly the 

model predicts the dependent variable. This is provided through the F test and significant values 

(Mertler and Reinhart, 2017). Said et al. (2014) and Sommestad et al. (2015) predicted the 

significance to be p <= .05. The coefficients table determined the coefficient beta value (B) to 

represent the gradient direction of the dependent and independent variables (Nathans et al., 2012; 

Nimon and Oswald, 2013). To enable the interpretation of each independent variable of the model, 

the table consisted of t and p values providing significant values for the coefficient (Mertler and 

Reinhart, 2017). In addition, it has been suggested by Lowry and Gaskin (2014), Said et al. (2014), 

and Sommestad et al. (2015) that coefficients should be substantial, with the value range of p <= 

.05. 

The data analysis reports were descriptive table formats accompanied by scholarly debate, 

results clarification, and implications. In addition, the data analysis and interpretation of the results 

helped in the rejection or acceptance of study hypotheses. As the current study used TPB in 

explaining user behavioural intention when responding to phishing emails, multiple linear 

regression established a correlation between the independent factors (ATT, SN, and PBC) and the 

dependent factor (IN), to predict and explain the independent variables’ variances from the 

dependent variable (Mertler and Reinhart, 2017). 
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4.9.2 Factor Analysis (FA) 

FA is widely applied in several domains, like education, psychology, and information 

security, and is adopted as the method of choice for interpreting self-reporting surveys (Bryant et 

al., 1999). In addition, FA minimises a large number of elements into a smaller set. Moreover, FA 

provides constructive validity evidence of self-reporting measures (Gorsuch, 1983; Hair et al., 

1995; Tabachnick and Fidell, 2001; Thompson, 2004). There are several tests used in FA, such as 

Kaiser-Meyer-Olkin (KMO) test, Bartlett’s test of Sphericity, and Communality test. This will be 

discussed in the next chapter. 

FA can be classified into two types – Exploratory Factor Analysis (EFA) and Confirmatory 

Factor Analysis (CFA) (Williams et al., 2010). These methods are applied to research methods 

that either require confirmation for prior established theories, or the establishment of a correlation 

between the patterns or variables. EFA is used when there are no anticipations from the number or 

nature of elements. In addition, EFA allows the researcher to discover the key factors to invent a 

model from the large latent set of dimensions which are mostly represented by item sets (Pett et 

al., 2003; Swisher et al., 2004; Thompson, 2004). On the other hand, CFA, which belongs to the 

Structural Equation Modelling (SEM) family, is applied in testing a well-structured model. It is 

used to disapprove or approve the measurement theory. In addition, the Confirmatory Factor 

Analysis (CFA) is a deductive approach (Miksza and Elpus, 2018). CFA consists of various 

assumptions and expectations that are based on the priority model and the theory of constructs to 

determine the theory that best fits the model (Williams et al., 2010). CFA has become established 

as a significant tool of analysis for several areas of behavioural and social sciences (Kline, 2010). 

CFA is more suitable for the current research, as it is a deductive approach used to test an existing 

theory such as the Theory of Planned Behaviour (TPB). 

To assess and analyse the CFA of the model in the current study, IBM AMOS software 

version 28 was used. AMOS was chosen due to its ease of use within a graphic interface, its unique 

capabilities to assess and analyse models within complex multivariate relationships, and its 

popularity among scholars in previous related studies (Byrne, 2013; Hair et al., 2006; Tabachnick 

and Fidell, 2000). Additionally, the findings offered by AMOS can be interpreted and drawn in 

graphical form, as well as presented in tables and text. The following section discusses CFA. 
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4.9.2.1 Confirmatory Factor Analysis (CFA) 

CFA is another type of FA technique which is included in SEM and is used for measuring 

the models (Byrne, 2010). SEM is a confirmatory method that is used in delivering an inclusive 

means of validating the constructs in the measurement models (Awang, 2015; Byrne, 2010; Hair 

et al., 2010). According to Hair et al. (2006), the flexibility and comprehensiveness of SEM in 

executing data analysis make it the most commonly used statistical technique. Additionally, to 

examine the hypothesised relationship with a model’s construct, SEM is recommended (Byrne, 

2009; Hair et al., 2006). One of the key aspects behind the choice of SEM for data analysis was 

that it permitted the researcher to explore causal relationships between variables using FA (Hair et 

al., 2010). 

CFA belongs to the family of SEM techniques and it has become established as a 

significant analysis tool for many domains of the social and behavioural sciences. In addition, CFA 

enables researchers to test and identify theories against hypotheses, as it explains the analysis 

conducted on the retrieved data (Adams et al., 2007; Kline, 2010). To evaluate the model using 

CFA and goodness-of-fit (GOF) criteria indices, reliability, convergent and discriminant validity 

had to be tested (Hair et al., 2010). 

In CFA, there are a number of GOF criteria indices that reflect how fit the model is to the 

data at hand, and most SEM researchers (Bentler and Wu, 2002; Hair et al., 1998) suggested 

evaluating the models by observing more than one of the GOF indices. There are three fit 

classifications namely Absolute fit, Incremental fit, and Parsimonious fit (Awang, 2015). The 

model fit categories, their explanations, and their levels of acceptance are illustrated in Table 6, 7, 

and 8. 
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Table 6 : GOF Indices for Absolute fit category (Awang, 2015) 

Category GOF 
index 

Index full name Explanation Level of 
acceptance 

Reference 

Absolute fit Chi-
Square 
(χ2) or 
(CMIN) 

Discrepancy Chi 
Square 

Explains the dissimilarity in the 
estimated model’s covariance 
matrices and the data. The ratio 
of χ2 to the degrees of freedom 
is the difference. 
The main aim of using CMIN is 
the decrease in large sample 
sizes of χ2 inflation. (Byrne, 
2009; Hair et al., 2010). Chi- 
sequare is highly sensitive to 
sample size (Iacobucci, 2010; 
Hoe, 2008; Hair et al., 1996; 
Shah and Goldstein, 2006; 
Byrne, 2009; Hair et al., 2010). 
Awang (2015) mentioned that it 
is not applicable for large 
sample size which is greater 
than 200. 

Acceptable:<5 
Good: <3 

(Wheaton et 
al.,1977; 
Garver and 
Mentzer; 
1999; Awang, 
2015) 

RMSEA Root Mean Square 
Error of Approximation 

RMSEA is the value of the 
absence of the model fit per a 
degree of freedom. According to 
(Ainur et al., 2017) RMSEA is 
influenced by sample size. 

< 0.08 (Garson, 
2006; Browne 
and Cudeck, 
1993; Garver 
and Mentzer; 
1999; Awang, 
2015). 

GFI Goodness of Fit Index GFI is a measure of fit among 
the observed covariance matrix 
and the hypothesised model 
(Baumgartner and Hombur, 
1996). It is less sensitive to 
sample size than Chi- square 
(Aldhaban, 2016). 

> 0.90 (Joreskog and 
Sorbom, 
1984; 
Baumgartner 
and Hombur, 
1996; Awang, 
2015) 
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Table 7 : GOF Indices for Incremental fit category (Awang, 2015) 

Category GOF 
index 

Index full name Explanation Level of 
acceptance 

Reference 

Incremental fit AGFI Adjusted 
Goodness of Fit 

AGFI modifies the GFI, which is 
influenced by the size of sample 
(Iacobucci,2010; Aldhaban, 2016). 

>0.90 (Tanaka and 
Huba, 1985; 
Baumgartner and 
Hombur, 1996; 
Awang, 2015) 

CFI Comparative Fit 
Index 

In Quantitative SEM research, CFI 
is considered as one of the most 
eligible models with statistical 
index between 0 and 1. 
Since it is not impacted by the size 
of sample, it is considered as a 
crucial study for fit index (Ainur et 
al., 2017; Bentler, 1990; 
Tabachnick and Fidell, 2007; 
Hooper, Coughlan and Mullen, 
2008; Byrne, 2010). 

>0.90 (Bentler, 1990; 
Garver and 
Mentzer; 1999; 
Hoe, 2008; 
Awang, 2015; 
Joreskog and 
Sorbom, 1984) 

TLI Tucker-Lewis 
Index 

TLI scales the wellness of the 
estimated model in relation to the 
other baseline model using an 
incremental fit measure (Byrne, 
2010; Hair et al., 2006). It is less 
influenced by sample size (Ainur et 
al., 2017) 

>0.90 (Bentler and 
Bonett, 1980; 
Garver and 
Mentzer; 1999; 
Hoe, 2008; 
Awang, 2015) 

NFI Normalised Fit 
Index 

An incremental measure of GOF 
for a statistical model, which is not 
impacted by the number of 
variables in the model (Bentler and 
Bonett, 1980). 

>0.90 (Bollen, 1989; 
Awang, 2015) 

 

Table 8 : GOF Indices for Parsimonious fit category (Awang, 2015) 

Category GOF index Index full name Explanation Level of 
acceptance 

Reference 

Parsimonious fit Chi-square/df Chi Square/Degree 
of Freedom 

Based on the Proportion 
among the degree of 
freedom Chi-square. 

<3.0 (Marsh and 
   Hocevar, 1985; 
   Garver and 

Mentzer, 1999; 
Hoe, 2008) 

 

4.10 Research Validity and Reliability 

Even though the validity and reliability concepts are closely related, they demonstrate 

variation in their properties during the use of the measurement instrument. In general, the 

measurement instrument might be reliable although it might not be valid; however, if the 
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measurement is valid it might also be reliable. It should be noted that reliability by itself does not 

stand as a valid criterion by which to ensure validity. Therefore, the researcher has to examine 

both the validity and the reliability of the measurement tool that is being used (Sürücü and 

Maslakçı, 2020). 

4.10.1 Validity 

Validity was defined by Hair et al. (2010) as the degree to which a measure precisely 

represents what is assumed. Furthermore, according to Saunders et al. (2009), the extent to which 

a data gathering tool assesses what it intends to measure is referred to as validity. That is, validity 

focuses on accuracy of the data gathering instrument. In order to determine the validity of the 

measuring tool, different types of validity have been suggested (Oluwatayo, 2012; Sürücü and 

Maslakçı, 2020). Construct validity is one of the types that is generally accepted to have particular 

importance in research (Sürücü and Maslakçı, 2020). Additionally, it is commonly used in research 

and is based on the relationships between variables (Sürücü and Maslakçı, 2020). 

4.10.1.1 Construct Validity 

This can be defined as the degree used to measure a test that requires measurement (Hair 

et al., 2006). Moreover, Hair et al. (2006) classified construct validity as a focus on the degree to 

which items should be measured, which represents the designed construct of measure. Construct 

validity can be classified into two types – Convergent Validity and Discriminant Validity. In 

addition, Fornell and Larcker (1981) suggested a method for measuring both convergent and 

discriminant validity based on the Average Variance Extracted (AVE) value; this was acquired 

from each factor as a technique for determining construct validity. According to Sürücü and 

Maslakçı (2020), this suggested method has been generally accepted in the literature. Convergent 

validity is determined when the elements in the measurement model are statistically significant. In 

addition, the convergent validity can also be proved by computing the AVE of the constructs. In 

order to achieve convergent validity the value should be 0.5 or higher (Awang, 2015). Discriminant 

validity is defined as the level where each variable is unique, compared to other variables (Hair et 

al., 2006). Discriminant validity is accomplished when the AVE square root value is greater than 

the other values from the construct’s correlation. 

4.10.2 Reliability 

Denscombe (2007) suggested that reliability focuses on the data collection tool that 

repeatedly returns similar results on the same participants. The researchers will not be able to 
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properly conclude, formulate or generalise the theories to an increasing number of users without 

verifying other researchers and practitioners who have the ability to repeat research methods or 

generate the same findings (Easterby-Smith, Thorpe and Jackson, 2012). The current study used 

Cronbach’s alpha reliability coefficient (α > 0.7) to measure the survey questionnaire for internal 

reliability. The value being greater than 0.7 shows high reliability, which means similar studies 

may provide similar results in different circumstances (George and Mallery, 2003). Additionally, 

the researcher explains the description and justification of the methods used in research to gather 

and analyse the data to ensure replicability and repeatability (Saunders et al., 2009). To avoid 

misinterpretation or ambiguity in the questionnaire, accuracy and careful phrasing of the questions 

were ensured, using the reliability for the research outcome. Further, piloting helped to gain 

enough knowledge in regard to the study’s purpose, helping the researcher with a reliable research 

outcome (Hesse-Biber and Leavy, 2011). 

4.11 Ethical Considerations 

Ethical approvals are required, as they protect the rights of individuals who participate in 

the survey. Moreover, they demonstrate that the survey is abiding by the law of the land. The ethics 

committee of the Department of Computer and Information Sciences at Strathclyde University has 

given ethical consent to conduct the current study. The participants were aware that the 

questionnaire involved no risk. All responses were recorded anonymously, and the responses were 

accessed by the researcher. A cover letter with contact information was delivered to the 

participants to answer any questions. 

It was stated by Mitchell and Jolley (2013) that ethical considerations play a vital role in 

any research process. Scholars and practitioners, over the years, have suggested various ethical 

guidelines required for the survey, such as: participation that is completely voluntary; protecting 

the respondents and making sure they are not harmed; maintaining the confidentiality and not 

sharing the respondents’ personnel details; and analysing, reporting, and identifying the research 

purpose (Easterby-Smith et al., 2012; Saunders et al., 2009). In voluntary participation, the 

respondents were clearly informed that their contribution was voluntary and that their participation 

could be withdrawn at any moment. Therefore, a completed survey was taken as an indication of 

agreement to contribute in the survey. As for protecting the respondents, the survey did not contain 

any questions that made the respondents uncomfortable or harmed them in any way (Vaus, 2002). 

The identity of the respondents was protected by ensuring the responses were kept in a confidential 
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and protected place, and by only the researchers having access to the raw data (Bryman and Bell, 

2007). Further, the respondents were requested not to include any personal information that helped 

in their identification (Saunders et al., 2009). With regard to the purpose of the study, the 

respondents were given clear and sufficient knowledge that the results were collected solely for 

academic purposes. Finally, the researcher made sure that the reports, results, and methods were 

used exclusively for identifying the problems, weaknesses, and strengths of the study (Adler and 

Clark, 2010). 

4.12 Chapter Summary 

This chapter discussed the research philosophy to determine what best suits the current 

research. A suitable research philosophy was selected, and a justification for the selection was 

provided. This was followed by the research approaches, which discussed the step-by-step plan 

for data gathering, analysis, and clarification. The research strategy was then discussed, as it 

provides a direction for the researcher’s thought process. Finally, the data analysis technique was 

explained. Figure 8 illustrates the research methods that were selected for use in the current study. 
 

 
Figure 8 : Choice of Research Methodology 

The following chapter, Data Analysis, interpreted the data and explained the results, using 

IBM SPSS version 28 and AMOS version 28 software. 



94  
94 

CHAPTER 5. Data Analysis 

5.1 Introduction 

The previous chapter discussed the conceptual framework and development of hypotheses. 

This chapter analyses the collected data from the survey respondents by employing different data 

analysis techniques such as MLRA and CFA. Validity and Reliability tests were conducted on the 

data to confirm the survey responses were reliable and valid. To generate appropriate and clear 

results, data screening methods such as univariate (missing data, outliers, and test for normality) 

were employed. After the data were analysed using the different techniques, the hypotheses were 

tested, and the details were provided accordingly. 

There were, in total, 563 responses to the questionnaire recorded from the undergraduate 

students at KFU in Saudi Arabia. Out of the 563, due to missing values, 62 responses were 

disregarded; therefore, 501 responses were taken into account for the data analyses. FA tests the 

data adequacy, reliability, and validity, and therefore was used to analyse the collected data. 

Cronbach’s Alpha was used to test the reliability of the data; and to test the data’s validity, 

discriminant validity was used. CFA was used to verify the GOF of the model. 

5.2 Preliminary Analysis 

The preliminary analysis focuses on the data gathered from survey questionnaires, to 

examine and filter the data, and to determine the responses to the research hypotheses that will be 

proposed in the conceptual framework. The gathered data were quantitative and were analysed by 

SPSS, which is widely utilised in various research categories, such as business, engineering, and 

social sciences (Zikmund, 2003). Furthermore, descriptive statistical techniques, such as 

frequencies, and mean and standard deviations in SPSS, were used to analyse the results of 

different factors to filter the gathered data and further analyse the results. 

5.2.1 Demographic Factors Results 

The total number of questionnaires sent out to undergraduate students at KFU was 563. In 

all, 60 responses were incomplete; also, there were two responses choosing only one answer for 

all of the survey questions. So, 62 responses were deleted. The utilisable number was therefore 

N=501, which was put into the analysis. Tables 9, 10, and 11 describe the demographics based on 

gender, age, and field of study. 
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Table 9 : Demographic Factors Results (Respondent Gender) 

Gender Frequency Percentage 
Male 242 48.3% 

Female 259 51.7% 
Table 10 : Demographic Factors Results (Respondent Age) 

Age Frequency Percentage 
Less than 18 4 .8% 

18-21 89 17.8% 
22-24 247 49.3% 

25 and older 161 32.1% 
Table 11 : Demographic Factors Results (Respondent Field of Study) 

Field of Study Frequency Percentage 
Business Administration 104 20.8% 

Engineering 121 24.2% 
Medicine 109 21.8% 

Computer Science and Information Technology 164 33.3% 
The above tables demonstrate that there were more female respondents than male 

respondents; 51.7% were female and 48.3% were male. Additionally, the age group 22-24 obtained 

the most responses (49.3%) towards responding to phishing emails. The responses from computer 

sciences and information technology yielded the highest inputs (33.3%). Charts are also available 

in Appendix C. 

The main reasons for selecting the four fields of studies mentioned in Table 11 is that the 

language of instruction is English, unlike other KFU field of studies (such as Arts, Agriculture and 

Food Sciences, Education, etc) where the language of instruction is Arabic. The survey of this 

thesis is in English, therefore, these fields of study were selected. Besides, the students enrolling 

in these fields are required to complete preparatory (foundational) years to ensure they have a good 

understanding of English. Moreover, students from different backgrounds. For instance, a student 

from computer science might evaluate a cybersecurity situation differently when compared to 

students from other fields such as medicine. Therefore, these four fields of study were considered 

in this thesis. 

5.2.2 Descriptive Statistics of Scaled Score 

This section demonstrates the mean and standard deviation for the TPB independent 

factors, namely, ATT, SN, and PBC, along with the dependent factor IN. The TPB survey included 

three emails under SEPS, Authority, Social Proof, and Scarcity, which consisted of three questions 
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each for the ATT factor. Therefore, nine questions were presented for the ATT factor. Table 12 

illustrates the mean and standard deviation for Attitude questions under SEPS. 
Table 12 : Mean and Standard Deviation for the Attitude Questions under SEPS 

 
Social Engineering Persuading Strategies (SEPS) 

 
Theory of Planned Behaviour (TPB) 
Independent Factors – Attitude (ATT) 

 Mean Standard Deviation 
Authority 4.10 1.18 

Social Proof 3.38 1.33 
Scarcity 3.81 1.19 

The Attitude factor under the Authority strategy was the highest at 4.10, which indicates 

an ‘agree’ from the respondents. The TPB survey included three emails under SEPS, Authority, 

Social Proof, and Scarcity, which consisted of two questions each for the Subjective Norms factor. 

Therefore, six questions were presented for the Subjective Norm factor. Table 13 demonstrates the 

Mean and Standard Deviation for the Subjective Norm questions under SEPS. 
Table 13 : Mean and Standard Deviation for the Subjective Norms Questions under SEPS 

 
Social Engineering Persuading Strategies (SEPS) 

 
Theory of Planned Behaviour (TPB) 

Independent Factors – Subjective Norm (SN) 
 Mean Standard Deviation 

Authority 2.27 1.29 
Social Proof 2.28 1.24 

Scarcity 3.13 1.39 
The Subjective Norm factor under the Scarcity strategy was highest at 3.13, which indicates 

a ‘neutral’ response from the students. The TPB survey included three emails under SEPS, 

Authority, Social Proof, and Scarcity, which consisted of three questions each for the PBC factor. 

Therefore, nine questions were presented for the PBC factor. Table 14 demonstrates the Mean and 

Standard Deviation for PBC factor questions under SEPS. 
Table 14 : Mean and Standard Deviation for the Perceived Behavioural Control Questions 

under SEPS 

 
Social Engineering Persuading Strategies (SEPS) 

 
Theory of Planned Behaviour (TPB) 

Independent Factors – Perceived Behavioural 
Control (PBC) 

 Mean Standard Deviation 
Authority 3.17 1.36 

Social Proof 3.06 1.30 
Scarcity 3.54 1.33 
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The Perceived Behavioural Control factor under the Scarcity strategy was highest at 3.54, 

which indicates an ‘agree’ response from the students. The TPB survey included three emails under 

SEPS, Authority, Social Proof, and Scarcity, which consisted of two questions each for the 

dependent factor IN. Therefore, six questions were presented for the IN factor. Table 15 

demonstrates the Mean and Standard Deviation for the IN questions under SEPS. 
Table 15 : Mean and Standard Deviation for the Intention Questions under SEPS 

 
Social Engineering Persuading Strategies (SEPS) 

 
Theory of Planned Behaviour (TPB) 

Dependent Factors – Intention (IN) 
 Mean Standard Deviation 

Authority 3.85 1.25 
Social Proof 2.45 1.47 

Scarcity 3.22 1.48 
IN factor under the Authority strategy was highest at 3.85, which indicates an ‘agree’ from 

the respondents. 

5.2.3 Data Screening 

In the process of conducting quantitative analysis, data screening is used as a crucial 

prerequisite step that provides the researcher with guidance to analyse and prepare the data. For 

instance, it helps to achieve outliers, normality, and look for missing data (Hair et al., 2010). 

Moreover, data screening helps to remove irrelevant data from the questionnaire responses, thus 

providing filtered and improved research data (Acton et al., 2009). According to Pallant (2013), 

data screening is defined as a scenario wherein the researcher has to review all retrieved data 

against the questions in a survey, to monitor if respondents have failed to answer any question. 

Before entering the data into SPSS, the researcher studied the data for any missing values. The 

data was carefully entered into SPSS while observing for any entry errors and missing codes. The 

following section discusses missing data. 

5.2.3.1 Missing Data 

Missing data takes place when a respondent does not enter the values for the presented 

questions, either purposely to protect identity, or through a shortage of time (Tsikriktsis, 2005). In 

the case of quantitative research, missing data is said to be an issue during the data analysis phase, 

as the missing values might return incorrect results (Tabachnick and Fidell, 2000). When the 

traditional statistical methods are applied, the missing data is a remarkable issue, as the software 

analysis of collected data delays the results and finding the bugs require extra time; this delays the 

overall research (Allison, 2009). 
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5.2.3.2 Outliers 

The survey of this research work utilised the Likert-Scale, a scale of collecting data in a 

form of 5-points (1 to 5). In this scale, outliers do not exist even if the results are extreme to 1 or 

5 (Gaskin, 2021). Apart from that, no outliers have been found in the outliers. For instance, the 

targeted group of participants were clearly specified, and no participant out of this group was 

considered in the study results. 

5.2.3.3 Unengaged Respondent 

According to Guin et al. (2012), when a participant is choosing only one answer for each 

question in the survey, this indicates that the participant is not paying attention to the questions, 

which points out an absence of engagement in the survey. In order to progress the quality of the 

data, it is suggested to recognise unengaged respondents and remove them from the data set. In 

this survey, two records were detected for unengaged respondents, and they were deleted from the 

data set. 

5.2.4 Distribution of Data: Normality 

Testing the data normality distribution is a necessary guide to whether parametric or 

nonparametric tests should be used (Tabachnick and Fidell, 2007). In the current research, each 

measure for the data normality distribution test patterns was analysed using graphical techniques 

(e.g., histograms) and statistical analysis techniques (e.g., skewness and kurtosis values) (Burns 

and Grove, 2011; Pallant, 2001; Polit et al., 2001). 

According to Tabachnick and Fidell (2007), the most common statistical approaches used 

for measuring the normality of variables or composite scores are skewness and kurtosis. The 

skewness test examines to what extent the data distribution is symmetrical, while kurtosis studies 

the extent to which the data are too high or too levelled (Hair et al., 2017). If the values of skewness 

and kurtosis are close to zero, statistically, the factors are said to be normally distributed (Pallant, 

2001; Tabachnick and Fidell, 2007). The values in the range between -1 and 1 are said to be 

normally distributed, while the values outside this range are said to be skewed (Bulmer, 1979; Hair 

et al., 2010; Huck, 2004). The results from the normality assessment are demonstrated in Table 

16. 
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Table 16 : Outlines the Values for Skewness and Kurtosis 

SEPS Item Skewness Std. Error of Skewness Kurtosis Std. Error of Kurtosis 
 
 
 

Authority 

ATT1 -.708 .109 -.048 .218 
ATT2 -.904 .109 .316 .218 
ATT3 -.952 .109 .234 .218 
SN1 -.402 .109 -.379 .218 
SN2 -.457 .109 -.465 .218 

PBC1 -.365 .109 -.801 .218 
PBC2 -.903 .109 .261 .218 
PBC3 -.817 .109 .019 .218 
IN1 -.782 .109 .126 .218 
IN2 -.679 .109 .153 .218 

 
 
 

Social Proof 

ATT1 1.133 .109 .757 .218 
ATT2 .471 .109 -.530 .218 
ATT3 .883 .109 .348 .218 
SN1 .934 .109 .550 .218 
SN2 .639 .109 -.193 .218 

PBC1 .806 .109 -.038 .218 
PBC2 -.518 .109 -1.023 .218 
PBC3 -.383 .109 -1.107 .218 
IN1 .687 .109 -.843 .218 
IN2 .664 .109 -.640 .218 

 
 
 

Scarcity 

ATT1 .219 .109 -1.085 .218 
ATT2 -.503 .109 -.653 .218 
ATT3 -.105 .109 -.890 .218 
SN1 -.023 .109 -.938 .218 
SN2 -.078 .109 -.972 .218 

PBC1 -.750 .109 .462 .218 
PBC2 -.590 .109 .073 .218 
PBC3 -.965 .109 .437 .218 
IN1 -.211 .109 -1.211 .218 
IN2 -.153 .109 -1.093 .218 

Table 16 illustrates the skewness and kurtosis of all the emails presented to the respondents. 

There are three questions each for ATT and PBC, and two questions each for SN and IN. All these 

factors have a relation with SEPS. The values in the range between -1 and 1 are said to be normally 

distributed, whereas the values outside this range are said to be skewed (Bulmer, 1979; Hair et al., 

2010; Huck, 2004). It can be seen that the data are slightly deviated from normality, as the values 

of skewness and kurtosis are a little above and below the recommended range of -1/+1 (Bulmer, 

1979; Hair et al., 2010; Huck, 2004). For instance, according to the results of the skewness and 

kurtosis scores, one item is problematic, which is ATT1 under the Social Proof strategy. This has 
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a value of (1.133) which is out of the range -1.0 to +1.0. The normality data distribution test using 

the histogram is available in Appendix E. 

5.3 Construct Reliability 

In order to make the extent of measurement indicators feasible, researchers make use of 

construct reliability. Construct reliability can be defined as the consistency of a measure (Hair et 

al., 2014) and it assesses to what extent all items in the scale represent one underlying construct. 

The main disturbing factor of reliability is said to be the internal consistency of a construct 

(Cortina, 1993; Pallant, 2013). 

The current research utilised consistency reliability, also known as Cronbach’s alpha 

coefficient, which is considered a crucial reliability test in order to evaluate the measurement of 

internal consistency (Churchill, 1979; Cortina, 1993; Steenkamp and van Trijp, 1991). Cronbach’s 

alpha offers various features such as clarity and accessibility, making it the most preferred 

reliability measurement method for researchers. 

Cronbach’s alpha offers a valid construct standard threshold of 0.7 or higher (Hair et al., 

1998; Pallant, 2013). Bacon (2004), while accepting Hair et al.’s (2014) measurement range, added 

that a measure less than 0.7 is to be accepted for large-sample-size data. However, a Cronbach’s 

alpha value lower than 0.6 illustrates inconsistency in the data and should be reconsidered 

(Malhotra, 2004). George and Mallery (2003) provided the following range for Cronbach’s alpha: 

if the value is greater than or equal to .9 the Cronbach’s Alpha is considered excellent, for values 

greater than or equal to .8, it is good, for values greater than or equal to .7 it is acceptable, for 

values greater than or equal to .6 the Cronbach’s alpha is questionable, for values greater than or 

equal to .5 the Cronbach’s Alpha is considered poor, and for values less than or equal to .5 it is 

unacceptable. 

Cronbach’s alpha was used in the current study for verifying the reliability of the factors. 

For basic research reliability, a minimum Cronbach’s alpha of 0.7 is suggested (Hair et al., 1998; 

Nunally, 1978). Table 17 shows the Cronbach’s alpha results for the TPB factors under SEPS. 
Table 17 : Cronbach’s Alpha Results for TPB Factors under SEPS 

TPB factor under SEPS Cronbach’s Alpha Number of Items 
Attitude .831 9 

Subjective Norms .852 6 
Perceived Behavioural Control .791 9 

Intention .833 6 
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The Cronbach’s alpha values were above 0.7, which means the data were reliable. To sum 

up, the internal consistencies in this study for the factors were in agreement with the proposed 

threshold of values greater than 0.7 (Hair et al., 1998; Nunally, 1978; Pallant, 2013; Tabachnick 

and Fidell, 2007). 

5.4 Construct Validity: Discriminant Validity 

Discriminant validity is the extent to which factors are distinct and uncorrelated (Hair et 

al., 2006). A good instrument should show good discriminant validity where the factor is able to 

account for more variance in the observed variables rather than other constructs within the 

conceptual framework. The factor correlation matrix can be used to assess the discriminant 

validity, and the correlations between factors should be below 0.7 (Gaskin, 2016). Table 18 

presents the outcomes of the discriminant validity for the TPB factors under SEPS. 
Table 18 : Discriminant Validity Results for TPB Factors under SEPS 

 ATT SN PBC IN 
ATT 1.000 .437 .026 -.180 
SN .437 1.000 .439 .117 

PBC .026 .439 1.000 .343 
IN .180 .117 .343 1.000 

It can be seen from Table 18 that there is no correlation that is above the value of 0.7, which 

means the discriminant validity is achieved. 

5.5 Data Analysis Techniques Results 

5.5.1 Multiple Linear Regression Analysis (MLRA) 

The MLRA explains the unique variance of the dependent factor (e.g., IN) by each 

independent factor (e.g., ATT, SN, and PBC) (Pallant, 2005). Additionally, it is a widely used 

multivariate statistical technique to test hypotheses and predict dependent variable values. As this 

study uses TPB, to analyse the user behavioural intention when responding to phishing emails, the 

MLRA establishes how independent variables (ATT, SN, and PBC) explain the unique variance 

of the dependent variable (IN). 

To analyse the data, IBM SPSS software version 28 was used, and the data was loaded to 

test the hypothesis for MLRA. As it best aligns with the study’s research question, the ‘Enter’ 

method (Mertler and Reinhart, 2017; Nathans et al., 2012) was used. To analyse and interpret the 

information, model summary, ANOVA, and coefficients tables were utilised. The model summary 

consisted of R, R squared (R2), and R squared adjusted (R2adj) values. The variance measurement 

values predicted the combination of how well the independent factors predicted the dependent 
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factor (Nathans et al., 2012). R2 values, as per Lowry and Gaskin (2014), should be high, with the 

following ranges: substantial .75, moderate .50, and weak .25 (Hair et al., 2016; Sarstedt et al., 

2014).  

In the current study, MLRA was used to answer the first and second research questions, 

which were: 

RQ1. To what extent ATT, SN, and PBC impact the behavioural intention of Saudi Arabian 

undergraduate students when responding to phishing emails under SEPS? 

RQ2. What factors of TPB have the strongest influence in explaining the behavioural 

intention of Saudi Arabian undergraduate students when faced with phishing emails under 

SEPS? 

Firstly, MLRA was performed to assess the impact of the TPB independent factors (ATT, 

SN, and PBC) on the dependent factor (IN), in the context of responding to phishing emails under 

the Authority strategy. This was followed by MLRA assessing the impact of ATT, SN, and PBC 

on IN in the context of responding to phishing emails under the Social Proof strategy. Lastly, 

MLRA was performed to assess the impact of ATT, SN, and PBC on IN in the context of 

responding to phishing emails under the Scarcity strategy. 

5.5.1.1 Assessment of the impact of (ATT, SN and PBC) on (IN) to respond to phishing emails 

under Authority Strategy 

In order to assess the impact of ATT, SN, and PBC on IN in the context of responding to 

phishing emails under Authority strategy, MLRA was performed. MLRA was executed using the 

“Enter” method to determine how much the independent factors of the TPB explain the 

behavioural intention (IN) to respond to phishing emails. All of the independent factors under the 

authority strategy has been entered as shown in Table (19). Regression results show that the TPB 

model significantly predicts intended behaviour to respond to phishing emails under Authority 

strategy (R2 = .538, p <.001). The three main independent constructs of the TPB (ATT, SN, and 

PBC) explained 53.8% of the variance in behavioural intention to respond to phishing emails under 

Authority. This means that under the Authority strategy, 53.8% variance in behavioural intention 

to respond to phishing emails can be predicted by ATT, SN, and PBC. 

In addition, the coefficient (Table 22) evaluated each of the TPB independent factors 

individually with regard to IN (the dependent factor). The coefficient values for ATT are 

significant, showing that ATT significantly impacts behavioural intention in the context of 
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responding to phishing emails under Authority, (β =.468, p < 0.01). Moreover, the beta coefficients 

value tell us that ATT had the strongest influence independent factor of TPB in explaining the 

behavioural intention to respond to phishing emails under the Authority strategy. In addition to 

this, the coefficient values for SN are significant, showing that SN significantly impacts 

behavioural intention to respond to phishing emails under the Authority strategy (β = .259, p < 

0.01). The coefficient values for PBC are significant, showing that PBC significantly impacts 

behavioural intention to respond to phishing emails under the Authority strategy, where β = .109, 

and p value = .009, which is less than 0.05. In addition to this, Table (23) shows that among the 

three demographic factors used in this study (Gender, Age, and Field of Study), the gender was 

significantly impacts behavioural intention to respond to phishing emails under Authority strategy 

(Sig = .002). The following tables (20, 21, 22, and 23) provide analysis statistics of multiple linear 

regression results for the TPB factors under the Authority strategy (Appendix D). 
Table 19 : Variables Entered under Authority strategy 

Model Variables 
Entered 

Variables 
Removed 

Method 

1 ATT, 
SN, 
PBC 

. Enter 

 

Table 20 : Model Summary results of TPB factors under Authority strategy 

Model R R square Adjusted R square Std. error of the estimate 
1 .734 .538 .536 .562 

 

Table 21 : ANOVA results of TPB factors under Authority strategy 

Model  Sum of Squares df Mean Squares F Sig. 
1 Regression 

Residual 
Total 

183.393157.195 
340.587 

3 
497 
500 

61.131 
.316 

193.277 <.001 

 

Table 22 : Coefficients results of TPB factors under Authority strategy 

  Unstandardized Coefficients Standardized 
Coefficients 

 

  

Model  B Std. Error Beta t Sig. 
1 (Constant) .529 .164  3.220 .001 

 ATT .519 .046 .468 11.386 < .001 
 SN .229 .036 .259 6.285 < .001 
 PBC .139 .053 .109 2.617 .009 
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Table 23 : Coefficients results of demographic and TPB factors under Authority strategy 

  Unstandardized 
Coefficients 

Standardized 
Coefficients 

 

  

Model  B Std. Error Beta t Sig. 
1 (Constant) 3.509 .209  16.802 <.001 

 Gender .217 .070 .142 3.075 .002 
 Age .010 .051 .009 .188 .851 
 Field of Study -.003 .031 -.004 -.087 .931 

 

5.5.1.2 Assessment of the impact of (ATT, SN and PBC) on (IN) to respond to phishing 

emails under Social Proof Strategy 

In order to assess the impact of ATT, SN, and PBC on IN in the context of responding to 

phishing emails under Social Proof strategy, MLRA was performed. Regression results show that 

the TPB model significantly predicts intended behaviour to respond to phishing emails under 

Social Proof strategy (R2 = .518, p <.001). The three main independent constructs of the TPB 

(ATT, SN, and PBC) explained 51.8% of the variance in behavioural intention to respond to 

phishing emails under Social Proof strategy. This means that under the Social Proof strategy, 

51.8% variance in behavioural intention to respond to phishing emails can be predicted by ATT, 

SN, and PBC. 

In addition, the coefficient (Table 27) evaluated every independent factors of the TPB 

individually with respect to IN (the dependent factor). The Coefficient values for attitude are 

significant, showing that ATT significantly impacts behavioural intention to respond to phishing 

emails under the Social Proof strategy, (β =.431, p < 0.01). Furthermore, the beta coefficients value 

tell us that ATT had the strongest influence independent factor of TPB in explaining the 

behavioural intention to respond to phishing emails under the Social Proof strategy. Additionally, 

the coefficient values for SN are significant, showing that SN significantly impacts behavioural 

intention to respond to phishing emails under the Social Proof strategy (β = .285, p < 0.01). 

However, the coefficient values for PBC revealed that PBC did not significantly impact 

behavioural intention to respond to phishing emails under the Social Proof strategy, with (p = 

.123), which is greater than 0.05. Table (28) displays that age was significantly impacts 

behavioural intention to respond to phishing emails under Social Proof strategy (Sig = .005) among 

the three demographic factors used in this study. The following tables, Table (25), Table (26), 
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Table (27), and Table (28) provide analysis statistics of multiple linear regression results for the 

TPB factors under the Social Proof strategy (Appendix D). 
Table 24 : Variables Entered under Social Proof strategy 

Model Variables 
Entered 

Variables 
Removed 

Method 

1 ATT,  
SN,  
PBC 

. Enter 

 

Table 25 : Model Summary results of TPB factors under Social Proof strategy 

Model R R square Adjusted R square Std. error of the estimate 
1 .719 .518 .515 .892 

 

Table 26 : ANOVA results of TPB factors under Social Proof strategy 

Model  Sum of Squares df Mean Squares F Sig. 
1 Regression 

Residual 
Total 

424.418 
395.646 
820.064 

3 
497 
500 

141.473 
.796 

177.714 <.001 

 

Table 27 : Coefficients results of TPB factors under Social Proof strategy 

  Unstandardized Coefficients Standardized 
Coefficients 

 

  

Model  B Std. Error Beta t Sig. 
1 (Constant) -.054 .159  -.338 .735 

 ATT .581 .097 .431 5.982 < .001 
 SN .381 .095 .285 4.029 < .001 
 PBC .078 .050 .052 1.546 .123 

 

Table 28 : Coefficients results of demographic and TPB factors under Social Proof strategy 

  Unstandardized 
Coefficients 

Standardized 
Coefficients 

 

  

Model  B Std. Error Beta t Sig. 
1 (Constant) 2.077 .331  6.271 <.001 

 Gender .050 .112 .021 .444 .658 
 Age .227 .080 .135 2.828 .005 
 Field of Study -.094 .049 -.089 -1.914 .056 
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5.5.1.3 Assessment of the impact of (ATT, SN and PBC) on (IN) to respond to phishing 

emails under Scarcity Strategy 

In order to assess the impact of ATT, SN, and PBC on IN in the context of responding to 

phishing emails under Scarcity strategy, MLRA was executed. Regression results display that the 

TPB model significantly predicts intended behaviour to respond to phishing emails under Scarcity 

strategy (R2 = .498, p <.001). The three main independent constructs of the TPB (ATT, SN, and 

PBC) explained 49.8% of the variance in behavioural intention to respond to phishing emails under 

Scarcity strategy. This means that under the Scarcity strategy, 49.8% variance in behavioural 

intention to respond to phishing emails can be predicted by the three independent factors (ATT, 

SN, and PBC). 

In addition, the coefficient (Table 32) evaluated each independent factors of the TPB 

individually with respect to IN (the dependent factor). The Coefficient values for attitude are 

significant, showing that ATT significantly impacts behavioural intention to respond to phishing 

emails under the Scarcity strategy, (β =.235, p < 0.01). Additionally, the coefficient values for SN 

are significant, showing that SN significantly impacts behavioural intention to respond to phishing 

emails under the Scarcity strategy (β = .490, p < 0.01). Moreover, the beta coefficients value tell 

us that SN had the strongest influence independent factor of TPB in explaining the behavioural 

intention to respond to phishing emails under the Scarcity strategy. The coefficient values for PBC 

revealed that PBC did not significantly impact behavioural intention to respond to phishing emails 

under the Scarcity strategy, with (p = .718), which is greater than 0.05. Table (33) shows that the 

demographic factors (age, gender, and field of study) did not significantly impact behavioural 

intention to respond to phishing emails under the Scarcity. The following tables, Table (30), Table 

(31), Table (32), and Table (33) provide analysis statistics of multiple linear regression results for 

the TPB factors under the Scarcity strategy (Appendix D). 
Table 29 : Variables Entered under Scarcity strategy 

Model Variables 
Entered 

Variables 
Removed 

Method 

1 ATT,  
SN,  
PBC 

. Enter 
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Table 30 : Model Summary results of TPB factors under Scarcity strategy 

Model R R square Adjusted R square Std. error of the estimate 
1 .705 .498 .495 .927 

 

Table 31 : ANOVA results of TPB factors under Scarcity strategy 

Model  Sum of Squares df Mean Squares F Sig. 
1 Regression 

Residual 
Total 

423.209 
427.161 
850.370 

3 
497 
500 

141.070 
.859 

164.134 <.001 

 

Table 32 : Coefficients results of TPB factors under Scarcity strategy 

  Unstandardized Coefficients Standardized 
Coefficients 

 

  

Model  B Std. Error Beta t Sig. 
1 (Constant) .281 .188  1.493 .136 

 ATT .318 .080 .235 3.989 < .001 
 SN .599 .068 .490 8.742 < .001 
 PBC .024 .066 .015 .362 .718 

 

Table 33 : Coefficients results of demographic and TPB factors under Scarcity strategy 

  Unstandardized 
Coefficients 

Standardized 
Coefficients 

 

  

Model  B Std. Error Beta t Sig. 
1 (Constant) 3.426 .332  10.313 <.001 

 Gender -.094 .112 -.039 -.842 .400 
 Age .050 .081 .030 .622 .534 
 Field of Study -.076 .049 -.073 -1.551 .121 

The current research has three main hypotheses (discussed in Chapter 3); from the results 

in the above tables, Hypothesis 1 (H1: Saudi Arabian undergraduate students’ ATT factor impacts 

the behavioural intention to respond to phishing emails under SEPS) is supported, where ATT 

significantly impacts behavioural intention to respond to phishing emails, under all of the SEPS 

(Authority, Social Proof, and Scarcity) (p < 0.01). Additionally, Hypothesis 2 is supported (H2: 

Saudi Arabian undergraduate students’ SN factor impacts the behavioural intention to respond to 

phishing emails under SEPS.), since the SN significantly impacts behavioural intention to respond 

to phishing emails under SEPS (p < 0.01). However, Hypothesis 3 (H3: Saudi Arabian 

undergraduate students’ PBC factor impacts the behavioural intention to respond to phishing 

emails under SEPS.) is not supported, because the PBC did not impact behavioural intention to 
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respond to phishing emails, under either the Social Proof or the Scarcity strategies, where the p-

value was greater than 0.05. 

5.5.2 Factor Analysis (FA) Test Results 

5.5.2.1 Kaiser-Meyer-Olkin (KMO) Test 

The KMO test is a measure of sampling sufficiency. In addition, it is an index used to 

examine the suitability of FA – whether or not you have adequate samples to run your FA. In 

addition, the KMO value should be higher than 0.50; anything less than 0.50 indicates data might 

not be appropriate for running FA (Hair et al., 2010; Tabachnick and Fidell, 2007). (Appendix G) 

5.5.2.2 Bartlett’s Test of Sphericity 

Bartlett’s test of sphericity is a statistical test that is utilised in examining the hypothesis to 

determine if the factors are not correlated in a given population, because the lack of correlation 

might be illogical in analysing the factors. The factors should be correlated so they can be easily 

grouped. Bartlett’s test of Sphericity value less than 0.05 indicates that the data might return an 

identity matrix, which means that the factors are correlated and there are significant relationships 

among variables (Hair et al., 2010; Costello and Osborne, 2005; Tabachnick and Fidell, 2007; 

Verbeke and Viaene, 2000). 
Table 34 : KMO and Bartlett's Test of Sphericity Results 

SEPS TPB KMO Bartlett’s Test 
Sig. Value 

 
Authority 

Attitude  
.853 

 
.000 Subjective Norm 

Perceived Behavioural Control 
Intention 

 
Social Proof 

Attitude .840 .000 
Subjective Norm 

Perceived Behavioural Control 
Intention 

 
Scarcity 

Attitude .867 .000 
Subjective Norm 

Perceived Behavioural Control 
Intention 

Table 34 presents the KMO and Bartlett’s test values. Hoelzle et al. (2013) and Lloret et 

al. (2017) recommended that a KMO value greater than or equal to .70 is desired. Child et al. 

(2006) suggested that a KMO value less than .50 is considered unacceptable. Further, the Barlett’s 

test value should be less than 0.05. The KMO values for the current research are greater than .8 
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and the Barlett’s test values are less than .05. Therefore, the data are appropriate for conducting 

FA. (Appendix G) 

5.5.2.3 Communality Test 

Communality is the amount of variance a factor shares with all the other factors. Ideally, if 

the communality value is less than 0.50, that variable should be removed (Hair et al., 2010; 

Tabachnick and Fidell, 2007). The following table shows the results of the communality test. 
Table 35 : Communality Test Results 

SEPS TPB Questions Communalities 
 
 
 
 
 

Authority 

Attitude 
Q1 .702 
Q2 .757 
Q3 .814 

Subjective Norms Q1 .781 
Q2 .720 

Perceived Behavioural Control 
Q1 .674 
Q2 .722 
Q3 .700 

Intention Q1 .710 
Q2 .662 

 
 
 
 
 

Social Proof 

Attitude 
Q1 .831 
Q2 .813 
Q3 .809 

Subjective Norms Q1 .837 
Q2 .840 

Perceived Behavioural Control 
Q1 .628 
Q2 .955 
Q3 .926 

Intention Q1 .683 
Q2 .657 

 
 
 
 
 

Scarcity 

Attitude 
Q1 .663 
Q2 .748 
Q3 .749 

Subjective Norms Q1 .835 
Q2 .786 

Perceived Behavioural Control 
Q1 .608 
Q2 .676 
Q3 .656 

Intention 
Q1 .787 
Q2 .786 

Table 35 shows the values of communalities for the TPB factors in all strategies. Authority, 

Social Proof, and Scarcity are all higher than the critical value of 0.50. (Appendix G) 
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5.5.3 Confirmatory Factor Analysis (CFA) 

CFA is a part of the Structural Equation Modeling (SEM) technique that is used to examine 

the multidimensionality and factor validity of the theoretical framework’s variables (Byrne, 2010). 

CFA is also used to examine the validity of a construct via model GOF indices (Tabachnick and 

Fidell, 2007). The relation between factors and their measured variables is established using the 

CFA technique. Therefore, CFA denotes a test of measurement model (Byrne, 2001). 

CFA was used to assess the research model’s validity by initiating acceptable levels of 

GOF measurement model, and any evidence specific to construct validity (Hair et al., 2006). 

Model fit indices were used to determine if the model used represented data. The model was said 

to be acceptable if the data fit indices returned adequate, which means, if a flawless fit exists 

between the theoretical model and the covariation data pattern (Alojail, 2013). If the data returned 

sufficient results, further data analysis was performed to re-arrange and re-estimate the model 

(Byrne, 2010). It has been stated by several researchers (Awang, 2015; Byrne, 2010; Hair et al., 

2006) that model indices are classified in three categories: Absolute fit indices, Incremental fit 

indices, and Parsimony fit indices. 

The above categories include a number of GOF criteria indices such as: Chi-Square (χ2) or 

CMIN; Degree of Freedom (Chi Square/df); RMSEA; NFI; TLI; Comparative Fit Index (CFI); 

Goodness of Fit Index (GFI); and Adjusted Goodness of Fit Index (AGFI). These determine the 

data’s model fitness (Awang, 2015; Byrne 2010, Hair et al., 2006, 2010; Holmes-Smith, 2006; 

Joreskog and Sorbom, 2005; Kline 1998). Using all of the GOF criteria is not recommended (Kline, 

1998). Most SEM researchers (Bentler and Wu, 2002; Hair et al., 1998; Kline 1998) suggested 

evaluating the models by observing more than one of the GOF indices. Kline (1998) recommended 

that four GOF measures is an acceptable number for assessment of the measurement models. The 

following section shows the results of the third research question: What is the GOF for the TPB 

model applied to explain the behavioural intention of Saudi Arabian undergraduate students 

to respond to phishing emails under SEPS?  

Firstly, the results of assessment model GOF under the Authority strategy will be shown 

and discussed. Then, the results of assessment model GOF under the Social Proof strategy will be 

shown and discussed. After that, the results of assessment model GOF under the Scarcity strategy 

will be shown and discussed. 
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5.5.3.1 Assessment Model Goodness-of-Fit (GOF) under the Authority Strategy 
Table 36 : GOF Results for the TPB Factors under the Authority strategy 

Fit Index GOF Result Acceptable Range Reference 
Chi-Square (χ2) or 
(CMIN) 159.285 <3 is good, 

<5 is acceptable 
(Wheaton et al., 1977; Garver and Mentzer, 
1999; Hoe, 2008; Awang, 2015) 

RMSEA 
.126 

<0.05 superior fit 
<0.08 good fit 
<0.1 acceptable fit 

(Garson, 2006; Kenny,2010; Garver and 
Mentzer, 1999; Hoe, 2008; Awang, 2015; 
Byrne, 2010; Schumacker and Lomax, 2010). 

GFI .935 >0.90 (Joreskog and Sorbom, 1984; Baumgartner 
and Hombur, 1996; Awang, 2015) 

CFI .962 >0.95 is superior, 
>0.90 is good 

(Bentler, 1990; Garver and Mentzer, 1999; 
Hoe, 2008; Awang, 2015; Byrne, 2010). 

TLI 
.925 >0.95 is superior, 

>0.90 is good 
(Byrne, 2010; Awang, 2015). 

NFI .958 >0.9 is acceptable (Awang, 2015; Bollen, 1989; Bentler and 
Bonett, 1980). 

AGFI .838 >0.90 (Awang, 2015; Tanaka and Huba, 1985; 
Baumgartner and Hombur, 1996) 

CMIN/DF 8.849 <3.0 is acceptable (Shah and Goldstein, 2006; Hair et al., 2010; 
Byrne, 2010). 

p .000 < 0.001  

 

Figure 9 : CFA measurement model under the Authority strategy 
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5.5.3.2 Assessment Model Goodness-of-Fit (GOF) under the Social Proof Strategy 
Table 37 : GOF Results for the TPB Factors under the Social Proof strategy 

Fit Index GOF Result Acceptable Range Reference 
Chi-Square 
(χ2) or 
(CMIN) 

117.164 <3 is good, 
<5 is acceptable 

(Wheaton et al., 1977; Garver and Mentzer; 1999; Hoe, 
2008; Awang, 2015) 

RMSEA .109 <0.05 superior fit 
<0.08 good fit 
<0.1 acceptable fit 

(Garson, 2006; Kenny, 2010; Browne and Cudeck, 
1993; Garver and Mentzer; 1999; Hoe, 2008; Awang, 
2015; Hu and Bentler, 1999; Hooper et al., 2008; Byrne, 
2010; Schumacker and Lomax, 2010). 

GFI .955 >0.90 (Joreskog and Sorbom, 1984; Baumgartner and 
Hombur, 1996; Awang, 2015) 

CFI .981 >0.95 is superior, 
>0.90 is good 

(Bentler, 1990; Garver and Mentzer; 1999; Hoe, 2008; 
Awang, 2015; Tabachnick and Fidell 2007; Hooper et 
al., 2008; Byrne 2010). 

TLI .959 >0.95 is superior, 
>0.90 is good 

( Byrne 2010; Awang,2015). 

NFI .978 >0.9 is acceptable (Awang, 2015; Bollen, 1989; Bentler and Bonett, 1980). 

AGFI .881 >0.90 (Awang, 2015; Tanaka and Huba, 1985; Baumgartner 
and Hombur, 1996) 

CMIN/DF 6.892 <3.0 is acceptable Shah and Goldstein (2006), Hair et al. (2010), Byrne 
(2010). 

p .000 < 0.001  

 

Figure 10 : CFA measurement model under the Social Proof strategy 
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5.5.3.3 Assessment Model Goodness-of-Fit (GOF) under the Scarcity Strategy 
Table 38 : GOF Results for the TPB Factors under the Scarcity strategy 

Fit Index GOF Result Acceptable Range Reference 
Chi-Square 
(χ2) or (CMIN) 

161.784 <3 is good, 
<5 is acceptable 

(Wheaton et al., 1977; Garver and Mentzer; 1999; 
Hoe, 2008; Awang, 2015) 

RMSEA .102 <0.05 superior fit 
<0.08 good fit 
<0.1 acceptable fit 

(Garson, 2006; Kenny, 2010; Browne and Cudeck, 
1993; Garver and Mentzer; 1999; Hoe, 2008; 
Awang, 2015; Hu and Bentler, 1999; Hooper et al., 
2008; Byrne, 2010; Schumacker and Lomax, 2010). 

GFI .952 >0.90 (Joreskog and Sorbom, 1984; Baumgartner and 
Hombur, 1996; Awang, 2015) 

CFI .968 >0.95 is superior, 
>0.90 is good 

(Bentler, 1990; Garver and Mentzer; 1999; Hoe, 
2008; Awang, 2015; Tabachnick and Fidell 2007; 
Hooper et al., 2008; Byrne 2010). 

TLI .945 >0.95 is superior, 
>0.90 is good 

(Bentler and Bonett, 1980; Hair et al., 2006; Byrne 
2010; Awang, 2015). 

NFI .963 >0.9 is acceptable (Awang, 2015; Bollen, 1989; Bentler and Bonett, 
1980). 

AGFI .877 >0.90 (Awang, 2015; Tanaka and Huba, 1985; 
Baumgartner and Hombur, 1996) 

CMIN/DF 6.221 <3.0 is acceptable Shah and Goldstein (2006), Hair et al. (2010), Byrne 
(2010). 

p .000 < 0.001  

 

Figure 11 : CFA measurement model under the Scarcity strategy 
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The diagnostic analysis demonstrated a good fit of the data model, which would indicate 

the Theory of Planned Behaviour (TPB) model might work well when applied to the intention of 

responding to phishing emails under SEPS in the Saudi Arabian undergraduate students. Numerous 

common model-fit measures were used in measuring the model’s overall GOF. Many researchers 

(Bentler and Wu, 2002; Hair et al., 1998; Kline, 1998) recommended evaluating the models by 

observing more than one of the GOF indices. Kline (1998) recommended that four GOF measures 

is an acceptable number for assessment of the measurement models. Consistent with 

recommendations by Kline (1998), four GOF indices were selected, which reflect good and 

acceptable values for the measurement model. The four GOF indices are NFI, TLI, CFI, and GFI. 

The next section discusses the assessment model GOF under each of the Social Engineering 

Persuading strategies. 

The assessment model GOF under the Authority strategy demonstrates good model fit 

values. It can be seen from Table 36 that the four GOF indices (NFI, TLI, CFI, and GFI) 

demonstrate good model fit values. The NFI, TLI, CFI, and GFI values are .958, .925, .962, and 

.935 respectively, which are in the good fit range (above 0.90). Additionally, the assessment model 

GOF under Social Proof strategy shows good model fit values. It can be seen from Table 37 that 

the four GOF indices NFI, TLI, CFI, and GFI values are .978, .959, .981, and .955 respectively, 

which are in the good fit range (above 0.90). Furthermore, the assessment model GOF under the 

Scarcity strategy demonstrates good model fit values. It can be seen from Table 38 that the values 

of the four GOF indices NFI, TLI, CFI, and GFI are .963, .945, .968, and .952 respectively, which 

are in the good fit range which is greater than 0.90. 

Additionally, it can be seen from the all above tables (36, 37, and 38) that there are some 

indices that did not achieve good model fit values, such as Chi-Square and RMSEA. The possible 

reason behind this could be because these indices are influenced by sample size. It has been stated 

by Sekaran (2003) that Chi-Square not meeting its recommended value might be due to the sample 

size, which exceeds the recommended maximum of 200. Awang (2015) mentioned that it is not 

applicable for a large sample size, i.e. greater than 200. Moreover, other researchers mentioned 

that indices such as Chi-Square and RMSEA are highly sensitive to sample size (Ainur et al., 2017; 

Awang, 2015; Iacobucci, 2010; Kenny, 2010). 
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Additionally, it can be seen from Figures 9 and 10 that one item, PBCQ1, was deleted from 

the model. According to Awang (2015), items can be removed from the measurement model if 

they do not fit in the measurement model, but the item removal should not be more than 20% of 

the mode’s total items (Awang, 2015). 

5.5.3.4 Construct Reliability (Composite Reliability) 

Composite reliability is a measurement of internal consistency in scale items, much like 

Cronbach alpha (Netemeyer, 2003). Internal consistency refers to the test which ensures all the 

constructs in a certain instrument return a similar latent summary (Sekaran and Bougie, 2010). The 

internal consistency reliability limits are the upper and lower control limits of composite reliability 

and Cronbach alpha (Hair et al., 2017). The composite reliability values should be greater than 0.7, 

as they determine the data reliability (Hair et al., 2017). Table 39 illustrates the composite 

reliability values, which are in an acceptable range, greater than the set range of 0.7. 
Table 39 : CFA Construct Reliability Results for the TPB Factors under SEPS 

SEPS TPB Composite Reliability 
 

Authority 
Attitude .922 

Subjective Norms .890 
PBC .849 

Intention .925 
 

Social Proof 
Attitude .942 

Subjective Norms .934 
PBC .821 

Intention .952 
 

Scarcity 
 

 

Attitude .871 
Subjective Norms .942 

PBC .766 
Intention .961 

5.5.3.5 Construct Validity 

Validity denotes to how precisely an instrument measures what it is planned to measure. 

Construct validity, also known as dimension validity, is the common type of validity, and can be 

explained as the degree used to measure a test that requires measurement (Hair et al., 2006). This 

consists of two main aspects – convergent validity and discriminant validity. 

5.5.3.5.1 Convergent Validity 

Convergent validity measures if the factors are similar to the other variables, and displays 

the correlations among the variables (Kline, 1998). In addition, convergent validity is achieved 

when there is greater correlation between the items that share the same scenario (Sekaran and 

Bougie, 2010). Fornell and Larcker (1981) suggested the value of an AVE to be greater than 0.5. 
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Table 40 illustrates the AVE values, which are above the threshold of 0.5. Therefore, the 

convergent validity of the model was achieved. 
Table 40 : CFA Convergent Validity Results for the TPB Factors under SEPS 

SEPS TPB AVE 
 

Authority 
Attitude .599 

Subjective Norms .571 
Perceived Behavioural Control .639 

Intention .789 
 

Social Proof 
Attitude .634 

Subjective Norms .607 
Perceived Behavioural Control .750 

Intention .512 
 

Scarcity 
Attitude .533 

Subjective Norms .510 
Perceived Behavioural Control .611 

Intention .531 
5.5.3.5.2 Discriminant Validity 

Discriminant validity refers to the variables that are not similar to the other variables. There 

are different criteria to calculate the discriminant validity; however, the current research uses the 

Fornell-Larcker criterion, as it is widely used, with good reviews when compared to the relatively 

new criterion, Heterotrait Monotrait Ratio (HTMT) (Hamid et al., 2017). 

5.5.3.5.2.1 Fornell-Larcker Criterion 

This criterion compares the AVE square root value for each factor with the correlation of 

other variables (Hair et al., 2017). Discriminant validity is attained when the AVE square root 

value is greater than the other values from the construct’s correlation. The current research 

achieved the Discriminant validity as the AVE square root values are higher than the other 

correlation variable values.  
Table 41 : CFA Discriminant Validity Results for the TPB Factors under the Authority strategy 

 ATT SN PBC IN 
ATT 0.773    
SN 0.657 0.633   

PBC 0.696 0.466 0.607  
IN 0.723 0.631 0.529 0.656 
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Table 42 : CFA Discriminant Validity Results for the TPB Factors under the Social Proof strategy 

 ATT SN PBC IN 
ATT 0.796    
SN 0.298 0.661   

PBC 0.107 0.074 0.866  
IN 0.74 0.724 0.055 0.707 

 

Table 43 : CFA Discriminant Validity Results for the TPB Factors under the Scarcity strategy 

 ATT SN PBC IN 
ATT 0.73    
SN 0.688 0.707   

PBC 0.71 0.703 0.626  
IN 0.675 0.705 0.527 0.707 

5.6 Chapter Summary 

This chapter illustrated the data analysis results for the survey conducted on KFU 

undergraduate students. The data were analysed to explain and predict the participants’ 

behavioural intentions when responding to phishing emails under different SEPS (Authority, 

Social Proof and Scarcity), via understanding TPB. This study found that only two of the factors 

of TPB (Attitude and Subjective Norms) have a statistically significant impact on undergraduate 

students’ behavioural intention under the three persuading strategies (Authority, Social Proof and 

Scarcity) however the third factor of TPB which is Perceived Behavioural Control has a significant 

impact on undergraduate students’ behavioural intentions only under the Authority strategy. The 

strongest predictor of undergraduate students behavioural intention under the Authority and Social 

Proof strategies was found to be attitude, while the Subjective Norm factor was found to be the 

strongest predictor under the Scarcity strategy. Additionally, the TPB model was found to have a 

good model fit when applied to intention to respond to phishing emails. The following chapter 

discusses the results in further detail. 
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CHAPTER 6. Discussion and Conclusion 

6.1 Introduction 

The purpose of the current research was to evaluate TPB to explain individual behavioural 

intention when responding to phishing emails under SEPS. The current study examined the impact 

of the TPB independent factors (ATT, SN, and PBC) on the dependent factor IN. Additionally, the 

current study examined the TPB model GOF to show if the TPB might or might not work with 

responding to phishing emails under SEPS. 

Ajzen’s (1988) TPB can be divided into three conceptually independent factors that 

determine the behavioural intention: ATT; SN; and PBC (Ajzen, 1991). Attitude toward the 

behaviour determines the level at which an individual has a positive or negative evaluation toward 

the behavioural performance. Subjective Norms denotes to an individual’s belief based on the 

opinion of other crucial relations (e.g., friends, family or colleagues) in their lives, who determine 

if a behaviour should be performed, or what these individuals are doing themselves. The perceived 

views of these people around the individual assist in determining the response of the person 

performing the behaviour. PBC can be defined as individual’s perceptions of whether or not they 

can execute that specific behaviour, and the ease with which it can be performed. 

In this chapter, the results in Chapter 5 (Data Analysis chapter) will be compared with 

results from previous studies, and will be discussed. Whether the findings of the current study 

agree or diverge from the previous studies will be addressed, and possible reasons for these 

findings are debated. This chapter commences a discussion of the major findings and compares 

them with findings from previous studies (section 6.2). Then, sections 6.3 and section 6.4 focus, 

respectively, on the theoretical and practical implications of the current study. The following 

section (6.5) discusses the limitations of this thesis, followed by section 6.6, which discusses 

recommendations and future work. Lastly, section 6.7 provides a conclusion to this chapter. 

6.2 Major Findings 

This thesis aimed to investigate the TPB factors to explain individual behavioural intention 

when responding to phishing emails under SEPS. This research examined: (1) the impact of TPB 

independent factors on the dependent factor under SEPS; (2) the factors of TPB having strongest 

influence in explaining the intentions behind individuals’ behaviours when faced with phishing 

emails under SPES; and (3) the goodness of fit for the model under SEPS. 
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6.2.1 Major Finding 1 

The TPB’s independent factors (ATT, SN, and PBC) were found to be significant 

predictors of intention to respond to phishing emails under SEPS (Authority, Social Proof, 

Scarcity). This was supported by several researchers in the literature. For example, it has been 

stated by Yousafzai et al. (2010) and Tolliver (2016) that TPB has been used in numerous studies, 

and has proved to be a strong predictor of behavioural intention, in several fields and geographic 

locations. Furthermore, numerous studies found strong support for TPB usage (Alajmi, 2010; 

Sadeghi and Farokhian, 2011; Tsai et al., 2010). According to Armitage and Conner (2001), the 

most widely used social psychological theory is TPB, as it explains and predicts user behaviour in 

any given scenario. Additionally, according to Dunn et al. (2011), the likelihood of predicting 

intention and behaviour is increased by the TPB model. 

In the current study, the three main independent factors of the TPB explain 53.8% of the 

variance in behavioural intention under the authority strategy. This means that under the authority 

strategy, 53.8% variance in behavioural intention can be predicted to attitude, subjective norms, 

and PBC. Additionally, the three main independent factors of the TPB explain 51.8% of the 

variance in behavioural intention under the social proof strategy. This means that, under the social 

proof strategy, 51.8% variance in behavioural intention can be predicted to attitude, subjective 

norms, and perceived behavioural control. Moreover, the attitude, subjective norms, and perceived 

behavioural control explain 49.8% of the variance in behavioural intention under the Scarcity 

strategy. This means that, under the Scarcity strategy, 49.8% variance in behavioural intention can 

be predicted to attitude, subjective norms, and perceived behavioural control. 
Table 44 : Summary of the Variance in Behavioural Intention under SEPS 

SEPS Variance in Behavioural Intention 

Authority 53.8% (moderate) 

Social Proof 51.8% (moderate) 

Scarcity 49.8% (moderate) 

It can be seen from Table 44 (Hair et al., 2011; Sarstedt et al., 2014) that the TPB explains 

high to moderate values of the variance in behavioural intention under the authority, social proof, 

or scarcity strategy, or all of these. This supports what is mentioned in the literature; meta-analyses 

of correlational studies have suggested that intentions are moderately to highly associated with 

behaviour (Cohen et al., 2003). 
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A meta-analysis of approximately 190 studies relating to TPB supported the predictive 

power of the model, and found that TPB accounted for about 27-39% of the behavioural intention 

(Armitage and Conner, 2001). Furthermore, other researchers have shown the predictive power of 

TPB constructs on intention, with a range 39% according to Armitage and Conner (2001), and 

50% for intention according to Hagger et al. (2002). A systematic review illustrated that the model 

is almost as good at anticipating intentions and behaviour pertaining to information security studies 

(such as compliance to information security policies); about 40% of the difference in intentions 

has been clarified in the survey research (Sommestad and Hallberg, 2013) 

6.2.2 Major Finding 2 

The findings of this study shows that attitude (ATT) has a significant influence on 

behavioural intention to respond to phishing emails under SEPS, and this supports research 

hypothesis 1. Furthermore, the attitude factor under both authority and social proof strategies was 

the highest value of beta (β =.468, p < 0.01) (β =.431, p < 0.01) respectively, which means that the 

factor ATT has the strongest impact on participants’ behavioural intention to respond to phishing 

emails under the Authority and Social Proof strategies. 

Consider a scenario, where an individual receives an email that appears to be from a 

government’s authoritative figure, such as the Ministry of Health, requesting a download of a 

certain attachment, to protect from an on-going virus or the break-out of a pandemic (COVID-19). 

Additionally, consider another scenario, where an individual receives an email informing about an 

illegitimate activity on their account, creating a sense of urgency where there are chances an 

individual’s account might be closed if no immediate action is taken. Moreover, the email provides 

a URL that directs the user to the phished webpage. There is a chance that the individual might 

panic and click the link, thus falling prey to the phishing attack. 

In the above-mentioned scenarios, attackers use the Authority strategy – email appears to 

come from an institution of authority – to persuade the individuals to respond to the emails. The 

attackers also might understand and exploit the cultural factors of their targets and accordingly use 

suitable techniques. According to Hofstede, the KSA is considered as a power-driven (or power 

distance) and collectivist culture. So the attackers might send an email that appears to be from 

powerful authoritative entities (e.g., the Ministry of Health) requesting the performance of a 

particular action. Here, the attacker exploits the power distance as a cultural factor and uses the 

authority strategy to persuade the targets to respond to the phishing email. Collectivism is another 
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cultural factor that can be exploited by the attackers. For example, the attackers create a fake group 

on a social media app such as Facebook, with a title more favourable in the targeted culture (such 

as volunteering or working collectively for a suitable cause, and/or contributing in a survey), and 

send an email requesting to join the group. There is a chance that the attackers might demonstrate 

a fake number of members who joined the group, or participated in a particular activity. In this 

scenario, the hacker exploits the collectivist cultural factor, and by using the Social Proof technique 

(the email encourages the participants to carry out a certain action due to the fact that other people 

have already taken this act) persuades the target to respond and/or carry out phishing attacks. 

In another Social Proof scenario, when an individual receives an email from social 

networking sites (Facebook, Instagram, Twitter, Swarm), with phrases mentioning a certain 

number of friends showing interest, the hacker might receive a response with the requested 

information. The individual might respond based on their belief or attitude, without considering 

the consequences of their actions. However, the individual might consider questions like, are such 

emails important or unimportant, favourable or unfavourable, useful or not useful. 

The findings of the current research align with other studies, which confirms that attitude 

is a significant factor influencing an individual’s behavioural intention (Arpaci and Baloglu, 2016; 

Bulgurcu et al., 2010; Burns and Roberts, 2013; Dinev and Hu, 2007; Flores and Ekstedt, 2014; 

Ifinedo, 2012; Jafarkarimi et al., 2016; Kumar et al., 2008; Lebek, 2014; Lee and Kozar, 2008; Ng 

and Rahim, 2005; Safa et al., 2016; Sommestad et al., 2015; Yao and Linz, 2008; Zhang and 

McDowell, 2009). For example, the effect of attitude on information security policies compliance 

intention (Bulgurcu et al., 2010; Ifinedo, 2011; Pahnila et al., 2007; Sommestad et al., 2015). There 

has been an immense support between the attitude factor and anti-spyware adoption (Dinev and 

Hu, 2007; Lee and Kozar, 2008) with regard to online privacy protection approaches (Burns and 

Roberts, 2013; Yao and Linz, 2008), updating anti-virus (Ng and Rahim, 2005), and adopting 

firewalls (Kumar et al., 2008), as well as using strong secure passwords (Zhang and McDowell, 

2009). 

Other studies, such as Anderson and Agarwal (2010), have determined that the attitude 

factor is related to intention, as it conducts security-related behaviour to protect their own computer 

from cybercriminal activities. Based on the rich seam of studies supporting the influence of attitude 

on user intention, it seems to be a significant factor of information security behaviour. Moreover, 
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the results of this research are in alignment with TPB, which demonstrates that attitude is one of 

the main predictors of behavioural intention (Ajzen, 1991). 

The findings of this study also show that SN has a significant on behavioural intention to 

respond to phishing emails under SEPS, and this supports research hypothesis 2. Additionally, the 

SN factor under the Scarcity strategy was the highest value of beta (β =.490, p < 0.01), which 

means that the SN factor has the strongest impact on participants’ behavioural intention to respond 

to phishing emails under the Scarcity strategy. The influence on the participants of important 

people such as their family and friends may impact their decision- making process. For example, 

when a user receives an email from an entertainment website such as Netflix, or a food-delivery 

application such as Hunger Station (widely used in the KSA), with phrases emphasising a short-

term sale, or a limited-time offer requiring an immediate action. In such scenarios, the user takes 

into account the views of the people important to them (friends and family) – did they receive such 

an email before, did they respond to it, how highly have they spoken about the 

organisation/company? Here, the individual takes into consideration the opinions and beliefs of 

family and friends, rather than making their own decisions (Ryan, 1982; Sheppard et al., 1988). 

So, the impact of the participants’ SN on the behavioural intention to respond to phishing emails 

under the Scarcity strategy happens, as the participants are probable to follow the trend in taking 

up the offers presented by different organisations. 

The study result is similar to the results from several previous studies that supported the 

influence of SN on behavioural intentions (Bulgurcu et al., 2010; Hamidreza et al., 2020; Ifinedo, 

2012; Ng and Rahim, 2005; Pahnila et al., 2007; Safa et al., 2015; Siponen et al., 2010; Sommestad 

et al., 2015). So, subjective norms seems to be an important element of behavioural intentions. 

Moreover, the results of this research are in alignment with TPB, which demonstrates that SN is 

one of the main predictors of behavioural intention (Ajzen, 1991). 

Furthermore, the current study found that the PBC factor of TPB only has a significant 

impact on behavioural intention when responding to phishing email under the Authority strategy, 

while under the Social Proof and Scarcity strategies the factor did not have any significant impact. 

A study carried out by Safa et al. (2015), aimed at changing individuals’ behaviour to conscious 

care behaviour in the information security area, also found that PBC does not have an impact on 

individuals’ behaviour. The reason for the lack of impact from PBC might be the pre-set notion, 

where a certain idea is embedded in an individual’s mind. The respondents had a different opinion 
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with respect to the provided emails in the survey, and preferred the perception having no relation 

with intention; most of the participants opted for the pre-set notion rather than their intended 

behaviour. Saudi culture is a collectivist society, with deeply embedded traditions and beliefs. 

When analysing a situation, a Saudi individual might prefer the pre-set notion of responding to 

certain emails, rather than being affected by the email’s content. The traditions and beliefs take 

precedence over the phishing email. So, in the current study, Hypothesis 3 was not supported. 

6.2.3 Major Finding 3 

As described in Chapter 5, the model in the current study achieved the goodness of fit, 

which would show that Theory of Planned Behaviour (TPB) model might work well when applied 

to the intention of responding to phishing emails under SEPS in Saudi Arabian undergraduate 

students. Four GOF indices (NFI, TLI, CFI, and GFI) provided a good model fit score. This aligns 

with other studies, such as Burns and Roberts (2013), applying TPB to predict online safety 

behaviour, which also found that the TPB model achieved a good model fit. 

6.3 Theoretical Implication 

The three independent factors of TPB (ATT, SN, and PBC) were found to be significant 

factors of individual behavioural intention in responding to phishing emails under SEPS 

(Authority, Social Proof, Scarcity). Furthermore, the findings of the current study had a fit data 

model, which would specify Ajzen’s TPB model may perform well when applied to the 

behavioural intent of responding to phishing emails under SEPS. The three independent factors of 

the TPB predicted and explained the power of the theory. An interesting theoretical outcome was 

the robust relation between Attitude under Authority and Social Proof and Subjective Norm under 

Scarcity. This strong relation enables the prediction and explanation of variance among TPB 

factors towards cybercriminal activities such as phishing emails. Theoretically, this indicates 

Ajzen’s TPB might function similarly for cybercriminal activities such as phishing emails. There 

is a possibility that other unknown factors might be influenced by intention when responding to 

phishing emails under SEPS. 

This research was conducted on Saudi Arabian undergraduate students studying at KFU; 

this presents an opportunity for other researchers to further test these theoretical findings on other 

countries, and cultures. Perhaps other organisations might be used; or maybe graduate students. 

Future researchers using the TPB might incorporate a relationship between Attitude under 



124  
124 

Authority and Social Proof and Subjective Norm under Scarcity, and explore different pathways 

with different perspectives. 

The current research aimed to evaluate the TPB, as developed by Ajzen, under different 

SEPS, when responding to phishing emails. The other popular theories might provide more 

explanation on the role of the independent factors of TPB Attitude, Subjective Norms, and 

Perceived Behaviour Control, and how these factors impact behaviour. For instance, Cialdini 

(2001) provided an insight on a person’s need for the adoption of social proof during uncertain 

times. Cialdini (2001) asserted that people normally look at others in similar situations to make a 

decision during unknown times, thus emphasising the social norm of decision-making criteria 

(Cialdini, 2001). Several organisations are providing training and encouraging their employees to 

detect phishing emails; however, there is uncertainty among the employees and many employees 

are still unaware of the criteria for detecting phishing emails. Cialdini (2001) recommended 

considering normative influences when faced with uncertain situations. Other similar research 

(Glynn and Huge, 2007) acknowledged that normative influences are based on an individual’s 

behaviour and opinion, encouraging people to consider others’ opinions when faced with unknown 

and uncertain situations. 

Cialdini did not incorporate the uncertainties of TPB studies, and a limited number of 

researchers have included the risk and uncertainties in their studies. TPB was used as a theoretical 

model by Quintal et al. (2010), who found the perceived uncertainties were impacted by attitudes 

to their study ‘visiting Australia’ among Asian Ethnicities, which involved uncertainty influenced 

by PBC. While these results are fascinating, they are distinctive to the nations of origin, and might 

not be applied to other countries and cultures using the TPB framework. Therefore, there is still 

ambiguity in terms of TPB uncertainties. 

Another interesting note is that TPB does not include demographic factors (e.g., age and 

gender) in predicting an individual’s behaviour. The addition of demographic factors in Ajzen’s 

(2006) TPB model might present different results when predicting an individual’s behaviour. The 

results of the current study involved demographic factors such as age, gender, and field of study 

in the survey, to evaluate an individual’s response to phishing emails under SEPS. These 

demographic factors demonstrated a significant relationship with TPB. This suggests the 

demographic factors play a crucial role in evaluating an individual’s behaviour when responding 

to phishing emails under SEPS. In addirion, there are other demographic factors that might provide 
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better insight when explored. Venkatesh, Morris and Ackerman (2000) suggested an individual’s 

income plays a vital role during the decision-making process. Within the context of responding to 

phishing emails, income as a demographic factor might play a role in decision-making, as the 

income might be considered before responding to phishing emails. 

Ajzen’s (2006) TPB did not include emotional determinants of behaviour when predicting 

individuals’ behaviour. However, its predecessor, TRA (Fishbein and Ajzen, 1980) included 

emotional variables such as anxiety, fear, and threat. Scholars may need to include emotional 

variables in studying an individual’s responses to phishing emails. For example, when a user 

receives a phishing email saying their password is compromised, the anxiety levels might increase, 

as most individuals are aware of how confidential information is exploited. This might not only 

affect an individual’s emotions, but also stress the person to take unknown steps, like responding 

to a phishing email by changing their password. 

In conclusion, the three main independent factors of TPB (ATT, SN, and PBC) are useful 

in various contexts, and the current research’s survey supports it with a data fit model. The utility 

of this theory is based on the operationalisation and measurement of TPB factors. Therefore, it can 

be decided that the TPB factors play a major role in determining an individual’s behavioural 

intention when responding to phishing emails under SEPS. As mentioned earlier, other factors that 

predict the individual’s behaviour are still unknown. There is an immense opportunity to further 

explore the relationships between TPB factors under different cultures, countries, and demographic 

factors. 

6.4 Practical Implications 

There are innumerable practical implications linked with the current study. The research 

found that there are several criteria to be evaluated when an individual receives a phishing email, 

especially when the individual has to make a decision, which might have a social context such as 

looking for others’ opinions, and the reactions of family, friends, and authoritative figures 

involved. The training provided by employers regarding phishing email requires careful 

consideration, as any follow-up test phishing email might have consequences. The findings with 

regard to the impact of subjective norms when faced with phishing emails (e.g., a test phishing 

email sent by the organisation) suggest that the employee might seek colleagues’ opinions in order 

to reply to the email. The attitude in similar scenarios is determined by the level of authority 

sending the email. For instance, if the sender is a senior manager or director, the employee might 
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have a more concerned attitude out of fear or respect for the authoritative figure. The influence of 

PBC in the same scenario might be the preconceived notion provided during the phishing email 

training. The employee might refer to the notes or training material and respond accordingly. 

Although the significance and effectiveness of the phishing scenarios and solutions are deeply 

discussed, social engineers are still exploiting human weaknesses, therefore, there is a need to 

develop solutions that understand and protect the human vulnerabilities. 

6.4.1 Recommendations for University Faculties, Students, and Management 

A deeper level of understanding of the characteristics influencing cyberattacks will enable 

educational institutions to develop effective curricula, consisting of individual’s behaviour, 

persuading strategies, and in-depth analysis of types of cybercriminal activities, such as phishing 

emails. This will benefit and educate the students during their preparatory years. The 

undergraduate students during their prime years might still be unaware enough of cybercriminal 

activities such as phishing attacks; this means they are vulnerable to phishing activities, and 

phishers target individuals in the age range 18-25. The chances of being attacked by phishers, for 

this age group, are quite high (Kumaraguru et al., 2010; Sheng et al, 2010). 

There are instances where a student might share their confidential information with friends 

or faculty out of respect or trust. Here, the student should be educated about the vulnerabilities 

involved in sharing of private information. The curriculum should develop effective security and 

privacy courses to educate the students and protect their confidential information. The students 

should be encouraged to share their experience with other students, as it might protect them. 

The faculty should conduct a survey to learn about student’s awareness about 

cybercriminal activities, as this provides an insight on the mindset of the students towards phishing 

emails. Social engineering methods are altering frequently, and the phishers are improving the 

phishing scenarios, therefore periodically the cybercriminal curriculum should be re-assessed. 

6.4.2 Recommendations for Training and Awareness Programmes 

As mentioned earlier, an educational curriculum should be designed to educate the 

students. For organisations, the employers should provide adequate training to their employees 

and periodically assess their cybercriminal awareness skills. A questionnaire should be distributed 

to learn about employees’ weak areas, and an awareness programme should be arranged 

accordingly. Employees should be encouraged to report any cybercriminal attacks they face, either 
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in their personal or professional life. The awareness programme should be more manageable, so 

the employees do not take it as a stressful or burdening activity. 

Respected academic leaders and professors play a vital role in educating students regarding 

cybercriminal activities, especially phishing. During the education process, the risk and 

uncertainty of successfully detecting phishing email should be considered. Furthermore, the 

teaching curriculum should include real-time scenarios of phishing emails, and different ways to 

avoid being phished. The current research suggests that higher education should not only include 

cybercriminal activities such as phishing in the curriculum, but also provide emphasis and 

education on the affects that phishing email causes in an individual’s life. 

6.5 Limitations of Study 

There are some limitations in the current study as in any research. One of them is with 

TPB, as it does not take demographic factors and emotions into consideration when predicting an 

individual’s behaviour. Emotions such as fear, happiness or sadness sometimes determine the 

action taken by an individual. When faced with cybercriminal attacks such as phishing emails, the 

individual might go through technology anxiety or stress. 

Another limitation is that the current research focuses on TPB to evaluate individual 

responses to phishing emails. There were only three independent factors, attitude, subjective 

norms, and perceived behavioural control, and one dependent factor, intention, involved to explain 

and predict the individual’s behaviour when responding to phishing attacks. Future researchers can 

also consider other behavioural theories, such as Protection Motivational Theory (PMT) and the 

Elaboration Likelihood Model (ELM) to explain and predict individual responses and compare the 

results with the current research. 

A further limitation of the current study is that it used a scenario-based questionnaire rather 

than conducting a real vulnerability study. This was unavoidable, as the ethical considerations had 

to be considered. However, the chosen scenarios were designed to resemble closely the actual 

cybercriminal phishing email attacks. 

The current research was limited to the KSA, as it has a unique culture that is different 

from other countries (Albladi, 2018). The current research, due to time constraints, could not 

examine and compare the effects of other countries on the research model. Another limitation of 

the current research is simply that it focused on undergraduate students in the age group 18-25. 

This might be a limitation as the results do not reflect the responses of other Saudi nationals. The 
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undergraduate student context is crucial, as the cybercriminals targeted individuals in the age 

group 18-24; the phishers are aware that individuals are more vulnerable in this age group. 

A further limitation is the focus on three demographic factors (age, gender, and field of 

study) in only one university – KFU. This university has been selected as it is one of the most 

popular universities in the KSA, with advanced technology; it aims to enrich and develop 

knowledge for future competitive human capabilities, and provide sustainability to business 

development (KFU, 2022). Additionally, in 2019, the KFU database was hacked by cybercriminals 

(Nabbout, 2019). Further, more demographic factors such as income and employment status 

should be taken into consideration when evaluating an individual’s behaviour when responding to 

cybercriminal activities such as phishing email. Future studies can investigate the vulnerabilities 

to different cybercriminal activities in different universities and demographic factors, and compare 

the results with the current research. 

6.6 Suggestions for Future Research 

The researcher offers numerous recommendations for upcoming research. There is a need 

for extra testing to be carried out to realise if the Attitude factor under Authority and Social Proof 

strategies and Subjective Norm under Scarcity strategy continue to be the major predictor of 

responding to phishing emails. Therefore, it is suggested to use different behavioural theories to 

determine the responses of the individual when responding to phishing emails. 

There is a need to include cybercriminal activities in academic preparatory years, as most 

of the students might be unaware of social engineering attacks, like phishing and its tricks, and the 

strategies used by phishers to persuade the victim to respond to the attack. In addition, early 

education might create awareness and reduce the phishing responses. Al-Qurashi and other 

researchers (2020) recommended incorporating social engineering awareness training in the 

education institute’s curriculum in the KSA, so the students can intelligently handle social 

engineering attacks. These outcomes align with the findings of Al Janabi et al. (2016), that there 

is a necessity for information security awareness in several educational sectors in the Kingdom of 

Saudi Arabia, after carrying out a number of social awareness studies in the educational sector. 

Referring to these studies, it is crucial for educational institutes to involve information security 

awareness and training as an essential part of their curriculum, to minimise the danger of social 

engineering attacks. 
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The researcher provided a relation between independent and dependent TPB variables 

under SEPS; this information might be used to develop an app, using advanced coding languages, 

that not only educates individuals but also understands their intentional behaviours to respond to 

phishing attacks. 

The current research used SEPS in phishing emails to persuade the victim to respond to the 

emails. Future research might use different strategies, in order to provide deeper insight into the 

comprehensive framework and model, to predict user responses when faced with phishing emails. 

The current research used an online survey to record user responses to phishing emails. 

The survey consisted of different email types based on the most frequently visited websites 

in only one country, which is the KSA. Future research might use different data collection 

techniques, such as interviews or case studies, and build the questions based on frequently visited 

websites in different geographic locations (e.g., Canada, USA or European countries). In addition 

to this, the results might be analysed from collected information and compared with the results of 

the current research to determine the differences between two cultures in responding to phishing 

emails. 

The current research is limited to the TPB independent factors, ATT, SN, and PBC. Future 

research might include more independent variables to determine the relation with the dependent 

variable, intention. This would expand the horizon to deeply study the individual’s intention, and 

determine the correlation among different variables to determine user responses to phishing emails. 

Another suggestion is to include the role of uncertainty in future research, and take 

technology into consideration. Cialdini (2001) studied the role of uncertainty and it was 

determined that subjective norms influence the attitude and intention during uncertain 

circumstances. The concept of uncertainty is integrated in technology adoption by different 

theories such as the Task-Technology Fit Model (D’Ambra and Wilson, 2004). To sum up, there 

is a need to study the role of uncertainty with relation to technology. There are studies that placed 

emphasis on the role of uncertainty through the decision-making process. The theory of uncertainty 

orientation, by Sorrentino and Roney (2000), showed that individuals have different ways to 

handle uncertain circumstances. The uncertainty role is very closely linked with culture (Hofstede- 

Insights, 2021), and the KSA has the highest level of uncertainty. Therefore, the role of uncertainty 

should be studied from the lens of the country’s culture when analysing the responses to phishing 

emails. 
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Another factor to be considered is the use of scientific user-motivation studies. There are 

innumerable insights from research that focus on this element and determine the different factors 

in relation to an individual’s susceptibility. Future researchers might determine what motivates an 

individual’s responses when faced with phishing emails. Considering qualitative analysis is highly 

recommended to explore this factor. Correspondingly, it might be beneficial to take technology 

anxiety or related emotions into account to determine how the intentional factor is affected when 

responding to phishing emails. 

Financial variables might be related to the PBC factor, as individuals might believe their 

responses are based on their income and other responsibilities. It might be useful to conduct 

research among different groups of people, like students and working professionals. This might 

provide a better insight on the PBC factor, to determine if an individual indeed faces the pressure 

of pre-set notions. 

Future research might consider more demographic factors, such as an individual’s financial 

situation, when evaluating the responses towards phishing emails. The results with more 

demographic factors can be compared with the current research, to see the difference in individual 

intention. 

6.7 Conclusion 

This thesis started by discussing social engineering and focusing mainly on phishing 

attacks. The implications of phishing attacks are not only dangerous but also damaging. For many 

years, phishing attacks have been part of cyberspace. Although many precautionary steps are taken 

to prevent phishing attacks, studies and statistics have shown an increase in the attack rate, rather 

than a decrease. Phishers use different persuading strategies to prey on people’s vulnerabilities, 

thereby creating an opportunity to attempt to phish the victim. These strategies are called SEPS, 

and the ones discussed in this thesis are Authority, Social Proof, and Scarcity. 

To study the motivations behind responding to phishing emails attacks, Theory of Planned 

Behaviour (TPB) was used in the current research. As mentioned in the literature review, the theory 

is one of the most powerful and popular theories for predicting and explaining human behaviour. 

In addition, it is effectively proven by previous researchers to predict and explain the user’s 

behavioural intention in different domains. With respect to TPB, user behavioural intentions 

towards clicking on phishing emails are studied from the lens of the TPB factors: Attitude, 

Subjective Norms, and Perceived Behavioural Control. 
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The phishers may study the culture of the country, organisation or society and act 

accordingly. Previous studies have described Saudi culture as power-driven; therefore, the 

emotions are exploited through new ways, like making the content of the message more persuasive, 

or impersonating a higher authority. Additionally, as Saudi culture is more inclined towards 

socialising, the phishers send an email to individuals, quoting other family and friends who have 

taken the survey. Out of social pressure or trust the individuals fall prey to phishing. 

Therefore, the current research aimed to evaluate the TPB factors (i.e. Attitudes, Subjective 

Norms, and Perceived Behavioural Control) in order to predict and explain behavioural intentions 

of Saudi Arabian undergraduate students when responding to phishing emails under SEPS. The 

current research studied the impact of TPB independent factors on the dependent factor under 

SEPS, and found that TPB’s independent factors (Attitude, Subjective Norms, and Perceived 

Behavioural Control) were significant predictors of intention to respond to phishing email under 

SEPS (Authority, Social Proof, Scarcity). Additionally, the current research examined the factors 

of TPB that have the strongest influence in explaining the intentions behind individuals’ 

behaviours when faced with phishing emails under SEPS; it found that the Attitude factor was the 

strongest influence in explaining the intentions behind individuals’ behaviours when faced with 

phishing emails, under both Authority and Social Proof strategies, while the Subjective Norms 

factor was the strongest influence in explaining the intentions behind individuals’ behaviours when 

faced with phishing emails under the Scarcity strategy. Furthermore, it was found that the TPB 

model has a good model fit when applied to intention to respond to phishing emails. This indicates 

that the TPB model might work well when applied to the behavioural intention of Saudi Arabian 

undergraduate students to respond to phishing emails under SEPS . 
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Appendix A : Emails Respondents Survey 
 

In this survey, you are asked to provide the information requested in the first section before 

proceeding to the subsequent sections. You will then be required to consider nine separate emails 

and answer the associated questions for each. 

Each of the emails in this survey have been selected based on the most popular websites and social 

media applications used. Should you be unfamiliar with any of the organisations mentioned in the 

email, please do still take the time to consider the content of the email and answer the questions in 

each section fully. 
 

Section 1 : 
 

Q1.What is your gender? 

 

Q2.Which age group do you belong to? 

 

Q3.In which college are you studying? 
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Section 2 : 
 

Email ( 1 ) 
 

 

Q1. I believe responding to these types of emails is good for me 
 

 

Q2. I believe responding to these types of emails is useful for me 
 

 

Q3. I believe responding to these types of emails is important for me 
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Q4. People who influence my behaviour (e.g., my family and/or my friends) think that I should 

respond to these types of emails 

 

Q5. People who are important to me or close to me (e.g., my family and/or my friends) have spoken 

highly about this organization and think I should respond to these types of emails 

 

Q6. If I wanted to, I could seek the advice of people 
 

 

Q7. For me, the decision to respond or take action is my own 
 

 
Q8. For me, the decision to respond or take action is easy 

 

 

Q9. I would respond to the email 
 

 

Q10. I intend to respond to the email 
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Email ( 2 ) 

 

 

Q1. I believe responding to these types of emails is good for me 
 

 

Q2. I believe responding to these types of emails is useful for me 
 

 

Q3. I believe responding to these types of emails is important for me 
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Q4. People who influence my behavior (e.g., my family and/or my friends) think that I should respond 

to these types of emails 

 

Q5. People who are important to me or close to me (e.g., my family and/or my friends) have spoken 

highly about this organization and think I should respond to these types of emails 

 

Q6. If I wanted to, I could seek the advice of people 
 

 

Q7. For me, the decision to respond or take action is my own 
 

 

Q8. For me, the decision to respond or take action is easy 
 

 

Q9. I would respond to the email 
 

 

Q10. I intend to respond to the email 
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Email ( 3 ) 

 

 

Q1. I believe responding to these types of emails is good for me 
 

 

Q2. I believe responding to these types of emails is useful for me 
 

 

Q3. I believe responding to these types of emails is important for me 
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Q4. People who influence my behaviour (e.g., my family and/or my friends) think that I should 

respond to these types of emails 

 

Q5. People who are important to me or close to me (e.g., my family and/or my friends) have spoken 

highly about this organization and think I should respond to these types of emails 

 

Q6. If I wanted to, I could seek the advice of people 
 

 

Q7. For me, the decision to respond or take action is my own 
 

 

Q8. For me, the decision to respond or take action is easy 
 

 

Q9. I would respond to the email 
 

 
Q10. I intend to respond to the email 
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Email ( 4 ) 

 

 

Q1. I believe responding to these types of emails is good for me 
 

 

Q2. I believe responding to these types of emails is useful for me 
 

 
Q3. I believe responding to these types of emails is important for me 

 

 

Q4. People who influence my behaviour (e.g., my family and/or my friends) think that I should 

respond to these types of emails 
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Q5. People who are important to me or close to me (e.g., my family and/or my friends) have spoken 

highly about this organization and think I should respond to these types of emails 

 

Q6. If I wanted to, I could seek the advice of people 
 

 
Q7. For me, the decision to respond or take action is my own 

 

 

Q8. For me, the decision to respond or take action is easy 
 

 
Q9. I would respond to the email 

 

 

Q10. I intend to respond to the email 
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Email ( 5 ) 

 

 

Q1. I believe responding to these types of emails is good for me 
 

 
Q2. I believe responding to these types of emails is useful for me 

 

 

Q3. I believe responding to these types of emails is important for me 
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Q4. People who influence my behaviour (e.g., my family and/or my friends) think that I should 

respond to these types of emails 

 

Q5. People who are important to me or close to me (e.g., my family and/or my friends) have spoken 

highly about this organization and think I should respond to these types of emails 

 

Q6. If I wanted to, I could seek the advice of people 
 

 
Q7. For me, the decision to respond or take action is my own 

 

 

Q8. For me, the decision to respond or take action is easy 
 

 

Q9. I would respond to the email 
 

 

Q10. I intend to respond to the email 
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Email ( 6 ) 

 

 
Q1. I believe responding to these types of emails is good for me 

 

 

Q2. I believe responding to these types of emails is useful for me 
 

 

Q3. I believe responding to these types of emails is important for me 
 

 

Q4. People who influence my behaviour (e.g., my family and/or my friends) think that I should 

respond to these types of emails 
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Q5. People who are important to me or close to me (e.g., my family and/or my friends) have spoken 

highly about this organization and think I should respond to these types of emails 

 

Q6. If I wanted to, I could seek the advice of people 
 

 
Q7. For me, the decision to respond or take action is my own 

 

 

Q8. For me, the decision to respond or take action is easy 
 

 

Q9. I would respond to the email 
 

 

Q10. I intend to respond to the email 
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Email ( 7 ) 

 

 
Q1. I believe responding to these types of emails is good for me 

 

 

Q2. I believe responding to these types of emails is useful for me 
 

 

Q3. I believe responding to these types of emails is important for me 
 

 

Q4. People who influence my behaviour (e.g., my family and/or my friends) think that I should 

respond to these types of emails 
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Q5. People who are important to me or close to me (e.g., my family and/or my friends) have spoken 

highly about this organization and think I should respond to these types of emails 

 

Q6. If I wanted to, I could seek the advice of people 
 

 
Q7. For me, the decision to respond or take action is my own 

 

 

Q8. For me, the decision to respond or take action is easy 
 

 

Q9. I would respond to the email 
 

 

Q10. I intend to respond to the email 
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Email ( 8 ) 

 

 
Q1. I believe responding to these types of emails is good for me 

 

 

Q2. I believe responding to these types of emails is useful for me 
 

 

Q3. I believe responding to these types of emails is important for me 
 

 

Q4. People who influence my behaviour (e.g., my family and/or my friends) think that I should 

respond to these types of emails 
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Q5. People who are important to me or close to me (e.g., my family and/or my friends) have spoken 

highly about this organization and think I should respond to these types of emails 

 

Q6. If I wanted to, I could seek the advice of people 
 

 
Q7. For me, the decision to respond or take action is my own 

 

 

Q8. For me, the decision to respond or take action is easy 
 

 

Q9. I would respond to the email 
 

 

Q10. I intend to respond to the email 
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Email ( 9 ) 

 

 
Q1. I believe responding to these types of emails is good for me 

 

 

Q2. I believe responding to these types of emails is useful for me 
 

 

Q3. I believe responding to these types of emails is important for me 
 

 

Q4. People who influence my behaviour (e.g., my family and/or my friends) think that I should 

respond to these types of emails 
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Q5. People who are important to me or close to me (e.g., my family and/or my friends) have spoken 

highly about this organization and think I should respond to these types of emails 

 

Q6. If I wanted to, I could seek the advice of people 
 

 
Q7. For me, the decision to respond or take action is my own 

 

 

Q8. For me, the decision to respond or take action is easy 
 

 

Q9. I would respond to the email 
 

 

Q10. I intend to respond to the email 
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Appendix B : Consent Form for PhD Research Study 
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Appendix C : Descriptive Statistics : Frequency Tables and Bar Charts for the 

Demographic Factors 
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Appendix D : Multi Linear Regression Analysis Results 
 

1. Assessment the impact of (ATT, SN and PBC) on (IN) to respond to phishing emails under 

Authority strategy. 
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2. Assessment the impact of (ATT, SN and PBC) on (IN) to respond to phishing emails under 

Social Proof strategy. 
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3. Assessment the impact of (ATT, SN and PBC) on (IN) to respond to phishing emails under 

Scarcity strategy 
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Appendix E : Data Normality Distribution (Histogram) 
 

Attitude (ATT) Questions under the Authority strategy: 

 

Subjective Norms (SN) Questions under the Authority strategy: 

 

 

Perceived Behavioural Control (PBC) Questions under the Authority strategy: 

 

Intention (IN) Questions under the Authority strategy: 
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Attitude (ATT) Questions under the Social Proof strategy: 

 

 

Subjective Norms (SN) Questions under the Social Proof strategy: 

 

 

Perceived Behavioural Control (PBC) Questions under the Social Proof strategy: 
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Intention (IN) Questions under the Social Proof strategy: 

 

 

Attitude (ATT) Questions under the Scarcity strategy: 

 

 

Subjective Norms (SN) Questions under the Scarcity strategy: 
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Perceived Behavioural Control (PBC) Questions under the Scarcity strategy: 

 

 

Intention (IN) Questions under the Scarcity strategy: 
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Appendix F : Scenarios/Emails under Social Engineering Persuading Strategies (SEPS) 
 

1. Scenarios under the Authority strategy : 

 

Scenario 1: An email from Twitter 

The participant is presented with an email from twitter about deleting their account. It further 

presents a time constraint along with a link to feedback if a mistake was made. The content of this phishing 

email has a grammatical error. Besides, the sender email address is incorrect and the usage of word ‘Urgent’ 

in the subject of the email, inculcates fear and need for immediate action. 

Scenario 2: An email from Snapchat 

The participant is presented with an email from Snapchat providing information of last login from 

a device. It further requests for password change action in case it was not the user. The content of this 

phishing email has a spelling mistake. This scenario presents the participant with an incorrect sender’s 

email address. 

Scenario 3: An email from Minister of Health 

The participant is presented with an email from the Government of Saudi Arabia (Ministry of 

Health) providing a link as well as an attachment for coronavirus safety measures. The content of Phishing 

email includes misspelled (‘submitted’) and redundant words along with unprofessional language. Here, 

although the sender email is incorrect, the participants are presented with a misspelled word, COVID, not 

with the letter ‘I’ but with lowercase letter ‘l’ (Uppercase – ‘L’) in the URL 

 

2. Scenarios under the Social Proof strategy : 

 

Scenario 4: A email from Instagram 

The participant is presented with an email from Instagram requesting feedback. It provides a link 

to the review form for the user to leave reviews that will help other users’ or improve the functionality. The 

content of this phishing email has unprofessional language along with peculiar verbiage. The sender email 

is incorrect and the word ‘leave’ is spelled as ‘leave’. 

Scenario 5: An email from Facebook 

The participant is presented with an email from Facebook about pending notifications. It gives an 

option to the user to view the friend request notification by either clicking on the ‘go to Facebook’ link or 

‘view friend request’. The content of this phishing email has unprofessional language. The sender email is 

incorrect along with misspelled words and grammatical errors in the verbiage of the email. 

Scenario 6: An email from swarm 
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The participant is presented with an email from Swarm about who all are viewing the account. It 

gives an option to the user to view other users’ via a link. The content of this phishing email has 

unprofessional language. This scenario had an incorrect sender. 

 

3. Scenarios under the Scarcity strategy : 

 

Scenario 7: An email from Booking.com 

The participant is presented with an email from booking.com with a 50% off offer when reserving 

hotels. The offer can be availed by copying the discount code, besides, it provides a link to explore the 

hotels. The content of this phishing email is missing punctuation marks. This scenario had an incorrect 

sender. 

Scenario 8: An email from Netflix 

The participant is presented with an email from Netflix with a limited time offering a 3-month 

subscription. The offer can be availed by clicking on the provided link. The content of this phishing email 

has unprofessional verbiage and the font does not match the original Netflix font. The sender email is 

incorrect along with misspelled words and grammatical errors in the verbiage of the email. 

Scenario 9: An email from Hunger station 

The participant is presented with an email from Hunger Station (Food delivery application) with 

50% off on the next order. Here, the user is required to spend SAR 80 to receive 50% off on the order. The 

content of this phishing email has unprofessional verbiage, the subject of the email has a grammatical error, 

the words in the content were misspelled and the sender details were incorrect. 
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Appendix G : Factor Analysis tests results 
 

 


