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Abstract 

Increasing Environmental and Health and Safety regulations mean that the demands 

for cost-effective, accurate and information-rich methods of process analysis are 

increasing exponentially. This project aimed to evaluate the use of technologies – 

Raman and Acoustic Emission Spectroscopies – coupled with a variety of multivariate 

analysis tools to provide a framework for the optimisation of polystyrene suspension 

polymerisation, allowing industrial partners to monitor the reaction progression, 

determine particle size information and unreacted monomer concentration. Spectral 

data collected during a series of lab-scale polymerisation reactions and basic model 

mixtures was used to determine the effectiveness of each method – including the use 

of a variety of probe configurations for Raman analysis. The data was treated with 

established pre-treatment methods (Savitzky-Golay filtering, SNV transformation and 

EMSC) and a novel method (OPLECm) to enhance the performance of mathematical 

models and investigate the effectiveness of the methods for this application. 

 

The results indicate that Raman and Acoustic Emission spectroscopies can provide 

monomer concentration and particle size information for this reaction, respectively. 

Offline Raman data is shown to be approximately 33% less variable than current 

offline HPLC methods, and in-situ analysis showing qualitatively similar results to 

offline gravimetric determination of residual monomer. Furthermore, the potential 

benefit of increasing laser diameter is shown. The pre-treatment of this data prior to 

modelling shows Savitzky-Golay derivatisation to provide the least improvement 

(11.4% RMSEp); with SNV, EMSC and OPLECm performing similarly (4.1, 3.8 and 4.1% 

respectively). Models built with EMSC and OPLECm pre-treatment provide best 

results overall, with just 4 and 3 latent variables, respectively. Finally, Acoustic 

Emission spectroscopy provided data which showed good correlation to offline 

sieving analysis, indicating a strong potential for its use in PSD determination during 

this reaction. 
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1. Introduction 

Polystyrene is one of the most widely used plastic materials today due to its many 

applications, including packaging, appliances, construction, automobiles, 

electronics, furniture, toys, CD casings and luggage. The thermoplastic is low-cost, 

easily-formed through heat fabrication, highly efficient in thermal and electrical 

insulation and can come in rigid or foamed forms,1 making it a highly-versatile and 

useful polymer. The foamed form, known as expanded polystyrene (EPS), is a closed-

cell foam and is formed by introducing spherical polystyrene beads to a foaming 

agent – usually pentane. It is lightweight yet tough and so is particularly useful for 

the production of reliable packaging and cost-efficient construction materials.2  

 

Styropor® – a form of EPS – was invented by BASF, a chemical company based in 

Ludwigshafen, Germany, in 1951. Founded in 1865, the company began plastics 

manufacture in 1929 with the synthesis of styrene and quickly moved onto 

developing polymer synthesis. A process known as suspension polymerisation is used 

to produce solid polystyrene beads which are then foamed with pentane, creating 

Styropor®. With the market value of EPS expected to rise to (U.S.) $15bn by the year 

2020,3 optimisation of its manufacture is of great interest to industry. To maximise 

the efficiency of the suspension polymerisation process and, thus, ensure a high-

quality polymer product, the ability to monitor and control the process on-line has 

become a much-studied area. The implementation of these process analytical 

technologies (PAT) is of great benefit and interest to many chemical industries 

including pharmaceuticals, petrochemicals, bioprocesses and polymers. However, 

suspension polymerisation is a multi-phase system involving several organic and 

inorganic additives, which can lead to difficulties when attempting to retrieve real-

time information. 
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1.1. The Polymerisation Process 

Polymerisation is a widely studied and important chemical reaction, the products of 

which have a major impact on our daily lives due to their immense versatility. 

Polymers can be found in widely varied applications such as packaging, films, 

electronics, automotives, clothing, prosthetics and drug delivery supports4 to name 

but a few. The variety of the products of polymerisation is mirrored in the number 

of available methodologies for the reaction, one of the most commonly used being 

free-radical polymerisation. In general, free radical polymerisation can be described 

by the scheme in Table 1.1.5 

 

Table 1.1 - Generalised Free-Radical Polymerisation Reaction Scheme showing (a) 

initiation by free radical I•, (b) propagation of free radicals through interaction with 

monomer M and polymer R, (c) termination via combination and (d) termination 

via disproportionation. 

Reaction Step General Scheme 

(a) Initiation I-I → 2 I• 

(b) Propagation 
I• + M → R1• 

Ri• + M → R(i + 1)• 

(c) Termination 1 Ri• + Rj• → R(i +j) 

(d) Termination 2 Ri• + Rj• → Ri + Rj 

 

This is a chain reaction whereby the build-up of monomer ‘building blocks’ into a 

polymer chain occurs via a polymeric radical, Ri•. In step (a), the initiator 

decomposes into two units of the radical species I•. This radical then comes in 

contact with a molecule of monomer, M, and adds to its vinyl bond, forming an 

entirely new radical species, R1• (b part 1). This radical species continues to 

propagate and grow by adding to the vinyl bonds of present monomer units, Step (b 

part 2), until the reaction is stopped either through combination, Step (c), or 

disproportionation, Step (d). 
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This general scheme holds true for polymer products whether they are 

manufactured in a homogeneous (e.g. bulk polymerisation) or heterogeneous (e.g. 

suspension polymerisation) manner. Heterogeneous polymerisation reactions often 

provide further challenges to monitoring systems due to their multi-phase nature 

and the presence of additives – e.g. surfactants and stabilisers – which can interfere 

with spectroscopic measurements. 

 

1.2. Suspension Polymerisation of Styrene6, 7 

Suspension polymerisation involves small monomer droplets dispersed in medium 

(Figure 1.2) – usually water –using a micelle-forming surfactant, which for this 

reaction is sodium dodecylbenzenesulfonate (SDBS, Figure 1.1). The surfactant is 

dissolved in water, forming a solution of micelles which, under agitation, allows the 

monomer of interest to be dispersed throughout the medium by partitioning into 

the micelles as opposed to forming a separate distinct layer. The initiator in 

suspension polymerisation reactions – in this case, dibenzoyl peroxide (DBPO, Figure 

1.1a) – is soluble in the monomer phase. Furthermore, an inorganic salt – tricalcium 

phosphate (TCP) – is often used to stabilize the micelle suspension and prevent 

coalescence of monomer droplets and coagulation once the polymerisation process 

begins. Each of these droplets can be treated as a miniature batch reactor suspended 

in water and, as such, it is assumed that all reactants are evenly distributed to allow 

polymerisation. Furthermore, if all monomer droplets are considered individual 

batch reactors, it follows that some unreacted monomer is left dispersed throughout 

the polymer bead product. This presents safety considerations for BASF in the 

handling and release of these beads as products due to the toxicity of styrene. 
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Figure 1.1 – Molecular structures of (a) dibenzoyl peroxide (DBPO) and (b) sodium 

dodecyl benzene sulfonate (SDBS). 

 

 

Figure 1.2 – Schematic of suspension polymerisation. (a) Oil-soluble initiator, I, 

dissolves into monomer droplets which, in turn, diffuse into micelles formed by 

surfactant molecules; (b) monomer-initiator droplets are dispersed throughout 

medium in micelles; (c) bead swelling as polymer is produced. 

 

Once the reaction begins in each droplet, the surrounding water acts as an extremely 

effective heat transfer agent, allowing the reaction to proceed safely. Factors such 

as surfactant choice, stirrer rate and monomer-water ratio can affect the size of the 

monomer droplets at the outset of the reaction (Figure 1.2) which, in turn, influences 

the size of the reaction product beads. 
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Figure 1.3 – Radical polymerisation of styrene scheme where R = DBPO. 

 

Suspension polymerisation is very similar to emulsion polymerisation, therefore the 

issues encountered in implementing measures for monitoring and control of it are 

also similar. In emulsion polymerisation, the initiator is instead water-soluble and so 

results in much smaller polymer particles forming. The polymerisation begins in the 

monomer-swollen micelles which convert into latex particles although the precise 

mechanism for this is not fully understood. 

 

1.3. Advantages of PAT Implementation 

The implementation of PAT – sensors for the monitoring and control of chemical 

processes – has become one of the foremost areas of research and development 

(R&D) for industry for several reasons. Offline or at-line analytical methods can be 

costly, time-consuming and are not always able to provide real-time information. 

This can lead to product loss, batch-to-batch variability and over-running reactions 

at the expense of time and money. The inability to reliably monitor and control 

industrial chemical processes can also result in non-conformance with legislative 
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responsibilities – environmental, product/process safety, etc. – hindering product 

development and innovation. 

 

Gathering real-time information from complex chemical processes allows the 

process to be run in a safe manner, avoiding hazardous situations such as runaway 

reactions which is of particular concern in the case of exothermic reactions such as 

the suspension polymerisation of styrene. Processes which consistently or 

repeatedly fail can be indicative of faulty equipment as well as improper chemical 

usage. By monitoring reactions which continue to fail in real-time, the factors 

contributing to the failure can be pinpointed which might highlight the maintenance 

and repair status of the reactor or other equipment, minimising the occurrence of 

batch-to-batch variation. Safety concerns are further alleviated by online process 

monitoring because the need for extractive sampling is minimised. By exploiting in-

situ sensors, the need for physically taking samples from a reactor for off-line testing 

can be minimised, increasing the safety level of the production floor. 

 

Bearing in mind the continuously available information on a reaction allows the 

optimisation of processes, for example those which involve feed systems8, thus 

minimising wastage and production costs by controlling feed-rates and energy 

consumption. Costs are also lowered by reducing the need for mid- and post-

production quality control (QC) testing, saving time and manpower. This control is 

not only financially beneficial, but also provides key fundamental knowledge and 

understanding of the process being monitored. A 2012 ACHEMA trend report by 

Kessler et. al. found this to be the leading benefit of PAT from a poll of 

pharmaceutical companies.9  
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1.4. Implementation of PAT for Polymerisation 

The implementation of PAT in some form in the chemical industry has been a 

continuously growing process since the early 1930s10 but has only come to the 

forefront of research and development since 2004 when the Food and Drug 

Administration (FDA) published guidelines11 and current good manufacturing 

practices (cGMPs) which recognised PAT’s true importance and set the industry on a 

dedicated path of innovation and discovery. These guidelines emphasised the need 

within industry for real-time quality assurance and incorporating risk-based quality 

management into the manufacturing process. By utilising state-of-the-art scientific 

instruments, powerful data-processing tools and innovative thinking, a greater 

understanding of chemical processes and the ability to exploit the various 

interdependent processes and chemical factors are gained, allowing quality to be 

built into a product via rigorous real-time quality monitoring and process 

understanding. Consequently, minimal product testing will be required, allowing for 

real-time release and minimising batch rejection. 

 

Whilst industry guidelines initially focussed on pharmaceutical development and 

manufacture,11 it was the intention that PAT could be used to the benefit of several 

chemical industries and scientific disciplines. This thesis aims to highlight how 

polymerisation science has benefitted from developments in PAT in recent years. 

Through examination of the various types of process and analytical information 

available and the techniques by which this information can be monitored and 

interpreted, an understanding of some of the benefits and limitations of PAT 

regarding monitoring of polymerisation reactions can be gained. 

 

Polymerisation reactions, particularly heterophase systems such as suspension 

polymerisation, lend added difficulties to PAT implementation. As the reaction 

proceeds, liquid droplets gradually transform into solid particles of varying size, 

meaning that monitoring of the kinetics of the changing composition, as well as 

colloidal parameter variations, is required to fully describe the reaction’s progress. 
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Furthermore, these reactions progress through stages where very viscous and sticky 

materials are formed, which could result in residual build-up on sensors in direct 

contact with the reaction medium i.e. spectroscopic probes or be too viscous to flow 

through sensor slits, travel lines or columns, as is often seen with online gas 

chromatography (GC). 

 

Despite these difficulties, there have been various successful implementations of 

PAT throughout the polymer industry with many more on the horizon. Industrial-

scale reactors for polymerisation reactions can range from 30 m3 to over 100 m3 and 

these large sizes influence the implementation of PAT. For instance, the exothermic 

nature of the reactions combined with the immense scale can lead to pronounced 

heat flux within the reactor. This makes temperature change a very easy parameter 

to monitor in real-time which can give fruitful information on the reaction kinetics. 

Temperature sensors – along with pressure, flow and power consumption sensors – 

have been successfully implemented in the polymer industry through combining the 

physical data they provide with chemical and mathematical modelling. These are 

known as ‘soft sensors’, whereby the inference of product properties that are 

difficult to measure (e.g. the rheology of the system) can be made from system 

properties which are easy to measure (e.g. reactor pressure).12 These sensors can 

provide this information at the end or even during a process run, streamlining 

bottlenecks in the process (i.e. minimising end product quality testing) and 

shortening cycle times. 

 

1.4.1. Process Temperature Sensors 

Temperature of the processes are routinely monitored throughout the polymer 

industry. It is vital to be able to monitor the temperature of polymerisation reactions 

in real-time as they are exothermic and by monitoring the changes in temperature 

as the reaction proceeds it is possible to infer the reaction kinetics at any given time. 

This information can be obtained either through contact or non-contact equipment; 
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the choice of which depends on the accuracy and sensitivity that are required along 

with the temperature range involved in the process and the hostility of the 

environment to be monitored. However, it has been shown that, unsurprisingly, non-

contact methods using infrared (IR) and fibre-optic technology are being used in 

preference to thermocouples and other contact temperature probes throughout the 

industry.13 Fibre-optic thermometers offer high degrees of accuracy and generate 

results very quickly but can be expensive and data can be challenging to interpret at 

high temperatures. IR sensors have proved very reliable in the polymer industry14 

and have even been combined with attenuated total reflectance (ATR) Fourier-

transform IR (FTIR) and optical pyrometry (OP)15 to yield superior results. OP is 

considered to be the most accurate in non-contact temperature monitoring 

technology for systems operating at very high temperatures. 

 

1.4.2. Process Flow and Pressure Sensors 

Rheology is defined as “the study of the deformation and flow of matter”16 and it is 

important to obtain information about the flow of a system because it pertains to 

how much material is being transported through the reaction vessel. Furthermore, 

polymerisation reactions, by their very nature, undergo extreme and often sudden 

changes in viscosity, thus, being able to monitor the flow of a reaction can give a lot 

of information about its progress. Information on the flow of a material has been 

classically obtained through measuring differences in: mass; velocity; positive 

displacement or differential pressure.17 However, the more recent developments in 

this area involve thermal, ultrasonic, Coriolis18 and electromagnetic sensors as well 

as multivariable transmitters, electric time-domain reflectometry (E-TDR) and 

process tomography (PT). ETDR involves sending a picosecond rise-time voltage step 

wave in a transmission line before detecting reflected voltages, which result from 

impedance discontinuities within the line, as a function of wave propagation time. In 

flow measurements, impedance discontinuities are created by the infiltrating resins. E-

TDR has been widely applied to liquid composite modelling (LCM)19 and has the 
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capability to provide hundreds of sensing elements with a single probe, allowing the 

detection of multiple flow fronts.20 

 

Process tomography is a non-invasive imaging technique which has allowed the 

monitoring of wet and dry particulate processes21 with the potential for use in 

suspension and emulsion polymerisations (e.g. of styrene). However, despite the 

advantages of PT systems being simple and robust with a high imaging rate, there 

are several key operating considerations preventing them from being used more 

widespread in industry22. Before implementation of a PT system, the following must 

be addressed: High temperatures and pressures require careful planning and 

innovative thinking before these sensors can be incorporated into a process; sensor 

fouling is always an issue; electrical safety must be up to industry standard; finally, 

an imaging technique provides little in the way of automated control of a system, 

therefore a computational method of converting the images into numbers which can 

be processed is key. 

 

A study which compared the performance of Coriolis, electromagnetic and ultrasonic 

sensors23 found Coriolis sensors to be the most accurate for the analysis of non-

Newtonian fluids like polymer solutions. These sensors use vibrating tubes with 

known vibratory profiles under no-flow conditions which twist when flowing 

material is introduced through them. This twist causes a phase shift in the sine wave 

produced by the vibration of the tube(s) which is recorded by the Coriolis detector.18 

Ultrasonic sensors were found to be significantly inaccurate under the same 

conditions due to its sensitivity to changes in the flow velocity profile. The main 

advantage of a Coriolis sensor is that they are unaffected by temperature or viscosity 

changes. Finally, multivariable transmitters have become available which can 

measure differential pressure, process pressure and temperature with a single 

transmitter, allowing the flow of the system to be calculated in real-time, monitored 

and controlled. 
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The pressure of a system – be it differential, gauge or absolute pressure – is easily 

and routinely measured for polymerisation reactions. Many types of pressure 

sensing apparatus exist but recently fibre-optic technology has provided novel and 

innovative pressure sensing techniques for use in the type of harsh environment 

commonly encountered in polymerisation processes.24 The high degree of research 

and development in this area has led to sensors which are low-cost, simpler to 

manufacture and able to withstand high temperature and pressure environments.25 

 

The development of ‘soft sensor’ approaches has been invaluable to the polymer 

industry and the chemical industry as a whole. By computational means, easily 

measurable reactor variables such as pressure, reactor temperature and even the 

current at which the agitator in the reactor is working26 can provide a wealth of 

information about the reaction (rheology, monomer conversion, weight average 

molecular weight, etc) as it progresses i.e. in real-time. This, in turn, allows real-time 

control over the reaction which is hugely beneficial both monetarily and 

intellectually as they improve process efficiency whilst providing insight into the 

chemistry of the reactions. 

 

1.4.3. Chemical Data Sensors 

For greater control over polymerisation processes, more in-depth information about 

the chemistry of the reaction itself (as opposed to reactor variable information) is 

required. In-line and on-line sensors for monitoring polymerisation reactions have 

developed immensely in the past decade to overcome many challenges. There have 

been many innovative techniques developed as well as novel applications of existing 

techniques and, again, soft sensors provide the key to interpreting the data which 

these techniques provide. 
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There are many techniques which utilise soft sensor technology to infer chemical 

information during polymerisation processes. For the purposes of this report, 

spectroscopic techniques will be the primary focus, however it is worth mentioning 

briefly some of the other important techniques and their usefulness in this field: 

 

1) Conductometry can be used for processes where there is an established 

relationship between ion concentration and conductivity.16 This technique has been 

applied to polymerisation reactions by Santos et al. 27 to monitor ionic surfactant 

coverage during emulsion polymerisation of styrene. 

 

2) Gas Chromatography (GC) has been used on many occasions to quantify the 

unreacted monomer in a reaction i.e. polymer molecular weight averages and 

molecular weight distributions28. However, the sampling times can run too high for 

any hope of automated process control.  

 

3) Ion mobility spectrometry (IMS) is similar to GC although it involves the ionisation 

of the gas phase using ultraviolet (UV) light. It has shown great potential as a low-

cost, precise, reliable and fast way of determining monomer concentrations in 

emulsion polymerisation, even at small concentrations.29 

 

4) Calorimetry is a well-established and reliable technique which has found new life 

in online reaction monitoring through developments in soft sensors. Calorimetry 

lends itself well to monitoring polymerisation reactions due to their exothermic 

nature.  Calorimetric methods have been employed in the recent past to monitor 

and control polymerisations30 as well as predicting polymer latex properties for 

emulsion polymerisations.31 Despite its usefulness, however, the technique remains 

flawed as its output is univariate. Multi-monomer reactions present problems in that 

conversion rates for individual monomers cannot be obtained without coupling 
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calorimetry with another – usually spectroscopic – technique such as Raman or IR 

spectroscopy.32 

 

There are many spectroscopic methods which have proved themselves invaluable 

assets in monitoring and control of polymerisation processes. Raman spectroscopy 

(RS) and Mid-Infrared (MIR) spectroscopy were used in this investigation but other 

techniques such as Near-IR (NIR) and UV-Visible (UV-Vis) have also been used. 

 

1.4.4. Ultraviolet Spectroscopy 

Ultraviolet spectroscopy is a well-known technique that has been successfully 

applied in the monitoring of polymerisation reactions. A study by Gossen and 

MacGregor33 showed UV-Vis spectroscopy to be useful for predicting the weight 

fraction for different polymers in a styrene/methyl methacrylate copolymerisation 

although a sample conditioning loop was required to dilute the sample beforehand. 

More recently, Celis and Garcia34 used UV-Vis spectroscopy to monitor the droplet 

size distribution as a function of the temperature and oil phase concentration, 

however a dilution step was required to condition the sample before presenting it to 

the detector. Other groups have successfully applied UV-Vis spectroscopy to the 

automatic, continuous, on-line monitoring of polymerisation reactions (ACOMP) – a 

technique pioneered by Reed35, 36 which involves the continuous and automatic 

dilution of small sample streams from the reactor. Using this technique with UV-Vis 

spectroscopy, the solution copolymerisation of methyl methacrylate (MMA) and 

styrene was monitored, and the real-time co-monomer concentrations and 

incorporation rates were obtained. 

 

Chai et. al37 used ATR-UV spectroscopy to monitor the conversion in the 

miniemulsion polymerisation of MMA with the aid of a partial least squares (PLS) 

calibration model. This feasibility study showed a very good agreement between off-
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line gravimetric measurements and on-line ATR-UV measurements. However, the 

adoption of UV spectroscopy for the monitoring of polymerisation reactions has not 

been as widespread due to the low number of vinyl polymers exhibiting UV 

absorption.38  

 

1.4.5. Raman Spectroscopy 

Raman Spectroscopy has been used for off-line characterisation of polymerisation 

products for some time. However, Santos et al.39 demonstrated the potential for RS 

to be used non-invasively for monitoring the suspension polymerisation process of 

styrene in real-time. Using a Fourier transform Raman spectrometer with a 1064 nm 

laser, on-line measurements, each spectrum produced was an average of 32 scans 

to produce fast results comparable to the reaction dynamics, were compared to off-

line measurements, each spectrum this time being an average of 256 scans, 

improving the signal-to-noise ratio (S/N). The small number of scans taken on-line 

led to a poor S/N; therefore, a smoothing spline filter was applied online to provide 

a smooth representation of the noisy measured data without being affected by any 

random changes. By applying this, the Raman data showed very good agreement 

with off-line gravimetric analysis and the conversion could be accurately estimated. 

 

Furthermore, there was evidence that variations in the heterogeneity of the reaction 

medium affected the Raman signal, showing potential for RS in the determination 

and monitoring of particle size. To assess this, principal component analysis (PCA) 

was used and the results were also compared to off-line measurements – again, 

using an average of 256 scans with the Raman spectrometer. The results of on-line 

and off-line analysis suggested that smaller particle sizes give rise to larger Raman 

scattering, particularly in the region under 600 cm-1. 
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In addition to this, Jiang et al.40 were able to infer kinetic information on the solution 

polymerisation of methyl methacrylate (MMA) by using a non-invasive 785 nm 

Raman microscope. They monitored the reaction by taking a 20 second scan every 

75 seconds over a 3-hour time interval, performing several of these and changing 

different parameters each time (initial monomer concentration; initiator 

concentration and temperature). As before, a smoothing filter was used to aid 

interpretation of noisy data but here a novel multivariate chemometric technique, 

band-target entropy minimisation (BTEM), allowed the elucidation of pure 

component spectra from the reaction mixture. This data was used to infer the 

conversion of monomer which, in turn, was used to calculate key kinetic data i.e. 

reaction orders with respect to monomer and initiator concentrations (1.41 and 0.55 

respectively); a monomer consumption rate equation and the activation energy for 

the polymerisation (121 kJ mol-1). 

 

However, several obstacles are presented by the use of RS in polymerisation 

monitoring. Component materials in such reactions (e.g. monomers, surfactants, 

stabilisers) can cause fluorescence which interferes with the Raman signal. This is 

often overcome by using higher excitation wavelengths (e.g. 785 nm or 1064 nm) 

however this in turn can cause issues as it causes a decrease in the Raman effect and 

an increase in signal variation caused by water. Furthermore, spectral intensities 

from RS will vary with time as the laser intensity changes which can be misleading 

and cause problems when interpreting data in real-time. To resolve this, a reference 

band (of a known concentration) is often also monitored e.g. that of the phenyl ring 

in styrene polymerisation. 

 

1.4.6. Mid-Infrared  Spectroscopy 

The Mid-Infrared (MIR) region (4000 – 400 cm-1) corresponds to fundamental 

molecular vibrations and contains the frequency range known as the ‘fingerprint 

region’ (1500-400 cm-1). One major disadvantage of using IR techniques to monitor 



 

16 
 

polymerisation reactions is that water absorbs strongly in the IR region, leading to 

complications when highly aqueous matrices are concerned. ATR technology has 

allowed industry to overcome this challenge; not only do they allow IR spectroscopy 

in the presence of water but they also eliminate sample preparation which allows 

spectral changes to be monitored in real-time.41  

 

IR is often combined with Fourier-transform (FTIR) which can provide key 

information; as was exemplified by Roberge and Dubé42 when they monitored 

monomer concentration and conversion during the homo- and co-polymerisation 

reactions of styrene and butyl acrylate (BA). In this work, they analysed the 

miniemulsion solutions every 2 minutes as the polymerisation progressed, each 

measurement taking 128 scans in the MIR region (4000-700 cm-1). The chosen probe 

used light conduit technology rather than optical fibres which are more widely used. 

The results obtained through the in-line ATR-FTIR method were compared with off-

line gravimetry and proton nuclear magnetic resonance (1H-NMR) to assess the 

validity of ATR-FTIR for this application. The data from the ATR-FTIR analyses was 

treated with a simple univariate processing approach to estimate monomer 

conversion which proved unsuccessful, despite previous results suggesting that 

univariate calibration was sufficient for estimating monomer conversion in BA, MMA 

and vinyl acetate homo-, co- and terp-polymerisations.28 A PLS method was then 

applied and the results were much more encouraging – particularly in the 1800-650 

cm-1 region – further confirming the success of the calibration model for estimating 

monomer concentrations and, hence, conversion rate. Having previously shown that 

a univariate approach to data interpretation does work in the estimation of 

monomer conversion for polymerisation systems, the results from this study indicate 

that this may be dependent on the system under investigation. 
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1.4.7. Near Infrared Spectroscopy 

Extending from 13000 – 4000 cm-1, the NIR region provides information on overtones 

and combination bands and is therefore much weaker than MIR spectra which, 

coupled with the strong IR absorption bands of water and its sensitivity to 

temperature change, make NIR monitoring of suspension polymerisation difficult. 

Therefore, mathematical methods are almost always employed when using NIR, with 

PLS and PCA being the most widely-used.16 Cherfi et. al43 combined NIR spectroscopy 

with a “standard” PLS regression to very successfully describe the monomer 

conversion and weight-average molecular weight during the solution polymerisation 

of MMA in toluene. This was done regardless of pure-batch or fed-batch conditions. 

 

Other research shows that even highly aqueous systems can yield information with 

NIR spectroscopy.44 This work showed that NIR could be used to describe the average 

polymer particle size during an emulsion polymerisation. The data used to build the 

calibration model was chosen to show how the particle size could be predicted 

independently of polymer content and monomer concentration. In addition, the 

authors demonstrated the success of NIR in process monitoring relies heavily on the 

development of reliable calibration models for each property of interest. The models 

have to be fitted from data (spectra) which represent the behaviour of the process 

in question. Prediction of particle size was successful but the prediction of other 

properties – particularly monomer concentration – was poor. In order to better 

predict these other properties, other calibration models must be developed using 

data which describe each property at different stages throughout the reaction. 

Fontoura et. al45 showed that, through combination of NIR measurements and a 

Kalman filter estimator, the monomer conversion and the polymer-average 

molecular weight could be simultaneously monitored and controlled throughout a 

reaction. 
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1.4.8. Acoustic Emission Spectroscopy 

Methods of in-situ particle size measurement face many challenges, especially in 

turbid or opaque media. Typically, laser diffraction methods such as focussed beam 

reflectance measurement (FBRM)46, 47 or particle video microscopy (PVM)48 can be 

used, but are expensive and require complex algorithms to convert the 

measurements into particle size measurements. Acoustic measurements can be 

made non-invasively and are not subject to probe fouling, like laser diffraction 

methods. 

 

Active and passive acoustic emission spectroscopies (AES) utilise the naturally 

occurring change in acoustic waves generated in a reaction vessel as the reaction 

progresses to infer key reaction properties such as reaction rate and particle size 

within the reaction matrix.49 The features of acoustic waves generated in a reaction 

matrix vary depending on the properties of the reaction medium, through which 

these waves propagate.50 Furthermore, AES is not hindered by opaque or turbid 

media. While this method can lack the sensitivity of other spectroscopic 

techniques,51 its low cost, ease-of-implementation, non-invasive and non-

destructive nature have made it a highly useful tool in the pharmaceutical,52, 53 

petrochemical54 and engineering55 fields, to name a few. Its application in 

polymerisation monitoring has shown it to be useful in the inference of hardening 

rates, viscosity changes56 and particle size distribution (PSD).57 

 

Non-invasive active ultrasound measurements are theoretically a good option for the 

measurement of particle size in-situ but, in practise, are subject to several 

disadvantages – the biggest issue is the vessel jacket as most of the ultrasound gets 

trapped in the jacket wall.58 The use of active ultrasound measurements for in situ 

measurement of particle size is not straightforward. Comparatively, the use of 

passive acoustics for non-invasive monitoring of particle size is low cost and offers a 

cheap non-invasive means for monitoring of particle size. 
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Table 1.2 - A summary table of relevant analytical techniques and their advantages 

and disadvantages in the monitoring of polymerisation. 

Technique Advantages Disadvantages 

 

Temperature sensors 

 

• Simple 

• Quick 

• Invasive or non-

invasive 

• Styrene 

polymerisation is 

exothermic 

• Fibreoptic tech 

available allows 

remote sensing in 

extreme 

environments 

 

• Non-invasive 

methods can be low 

accuracy 

• Fibreoptics increase 

sensitivity and 

accuracy, but are 

expensive and 

provide complex 

data at high 

temperature 

• Information 

obtained is 

fundamental but 

limited 

 

Pressure and flow sensors 

 

 

• Fibreoptic tech 

allows low-cost, 

simple yet durable 

sensors, even in 

harsh reaction 

environments 

• Multiple flow fronts 

can be detected at 

once (EDTR) 

• PT is simple with a 

high imaging rate 

 

• Complex 

computational 

methods are 

required to extract 

meaningful 

information 

• Ultrasonic sensors 

are inaccurate at 

high temperature 

• PT requires time-

intensive planning 

for use in extreme 
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• Coriolis can be very 

accurate 

• Multivariable 

transmitters allow 

real-time monitoring 

and control 

reaction 

environments 

• Subject to probe 

fouling 

 

Gas chromatography 

 

 

• Can quantify 

unreacted monomer 

• Accurate 

 

• Sampling run-time is 

too long for real-

time control 

• Viscous samples clog 

instrument lines 

 

Conductometry 

 

 

 

 

• Can determine 

surfactant coverage 

in emulsion 

polymerisations 

 

• No information on 

the reaction 

chemistry or kinetics 

 

Calorimetry 

 

• Well-established 

• Reliable 

• Can predict polymer 

properties from 

emulsion 

polymerisations 

 

• Univariate output, 

making it a poor 

technique for co-

polymerisation 

reactions 

 

Gravimetry 

 

• Well-established, 

relatively simple, 

accurate 

• Often used as offline 

method of monomer 

 

• Assumes completely 

even dispersion of all 

reaction constituents 

• Time and labour-

intensive 

• Time-sensitive 
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conversion 

measurement 

 

 

HPLC 

 

• Sensitive, accurate, 

robust 

• Quantitative 

 

 

• Sample preparation 

required 

• Sample run-times 

are long 

• Time and labour-

intensive 

 

UV-Vis spectroscopy 

 

• Well-established 

• Predicts weight 

fractions in 

copolymerisations 

• Monitors droplet 

size distribution 

 

 

• Often requires 

sample pre-

treatment e.g. 

dilution 

 

Raman spectroscopy 

 

• Sensitive to C=C 

double-bond 

breakage seen 

during 

polymerisation 

• Fast sampling rate 

• Particle sizing is 

possible 

• Can easily take 

measurements in 

aqueous media 

 

• Susceptible to 

fluorescence 

• Complex reaction 

matrix can interfere 

with spectrum 

• Laser intensity can 

change over time, 

leading to 

misleading changes 

in Raman intensity 

• Probe fouling is an 

issue 
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Mid-Infrared spectroscopy 

 

• Encompasses the 

‘fingerprint region’ 

• Compatible with ATR 

technology 

• Fast, reliable, 

specific and accurate 

 

 

• Highly susceptible to 

interference from 

water 

• Can require sample 

preparation before 

measurement 

• Susceptible to probe 

fouling 

• Lots of work 

required to ensure 

method is accurate 

and reliable 

(suitability tests) 

 

 

Near Infrared spectroscopy 

 

 

• Use of MVA 

methods with NIR 

spectra can greatly 

improve results 

• Fast, cheap and 

reliable 

 

• Weak signals 

compared to MIR 

• Highly susceptible to 

aqueous 

interference 

• Complex and highly 

specific calibration 

models are required  

 

Acoustic emission 

spectroscopy 

 

 

• Fat, cheap, non-

invasive 

• Particle size, 

distribution and 

density directly 

affects spectra 

 

• Much of the 

available data is lost 

in the vessel 

wall/jacket 

• Ambient machinery 

can interfere 
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This review highlights the challenges associated with polymerisation monitoring and 

the limitations of the analytical methods for doing so. Each technique shows promise 

in solving the challenges with this project, but a balance should be achieved between 

applicability, cost, ease of implementation, and most importantly speed, among 

other factors. The key for this project is the ability for a technique to provide the 

information in real-time, to allow for reaction control as well as monitoring. Online 

spectroscopic techniques such as MIR and Raman allow the fastest gathering of the 

large quantities of chemical information while remaining cheap and easy to 

implement and their potential for monomer conversion monitoring will be 

investigated in this project. Robust offline methods for quantification of monomer 

conversion – gravimetric analysis and HPLC – will also be used as confirmatory 

techniques to shore up models built with spectroscopic data. Furthermore, acoustic 

emission spectroscopy will be investigated as a fast, low-cost and reliable method of 

estimating particle size distribution compared to offline sieving analysis. 

 

1.5. Project Aims 

There are several economic and environmental drivers at the heart of this project. 

The tightening of product and process safety specifications and strict environmental 

constraints mean that innovative approaches to equipment implementation and 

plant operation must be developed to ensure efficient and sustainable production. 

Key information on solution composition, PSD, and residual monomer level is desired 

to allow process optimisation and intensification which could lead to the end of 

product post-treatment, reduce reaction run-time and lessen the production of off-

specification product. The aim was to gain an understanding of how the reaction 

works and to investigate the potential applications of Raman spectroscopy in 

monitoring the process, with emphasis on the residual monomer level within the 

polymer product. Current monitoring techniques employed by BASF (Raman 

spectroscopy) have been successful at establishing residual monomer levels down to 

as low as approximately 2% wt. or 20,000 µg g-1 (ppm). However, current safety 
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standards dictate that the upper threshold for residual monomer within the bead 

products is 0.1% wt. (1000 ppm). 

 

To achieve this, it was first imperative to identify which analytical methods were best 

suited to monitoring this process, given the substantial challenge of obtaining this 

level of chemical information non-destructively and non-invasively from inside solid 

polymer beads in a turbid, heterogeneous suspension. Once identified and 

evaluated, these techniques were to be combined with modern statistical modelling 

methods to monitor this reaction for real-time process control at BASF. The 

complexity of the reaction matrix is reflected in the complexity of spectroscopic data 

obtained from it, the implementation of mathematical pre-treatment methods can 

help overcome this and allow meaningful data to be collected. 

 

One key challenge in this is that the particles produced in this reaction can be of 

several millimetres in diameter, making conventional Raman spectroscopy difficult 

as their sampling size and penetration depth can be limited. However, the 

development of wide-area Raman probes has the potential to provide more reliable 

information from heterogeneously distributed sample media. They are, however, 

more difficult to implement, particularly at lab-scale. Therefore, their applicability 

and to what extent the information they provide is greater than that obtained with 

‘traditional’ Raman probes was assessed. 

 

The goal of this project in terms of residual monomer levels was to either have 

monitoring capabilities sensitive enough to detect and quantify styrene to this level 

or to build predictive models robust enough to predict when a reaction will yield 

products below this limit once a detection limit above 1000 ppm has been reached. 

Building on this, the project aimed to develop mathematical models which use the 

spectroscopic data to affect real-time process control measures. These models 

would be treated with an array of spectral pre-processing methods ranging from 
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basic techniques to novel approaches to extract the maximum valuable information 

from the spectral data and gain a deeper understanding – and thus control – of the 

reaction. The robustness of models built using these pre-treatment methods and 

their ease of applicability would serve as a measure of their potential for this 

application. 

 

Finally, the determination of particle size and particle size distribution was to be 

investigated. Acoustic emission spectroscopy – a non-invasive, cheap alternative to 

labour-intensive and time-consuming particle sieving analysis or expensive and 

invasive imaging techniques – was to be applied to model mixtures and lab-scale 

suspension polymerisation reactions to establish what particle size information 

could be extracted and analysed potentially in real-time. The degree of correlation 

between acoustic data obtained and offline particle size or PSD information would 

indicate this technique’s potential use in this environment. The ability to monitor 

and control PSD throughout a reaction is essential for controlling the rate of the 

reaction as a whole and much sought after by industry. 
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2. Theory and Instrumentation 

Of the many spectroscopic techniques available, MIR, NIR, UV-Vis and Raman are by 

far the most well-understood and potentially useful for online real-time 

polymerisation monitoring. These techniques have all proved to be useful on lab-

scale polymerisation reactions with the real potential for implementation on an 

industrial scale. UV-Vis spectroscopy often requires sample conditioning in the case 

of suspension and emulsion reactions. Although there is evidence of its use for 

monitoring a polymerisation reaction in toluene,59 there remains more work to be 

done before it is an ideal technique for aqueous systems. NIR measurements require 

very complex mathematical modelling before any substantial information can be 

obtained. Once developed, however, the models and NIR measurements can yield a 

wealth of information. Raman and ATR-MIR measurements are well-established 

techniques routinely used in reaction conditions similar to those studied in this work 

and both are readily obtainable; therefore, they serve as ideal starting points for this 

investigation. 

 

Furthermore, researchers at Strathclyde have a wealth of experience in the use of 

acoustic emission spectroscopy (AES) in monitoring several industrial chemical 

processes.49, 51, 60-62 The formation of solid particles in an agitated aqueous medium 

– such as in the polymerisation process in this study – lends itself very well to this 

method of non-destructive, non-invasive and high-throughput data collection, yet 

examples in literature appear almost non-existent. With the exception of a few 

patented viscosity measurement techniques,63, 64 this appears to be a widely 

underutilised polymerisation monitoring method with the potential to provide 

information on PSD, polymer bead hardening, batch failure and more. Therefore, this 

technique was also implemented in the monitoring of the reaction. 

 

The quality of the models built from these monitoring techniques, however, is only 

as good as the reference data used to build them. It is therefore of great importance 

to establish robust and reliable methods of ascertaining definitive reaction 

information to provide the foundations on which complex models can be built using 
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spectroscopic data. In this work, the primary focus was the consumption of 

monomer to form polymer beads. One of the most common and well-known 

methods of accurately assessing this conversion is offline gravimetry, therefore it 

was used throughout this study as a reference method for the determination of 

polymer conversion. 

 

2.1. Raman Spectroscopy 

Raman spectroscopy (RS) is an ideal candidate for monitoring this reaction for several 

reasons: the highly aqueous nature of the reaction matrix causes no interference 

with RS as it would with other techniques such as MIR, the use of longer wavelength 

lasers can reduce fluorescence interference caused by inorganic additives (salts and 

surfactants typical of suspension polymerisations) and the carbon-carbon double-

bond produces a sharp characteristic Raman band which can clearly be followed as 

the reaction progresses and these bonds are broken down. Furthermore, spectral 

acquisition times are incredibly short when compared to the time and labour-

intensive offline techniques available such as gravimetric analysis, which is used 

routinely throughout industry. Indeed, RS has previously been used in studies of 

monomer conversion during the suspension polymerisation of styrene39 and the 

results showed that not only is RS applicable for monitoring chemical properties such 

as monomer conversion but it may also be useful for the determination of physical 

properties such as PSD. 

 

2.1.1. Vibrational Spectroscopy Theory 

The overall energy of a molecule (Etotal) is best described by separating it into three 

distinct additive components – the energy associated with the movement of 

electrons within the molecule (Eel), the vibration of the molecule (Evib) and the 

rotation of the molecule (Erot). 

 

Etotal = Eel + Evib + Erot    Equation 2.1 
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Spectroscopy involves irradiating a sample with light and studying how that light 

interacts with matter in the sample.65 The frequency, v, of the incident light is a 

measure of how many electromagnetic waves there are in the distance that the light 

travels in one second and is directly proportional to the amount of energy 

transferred to the molecule (Equation 2.2). 

 

∆E = hv = h 
c

λ
 = E2 – E1   Equation 2.2 

 

Where: 

• ∆E = the difference in energy between two quantized states, E1 and E2 (E2 > E1); 

• h = Planck’s constant, 6.62606957 × 10-34 m2 kg / s; 

• v = the frequency of the light, s-1 or “Hertz” (Hz); 

• c = the velocity of light, 3 x 1010 cm s-1 and 

• λ = the wavelength of the electromagnetic wave, cm. 

 

Figure 2.1 – An electromagnetic wave separated into electric and magnetic 

components showing the direction of propagation and wavelength.66  
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More commonly in spectroscopy, the term ‘wavenumber’, v͂, is used and is defined 

by Equation 2.3. 

 

v ͂= 
1

𝜆
     Equation 2.3 

 

Wavenumber, therefore, has units of cm-1 and can be related to the change in energy 

of the molecule by combining Equations 2.2 and 2.3: 

 

ΔE = hcv ͂   Equation 2.4 

 

When the incident light photons come into contact with the sample, several events 

can occur including: (1) absorption of light energy by a molecule; (2) scattering of 

light by the molecule and (3) emission. The scattering of light is utilised in RS and the 

absorption of energy is the basis for IR spectroscopy. Vibrational transitions are 

observed in Raman and IR spectra and occur in the 102-104 cm-1 region of the 

electromagnetic spectrum. The electromagnetic spectrum – or, more accurately, 

electromagnetic radiation – ranges from gamma and cosmic rays, through ultraviolet 

(UV), visible, infrared (IR) and microwaves, to radio frequencies as shown in Figure 

2.2. 
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Figure 2.2 – Regions of the electromagnetic spectrum emphasising the visible light 

region.67  

 

The simplest way to describe the process of molecular vibration is to consider the 

harmonic oscillator model, where a diatomic molecule is presented as two bodies of 

different mass connected by a ‘spring’ at an equilibrium distance of r0 (Figure 2.3). 

This ‘spring’ represents the electrons in the bond between the two bodies and the 

bodies themselves represent each nucleus in the molecule. 

 

 

Figure 2.3 –Schematic of a simple diatomic molecule where nuclei are represented 

my m1 and m2 held together by a 'spring'. 
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As both nuclei are in motion, the mass of the system can be approximated to take 

this into account by combining m1 and m2 as per Equation 2.5: 

 

µ = 
𝑚1𝑚2

𝑚1+𝑚2
     Equation 2.5 

Where: 

• µ = the reduced mass; 

• m1 = the mass of nucleus 1 and 

• m2 = the mass of nucleus 2 

 

In this model, the force exerted on each nucleus as the molecule vibrates (i.e. as each 

nucleus moves from equilibrium position) can be calculated as a product of a 

constant, k, and its position in space, x, relative to its origin – i.e. the displacement 

(Equation 2.6). 

 

F = -kx     Equation 2.6 

 

Where: 

• F = the force on each of the nuclei; 

• k = the force constant and 

• x = the displacement of the nucleus with respect to its origin. 

 

The potential energy for this system, V, can also be calculated as per Equation 2.7: 

 

V = ½ k(∆r)2 = ½ kx2    Equation 2.7 
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Where: 

• V = the potential energy of the system; 

• k = the force constant and 

• ∆r = x and is the change in the nuclear position from equilibrium, ro, to a new 

 position, r. 

 

Plotting this potential energy as the displacement, x, changes gives rise to a potential 

energy curve as described in Figure 2.4: 

 

Figure 2.4 – Potential energy curve for a harmonic oscillator as a function of ∆r. 

 

The dotted lines represent the permitted vibrational energy levels for the molecule, 

which are all separated by the same value of hv. The value of each energy level can 

be calculated by: 
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En = (v + ½ )hv     Equation 2.8 

 

Where: 

• E = the allowed energy of the system; 

• v = vibrational quantum number (0, 1, 2, 3…); 

• h = Planck’s constant, 6.62606957 × 10-34 m2 kg / s and  

• v = the frequency of the vibration, s-1 

 

The absorption of energy from light photons at a value of hv causes a change in the 

vibrational energy of the molecule, which is the mechanism at the centre of all 

spectroscopic techniques. As only absorption of energy in quantities of hv take place, 

the vibrational energy change of a harmonic oscillator only takes place between 

adjacent energy levels i.e. from En to En+1. However, since the number of molecules 

existing in an excited state, En>0, will be low at room temperature (as described by 

Boltzmann’s distribution law, Equation 2.9), only fundamental absorptions, those 

from E0 to E1, are usually seen and the frequency of these fundamental transitions 

usually fall within the IR region of 4000-400 cm-1. 

 

N1 / N0 = exp[-(E1 – E2) / kT]   Equation 2.9 

 

Where: 

• N1/N0 = the ration of molecules in energy level E1 to those in E0; 

• k = Boltzmann’s constant and 

• T = the temperature, K 

 

The harmonic oscillator model only holds true, however, when ∆r is small, which is 

only true for a few molecules. In reality, larger deviations from r0 occur, resulting in 
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anharmonicity of the system. This can be represented by a Morse potential curve as 

shown in Figure 2.5. Anharmonicity occurs due to the build-up of electron repulsion 

as atoms become closer together (as x goes towards 0) and the dissipation of energy 

as a bond is broken (as x increases). 

 

 

Figure 2.5 - Potential energy curve for an anharmonic oscillator as a function of ∆r 

(black) compared to that for a harmonic oscillator (dotted). 

 

This in turn affects the energy levels within the system which are no longer evenly 

spaced. Transitions from one energy level to one other than the adjacent level are 

now allowed, and such transitions are known as overtones. The intensity of these 

overtones is proportional to the anharmonicity of the system and these can be 

analysed using near-infrared (NIR) spectroscopy (12500-4000 cm-1), which is in the 

region beyond the limit of MIR spectroscopy (4000-400 cm-1) and not part of this 

study. 
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The calculation of the energy value of these energy levels is now described by 

Equation 2.10: 

 

En = hv[(v + ½ ) – xe(v + ½ )2]    Equation 2.10 

 

 

Where: 

• v = any positive integer (0, 1, 2, 3…); 

• hv = the energy per quantum of radiation and 

• xe = the anharmonicity constant. 

 

Moving from diatomic to polyatomic molecules increases the number of 

fundamental vibrations; each of these vibrations being called a ‘normal mode’, which 

describes the collective motion of every atom in the molecule where they all move 

in phase with one another at a particular frequency. Linear molecules are capable of 

3N-5 normal modes, whereas non-linear molecules are capable of 3N-6 (where N is 

the number of atoms in the molecule). This is because linear molecules’ rotation 

about the molecular axis cannot be observed. 

 

Raman and Infrared spectra are both used to observe the vibrational transitions. 

However, the physical origins of their spectra are very different: IR spectra arise from 

photons in the IR region which are absorbed by transitions between vibrational 

energy states of a molecule, whereas Raman spectra originate from the polarisation 

of the molecule’s electron cloud by the incident light. 

 

Raman spectroscopy (RS) is of high interest to those wishing to monitor and control 

industrial polymerisation reactions as it provides results quickly, is non-invasive and 
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non-destructive. It is also well-known that water has an extremely weak signal in RS 

and therefore the technique is ideally suited to monitoring highly aqueous matrices 

e.g. emulsion and suspension polymerisations. An intrinsic property of many 

polymerisation reactions is the reduction of a C-C multiple bond, which gives rise to 

a strong characteristic Raman peak which changes in intensity as the bond is 

reduced, allowing reaction progress to be easily inferred. Thus, RS has been applied 

to many areas of the polymer industry for monitoring and control purposes over the 

years.12, 68-70 

 

Since its discovery in 1928 by C. V. Raman,71 RS has become an invaluable analytical 

tool with many applications ranging from cell mapping72 to quantitative and 

qualitative analysis on the nanoscale.73 When a photon from an incident light source 

interacts with a molecule, the light is either absorbed or scattered and it is this 

scattering of light that gives rise to the Raman effect. Most of this scattered light is 

elastic scattering, termed Rayleigh scattering, where the incident photon interacts 

with the electron cloud of the molecule and distorting it before scattering. Little to 

no energy is transferred to or from the photons from the molecule. 

 

In this process, approximately only one in 106 of these photons interact with the 

molecule via an inelastic process known as Raman scattering. In Raman scattering, 

the incident photons cause an induced dipole in the molecule as internuclear 

distances are changed and the molecule becomes polarised. This occurs in one of 

two ways: the transfer of energy from the photon to the molecule (Stokes Raman 

scattering) or from the molecule to the photon (anti-Stokes Raman scattering). 

Stokes Raman scattering involves the excitation of the molecule from its lowest 

vibrational energy state to a virtual energy state for a very short time before relaxing 

to a higher vibrational energy level than the ground state (Figure 2.6(a)). Anti-Stokes 

Raman scattering occurs when a molecule in a vibrational energy level which is 

higher than the ground state is excited to the virtual energy level before quickly 
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relaxing to a lower level than before (Figure 2.6(b)). Thus, anti-Stokes Raman 

scattering gives much weaker signals than that of Stokes Raman scattering. 

 

 

Figure 2.6 – Rayleigh scattering vs. (a) Stokes Raman scattering and (b) anti-Stokes 

Raman scattering. 

 

This occurs because most molecules in a sample exist in the ground state at room 

temperature. The population of energy levels can be described as previously by the 

Boltzmann distribution (Equation 2.9). As it is generally more favourable for 

molecules to be in their ground state at room temperature, Stokes Raman scattering 

is more probable and therefore more intense than anti-Stokes scattering. However, 

RS is a relatively weak process as only one in 1 billion photons are scattered. Despite 

this inherent weakness, Raman spectroscopy remains a very specific, non-

destructive and versatile technique with a wide variety of process analysis 

applications. 

 

2.1.3. Raman MR Probes 

Figure 2.7 shows a general schematic of a concentric fibre bundle probe, with 7 core 

100 µm optical fibres, which are cemented into a cylindrical holder and then 
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polished. Probes typically use between 6 – 18 collection fibres as a single fibre only 

collects about 10-15% of the amount a multi-fibre bundle can. The excitation fibre 

delivers light into the sample and the surrounding collection fibres collect the Raman 

scattered photons. A microscope objective is typically used to focus the laser onto 

the excitation fibre. 

 

 

Figure 2.7 - General schematic for a concentric unfiltered fibre bundle or "n-

around-1" probe and the filtered probe.  

 

After travelling over at least a meter of fibre, the laser light generates an intense 

silica spectrum, causing significant background noise as well as fluorescence from 

the cladding holding the fibres together. These signals leave the incident fibre, reflect 

off the surface of the sample and are then collected along with the sample spectrum. 

As the signals travel back through the collection fibres, more noise is generated. This 

problem is mostly overcome by subtracting the background and this is most often 

adequate but sometimes it results in obscuring weak Raman signals. 
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The use of filtered optic probes – such as Kaiser’s micro-Raman (MR) probe – 

eliminates this problem by filtering out radiation at the laser wavelength before the 

laser light reaches the sample.74 The collected light is also filtered and the remaining 

light is then focussed onto a single collection fibre. Furthermore, implementing 

microscope objectives allows the laser to be focussed on a smaller area, creating a 

higher power density at the sample, which can mitigate some of the Raman intensity 

lost when using lower powered lasers. It is important to balance the benefits of 

increased power density (increased Raman signal, the ability to analyse samples 

obscured by sample housings or packaging materials) with the inherent 

shortcomings (increased chance of fluorescence caused by contaminants, increased 

chance of sample degradation). 

 

These MR probe heads are very versatile and allow non-contact as well as immersive 

sampling to be used. The advantage of using an immersion optic (IO) is that it can be 

immersed into a reaction vessel and directly measure the contents at any point 

during the reaction. The jacket on these vessels is usually so thick that a non-contact 

optic (NCO) cannot be used as the working distance of the laser is too short. The 

disadvantage, however, is that the immersion probe has a very short working 

distance and a smaller laser spot size – 60 µm for the immersion probe head as 

opposed to 100 µm for the NCO. 

 

This results in a much smaller volume of the sample material being analysed and, 

thus, subsampling – a misrepresentation of the spectrum of a mixture due to 

inadequate sampling volume75 – can occur, which is a particular problem for 

heterophase reaction monitoring. As the solid polymer particles start to form in the 

reaction, the information obtained by conventional Raman spectroscopy (i.e. with 

non-contact or immersion MR probe heads) becomes subject to subsampling. In 

terms of monitoring residual monomer levels in the beads, this means that with each 

scan, the probability of observing the residual monomer varies. 
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2.1.4. Raman PhAT Probes 

Kaiser’s PhAT probe was designed to alleviate the issue of subsampling in Raman 

solids analysis. Using a much wider spot size – up to 6 mm – this probe can measure 

a much larger volume of the sample and provides much more representative 

analysis. Figure 2.8 illustrates the much larger spot sizes and longer working distance 

achieved with the PhAT probe, resulting in much larger sampling volumes. The 

heterogeneous distribution of styrene throughout the polystyrene beads would 

normally result in variability and uncertainty in determining its concentration but, 

with the PhAT probe, this uncertainty is reduced greatly. 

 

 

 

 

Figure 2.8 – Left: Schematic of spot sizes on a tablet (yellow circle) achieved from 

using different lasers; Right: Schematic of the Raman PhAT probe showing the 

wider illumination area and long working distance. 
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2.1.5. Optical Fibres 

Process spectroscopy has greatly benefited from the advent of fibre-optic 

technology.  Coupled with in-situ probes such as ATR probes, optical fibres allow 

analysers to be housed several (in some cases hundreds) meters away from the harsh 

reaction environments, thus eliminating the need for sample extraction and allowing 

analysis to be carried out at safe distances from potentially dangerous processes. A 

general schematic for a typical optical fibre can be seen in Figure 2.9: 

 

 

Figure 2.9 - Schematic of a cross-section through a typical optical fibre.  

 

The cylindrical core material and the outer cladding material are chosen so that the 

core’s refractive index (n1) is greater than that of the cladding (n2). As incident light 

enters the fibre, it is reflected at an angle of θr, which can be calculated in relation 

to the angle at which the incident light enters, θi: 

 

sin θi = n1 sin θr     Equation 2.13 

 

For the light to propagate through the fibre to the analyser, total internal reflection 

must occur, for which the minimum value of θ can be calculated by: 
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n1 sin θmin = n2     Equation 2.14 

 

Clearly, the choice of material is a key parameter in optimising the performance of 

these fibres. Unfortunately, MIR spectroscopy limits the selection of materials 

available to As2S3 chalcogenide and silver halide; the latter of which was used in this 

investigation. 

 

2.2. Acoustic Emission Spectroscopy 

Acoustics can be defined as the generation, transmission and reception of energy as 

vibrational waves in matter76 and is generally thought of as the study of sound and 

vibrations. 

 

Acoustic techniques have long been utilised by various industries such as 

agriculture,77 pharmaceuticals78 and oil and gas79 for the monitoring of industrial 

processes. Forces exerted on the process matrix (e.g. through agitation) result in the 

elastic generation of sound waves which can exist in the sonic (20 Hz – 20 kHz), 

ultrasonic (>20 kHz) or infrasonic region (<20 Hz),76 each of which can yield 

information about complex, changing processes. The advantages of these techniques 

are numerous for industrial process monitoring in that they can provide information 

in real-time and non-destructively, they can be completely or almost completely non-

invasive, they are reliable, low cost and easy to implement. Acoustic sensors 

(transducers) can be safely attached to process vessels, allowing information to be 

gathered from potentially dangerous process environments.80  

 

Acoustic methods of process monitoring also hold several advantages over optical 

measurements. Opacity of the process matrix under investigation has no effect on 

its acoustic properties and therefore does not hinder acoustic monitoring methods. 
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Moreover, there is often no need for sampling windows and external sources of 

ultrasonic interference is limited by the intrinsic nature of ultrasonic waves in that 

they do not travel long distances.81-84  

 

Broadly speaking, acoustic monitoring technologies can be separated into two 

distinct classes: active and passive. 

 

2.2.1. Active 

Active techniques involve the generation of sound waves which then pass through 

the process matrix before being collected again and analysed, using the initial sound 

wave as a probe. This can be achieved by attaching one acoustic transducer to a 

reaction/process vessel wall, generating the probing sound wave, allowing the wave 

to travel through the reaction matrix and collecting the wave back again after it 

rebounds from within the vessel (so-called Pulse-echo, seen in Figure 2.10 a). 

Alternatively, a Pitch-catch set-up can be employed (Figure 2.10 b), whereby two 

separate transducers are placed on opposite sides of the vessel; one generating the 

probing wave, the other collecting it after passing through the process matrix.84 

 

 

Figure 2.10 – Schematic for Pulse-echo (a) and Pitch-catch (b) methods of active 

acoustic monitoring techniques showing sound waves emitting from transducers 

(black boxes) and travelling through the system before collection. Adapted and 

modified from Bellamy, L. J.85 

 

(a) (b)



 

44 
 

Upon collection, the sound waves are then re-analysed and process information can 

be inferred from changes in their speed and attenuation when compared to the 

incident wave pulse.86 

 

2.2.2. Passive 

Conversely, passive acoustic monitoring techniques only involve the collection and 

analysis of sound waves generated from within the process itself,86 allowing 

information to be gathered without potentially disrupting the system being studied 

by inducing acoustic vibrations. Therefore, much use has been made of passive 

acoustic emission (AE) in the area of fault detection (e.g. pipe leakage),87, 88 but 

relatively little work has focussed on the use of passive AE to monitor 

physicochemical changes in the processes themselves (e.g. polymerisation or 

crystallisation). 

 

 

Figure 2.11 – Schematic for passive acoustic emission showing waves propagating 

from an internal acoustic event (e.g. a polystyrene bead striking the vessel wall) 

within the process vessel. Adapted and modified from Bellamy, L. J.85  

 

The acoustic waves generated by the process must then be collected, characterised 

and analysed to gleam important process information. Solid, liquid and gaseous 

process matrices produce longitudinal waves – meaning that the energy of the wave 

propagates through the matrix parallel to the direction to the wave. This produces a 

series of rarefactions (regions of low-pressure, low density) and compressions 

(regions of high-pressure, high-density).  However, not all waves generated are 
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longitudinal; solid matrices can also produce waves where the particle vibration 

direction is perpendicular to that of the wave (known as transverse waves or shear 

waves). This does not occur with gaseous or liquid sample matrices as they are of too 

low a viscosity. 

 

Regardless of the longitudinal or transverse nature of the waves produced, they can 

be characterised by certain key parameters, each of which can be used to extract 

physicochemical information. Waves can be characterised by their speed, c, their 

wavelength, λ, and their frequency, f, all of which are related to one another through 

Equation 2.15. 

 

𝑐 = 𝜆𝑓    Equation 2.15 

          

This equation allows the characterisation of key aspects of an acoustic wave, which 

can provide vital information regarding the inner workings of complex processes and 

systems. Physicochemical process data relating to particle size, shape and density 

can be inferred as acoustic waves are formed through particle collisions (with the 

vessel walls, agitator/impeller and even one another) and these can be inferred 

through analysis of the acoustic waves generated throughout the process. 

Furthermore, key parameters related to the operation of the process (e.g. mixing 

speed) can also be determined from monitoring of AE.52  

 

However, the entirety of the information provided by an acoustic wave may not be 

of any physicochemical or operational significance. There remain several other 

potential sources of AE which could convolute the analysis and obscure results such 

as impeller movement or the flow of oil or water through the vessel jacket. It is 

therefore important to thoroughly analyse the AE signal for the regions which carry 

the most significant information and separate it from inconsequential interference.89 

Through doing so, it is possible to elicit information on the physical state of a system 
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as the speed of acoustic waves is affected by B, the elasticity (bulk modulus) and ρ, 

the density of the sample via Equation 2.16: 

 

𝑐 = √
𝐵

𝜌
    Equation 2.16 

 

In this case, B is the adiabatic bulk modulus of a liquid. In the case of a solid sample, 

B is replaced by E, Young’s modulus. 

 

In this study, passive acoustic signals were collected with a piezoelectric transducer, 

which converts acoustic waves into electric signals, which in turn can be collected 

and interpreted to obtain information on the system. Materials which can generate 

an electrical charge proportional to the amount of mechanical stress applied to them 

are described as piezoelectric.90 The piezoelectric effect is reversible, allowing the 

same materials to be used in generating and collecting acoustic waves. In a passive 

AES measurement, the acoustic wave generated by the system causes the 

piezoelectric material in the transducer – affixed to the side of the vessel – to vibrate 

and generate an electrical signal that can then be collected and interpreted. 

 

There are several piezoelectric materials that be used to make AES transducers, and 

combinations of these materials can be used to tailor the transducer to be sensitive 

to a specific frequency of noise, owing to the fact that piezoelectric materials have 

natural response frequencies depending on their mechanical and electrical 

properties as well as their thickness.91 Materials such as polymer films, 

monocrystalline bulk materials and piezoelectric ceramics are encased in a housing 

which is fixed to the vessel wall (usually using a resin or physical binding) with a 

coupling such as a silicon-based vacuum grease, which minimizes the attenuation of 

the sound waves as they travel between the vessel wall and the piezoelectric 

material within the transducer. 
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Broadband transducers are sensitive to a wide range of noise frequencies as opposed 

to resonant transducers, which resonate only at a small range of frequencies. The 

data generated by broadband transducers is therefore inherently more complex but 

it allows the inference of particle concentration as well as size as both factors affect 

the signal in different ways,62 although recent studies have shown the benefits of 

including a low frequency-sensitive transducer as well as broadband signal collection 

for these measurements.92 

 

Acoustic signals generated by the system are very susceptible to attenuation as they 

travel through the reaction media, the vessel jacket and the coupling material and 

so a signal preamplifier is normally used before the signal is passed to an 

oscilloscope. It is important to consider the acoustic impedance of a material as this 

dictates the proportion of the signal that is reflected from its surface.82 Therefore, if 

the impedance values of two materials are very different, a higher proportion of the 

acoustic wave is reflected rather than transmitted. The material in the transducer 

(e.g. ceramic) must be acoustically matched to the vessel material in order to 

optimise the transmission of acoustic signal to the detector. This signal is then passed 

through a preamplifier, which provides the impedance matching and allows the 

signal to travel down long cables to the oscilloscope, which in turn displays the signal 

in the time domain and allows the data to be stored digitally. 

 

Once collected, the power spectrum of the signal can be generated in the frequency 

domain using Equation 2.17: 

 

𝑃𝑜𝑤𝑒𝑟 =  
𝑓𝑓𝑡(𝑠)𝑥𝑐𝑜𝑛𝑗[ 𝑓𝑓𝑡(𝑠)]

Number of Points
    Equation 2.17 
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Where: 

• fft = Fourier transform of the time domain signal, s 

• conj = the complex conjugate 

 

The shape of the calculated power spectrum is determined by the dynamics of the 

system being analysed. In this work, a “soft ceramic” lead zirconate titanate (PZT5H) 

was used. 

 

2.3. High Performance Liquid Chromatography93, 94 

High performance liquid chromatography (HPLC) is a well-established method for the 

separation, identification and quantification of analytes from mixtures, based on 

their affinity with the HPLC column. The general principal of HPLC is shown in Figure 

2.12: 

 

 

Figure 2.12 – General schematic of a HPLC system showing the sample path from 

injection, through the column, to detection. 
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A sample – carried by a liquid mobile phase – containing one or several components 

through a column coated in a solid stationary phase. As analytes pass through the 

column in solution, they interact with functionalised particles coated to the inner 

walls of the column. Depending on the degree of interaction with the stationary 

phase, the analytes then exit the column at different times before passing through 

an analyser (most often UV), allowing them to be identified and quantified based on 

analyses of known standard solutions. 

 

 

Figure 2.13 – General schematic of (a) a sample passing through an HPLC column 

and separating analytes (red, blue and green circles) and (b) the resulting 

chromatogram as the separated analytes pass through the UV detector. 

 

Figure 2.13 shows in more detail the sequence of events as the sample passes 

through the HPLC column to the detector. The analytes flow through the column and 

interact to different degrees with the stationary phase – green particles have a strong 

interaction, blue particles a weaker interaction, and red particles the weakest 

interaction – causing the analytes to elute from the column at different times. This 

results in three distinct peaks in the UV chromatogram produced, with the peak 

height and area proportional to the concentration of each analyte in the original 
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sample solution. If standard samples of known content and concentration can be 

analysed also, this allows the analytes in the unknown sample to be identified and 

quantified. 

 

While the technique is highly sensitive, robust and accurate, time and labour-

intensive suitability testing is required to ensure this. Methods must go through 

rigorous development, optimisation and qualification before being fit for purpose. 

 

2.4. Multivariate Data Analysis95, 96 

Multivariate analysis (MVA) is a tool for finding patterns, trends and relationships 

between multiple variables simultaneously, and it allows the prediction of the effects 

of changing one variable on the others. MVA uses graphical approaches to allow 

analysts to examine structures hidden within large, complex datasets, and to visually 

identify the factors which influence the results. These methods are used routinely 

across various scientific industries including medical diagnostics,97, 98 oil and gas,99-

101 pharmaceuticals102 and polymers.16, 103-105 

 

Two of the most common multivariate methods of assessing the variation within a 

dataset are principal component analysis (PCA) and partial lease-squares (PLS) 

modelling. PCA is an exploratory data processing technique that has become 

indispensable in the field of data analysis and can be used to establish relationships 

and correlations between variables or samples when datasets are large and complex, 

such as in industrial reaction monitoring. Its simplicity and ease-of-implementation 

make it a powerful tool for recognising patterns and trends within complex datasets 

and for sample classification. This is a quick way of establishing which variables 

contribute most to the variation within a dataset e.g. spectral regions that change 

the most throughout a reaction. Furthermore, sample-to-sample variation can 

provide insight into reaction progression and trajectory (endpoints, deviations, 

intermediates, etc.). 
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Combining spectral data with quantitative offline analysis can be done to build PLS 

models, which can then be used to provide quantitative information using spectral 

data only. By building a model using several datasets and then training the model 

using separate datasets, the predictive power of the model and its robustness can 

be assessed using various criteria. 

 

2.4.1. Principal Component Analysis 

In modern data analysis, PCA is a routinely-used tool used in a wide variety of fields, 

from advancing green chemistry106 to fault detection in military aircraft.107 Its aim is 

to mathematically reduce large datasets to a few simple vector components – 

‘principal components’ – each of which describe some amount of the total variation 

within the original data. 

  

To achieve this with spectral data, spectral matrices are decomposed to give scores, 

loadings and residual errors, as described in Figure 2.14: 

 

 

Figure 2.14 – Schematic representation of PCA. 

Where: 

• X is the m x n spectral data matrix (samples x wavenumbers). 

• T is the m x i scores matrix (samples x principal components), containing 

 information on the sample-to-sample variation in the original matrix. 

• P is the i x n loadings matrix (principal components x wavenumbers), which 

allows us to infer the magnitude of influence over the spectral data each 

variable (in this case, wavenumbers) has.  

X T
P

E
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• E is the m x n residual unaccounted-for variability – e.g. measurement error – 

associated with the spectral data (samples x wavenumbers). 

 

The data within X is first mean centred to ensure that the first principal component 

(PC) represents the variance within the dataset and not simply the average of all the 

spectra. Each subsequent PC is orthogonal to the first, meaning that they are 

constrained by the first PC and more PCs are required to describe all the variation 

within the data. The scores within T each represent a sample spectrum, showing how 

similar or different to one another they are. Furthermore, the loadings in P show the 

correlation between individual wavenumbers across the data. In reaction 

monitoring, there are multiple sets of scores and loadings required to describe the 

data. The first PC would describe most of the variation, with each subsequent PC 

describing less and less. To avoid overfitting a PCA model, it is best to restrict the 

number of PCs to a maximum number of realistic sources of variation within the data 

(I.e. the number of spectroscopically active components in the reaction). 

 

2.4.2. Partial Least Squares 

Partial least-squares (PLS) regression allows the estimation regression coefficients in 

linear models containing a large number of correlated variables. In contrast to the 

qualitative nature of PCA, PLS regression can be used to quantify the correlation 

between a multivariate dataset (X) and reference data (y, e.g. % conversion) and can 

be used to predict these responses if given a data matrix within the calibration range 

of the model. To do this, the sample data matrix is deconstructed to give scores and 

loadings matrices – similar to PCA. In PLS however, the maximum covariance 

between spectral data and gravimetric response is calculated (X and y in Figure 2.15): 
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Figure 2.15 – Schematic representation of PLS modelling. 

 

Where: 

• X is the m x n spectral data matrix (samples x wavenumbers) 

• T is the m x i scores matrix (samples x latent variables) 

• P is the i x n loadings matrix (latent variables x wavenumbers) 

• E is the m x n residuals matrix 

• y is the m x n reference data matrix (samples x % monomer conversion) 

• R is the m x i scores matrix (samples x latent variables) 

• q is the loadings vector 

• f is the m x 1 residuals vector 

 

Maximising the covariance between T and R also maximises the correlation between 

the two, allowing a PLS model to predict the scores for the y data using the scores 

from X. The predicted y scores matrix (R) can then be used to calculate values of y. 

 

2.5. Spectral Preprocessing108 

Data preprocessing essentially involves the removal of irrelevant variation from a 

given set of data. In spectroscopy terms, this can allow the separation of physical 

X = T
P

E+.

y = R f+.

q
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sources of variation (e.g. scattering caused by particle size differences, instrument 

drift, etc.) and chemical sources of variation (e.g. analyte concentration). 

 

Advances in analytical technologies and computer processing power have resulted 

in the ability to generate and manipulate massive quantities of data with ease, 

allowing greater insight into the chemistry of even complex sample matrices. 

However, a consequence of this is an increased uptake of chemically irrelevant 

information. Complex sample matrices and advanced analytical methods such as 

spectroscopy result in very large datasets which can become convoluted and can 

obscure key information about a reaction or chemical process. As a result, there have 

been many attempts at decoupling this irrelevant data through data matrix 

manipulation and many of these techniques have become widely used industry 

standards. With these, however, there are limitations in their applicability e.g. when 

assumptions and compromises must be made, when important data is excluded 

alongside the irrelevant information or when the methods become so advanced as 

to be time-consuming and complicated. 

 

2.5.1. Savitzky-Golay Derivatisation 

Savitzky-Golay (SG) smoothing is a polynomial smoothing method commonly used in 

signal preprocessing to improve the signal-to-noise ratio of spectral data. This 

technique uses least-squares fitting of a smooth polynomial function to spectral data 

using a sliding window of a defined width, w. Datapoints within the defined window 

are treated by evaluating the polynomial function at the midpoint of w before 

moving the window one datapoint to the right and evaluating the polynomial at the 

midpoint again. This is repeated until the entire spectrum has been smoothed. The 

definition of w and the degree of the polynomial are key to SG smoothing, as larger 

values of w give stronger smoothing and increased degrees of polynomial allow more 

complex curves to be fitted. However, strong smoothing – while giving better signal-

to-noise ratios – can distort the signal, especially spectral data with sharp defined 

peaks. Similar effects are seen when using low order polynomials. Conversely, higher 
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order polynomials and small window sizes will preserve the shape of the original 

spectra but will remove less noise. 

 

A variation on this polynomial smoothing is the use of first and second derivatives. 

Derivatisation of spectral data can eliminate baseline offset – as the derivative of a 

constant is zero – and works similarly to polynomial filtering, in that it uses a sliding 

window; however, the derivative of the polynomial function fitted to the data within 

the window is produced in this instance. This technique is also useful for sharpening 

and narrowing peaks which otherwise might become lost in a complex sample. 

Furthermore, this technique retains the quantitative nature of peaks in a sample 

spectrum. 

 

However, care must be taken to avoid amplifying and sharpening noisy data. This 

technique, while useful, can incur low signal-to-noise ratios especially with noisy 

complicated datasets. 

 

2.5.2. (Extended) Multiplicative Scatter Correction and Standard Normal Variate 

Transformation 

Standard normal variate (SNV) transformation and multiplicative scatter correction 

(MSC) are similar techniques, often used in tandem to ascertain which gives better 

results for a given dataset. MSC eliminates baseline offset and can correct path 

length differences caused by changes in PSD. Changes in PSD can affect the levels of 

diffuse and specular reflectance reaching the collection fibres of a spectroscopic 

probe, thus affecting baseline offset between samples. Furthermore, penetration 

depth of laser light can change depending on the size and uniformity of the particles, 

which affects the path length and, thus, the spectral signal. 
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These issues are solved Equations 2.17 and 2.18. Firstly, a linear regression of each 

spectrum, xi, is made against a reference spectrum, xr, such as the mean spectrum of 

a set of training or calibration spectra: 

 

xr ≈ β0 + β1xi     Equation 2.17 

 

Least-squares coefficients, β0 and β1 are estimated initially before being used to 

calculate the MSC-corrected spectrum, xi*: 

 

xi* = β0 + β1xi    Equation 2.18 

 

This method was further extended109 to more effectively separate the chemical and 

physical effects on the spectra. This extended multiplicative scatter correction 

(EMSC) uses knowledge about the analytes’ spectra to enhance the robustness of 

the method. 

 

SNV transformation works similarly, but the mean of each spectrum is subtracted, 

and its length normalised to 1 as per Equation 2.19, where the mathematical 

similarity to MSC can be seen. 

 

xi* = β0 + β1xi    Equation 2.18 

Where: 

• β0 = -x̅i 

• β1 = 1/ǁxiǁ 

• ǁxiǁ = the norm of x 
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2.5.3. (Modified) Optimal Path-Length Optimisation and Correction 

The modified optimal path-length estimation and correction (OPLECm) method 

introduces multiplicative parameters to the linear estimation of spectra (row vector 

xk in Equation 2.19: 

 

𝐱𝑘 = [𝑝𝑘 ∑ 𝑐𝑘,𝑖𝐫𝑠,𝑖 + 𝑞𝑘 ∑ 𝑚𝑘,𝑗𝐫𝑝,𝑗] + 𝐝𝑘, 𝑘 = 1,2, … , 𝐾

𝑛𝑝

𝑗=1

𝑛𝑠

𝑖=1

 

Equation 2.19 

 

Equation 2.19 shows the approximation of K heterogeneous spectra as a linear 

combination of the contribution of the constituents in the solution and oil phases 

where: 

• xk is the measured spectrum of the kth sample 

• c,k,i is the concentration of the ith analyte in the solution phase of sample k 

• m,k,j is the mass fraction of the jth analyte in the oil phase of sample k 

• rs,I is the spectral response per unit concentration of the ith analyte in the 

water phase 

• rp,j is the spectral response per unit concentration of the jth analyte in the oil 

phase 

• ns and np denote the number of constituents in the water and oil phases, 

respectively 

• dk represents model deviation 

• pk and qk are multiplicative effects of scatterers in the water and oil phases, 

respectively, and describe the effect these scatterers have on the spectra of 

other constituents in each phase 

The key to OPLEC and its subsequent modifications and improvements is the 

determination of these multiplicative effects, pk and qk, as they have confounding 

effects on the values of c,k,I and m,k,j, respectively. This is the limitation of standard 
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multivariate linear calibration methods, as they do not account for these 

multiplicative effects when modelling relationships between xk and ck,I or mk,j. 

 

Through a series of matrix manipulations and mathematical treatments,110 

multiplicative parameter vectors p and q can be derived using Equation 2.20 (only 

the derivation of p is shown for simplicity, q is derived in the same way): 

 

min
p

𝑓(𝐩) =
1

2
𝐩T((𝐈 − 𝐔𝐬𝐔𝐒

𝐓) + diag (
𝐜𝐢

w
) (𝐈 − 𝐔𝐬𝐔𝐒

𝐓)diag (
𝐜𝐢

w
))𝐩, 

such that − 𝐩 ≤ −𝟏 

 Equation 2.20 

 

This key step allows OPLECm to accurately estimate the number of spectroscopically 

active components in a system, J, which has significant impact on the performance 

and reliability of models built using it. Previous versions (OPLEC) relied on estimating 

the J value or using a time-consuming, iterative optimisation process where the value 

of J was changed several times to assess the optimal parameters for model building. 

This is discussed in detail in chapter 4. 

 

Furthermore, Equation 2.20 provides the multiplicative parameter vector, p, which 

can then be used in a dual calibration model with a set of calibration spectra, X, 

(Equations 2.21 and 2.22) using a multivariate linear calibration method such as PLS. 

 

𝒑 =  α1𝟏 + 𝐗𝛃𝟏 

Equation 2.21 
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diag(𝐜𝐢). 𝐩 =  α2𝟏 + 𝐗𝛃𝟐 

Equation 2.22 

Linear calibration of these two models would give estimations for parameters 

𝛼1, 𝜷1, 𝛼2 and 𝜷2. The concentration of the ith constituent, ctest,i in the water phase 

of a test sample spectrum, xtest using these two calibration models as per Equation 

2.23: 

 

c𝑡𝑒𝑠𝑡,𝑖 =  
𝛼2 + 𝐱𝒕𝒆𝒔𝒕𝛃𝟐

𝛼1 + 𝐱𝒕𝒆𝒔𝒕𝛃𝟏
 

Equation 2.23 

 

2.6. Raman Instrumentation 

A Kaiser RXN-1 Raman spectrometer with an MR, non-contact optic (NCO) probe 

(Kaiser Optical Systems Inc., Ann Arbor, MI, USA) was used. This probe had a 1 cm 

working distance and an approximate laser spot diameter of 100 µm. An Invictus 

diode laser with a wavelength of 785 nm was operated at 350 mW at source. Data 

was acquired using HoloGRAMS software (Kaiser Optical Systems). Before each 

analysis, the spectrometer was calibrated using a cyclohexane standard and the 

HoloGRAMS built-in calibration wizard. To avoid over or under-filling the detector, 

acquisition parameters (exposure time and accumulation number) were set to 

achieve the optimum detector fill (60-70%). Each experiment required different 

parameters to achieve this depending on the chosen sampling method and probe 

(e.g. in-situ reaction monitoring using an immersion optic probe head required 10 

acquisitions for 12 s each to achieve the optimum detector fill – these parameters 

will be stated for each experiment. 

 

For the comparison of narrow and wide area beams, a PhAT probe developed by 

Kaiser Optical Systems Inc., Ann Arbor, MI, USA and first reported by Kim et. al.111 

was used. This probe was also equipped with an Invictus diode laser with a 785 nm 
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wavelength, operating at 350 mW at source. Similarly, the spectrometer was 

calibrated before each analysis using a cyclohexane standard and the built-in 

HoloGRAMS calibration wizard. This work was performed at Clairet Scientific in 

Northampton with the help of Paul Dallin and John Andrews. 

 

2.7. Reactor Equipment 

Polymerisation reactions were carried out in a Radley’s 1 L jacketed glass reaction 

vessel, using a Radleys RS37 Digital Plus stirrer motor to control stirrer speed and a 

Huber Technologies temperature control unit (Figure 2.16) which was monitored and 

adjusted manually to keep the temperature at 80 ± 0.5°C throughout the reaction. 
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Figure 2.16 – Reactor set-up showing a) Radley's stirrer/motor control unit, b) 

immersion temperature probe, c) Kaiser immersion optic Raman probe and d) 

jacketed 1L Radley's reaction vessel.  

a)

b)

c)

d)
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3. Quantification and Monitoring of Residual Styrene Within 

Polystyrene Beads 

3.1. Introduction 

The transition from monomer droplet to polymer bead results in some unreacted 

monomer being trapped inside the bead product, which can leak out over time and 

as such is the focus of ever tighter health and safety legislature to which Industry 

must abide. This formed the basis for part of this project. In this chapter, the 

applicability of Raman spectroscopy for monitoring the level of monomer left within 

the beads as the reaction progressed to a level of 0.1% or lower was assessed. To 

achieve this, several polystyrene (PS) bead samples were provided with differing 

residual monomer (RM) levels – as quantified by HPLC. The HPLC data were then 

compared to offline Raman data collected from the same samples to establish a 

degree of correlation. 

 

As it is difficult to control the RM of the bead products during a reaction, existing PS 

beads were ‘spiked’ with monomer to provide a set of ‘standards’ with differing RM 

levels. The stability of these samples was verified via RS to ensure the additional 

monomer remained within the polymer bead. The effects of particle size on RS was 

also investigated. 

 

Furthermore, the application of RS using different laser spot sizes was investigated. 

Developments in Raman technologies have resulted in laser spot diameters ranging 

from microns to centimetres, allowing sampling depths and volumes to improve as 

well as system robustness.75 A MR probe with an immersion optic (IO), a non-contact 

optic (NCO) and a non-contact wide-area illumination/pharmaceutical area testing 

(WAI/PhAT®) optic were used. 
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3.2. Instrumentation and Materials 

3.2.1. HPLC 

A Waters 2690 HPLC system coupled to a Shimadzu SPD-6A variable wavelength UV 

detector (set at 254 nm) and Chromeleon software was used in this work (Figures 3.1 

and 3.2). Styrene, acetonitrile, SDBS and tetrahydrofuran (THF) were supplied by 

Sigma-Aldrich UK. 

 

 

Figure 3.1 – Waters 2690 HPLC system.112  

 

 

Figure 3.2 – Shimadzu SPD-6A variable wavelength UV detector.113  
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3.2.2. EPS Beads 

Several batches of polystyrene beads were provided by BASF.  The first of these 

batches were split into three groups based on their mean particle size as per Table 

3.1.  These were then used as the basis for generating in-house ‘standards’ of different 

RM content.  

 

Table 3.1 – Categorisation of provided EPS beads by mean particle diameter and 

corresponding RM content as determined by HPLC at BASF. 

Category 
Mean Particle 

Diameter (mm) 

Residual Monomer 

Content (ppm) 

Small 0.827 72 

Medium 1.003 4837 

Large 1.334 5462 

 

Further batch of EPS beads were provided, each with very low RM content for the 

purposes of establishing a limit of detection (LOD) on various configurations of 

Raman optics. Beads were provided with 0.036, 0.116, 0.124, 0.143, 0.21, 0.309 and 

0.718% v/v residual styrene. 

 

3.3. Experimental 

To successfully monitor the progress of this reaction, it is vital that any techniques 

used be assessed in their efficiency at detecting styrene. To do this, the spectral 

regions associated with styrene must be studied in two key environments where 

styrene is expected to be present for the understanding and optimisation of the 

polymerisation process: free in aqueous solution and trapped residually in the 

polymer beads produced.  
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3.3.1. Polystyrene Bead Impregnation 

Several different batches of EPS beads produced by BASF were provided along with 

details of their residual monomer contents, which had been obtained by HPLC. Each 

batch had a different average particle size and overall PSD although close similarities 

between some batches did exist (Table 3.2 and Figure 3.3). 

 

Table 3.2 – Analytical data of 4 different polystyrene bead batches as provided by 

industrial partners. Shown is the particle size determined by sieving and the residual 

monomer content determined by HPLC. 

Batch No. 
Average Particle Size 

(mm) 

Styrene Content via 

HPLC at BASF (ppm) 

1 1.364 4781 

2 1.334 5462 

3 1.003 4837 

4 0.807 72 
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Figure 3.3 - Particle size distributions of EPS bead batches 1 (cyan), 2 (blue), 3 (red) 

and 4. Data provided by industrial partners. 

Data provided by BASF (Figure 3.3) shows that the PSD and RM content of EPS beads 

made by suspension polymerisation was varied. Whilst batches 1 – 3 had similar RM 

contents, batch 3 had a narrower distribution with smaller average bead sizes. Batch 

4 had the lowest RM level as well as the smallest average bead size with the widest 

distribution. Such variability in EPS batches could affect spectroscopic 

measurements, and this was investigated. HLPC data provided quantitative 

information on the monomer content of EPS beads, and it was therefore of interest 

to establish some correlation between spectroscopic and HPLC measurements. 

However, the beads were insufficiently different in monomer content and so a 

method was developed for impregnating the beads with additional styrene. 

 

Samples of EPS beads with different residual styrene levels were created in-house. 

These could then be analysed by offline RS and HPLC to establish any correlation 

between the two techniques. To do this, a bead impregnation method was 

developed with varying success as described in Table 3.3. 
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Table 3.3 – Experimental conditions for polystyrene bead impregnation method 

development performed in a 250 mL Radleys jacketed reaction vessel. Impeller speed 

was kept at 400 rpm in each experiment. 

Volume 

water (mL) 

Volume 

styrene (mL) 

Weight 

Surfactant 

(g) 

Weight pSty 

Beads (g) 

Bead Batch 

Number 

250 0.6 2.6661 8.887 3 

250 0.8 2.6661 8.887 3 

250 0.8 2.6661 8.887 3 

250 0.6 2.6661 8.887 3 

250 0.4 2.6661 8.887 4 

     

In each case, the desired amount of surfactant was fully dissolved in 250 mL of water. 

The polystyrene beads were then immersed in the solution whilst stirring at 400 rpm 

and the solution sampled continuously with an immersion Raman probe until the 

height for the styrene derivative peak remained constant. Once this was achieved, 

the required amount of styrene was added into the solution, which was then stirred 

and sampled continuously until the styrene derivative peak height remained steady. 

Once the experiment was over, the beads were collected from solution and left to 

dry overnight. They were then collected in a glass vial and sampled using the NCO 

Raman probe (Figure 3.4). Finally, an HPLC method was implemented with 

instruction from BASF to accurately quantify the monomer content of the beads 

produced. 

 

3.3.2. EPS Bead Impregnation Verification via High Performance Liquid 

Chromatography 

HPLC is a quantitative method regularly used in the off-line analysis of monomer 

content of polystyrene beads. Such a method was already in use at BASF and details 
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were provided to enable the analysis to be performed at Strathclyde. The method 

was developed to be linear for styrene between 0 and 10 ppm in THF (Table 3.7 and 

Figure 3.15). Therefore, bead samples were dissolved in THF until within this range 

and then the original styrene content could be inferred using linear regression from 

a standard curve, accounting for the dilution factors. 

 

Standards were prepared by dissolving approximately 0.1 g of styrene in 40 mL of 

THF, before transferring the solution to a 100 mL volumetric flask. The solution was 

then made to volume using THF washes from the original beaker the styrene was 

dissolved in, resulting in ~1000 ppm styrene solution. This was then diluted to give a 

100 ppm solution, which could then be used as a stock solution to prepare a range 

of standards (e.g. by pipetting 5 mL of this stock standard to a 50 mL volumetric flask 

and making to volume with THF, a 10 ppm solution was prepared). This was done to 

generate styrene standards of 10, 20, 40, 50, 60, 70 and 80 ppm. 

Samples of polystyrene provided by BASF or collected during a reaction could then 

be dissolved in THF and analysed alongside the standard samples, using linear 

regression analysis to obtain the styrene content of the samples. Approximately 0.05 

g of polystyrene beads were dissolved in 15 mL of THF in a 25 mL volumetric flask, 

which was made to volume once the beads had dissolved. If the HPLC results were 

within the calibrated range, the styrene content could be calculated. Otherwise, 

smaller or larger sample weights could be used until the result fell within the linear 

range. Sample weight and dilution factor were taken into account in the calculation 

of styrene content. The error associated with the sample preparation (multiple 

dilutions, pipetting errors) is not insignificant and is one of the main disadvantages 

of this method. Furthermore, samples taken before the solidification of polymer 

beads are difficult to weigh accurately and prepare reliably for HPLC analysis. 
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The HPLC method was as follows: 

Instrument – Waters 2690 HPLC 

Column – Phenomenex Luna 3µ C18 (150 x 4.6 mm) 

Mobile phase – Acetonitrile:water (60:40) degassed before use. 

Flow rate – 1 mL/min Isocratic 

Detector wavelength (λ) – 254 nm 

Injection volume – 15 µL 

Retention Times 

Styrene – ~6.2 mins 

 

3.3.3. EPS Bead Impregnation Verification via Offline Raman 

Samples of EPS beads impregnated with styrene were left to dry overnight and then 

collected in a glass vial. The vial was then placed in a shuttered sample housing 

(Figure 3.4) and analysed using an NCO Raman MR probe head and HoloGRAMS 

software, programmed as per Table 3.4: 

 

Table 3.4 – HoloGRAMS settings for non-contact Raman analysis of dry impregnated 
EPS beads. 

Parameter Setting 

Exposure (s) 20 

No. of Accumulations 10 

Interval (s) 0 
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Figure 3.4 - Offline EPS bead analysis set-up showing: a) shuttered sample housing 

unit, b) Kaiser NCO Raman MR probe head and c) glass vial containing EPS beads. 

 

3.6.4. Effect of EPS Bead Size on Raman Spectroscopic Measurements 

As shown in Figure 3.1, a suspension polymerisation reaction can produce EPS beads 

of varying particle size, often resulting in a wide PSD, which can affect Raman 

signals.114 Therefore, it was necessary to investigate the effect of particle size on 

detection limit calculations. This was done by seiving the impregnated EPS bead 

samples into 3 sizes (Table 3.1) and establishing the correlation between HPLC and 

RS analysis of RM content for all 3 sizes. The effect of mean particle size on the 

correlation could then be assessed. 

 

3.6.5. Wide Area Illumination Study 

Small and wide area Raman probes were used to analyse polystyrene beads of two 

sizes. Due to the short working distance of the NCO (3.3 cm), the sample tube had to 

be as close to the probe end as possible – as seen in Figure 3.5. To facilitate this, a 

glass plate was placed on the end of the probe – pointed upwards – and the sample 

tube was secured to the plate directly above the probe lens. The glass plate was 

supported by the Raman sample housing. As the sample housing had to be left open 

during spectra acquisition, the opening was covered to block out any external light 

sources. 

 

a)

b)

c)
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A sulphur disc was used as a Raman scattering standard for the sample depth studies 

and was placed in the sample tube on top of the bead sample. 

 

 

Figure 3.5 – Schematic of small area probe sample depth study set-up showing sample 

tube with increasing sample depth going from (a) to (b). 

The sample tube was filled with polystyrene beads at a depth beginning at 1 mm and 

the sulphur disc was then placed on top of the beads directly above the probe end. 

The sample area was closed off as per Figure 3.4 and spectra were acquired with 2.5 

seconds exposure and 5 accumulations per spectrum. This was repeated 5 times and 

the average of those 5 spectra was used for analysis. The sulphur disc was then 

removed before another 1 mm depth of beads was added. The sulphur disc was then 

placed on top of the polystyrene again, this time 1 mm further from the probe as 

before and scanned again. This was repeated for several depths of polystyrene 

beads. 

 

Large Sample Volume 

The large area laser – the PhAT probe – employs a 6 mm diameter beam with a 254 

mm working distance and a 50 mm depth of field. This was set up as per Figure 3.6: 

 

Small Sample Volume  

 

(a) (b) 

Sample tube 

Sulphur disc

 
Glass plate 

NCO Raman 

Probe 

Polystyrene 

beads 
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Figure 3.6 – Schematic of wide area probe sample depth study set-up showing (a) 

glass vial with no lid and x mm of EPS beads, (b) sulphur disc placed between 

bottom of the vial and (c) a foil jacket, (d) the 203 mm collimated beam housing 

sitting above (e) the jacket and sample vial and (f) the completed system ready for 

spectral acquisition. 

 

 

The sample vial was filled with a layer of polymer beads starting at a depth of 3 mm 

for larger beads and 1 mm for smaller beads. This was then placed in a foil jacket 

with the sulphur disc secured between the vial and the jacket in the centre of the 

base of the vial. The collimated beam housing was then lowered so it sat directly on 

top of the sample vial, securing it in place. The sample was then ready for spectral 

acquisition which was done using 1.25 seconds exposure time and 5 accumulations 

per spectrum. These parameters were found to give a similar detector fill (60-70%) 

as the MR probe at 2.5 seconds with 5 accumulations and this was repeated 5 times 

before adding a further layer of polystyrene beads and repeating the process, each 
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time increasing the depth of polystyrene sample between the probe and the sulphur 

disc under the vial. 

 

3.6.6. Detection Limits of Styrene in EPS Beads via Raman MR and PhAT Probes 

EPS beads provided by BASF with differing RM content were analysed by Raman MR 

and PhAT probes both offline and in water. Dry beads were analysed in glass vials as 

per section 3.6.3. using either the MR and PhAT probe heads. These beads were also 

submerged in 250 mL of water in a glass reaction vessel with agitation at 300 rpm 

and analysed in-situ using the IO probe head – immersed in the water with the beads 

– and the PhAT probe – pressed up against the vessel wall from the outside. 

 

3.6. Results and Discussion 

3.6.5. Detection of Styrene via MIR Spectroscopy 

Figure 3.7 shows the MIR spectrum obtained from a 10 mL vial of neat styrene with 

strong absorbance bands at 694, 771, 902 and 987 cm-1 and smaller bands at 1018, 

1203, 1280, 1411, 1450, 1496, 1573, 1604 and 1627 cm-1. Table 3.6 shows the 

possible interpretation of these peaks. The four intense peaks between 1000-600 

cm-1 indicated that styrene could be identified using MIR. It was then important to 

ensure that the styrene could be monitored in the intended reaction environment. 

The highly aqueous nature of the reaction matrix was expected to cause difficulties 

for MIR analysis, the extent of which had to be investigated, so samples with 

different water/styrene ratios were prepared and sampled as before. In a typical 

polymerisation reaction, styrene would initially make up roughly 60% of the total 

solution volume, a water/styrene sample of a comparable nature (50% v/v) was 

analysed. Figure 3.8 shows this spectrum and compares it to that of pure styrene and 

a 10% v/v styrene in water solution. This dilute solution is representative of the 

conditions towards the end of a reaction. 
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Figure 3.7 – The 600 – 1800 cm-1 region of the average (n = 51) MIR spectrum of pure 

styrene using an ABB MB3000 FTIR spectrometer (Clairet Scientific, Northampton, UK) 

coupled with polycrystalline silver halide optical fibres. Measurements were made 

with a resolution of 16 cm-1 and subtracting an air background. 
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Table 3.5 - MIR band assignments for the spectrum of pure styrene115 

Peak Frequency (cm-1) Assignment 

694 Olefinic CH wag 

771 Mono-substituted benzene CH wag 

902 Vinyl CH wag 

987 Vinyl CH wag 

1018 
2,4,6 radial carbon in-phase 

stretch. Aromatic. 

1080 
2,4,6 radial carbon in-phase 

stretch. Aromatic. 

1203 
2,4,6 radial carbon in-phase 

stretch. Aromatic. 

1280 
2,4,6 radial carbon in-phase 

stretch. Aromatic. 

1411 Unassigned 

1450 Aromatic ring semi-circle stretch 

1496 Aromatic ring semi-circle stretch 

1573 Aromatic ring quadrant stretch 

1627 
Weak aromatic C-H stretch 

overtone 
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Figure 3.8 – Average (n = 51) MIR spectra of pure styrene (red), 50% styrene (green) 

and 10% styrene (blue) mixtures. All spectra shown have a resolution of 16 cm-1 and 

a subtracted air background. 

 

Even at relatively high concentrations of styrene (50% v/v), the broad water band 

from 1000-600 cm-1 all but completely obstructs the distinct styrene bands. As the 

aim is to monitor monomer levels at very low concentrations, it was important to 

also investigate the impact of water on the styrene spectral bands at such a level. 

Figure 3.8 shows the contrast between spectra of 100, 50 and 10% styrene/water 

and highlights the challenge associated with using MIR for this process. It is evident 

that at 10% styrene – still well above the levels at which this project aims to monitor 

styrene – the spectrum becomes swamped with water bands, obscuring the styrene 

peaks completely. 

 

From this work, it was concluded that no further use of MIR would be considered as 

the highly aqueous reaction matrix caused too much interference and completely 

obscured the spectral region necessary for analysing styrene content in water. 
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3.6.6. Detection of Styrene via Raman Spectroscopy 

Analysis of the Raman spectrum of each individual reaction component highlights 

the suitability of the technique for this application as well as the collective complexity 

of the reaction media. 

 

 

Figure 3.9 – Average (n = 5, 1.5 s exposure) Raman spectrum (785 nm, 100-3240 cm-

1) of neat styrene in a glass vial using an NCO MR probe head in a shuttered 

housing. 

 

In contrast to MIR spectra, the bands observed in Raman spectra are sharper and are 

indicative of more symmetrical and polarisable groups within the molecular 

structure. Key features shown in Figure 3.9 include the C-Caliphatic stretch at 770 cm-1, 

the aromatic ring breathing seen at 1000 cm-1, the aliphatic C-C ring chain vibrations 

at 1600 cm-1, and the distinct C=C stretch seen at 1630 cm-1. Peaks around 3000 cm-

1 corresponding to C-H stretching are weaker in the monomeric form of styrene and 

would be expected to become more intense with polymerisation. 
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The differences in the Raman spectra of styrene and polystyrene highlight the key 

spectral regions that enable Raman monitoring of the polymerisation reaction 

(Figure 3.9 and 3.10): 

 

 

Figure 3.10 – Average (n = 5, 2 s exposure) Raman spectrum (785 nm, 100-3240 cm-

1) of polystyrene beads in a glass vial using an NCO MR probe head in a shuttered 

housing. 

 

Comparison of Figures 3.9 and 3.10 show the diminishing intensity of the C=C peak 

at 1630 cm-1 and corresponding increase in the intensity of the C-H stretching peak 

~3000 cm-1 as C=C bonds are broken during polymerisation. Furthermore, the 

influence of impurities and inorganic components of the polymerisation process can 

be seen from the fluorescence in the 1200-2200 cm-1 region (Figure 3.10). 

 

Fluorescence can also be seen in the Raman analysis of other components of the 

reaction matrix. Figure 3.11 shows the Raman spectrum of initiator – DBPO – and 

Figure 3.12 shows the Raman spectrum of the surfactant – TCP. 
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Figure 3.11 – Average (n = 5, 2 s exposure) Raman spectrum (785 nm, 100-3240 cm-

1) of crystalline DBPO in a glass vial using an NCO MR probe head in a shuttered 

housing. 

 

In Figure 3.11, the aliphatic ring breathing can be seen again at 1000 cm-1, as well as 

C-C ring chain vibrations at 1600 cm-1, and an intense carbonyl C=O stretching band 

at 1775 cm-1. Again, fluorescence caused by impurities in the reagent powder can be 

seen in the 1200-2200 cm-1 region.  
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Figure 3.12 – Average (n = 5, 1 s exposure) Raman spectrum (785 nm, 100-3240 cm-

1) of crystalline TCP in a glass vial using an NCO MR probe head in a shuttered 

housing. 

 

Figure 3.12 highlights the interference caused by inorganic compounds present in 

the reaction matrix. The spectrum of the inorganic crystals in their raw form is 

dominated by fluorescence, showing almost no distinguishable Raman bands. The 

low concentration of this component in the reaction matrix should mitigate this 

interference. 

 

By examining each reaction components’ Raman spectra (Figures 3.9-3.11), the 

strong C=C peak at 1631 cm-1 was observed for neat styrene alone which can be, 

indicating that this peak was then used throughout as a basis for monitoring changing 

levels of styrene in different environments. The change in this region with time 

throughout a reaction can be seen in Figure 3.13: 
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Figure 3.13 – A 3D representation of the 1548-1680 cm-1 region of the Raman spectra 

(785 nm laser) taken hourly throughout a reaction using an immersion optic probe 

head. Each spectrum was an average of 10 acquisitions of 12 s each. 

 

The intense, sharp band C=C band at 1630 cm-1 can easily be followed as the reaction 

progresses, making it an ideal region to study for monitoring. However, as the 

reaction nears its endpoint, this distinct peak becomes harder to discern as the 

concentration of unreacted monomer gets smaller. Furthermore, the formation of 

solid particles as the reaction progresses and the contribution from each reaction 

component increases the complexity of the spectra collected throughout. It is often 

beneficial to employ first or even second derivatisation of the collected data to 

minimise baseline shift and interference caused by fluorescence, and to amplify 

smaller peaks that can otherwise be lost in noisy spectra. This is especially useful 

when sharp defined peaks are present, such as in the Raman spectra collected in this 

work. Figure 3.14 shows the effect of taking the first order derivative of the Raman 

spectra of styrene: 
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Figure 3.14 – Average Raman spectra of styrene (n=10, blue) and its first derivative 

(red) using an NCO Raman probe (785 nm, 20 s exposure per acquisition). 

Derivatisation was carried out using the Savitzky-Golay function on Matlab using a 31-

point window. Spectra obtained with an NCO MR Raman probe. 

 

The point at which the peak reaches its maximum (1631 cm-1) in the raw spectrum is 

equal to 0 in the first derivative; therefore, it was no longer viable to use this point 

as a measure of styrene concentration. To account for this, the height of the peak in 

the region before this 0 point (i.e. the maximum slope of the peak in the raw 

spectrum, occurring at 1627 cm-1) was then used throughout the investigation to 

establish and monitor styrene concentration. 

 

3.7.3. Detection of Styrene in EPS beads via Raman Spectroscopy 

Due to the nature of the reaction, some monomer remains residually in the polymer 

beads formed after the reaction is complete.116 This styrene can then be removed by 

other chemical processes, such as foaming with a foaming agent (e.g. pentane). 

However, by being able to monitor the level of residual styrene, it would be possible 

to optimise and control the polymerisation in real time. Impeller speed, initiator 
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concentration, surfactant concentration, temperature fluctuations and particle size 

distribution can all affect the residual monomer content of the product. By 

controlling the component concentrations, temperature and mixing speed while 

monitoring particle size and monomer level, it should be possible to know the 

residual monomer content of beads produced. 

 

Figure 3.15 shows the presence of the same peak used before as being indicative of 

styrene in the Raman spectrum of polystyrene, indicating that RS can be used to see 

the residual styrene in polystyrene beads. 

 

 

Figure 3.15 – Average Raman spectra (n=5, 20 s per acquisition) of styrene (red) and 

polystyrene beads (purple) indicating the styrene peak at 1631 cm-1. Spectra were 

acquired using an NCO through a glass vial. 
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By knowing the styrene content of the beads from HPLC, it is possible to look at the 

styrene signal achieved with RS and establish some correlation between the two. 

However, given that 3 of the batches of beads have relatively similar residual styrene 

levels – and, thus, relatively similar Raman intensities for the styrene peak – there is 

insufficient data with which to establish this detection limit in polystyrene beads. 

 

As described in Section 3.3.1, polystyrene bead samples were created which 

contained differing levels of residual styrene. The result of these experiments is 

exemplified in Figure 3.16 illustrates the first successful impregnation experiment on 

batch 3 polystyrene beads. It can be seen from the derivative peak height that the 

styrene level has increased – the peak maximum has increased from approximately 

50 to 500. This experiment was performed by adding 6% w/w of styrene to the vessel. 

The sample was then re-tested one week later to ensure that added styrene was not 

lost over time. 

 

 

Figure 3.16 - Derivative offline Raman spectra of batch 3 polystyrene beads as 

received (blue), successfully impregnated (green) and one week after the experiment 

(red). Spectra are averaged from 10 accumulations of 10 s exposure each. 
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Also highlighted in Figure 3.16 is the influence of noise on the calculated derivative 

spectra, as the inflection point (where the slope is steepest) does not occur at zero. 

Noisy data causes this and it can be mitigated by further smoothing the data prior to 

derivatisation, but this can lead to over-smoothing and loss of meaningful peaks as 

well as noise. 

 

Successful experiments with batch 3 beads were performed with 8 and 6% w/w 

styrene being added to the vessel – with subsequent quantification of styrene had 

adsorbed onto or into the beads. Furthermore, some successful experiments were 

carried out with low amounts of styrene on batch 4 beads. It was expected that these 

beads, having already low monomer levels, would be more susceptible to adsorbing 

smaller levels of styrene, which was confirmed with a successful 4% styrene 

experiment. 

 

After several iterations of this experiment, the production of polystyrene beads with 

different amounts of residual styrene was achieved. Through this work, samples with 

different amounts of styrene could now be analysed as ‘standards’ using RS and 

HPLC. 

 

To quantify the styrene content of samples via HPLC, a standard curve had to first be 

produced by dissolving known amounts of styrene in THF and plotting the instrument 

response against the known monomer content (Table 3.6, Figure 3.17 and Figure 

3.18). 
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Table 3.6 – Standard curve data for quantifying styrene in ppm from the area under 

the curve in the HPLC response. 

Styrene Content (ppm) Peak Area (mV x min) 

0 0 

10 53.4132 

20 106.0714 

40 191.2884 

50 250.4036 

60 291.6325 

70 324.5473 

80 362.9852 

 

 

Figure 3.17 – Screenshot of a typical HPLC trace from a 40 ppm standard solution 

analysed using a Waters 2690 with a Shimadzu SPD-6A variable wavelength UV 

detector and Chromeleon software. 
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Figure 3.18 – Calibration curve for a series of styrene/THF mixtures after HPLC 

analysis. The linearity of the 1630 cm-1 peak area from 0 to 80% v/v styrene is 

shown by the R2 value. 

 

The linear response from 0 – 80 ppm meant that samples could be manipulated 

(varying the initial sample weight or using different dilutions of sample solution) to 

give a response within this range. The original sample weight and any dilution factors 

could then be used to accurately calculate the residual styrene content of the 

sample. To test the reliability of the method, polystyrene samples of known 

monomer content provided by BASF were analysed using this method (Table 3.7). 
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Table 3.7 – Residual monomer content of polystyrene beads provided by BASF 

showing (left) the known monomer content as provided by BASF via HPLC and (right) 

the monomer content calculated by Strathclyde following implementation of the 

HPLC method. 

Data Provided by BASF (ppm) 
Data Obtained at Strathclyde 

(ppm) 

72 73.8 

4837 4618 

 

The comparable results from HPLC analysis at BASF and Strathclyde show that the 

implementation of the BASF method at Strathclyde was successful and, thus, results 

obtained by this method were reliable. However, the multi-step sample preparation 

provides multiple opportunities for errors to be introduced – either from operator 

error in handling, weighing or diluting, or instrument and equipment terror such as 

in volumetric glassware or pipettes. The error associated with this method is not 

trivial and is one of the main disadvantages of using HPLC as a reference, along with 

the slow rate of analysis. 

 

Following the generation of a set of ‘standard’ polystyrene samples spiked with 

varying residual monomer levels, these could then be analysed via HPLC and their 

monomer content related to the intensity of the C=C peak in the derivatised offline 

Raman signal obtained using the NCO. 
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Table 3.8 - Residual styrene contents of batch 3 polystyrene beads from HPLC (left) 

and Raman spectroscopy (right). 

Styrene Content via HPLC at 

Strathclyde (ppm) 

1630 cm-1 Raman Peak Intensity 

(MR) 

4577 40.57 

16473 506.12 

18936 566.62 

26539 802.99 

30994 973.56 

 

Table 3.8 shows the residual styrene contents of the successfully impregnated beads 

as measured by HPLC and RS at Strathclyde. Through HPLC, the residual styrene 

content is quantified, allowing a correlation to be established between first order 

derivatised Raman measurements and residual styrene content, as illustrated by 

Figure 3.19: 

 

 

Figure 3.19 - Residual styrene content of batch 3 polystyrene beads measured via 

HPLC plotted against that measured via offline Raman spectroscopy followed by first-

order derivatisation. 
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The linearity of this data shows the potential of RS for monitoring the styrene content 

of polystyrene beads. Calculating the LOD as per Equation 3.1 gives a result of 3940 

ppm, around 0.4% styrene. 

 

LOD = 3 x SDBlank/slope   Equation 3.1 

 

Where: 

• SDBlank = The standard deviation of the Raman signal at 1630 cm-1 in a blank 

solution. Due to the lack of polystyrene bead samples with no styrene present 

(a true blank), the SD of the styrene peak at 1630 cm-1 in the 4577 ppm beads 

was used 

• Slope = The slope of the line of best fit through the data 

 

It has been demonstrated that applying a first order derivative to the spectral data 

collected in these experiments has the potential to meet the challenges of the 

project, as it allows residual C=C bonds to be seen even in low RM EPS bead products 

at a level close to that desired by industrial partners. By applying a second order 

derivatisation of the data and plotting the intensity of the negative peak at 1630 cm-

1 (Figure 3.20), the LOD calculated is 486 ppm (approx. 0.05% styrene. Second order 

derivatisation further improves the signal-to-noise ration of the data and mitigates 

fluorescence and baseline drift in the spectra. It is often beneficial to investigate 

multiple orders of derivatisation on spectral data. 
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Figure 3.20 - Second order derivatisation of offline Raman spectrum of EPS beads as 

received from BASF (black), with additional styrene added (blue) and one week after 

addition of styrene (red). 

 

Table 3.9 – Varying second order Raman peak magnitudes from different EPS bead 

samples with corresponding RM levels determined via HPLC. 

Monomer via HPLC (ppm) 
Magnitude of 2nd Derivative at 

1630 cm-1 

4577 26.66 

16473 100.84 

18936 108.88 

26539 146.14 

30994 173.77 
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Figure 3.21 - Second order peak magnitude at 1630 cm-1 from offline Raman 

spectrum of different bead batches with differing RM content as determined via 

HPLC. 

 

By increasing the order or derivatisation, a lower LOD that satisfies one of the key 

objectives of this study is achieved; the detection of residual monomer within EPS 

beads below 0.1%. The use of derivatised offline spectroscopic measurements of 

collected reaction products has shown the potential for Raman spectroscopy to solve 

this challenge in industry. However, though successful in proving the ability of the 

chosen analytical methods to solve the industrial problem, there are several inherent 

issues that should be addressed to make this solution more practical and beneficial 

to industry. First, this method requires offline measurements after the reaction is 

complete rather than providing information on the reaction’s progress. Also, the 

narrow spot diameter of the probe used – while ideal for monitoring well-mixed 

solutions – can cause subsampling when solid particles are formed. Finally, the PSD 

of the samples analysed can affect the spectral data. Each of these problems should 

be addressed in order to better design an analytical method suited to its industrial 

requirements. 
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3.7.4. Effect of EPS Bead Size on Raman Spectroscopic Measurements 

Particle size changes are an inherent feature of these reactions and this has been 

shown to affect the Raman signal.114, 117-119 However, much of the literature available 

concerns particles in the nanometre range, whereas the suspension polymerisation 

reactions in this study produced beads of a much larger diameter.  This work was 

carried out by Meghan Sanders and the effects of particle size on the Raman data 

can be seen in Figures 3.22 – 3.25: 

 

 

Figure 3.22 – Correlation between residual monomer measurements made via 

HPLC and offline Raman spectroscopy of small EPS beads (0.827 mm mean 

diameter, Raman spectra averaged from 5 acquisitions, 20 s exposure per 

acquisition). Error bars indicate one standard deviation. 

 

The error associated with Raman measurements increases as the styrene content of 

the smallest beads also increases (Figure 3.22), possibly owing to increased 

variability in measuring more intense derivatised peaks. This is also seen in the loss 

of linearity towards the top end of the concentration range analysed.  
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Figure 3.23 - Correlation between residual monomer estimations made via HPLC 

and offline Raman spectroscopy of medium EPS beads (1.003 mm mean diameter, 

Raman spectra averaged from 5 acquisitions, 20 s exposure per acquisition). Error 

bars indicate one standard deviation. 

 

Mid-sized beads provided less variability than other sizes analysed across the entire 

concentration range studied (Figure 3.23). Increased linearity and lower errors 

associated with Raman measurements suggest a more homogeneous dispersion 

throughout the sample. Furthermore, Figure 3.3 shows this batch of beads as having 

a narrower size distribution than the others in this experiment. This allows a more 

evenly distributed sample, resulting in a more uniform propagation of light through 

the beads. 
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Figure 3.24 - Correlation between residual monomer estimations made via HPLC 

and offline Raman spectroscopy of large EPS beads (1.334 mm mean diameter, 

Raman spectra averaged from 5 acquisitions, 20 s exposure per acquisition). Error 

bars indicate one standard deviation. 

 

Finally, larger beads show similar variability to smaller beads, most likely caused by 

their comparably wide PSD. Irregular distribution of EPS beads means that the Raman 

scans sample a wider variety of bead sizes each time, resulting in larger standard 

deviations from the average spectra. This is most exemplified at the higher end of 

the concentration range analysed, suggesting that this variability is increased as the 

intensity of the measured peak increases. 

 

Changing particle size not only affects the intensity of the Raman signal, but the 

variability of Raman measurements as well. Error bars on Figures were calculated 

from the Raman signal of 5 repeat measurements and it can be seen – particularly 

for the smallest and largest beads at higher RM levels – these errors are large. This 

is likely due to heterogeneity in the sample. Whereas mid-sized particles produced 

more consistent results. Furthermore, examination of results from beads of similar 
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RM content (around 25000 ppm, highlighted in Figure 3.21) reveals an increase in 

Raman signal with decreasing particle size, consistent with other works examining 

the C-C Raman signal.120 However, datapoints shown here are only similar in RM 

content, not identical, and this is subject to variability in the Raman spectra (y-

direction) as well as in the HPLC measurements (x-direction). 

  

 

Figure 3.25 – Correlation between residual monomer estimations made via HPLC 

and offline Raman spectroscopy of all EPS bead size fractions. The area circled 

indicates the Raman response for all bead sizes with a similar residual monomer 

level as determined by HPLC. 

 

Particle size changes result in changes in particle concentration, which in turn can 

affect Raman spectra collected using small area probes. These probes only capture a 

small snapshot of the reaction matrix to any given time, and the majority of the data 

collected comes from the very top layer of the particle being analysed. The linearity 

of the data from these model systems shows the potential for RS to be used for the 

determination of RM in EPS beads; however, employing more complex methods of 

data acquisition and analysis such as the use of different laser spot diameters, the 

analysis of samples taken from real polymerisation reactions, the assessment of in-
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situ measurements and the employment of data pre-processing methods in 

conjunction with multivariate analysis (MVA, see Chapter 4) would allow not only the 

challenge of low residual monomer detection to be met, but the ability of this to be 

determined in real time throughout the reaction’s progress to be explored. 

 

3.7.5. Wide Area Probe and Information Depth Study 

The non-contact MR Raman probe used throughout this study uses a focussed beam 

with a very narrow spot diameter of approximately 100 µm. This results in a very 

small sampling volume, normally sufficient for solution monitoring if the solution is 

sufficiently agitated. When solids are introduced, the small sampling volume can 

result in subsampling – an issue often seen in Raman analysis of solids or multiphase 

liquids, which can be caused by changing sample position, sample heterogeneity, or 

laser power density. These factors result in only a small, unrepresentative sample 

being taken. 

 

To mitigate this, wide-area Raman probes with larger spot sizes have been 

developed, ranging from 3-7 mm in diameter. The increase in laser diameter while 

maintaining laser power results in the spreading of power density, as well as 

increasing the sample area being illuminated with each spectrum measured.121, 122 

As the process under investigation involves the in-situ formation of solid beads, it 

was thought that a wide-area probe – a PhAT probe – may provide more information 

than a standard non-contact optic and an investigation was carried out with a 6 mm 

spot diameter. 

 

The maximum depth at which each probe can acquire information was investigated 

using a sulphur disc as a Raman scattering standard. The standard was placed in front 

of each laser and the amount of sample between the standard and the laser was 

increased incrementally until the signal from the standard diminished towards 0. 
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Figure 3.26 - Overlay of derivatised Raman spectra of sulphur disc (blue) with 

polystyrene beads (black) in 100-550 cm-1 region. 

 

The two peaks present at ~147 and 214 cm-1 (Figure 3.26) would possibly be affected 

by the polystyrene but the peak at ~468 cm-1 is ideal for monitoring the sulphur disc. 

This peak was used to estimate the sampling depth of each probe. By observing the 

change in this peak signal as the sample depth increased and noting at which depth 

the signal became almost zero, the sampling depth of the laser was calculated. 

Knowing the laser’s spot size, the sample volume for each probe could be calculated. 

It is assumed that the laser light is cylindrical; therefore, the laser spot area can be 

calculated directly from the laser spot diameter. 
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Figure 3.27 – Sulphur peak (468 cm-1) intensity changing with increasing depth of large 

(1 mm) diameter polystyrene beads using an NCO MR Raman probe with a 100 µm 

spot diameter. 

 

Figure 3.27 shows the sampling depths at which the signal from the sulphur disc 

could be seen using an MR probe with an NCO. What is shown is that the Raman 

signal arising from the sulphur disc standard can be seen up to a depth of 

approximately 7 mm when using larger beads, with most of the signal coming from 

the first 2-3 mm. This sampling depth of 7 mm combined with a laser spot diameter 

of 100 µm yields a sampling volume of 54.98 nL. 

 

It is also important to determine the depth at which the sample becomes infinitely 

thick i.e. the minimum depth at which a laser must reach to ensure the data 

generated from its interaction with the sample is truly representative of the whole 

sample. This is done by observing the increase of the polystyrene signal as the sample 

depth increases. To do this, a Raman band for polystyrene which is unaffected by 

sulphur must be identified (Figure 3.28): 
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Figure 3.28 - Overlay of derivatised sulphur (black) and polystyrene (blue) spectra 

taken using an NCO MR Raman probe indicating a polystyrene peak at 997 cm-1. 

 

The peak in the styrene spectrum at approximately 997 cm-1 is the largest peak 

corresponding to polystyrene which is also unaffected by the sulphur disc. Therefore, 

it is this peak that will be monitored to establish infinite thickness in the same way 

as sample depth was identified. With increasing sample depth, the polystyrene 

Raman band is expected to also increase up until a point where the laser light can 

penetrate no further. After this point, the Raman band from polystyrene would be 

expected to remain almost constant and this is known as the depth of infinite 

thickness, which can be seen in Figure 3.29: 
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Figure 3.29 - Changing polystyrene peak height with increasing sample depth using 

NCO MR Raman probe and large (1 mm) polystyrene beads. 

 

It is difficult to assign the depth at which the sample becomes infinitely thick due to 

the high variability in the peak height measured. There is an increase with sample 

depth, as is expected, but without a clear point at which the signal becomes steady 

it is difficult to establish the depth of infinite sample thickness in this case. 

 

Comparing these results to those achieved with the same beads but using a PhAT 

probe with a 6 mm spot diameter (r = 3mm), a much greater sampling volume can 

be achieved (Figure 3.30). 
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Figure 3.30 – Sulphur peak (468 cm-1) intensity changing with increasing depth of large 

(1 mm) diameter polystyrene beads using a PhAT Raman probe with a 6 mm spot 

diameter. 

 

The signal from the sulphur peak diminishes with increasing sample depth up to a 

depth of 15 mm, giving a sampling volume of 424.12 x 103 nL. Thus, by increasing the 

laser spot size from 100 µm to 6 mm, the sampling volume has increased by a factor 

of 7700. 

 

Assigning the depth of infinite thickness is much simpler using the PhAT probe, as 

can be seen from figure 3.31: 
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Figure 3.31 – Changing polystyrene peak height with increasing sample depth using a 

PhAT Raman probe and large (1 mm) polystyrene beads. 

 

Here, at a depth of 23 mm, the data begins to level out, showing no more increase 

in polystyrene signal. This is a greater depth at which the sampling depth is achieved, 

which is consistent with other studies in this area.123 This is because the sulphur 

reference layer is used to estimate information depth – the Raman signal used to 

determine this is only generated in the plane of the reference material before 

propagating back through the sample to the detector. Whereas, by using the 

polystyrene peak to obtain the depth of infinite thickness, the Raman signal used is 

generated throughout the entire depth of the sample and thus the signal decreases 

slower than the exciting laser intensity.124 As a result, the depth of infinite thickness 

– i.e. using the signal generated by the sample material – is a more accurate 

reflection of the depth of material samples by the probe.  

 

The 1 mm beads used for these experiments were from batch 2, which has a very 

narrow PSD. Diffuse reflectance of light should decrease with increasing particle 

size125, resulting in greater contribution to the Raman signal. In contrast, smaller 

beads should increase the amount of diffusely reflected light, which should decrease 
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the penetration depth of light into the sample and result in a much weaker Raman 

signal from the sulphur standard. Figure 3.32 shows the sampling depth achieved 

using smaller beads with an average particle size of 0.8 mm. 

 

 

Figure 3.32 - Derivative peak of sulphur standard diminishing as the depth of sample 

between the standard and the laser increases. A non-contact MR Raman probe and 

0.8 mm diameter beads were used. 

 

The signal strength has diminished greatly from that obtained when using slightly 

larger beads. At a sample depth of just 1 mm, the Raman signal of the sulphur 

standard has diminished more than tenfold. Furthermore, the sulphur disc standard 

can only be seen to significantly diminish up to a depth of 4 mm, giving a sample 

volume of 31.42 nL. It should be noted that both small and large bead size MR 

experiments were performed on the same day as were both small and large bead 

size PhAT probe experiments. The MR and PhAT probe experiments, however, were 

not performed on the same day. 
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Figure 3.33 - Changing polystyrene peak height with increasing sample depth using a 

NCO MR Raman probe and small (0.8 mm) polystyrene beads. 

 

It can be seen from Figure 3.33 that there is difficulty in ascertaining the depth of 

infinite thickness with the MR probe for smaller beads as there was for larger beads. 

It would appear, however, that this sample is infinitely thick after 4 mm, almost equal 

to the sampling depth seen in Figure 3.32. 
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Figure 3.34 - Diminishing sulphur peak intensity as the depth of 0.8 mm diameter 

beads between the standard and the non-contact PhAT Raman probe laser was 

increased. 

 

Figure 3.34 illustrates the sampling depth achieved with 0.8 mm beads using the 

PhAT probe. The depth at which the sulphur peak reaches a steady intensity is 

around 10 mm, 6 mm deeper than that achieved with the same beads using the MR 

probe. For the PhAT probe, this depth gives a sample volume of 197.92 µL; around 

6300 times that of the MR probe. 
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Figure 3.35 – Changing polystyrene peak height with increasing sample depth using a 

Raman PhAT probe and small (0.8 mm) polystyrene beads. 

 

Figure 3.35 shows again that the depth of infinite sample thickness can be 

determined for smaller particle sizes using the PhAT probe; this was difficult to 

ascertain using the NCO MR probe. Here, it appears that infinite sample thickness 

occurs at around or greater than 13 mm although this is only an estimation due to 

the lack of greater sample depths. This, again, is greater than the depth achieved 

with the same bead size using the MR probe and is also greater than the sample 

depth obtained through using the sulphur disc standard. 

 

Overall, through experiments with larger and smaller particles, the PhAT probe 

provides between 6000-7000 times greater sampling volume than the MR probe in 

just half the time. Work carried out by Wikström et al75 shows similar results, where 

a PhAT probe with a 3 mm spot diameter produced a sampling volume 1300 times 

that of a 150 µm MR NCO probe. 
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Almost exclusively throughout this experiment, the PhAT probe provides a much 

more intense Raman signal that the MR probe when sampling equivalent sample 

depths. From the acquisition parameters, it can also be seen that the PhAT probe 

achieves these spectral intensities in just half the time – 6.25 s as opposed to 12.5 s 

for the MR probe. Furthermore, the uncertainty encountered when establishing the 

depth of infinite sample thickness on the MR probe – given that this method is more 

accurate than using a reference layer – suggests that a PhAT probe may be better 

suited for retrieving information from the solid polymer beads. 

 

3.7.6. Detection Limits of Styrene in EPS Beads via Raman MR and PhAT Probes 

Table 3.10 shows the LOD values calculated from the data acquired using different 

Raman optic configurations. 

 

Table 3.10 – Detection limits resulting from immersion, PhAT and non-contact Raman 

probes with EPS beads. 

Beads Probe Concentration/(%w/w) 

Dry 

MR with non-contact 

optic 
LOD = 0.1 

PhAT probe LOD = 0.01 

In water 

MR with immersion 

probe 
Can detect 0.21 

PhAT probe Can detect 0.718 

 

The advantages of using larger laser spot diameters is seen here, as the LOD of the 

PhAT probe provides offline results an order of magnitude lower than the MR NCO; 

however, in-situ measurements highlight some of its limitations. The strong signal 

from the glass vessel wall through which the PhAT probe had to measure meant that 
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establishing a LOD for this data was not possible. The success of the offline results 

highlights the effectiveness of this method, suggesting that the implementation of 

the immersion PhAT probe could significantly improve these results. 

 

This work has demonstrated the ability of Raman spectroscopy to measure residual 

styrene monomer in EPS beads below the limit desirable by industry leaders. Despite 

the multiple scatterers present within the reaction media, there are key Raman shift 

frequencies that make it a useful technique for monitoring this reaction. The 

breakdown of C=C bonds has a sharp, specific Raman signal that allows the monomer 

product to be seen even at low residual levels in the polymer product. Offline 

measurements of this signal in EPS beads show good correlation with HPLC analysis. 

which is time-consuming, destructive and prone to sample handling and dilution 

errors. However, offline Raman measurement does not come without its own 

challenges which must be overcome to make this method suitable for industry. The 

low level of residual monomer in the polymer beads means that, towards the end or 

the reaction, the distinct C=C peak becomes difficult to discern. Shown here is the 

potential benefits of smoothing and derivatisation of the spectra to overcome this. 

Furthermore, small laser spot size of conventional Raman instruments can lead to 

sample degradation from the high laser power density or subsampling from the small 

sampling volume at infinite thickness. The investigation into WAI probes has 

demonstrated that increasing sampling volume provides the instrument with the 

capability to avoid this issue, suggesting that the use of immersion probes within a 

constantly agitated sample medium – thus increasing the sampling volume – could 

be beneficial. 
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3.9. Conclusions and Further Work 

It has been demonstrated that the study of suspension polymerisation reactions 

could benefit greatly from further application of Raman methodologies. The 

detection and quantification of unreacted monomer held within the polymer 

product is of foremost importance, owing to ever tightening Health and Safety and 

Environmental regulation. Current methods for this such as HPLC are time-

consuming, labour-intensive and as such do not allow for real-time analysis and 

process control, leading to costly run-times or batch rejection. 

 

The potential for in-situ Raman analysis of such a complex, multi-phase and dynamic 

system such as suspension polymerisation is of increasing interest to the polymer 

industry. The ability for RS to determine the RM level of polymer product could 

potentially lend itself to predictive modelling, several methods of which have proven 

useful in the polymer industry126 – although again there is a lack of available studies 

of suspension polymerisation. In theory, RS could be employed throughout a 

reaction and estimations of the RM level could be used to monitor the reaction 

trajectory. Studies in reaction trajectory reveal that key criteria can be monitored 

and used to estimate future values.127 By relating Raman measurements to offline 

HPLC analyses and building a large quantity of historical data, a model could be built 

which could take in-situ RS data and predict when a threshold of RM content would 

be reached. 

 

Finally, an investigation into the use of the WAI probe head with immersion 

capabilities could be of great benefit to industry, as demonstrated in this work. 

Offline results show WAI probes to have far greater sensitivity due to their 

significantly increased sampling depth and volume, allowing the determination of 

unreacted monomer levels lower than the target value by an order of magnitude. 
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The remaining challenge is to apply the successful Raman measurements in-situ. For 

this work to be of value to industry, there is a need for real-time information on the 

reaction progress to allow for process control and waste reduction. To provide this, 

online and offline reference measurements must be made throughout the reaction, 

providing a data profile for modelling reaction behaviour. This incurs many new 

challenges, including offline measurement and increased spectral complexity, which 

require novel approaches in data processing and model building.  
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4. In-Situ Polymerisation Monitoring via Raman Spectroscopy 

and Spectral Data Preprocessing Investigation 

4.1. Introduction 

Methods of determining the rate of monomer conversion throughout polymerisation 

reactions can be time-consuming, labour-intensive, destructive, and fail to provide 

information on the chemical composition in real-time. The advent of fibre-optic 

technologies has resulted in spectroscopic techniques becoming more frequently 

used, primarily due to their short sampling time and often minimally invasive 

implementation. 

 

As discussed in Chapter 3, physical variations in the sample matrix can obscure the 

chemical information gained from spectroscopic analysis. Offline measurement of 

reaction products has shown the effect PSD has on the spectroscopic data in this 

study, and this effect is amplified when measurements are made in a dynamic 

reaction environment. The changing size and viscosity of particles produced, as well 

as the organic and inorganic reaction components contributing to the overall 

reaction spectrum, means that spectral pre-treatment is necessary to deconvolute 

the data and give maximum information. Furthermore, more robust offline 

measurements must be made to allow a complete profile of the reaction progress 

from beginning to end. Previous work has shown HPLC to be accurate and robust, 

but only applicable once solid particles are produced. 

 

In this chapter, the effectiveness of various preprocessing methods at removing the 

contribution of physical variations from the sample spectrum was investigated. The 

correlation between in-situ Raman measurements and offline gravimetry to measure 

monomer conversion was established using PLS modelling, with the application of 

various spectral preprocessing techniques evaluated based on several key model 

criteria. 
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Furthermore, a study of two similar offline gravimetric analysis methods was 

performed. Offline gravimetric analysis of the reaction matrix is a routinely used 

method for determination of monomer conversion in academic studies and provides 

reliable confirmatory results to which novel methods can be compared.68, 128-131 In 

this study, samples were removed from the reaction matrix and analysed using two 

different methods, the variability and reliability of the results were then evaluated 

based on industrial expertise and a literature comparison. The application of HPLC as 

an offline measurement method of residual monomer content is also evaluated. 

 

4.2. Instrumentation and Materials 

Suspension polymerisation reactions were performed using the Radleys equipment 

described in Section 2.4. 

 

PCA, PLS modelling and preprocessing methods were implemented using MATLAB 

software, Mathworks, Massachusetts, United States (version 2015b) with 

PLS_Toolbox, Mathworks, Massachusetts, United States (version 70). 

 

4.3. Experimental 

4.3.1. Suspension Polymerisation Reactions 

A series of 10 suspension polymerisation reactions was carried out under different 

conditions as per Table 4.1. The parameters chosen were known to influence the 

reaction progress and PSD of the EPS products and they were altered each time to 

provide a wide dataset with which to build models. Each parameter was given at 

least three different levels to represent a low, medium and high level. Other stirrer 

speeds and component weights were attempted but resulted in reaction failure and 

so were not included in this investigation. 
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Table 4.1 - Reaction conditions of 10 suspension polymerisation reactions. All 

reactions performed in a 1 L Radley’s reaction vessel. 

Reaction (R) 
Stirrer Speed 

(rpm) 

DBPO 

(g) 

TCP 

(g) 

1 200 

3 

2.5 

2 

250 

2 

3 

2.5 4 4 

5 

300 

3 
6 

1.5 
7 

3.5 8 2.5 

9 
3 

10 4 

 

Each reaction was performed following the same general set-up sequence: 

• The temperature of the reaction vessel was set to 80°C, the stirrer speed was 

set and 400 g of styrene (with dissolved DBPO) was added; 

• Once this temperature was reached, approx. 8 g of EPS beads were added to 

‘seed’ the reaction; 

• Once seed beads had dissolved, 650 mL of water with the desired weight of 

TCP was introduced; 

• The vessel was then sealed, and the system was left to reach temperature (80 

± 0.5°C); 

• Once the initiation temperature was reached, the timer was started, and 

sampling begun; 

• After 1 h 15 min, a 1.5 mL aliquot of 1% SDBS solution was introduced by 

pipette through an aperture in the vessel; 

• The reaction was then left to run to completion (approx. 8 hours) 
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Throughout these reactions, Raman spectra were acquired using an IO probe 

(Section 4.3.2.) with simultaneous sample extraction for offline gravimetric analysis 

(Section 4.3.3.). 

 

4.3.2. Reaction Monitoring via Raman Spectroscopy 

A Kaiser MR probe head with an immersion attachment was inserted through an 

aperture in the vessel lid, which fixed the probe depth for the entire reaction. For 

cleaning, the aperture was loosened, allowing the probe to be returned to the same 

depth after each removal. 

 

Spectra were acquired at a rate of 12 s exposure for 10 acquisitions (a total of 2 min) 

every 10 minutes. 

 

4.3.3. Reaction Monitoring via Offline Gravimetry 

As discussed previously, offline HPLC while accurate is time-consuming and labour-

intensive. Furthermore, samples taken during a reaction before the formation of 

solid EPS beads are viscous and at high temperature, making them difficult to 

prepare and analyse without specialised, dedicated HPLC instrumentation. This 

presents a challenge in generating reliable and accurate offline data throughout a 

suspension polymerisation reaction; a key component in model building and 

establishing correlation with online, real time measurements. 

 

Another technique that is often employed as a method of establishing monomer 

conversion throughout these reactions is offline gravimetry, which requires no 

specialised instrumentation and involves no complex sample preparation while still 

offering reliable and accurate results. There are different variations on the method 

used for this analysis, the two most common of which were investigated in this study. 
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Method A involved removing approximately 5 mL of reaction matrix immediately 

after acquiring Raman spectra and introducing it to 1 mL of 1% hydroquinone 

solution in an aluminium pan to quench the reaction. Both the pan and the volume 

of hydroquinone solution had been weighed beforehand. To ensure the reaction had 

stopped completely the pan containing the sample was then put into a freezer for 

approximately 2 minutes before being weighed once more. Once the cool weight 

was obtained, the sample was placed in an oven at 45°C for several days to evaporate 

any solvents. 

 

The solid samples were taken from the oven and weighed once a day until an 

approximately constant weight was reached. Then, the theoretical weights of all 

known solid constituents – surfactant, stabiliser, hydroquinone and initiator – were 

subtracted, leaving the weight of polystyrene in the sample. This was then taken as 

a percentage of the theoretical weight of polystyrene at 100% conversion to give the 

estimated % conversion at each sample point. 

 

Method B is a very similar process but with some key differences, as have been 

discussed in previous studies.69 Primarily, the choice of reagents used to quench the 

reaction in the removed sample is different, and the sample is weighed immediately 

after removal and while still hot. The same volume of sample is removed but is 

immediately taken and weighed before adding 5 mL of 0.1% w/w para-benzoquinone 

(pBq) in toluene to quench the reaction. This is then placed in the oven and weighed 

once a day to establish conversion as per Method A. 

 

The aqueous solution of hydroquinone in Method A incurs problems; the 

hydroquinone – while soluble in the organic phase – is also soluble in the aqueous 

phase, which constitutes a large part of the sample. Further still, diffusion of the 

inhibitor into the polymer particles becomes more difficult towards the intermediate 

stages of conversion as the particles become very viscous. The use of pBq allows 
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faster diffusion into the beads as it is more hydrophobic than hydroquinone; 

therefore, faster quenching of the reaction in the sample is possible and a more 

accurate estimation can be achieved. 

 

While Method B is reportedly the better of the two, it involves the use of chemicals 

which require more care when handling in the lab. Furthermore, the weighing of a 

hot sample taken straight from the reaction vessel can cause variable and possibly 

erroneous results. Therefore, results from both methods were assessed to ascertain 

which was more suitable for this study. 

 

In each case, the sample weight, 𝑾𝑺𝒂𝒎𝒑𝒍𝒆, was calculated by subtracting the weight of 

the aluminium pan the sample was collected in, 𝑾𝑷𝒂𝒏, from the weight of the hot sample 

taken directly from the vessel, 𝑾𝑯𝒐𝒕. The theoretical weight of all reaction components 

except polystyrene within the sample, 𝑾𝑪𝒐𝒎𝒑𝒐𝒏𝒆𝒏𝒕𝒔, then had to be calculated by 

calculating each individual component’s theoretical weight in the sample and summing the. 

An example calculation of the DBPO content of the sample is shown in Equation 4.1: 

 

𝑾𝑫𝑩𝑷𝑶,𝑺𝒂𝒎𝒑𝒍𝒆 =  𝑾𝑺𝒂𝒎𝒑𝒍𝒆𝒙 (
𝑾𝑫𝑩𝑷𝑶,𝑻𝒐𝒕𝒂𝒍

𝑾𝑹𝒙𝒏
)   

       Equation 4.1 

 

Where: 

• 𝑾𝑫𝑩𝑷𝑶,𝑻𝒐𝒕𝒂𝒍 = the total weight of DBPO added to the reaction matrix; 

• 𝑾𝑹𝒙𝒏 = the total weight of the reaction media 

 

The weight of polystyrene in the sample at t, 𝐖𝐏𝐨𝐥𝐲,𝐭, could then be inferred from 

subtracting 𝑾𝑪𝒐𝒎𝒑𝒐𝒏𝒆𝒏𝒕𝒔 from the total weight of all solids, 𝑾𝑺𝒐𝒍𝒊𝒅𝒔, collected in the 

pan once a consistent dry weight was reached. Finally, the theoretical weight of 

polystyrene in the sample at 100% conversion, 𝐖𝐏𝐨𝐥𝐲,𝟏𝟎𝟎%, was calculated simply by 
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dividing the total weight of styrene in the matrix by 𝑾𝑹𝒙𝒏 to give a weight of styrene 

per gram of reaction media. This could then be used to estimate the level of 

conversion at t using Equation 4.2: 

 

𝐂𝐨𝐧𝐯𝐞𝐫𝐬𝐢𝐨𝐧𝐭 (%) =  
𝐖𝐏𝐨𝐥𝐲,𝐭 𝐱 𝟏𝟎𝟎

𝑾𝑺𝒂𝒎𝒑𝒍𝒆 𝐱 𝐖𝐏𝐨𝐥𝐲,𝟏𝟎𝟎%
 

Equation 4.2. 

 

An example of this calculation from one reaction performed can be seen in Figure 

4.1, where the conversion after 15 minutes is calculated. Shown here is the result of 

taking an 8.54 g sample from the reactor at t = 15 minutes, resulting in an estimated 

conversion of 6.3%, given a total styrene content of 413.5 g. This procedure was 

performed at periodically throughout the reaction to build up a reaction conversion 

profile over time for each reaction in the study. 
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Figure 4.1. – Weights and volumes of reaction components and sample 

components of the sample taken at t = 15 minutes. Values were used to calculate 

the % conversion at this timepoint. 
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4.3.4. Multivariate Analysis –PCA and PLS Modelling 

The results from the offline and in-situ methods were then used to build PLS models 

to establish the potential for Raman measurements to determine monomer 

conversion. To do this, datasets had to be selected to be used to calibrate the model, 

while leaving other datasets out for model validation. 

 

To highlight which datasets could be used as validation data, PCA was performed and 

the results of the first 3 principal components were plotted. This highlighted which 

reaction data fell in the same general trend as the others and which data deviated. 

The reaction datasets that deviated most from the trend would serve as the 

validation data for a model calibrated using the rest of the data, resulting in a model 

covering the widest possible variance in the data. 

 

Once the appropriate validation and calibration datasets were determined, the 

calibration data was then combined and used to build a PLS model, which was then 

applied to the validation data to assess the model’s predictive ability. PLS regression 

allowed the correlation between spectral data and conversion established by 

gravimetry to be quantified. 

 

The key aim of this chapter is to assess the effect of a variety of data pre-treatment 

methods – from widely used industry standards to modern novel techniques – on 

these PLS models and their ability to accurately predict the degree of monomer 

conversion from in-situ Raman spectra. 

 

PCA was performed by first stacking all data taken during each reaction on top of one 

another, using each reaction as a separate class (Figure 4.1). The data was then 

preprocessed using mean centring (MC) – from here on referred to as ‘no 

preprocessing’ as MC is the last step in every model built in this work – or MSC 

followed by MC before performing PCA with PLS_Toolbox. 
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Data used in PLS analysis was treated in a similar fashion, stacking reaction data one 

on top of the other before preprocessing and analysis (Figure 4.2); however, only 

spectra that were taken simultaneously with gravimetric sampling were used, 

resulting in approximately half the number of spectra used for PLS as were taken 

throughout each reaction. PLS modelling was used to evaluate the correlation 

between the spectral data and conversion estimates and the predictive ability of 

each model was then evaluated by using eight sets of reaction data for calibration 

and the remaining two for validation. To further ensure the model was sufficiently 

robust, contiguous block cross validation was used, keeping number of blocks equal 

to the number of reactions used in the calibration dataset. The performance of the 

model was evaluated based on the correlation coefficient, R2, the number of latent 

variables (LVs) required to build the model and the error of prediction (RMSEP). 

 

 

Figure 4.2 – Schematic of data processing method used to perform PCA on spectral 

data. 
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Of the various pre-processing methods applied to the data in PLS modelling, OPLEC 

and OPLECm were the most novel and interesting for this application as they were 

developed to correct spectral data in the presence of multiple scatterers. In order to 

ensure the maximum benefit was gained from using this method of spectral pre-

treatment, some parameter optimisation work was required. 

 

4.3.5. OPLEC Parameter Optimisation 

The application of optimal path-length estimation and correction (OPLEC) involves 

the definition of the parameter J – the number of spectroscopically active 

components in the sample matrix which contribute to the overall sample 

spectrum.132 The reaction matrix of a suspension polymerisation contains several 

constituents with varying levels of influence on the overall sample spectrum and so 

it was important to establish an optimum value of J, resulting in the best model. 

Furthermore, the dual calibration strategy adopted by OPLEC to give predictions 

corrected after the removal of multiplicative effects involves the building of two 

separate PLS models, each with the same number of LVs. To ensure that the most 

robust model is built from the OPLEC pre-processed data, the effect of changing this 

number of LV used in both PLS models in the dual calibration was also investigated 

and an optimum value identified. 

 

This was done by setting the value of J to 1 and performing the dual calibration using 

only 1 LV in each of the PLS models, before calculating the resulting corrected 

predictions. Subsequently, the value of J was kept constant whilst performing several 

iterations of the dual calibration, each time increasing the number of LVs used in 

each model by one until a value of 15 had been tested. This process was performed 

five times, increasing the value of J by one each time. Overall, a total of five J-values 

were evaluated, each used to construct fifteen models containing increasing 

numbers of LVs. These models were then evaluated based on R2 and RMSEP by 

plotting these criteria in 3-dimensions as the number of LVs and value of J was 

changed. 
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Modified OPLEC (OPLECm) proposes a more robust and less laborious method of 

optimising the J value by the inclusion of a quadratic programming function, which 

enables the value of J to be inferred.133 Both the modified and classical approaches 

to OPLEC optimisation were investigated and compared in this work. 

 

4.4. Results and Discussion 

4.4.1. Reaction Monitoring via Raman Spectroscopy 

Progression from monomer to polymer can be followed by observing the Raman 

spectra collected over time, most notably when observing the decreasing intensity 

of the Raman scattering in the region between 1550 and 1650 cm-1 – the region 

corresponding to a C=C double bond  – and the region immediately below 3000 cm-

1, where the formation of C-H bonds can be seen to cause Raman peaks to increase 

in intensity (Figure 4.3). 

 

 

Figure 4.3 – Changing Raman spectrum as a reaction progresses from 0 – 6 hours. 

Spectra were collected using an IO probe head submerged in reaction media in a 1 

L Radley’s reaction vessel. Each spectrum shown is an average of 10 acquisitions, 

20 s per acquisition. 
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Figure 4.3 shows the changing Raman intensities of several peaks in the spectrum, 

most notably the band corresponding to the C=C stretch (See Table 4.2 for further 

Raman band assignments). 

 

Table 4.2 - Raman band assignments for the suspension polymerisation reaction 

matrix.115 

Peak Frequency (cm-1) Assignment 

594 Olefinic CH wag 

771 Mono-substituted benzene CH wag 

902, 987 Vinyl CH wag 

1018, 1080, 1203, 1280 2, 4, 6 radial carbon in-phase aromatic 

stretch 

1411 Unassigned 

1450, 1496 Aromatic ring semi-circle stretch 

1573, 1604 Aromatic ring quadrant stretch 

1627 Olefinic C=C stretches 

2900 Aliphatic CH vibrations 

3050 Aromatic CH vibrations 

 

 

The sharp, distinct bands generated in Raman spectroscopy allow reaction 

progression to be followed readily – particularly polymerisations reactions, as they 

often involve the breaking of Raman-active C=C double-bonds. By plotting the 
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changing height of the peak arising from this C=C interaction (Figure 4.4) the reaction 

trajectory can be followed. 

 

 

Figure 4.4 - Changing peak height at 1630 cm-1 ('styrene peak') as a reaction 

progresses. Measurements were taken using an IO probe head over 7 hours at 15 

minute intervals. Each measurement was an average of 10 acquisitions, 15 s per 

acquisition. 

 

Though this method was successful in monitoring the reaction progress, the issue of 

probe fouling had to be overcome. Throughout the reaction, the probe was removed 

immediately after spectral acquisition and wiped clean with high quality tissue and 

acetone. It was then thoroughly dried before being placed back in the reaction 

vessel. 

 

This univariate approach has been used to study polymerisation reactions on 

numerous occasions134-136 and it illustrates the suitability of Raman spectroscopy for 

the purposes of this study. This also highlights the inherent variability in taking a 

univariate approach in how the peak intensity reaches a maximum 2 hours into the 

reaction. As the reaction progresses, the number of C=C bonds decreases 
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continuously, meaning that the intensity of the associated Raman band should also 

decrease continuously. The intensity maximum seen around 2 hours into the 

reaction is likely caused by the addition of SDBS into the reaction matrix, which 

would cause a change in the PSD of the droplets formed, which would affect the 

Raman scattering properties of the sample. This can be mitigated by taking a 

multivariate approach. 

 

Model building using multivariate analysis requires robust and reliable offline 

analysis to use as a bank of ‘known’ results to correlate to complex multivariate data. 

As previously shown, HPLC serves as an accurate and reliable offline analytical 

technique but is time-consuming and limited to samples taken from the final stages 

of the reaction when solid EPS beads are formed. The establishment of a suitable 

offline reference analytical technique is key to building multivariate models for 

predicting and controlling reaction progress. 

 

4.4.2.  Reaction Monitoring via HPLC 

So far, only simple model systems have been analysed to establish the appropriate 

analytical methods for monitoring RM levels during suspension polymerisation 

reactions. Experiments with EPS bead products have shown RS to be a suitable 

candidate for online non-destructive monitoring of RM content – it shows good 

correlation with offline industry standard HPLC, and the employment of WAI probes 

has demonstrated the advantages of increased sampling volume on Raman data. 

 

Samples were then taken directly from a suspension polymerisation reaction, 

analysed offline and compared to in-situ Raman measurements to provide a more 

realistic evaluation of the suitability of RS. 

 

Figure 4.5 shows the changing styrene (C=C) peak intensity as a suspension reaction 

progresses. For clarity, this data has been treated with extended multiplicative 
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scatter correction (EMSC) – a common technique for eliminating variation in spectral 

data caused by physical variation in the sample (shown in Figure 4.4), as discussed 

later in this chapter.137, 138 

 

 

Figure 4.5 – EMSC treated Raman intensity of C=C peak height as the reaction 

progresses (blue points) using an IO probe head. Each spectrum was an average of 

10 acquisitions, at 15 s exposure per acquisition. Red points indicate samples taken 

for HPLC analysis. 

 

The peak intensities of several Raman scans taken towards the end of the reaction 

(red) were compared to the RM content of the same samples taken at the same time 

and analysed via HPLC (Figure 4.6): 
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Figure 4.6 – Raman intensity of the C=C peak (red) vs. HPLC residual monomer 

content (blue) of samples taken towards the end of a suspension polymerisation 

reaction. 

 

The correlation between the intensity of the Raman signal and the actual measured 

residual styrene concentration can be seen, highlighting the potential for RS in 

directly measuring this parameter during a reaction with an IO probe. The advantage 

of Raman over offline HPLC analysis in the study of polymers has been long known 

and implemented in a wide range of applications.139-141 However, its application in 

the study of suspension polymerisation is – to the best of the author’s knowledge – 

largely unreported. In this case, the variability in HPLC measurements is around 3 

times that of the offline Raman measurements (RSD = 8.2% and 2.7% respectively). 

 

This was performed for two other reactions, and the high variability of the HPLC 

method compared to RS is highlighted along with the previously discussed results in 
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Table 4.3 - %RSD from four samples taken in the final hour of three reactions and 
analysed via HPLC and in-situ Raman. 

Reaction %RSD HPLC %RSD Raman 

1 9.7 5.3 

2 23.9 3.3 

3 8.2 2.7 

 

 

By adopting a multivariate approach to data handling, complex reactions like this can 

be deeper understood, building on the promising results from this univariate 

assessment. 

 

This study shows that, despite the applicability of HPLC as an offline data source for 

monitoring reaction progression and the correlation to in-situ Raman 

measurements, the variability of HPLC measurements can be too high to consider 

this a reliable offline method for model building. Furthermore, the complexity of 

sample preparation at earlier stages in the reaction – when EPS beads are not fully 

formed and viscous – make this method unsuitable for collecting data throughout 

the entire reaction. 

 

Another method must be assessed in order to find a suitable method for generating 

reliable reference data for model building. Offline gravimetric analysis is a common 

technique for this purpose, and various methods of this analysis were compared to 

establish the best method for achieving the goals of the project. 
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4.4.3. Reaction Monitoring via Gravimetric Analysis 

It is generally accepted in industry that polymer bead formation occurs once the 

monomer is above 70% conversion, when there is sufficient polymer present to stop 

beads from sticking together.142 Repeat reactions using gravimetric Method A, 

however, show consistently lower maximum conversion estimates than this value 

despite the presence of solid polymer beads, suggesting that either the method of 

calculation contains errors, or the gravimetric method is unsuitable for this reaction. 

Given that no errors could be found in the calculation of conversion, it was clear that 

Method A was unsuitable for this study and simultaneous use of both methods 

should yield better and more reliable results with Method B. Figure 4.7 shows the 

difference in results obtained with each gravimetric method. 

 

 

Figure 4.7 - Conversion estimates made by gravimetric analysis using Method A 

(squares) and Method B (triangles). Error bars represent the standard deviation of 

3 replicate measurements. 

 

Results produced by Method B are in closer agreement with those expected given 

the advice of industrial experts in the project, which is that reactions producing solid 

polymer beads should achieve >70% monomer conversion, whereas Method A 

results peak at around 60%. Whilst results from Method B are more subject to 
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variability throughout a reaction, both methods display similar levels of variability 

towards the end (4.6% and 5.2% RSD for Methods A and B respectively), where 

conversion estimates are most important. Therefore, Method B was used 

throughout all subsequent reactions – including all reactions used for PLS modelling. 

 

Figure 4.8 shows the gravimetric conversion estimates for all 10 reactions using 

method B; each reaction displays a steady increase in monomer conversion until an 

endpoint is reached and the data begin to plateau when the polymerisation process 

ends. 

 

 

Figure 4.8 - Gravimetric analysis results from 10 different suspension 

polymerisation reactions and their standard deviation from the average conversion 

estimate at each timepoint using gravimetric method B. 

 

This work highlights the ability of gravimetric analysis to produce data throughout 

the polymerisation. As each reaction progresses, the estimated conversion level 

increases until approximately 6 hours. At this point, which coincides with the point 

at which viscous polymer beads become solid, the gravimetric estimate of 
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conversion reaches a plateau. At this point, the residual monomer levels are 

potentially so low that the conversion increase in the last hour of the reaction cannot 

be detected by this simple offline method. Alternatively, the reaction may be finished 

at this time and no more conversion of monomer is possible. 

 

Following the successful generation of reaction progress data by offline gravimetry, 

it was important to establish the correlation between the data and online Raman 

measurements to meet the project goals of monitoring the reaction in real time. 

Raman spectroscopy has already been shown to have the capability of measuring 

residual styrene in EPS bead reaction products to a desirable level offline, it now 

must be ascertained if it can perform in real time during a reaction. 

 

4.4.4. Multivariate Analysis – PCA and PLS Modelling 

Before building PLS models from the Raman and gravimetric data obtained, the 

appropriate data for use in calibration and validation datasets had to be established. 

Performing PCA allowed the determination of reaction trends and trajectories, and 

highlights reactions which progressed differently to the others. 

 

Figure 4.9 illustrates that the reaction progression can be followed to its endpoint 

after approximately 6 hours. The otherwise smooth trajectory can be seen to 

undergo some disruption just after 1 hour had passed; this is due to a sudden change 

in the PSD caused by the addition of surfactant at 1 hour and 15 minutes.143 After a 

further 2 hours, the variability in PSD appears to have subsided to allow the reaction 

to progress smoothly. 
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Figure 4.9 - Principal component 1 scores as a suspension polymerisation reaction 

progresses with (a) no preprocessing and (b) MSC preprocessing. 

 

Applying a preprocessing technique such as MSC all but eliminates the variability 

caused by the changing PSD, as can be seen in Figure 4.9b. This deconvolutes the 

scores plot, allowing more reactions to be analysed at once more clearly. Figure 4.10 

shows the results of performing PCA on all 10 sets of reaction data with MSC 

preprocessing, illustrating how an endpoint can clearly be seen for each reaction and 

the effect the reaction conditions can have on reaction progression. Scores plots of 

the reactions that used the highest amount of initiator – R4 and R10 – are 

represented by the two plots which show clear endpoints before all others 

(approximately 5.5 hours). Despite their differences in stirrer speed and stabiliser 

content, these reactions behave almost identically, implying that the amount of 

initiator present is the most influential factor in this experimental set-up. The 

initiator concentration has a direct influence on the initial polymerisation rate in  

suspension polymerisation reaction142 and has been shown to increase the overall 

reaction rate as well as PSD.144 
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Figure 4.10 - Principal component 1 scores for all 10 suspension polymerisation 

reactions with MSC preprocessing. Points A and B indicate the point of surfactant 

addition and the average endpoint, respectively. 

 

Evaluation of the loadings plot for a reaction (Figure 4.11) reveals that principal 

component 1 (PC1) contains most of the variance in the data (95.28%) and is most 

highly correlated with the C=C peak at 1630 cm-1 and anti-correlated with the peaks 

in the region just below 3000 cm-1. This confirms that the consumption of monomer 

and formation of polymer are the two main sources of variation within the data. 

Therefore, the production of polymer ceases at the point where the scores plots in 

Figure 4.10 plateau, indicating that the reaction is complete, and all monomer units 

have either been converted to polymer or have become trapped inside polymer 

beads and are unable to react further. 
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Figure 4.11 - Loadings plots for the first 3 PCs from PCA of all 10 sets of reaction 

data. 
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By examining the scores plots for the first three PCs in three dimensions (Figure 4.12), 

the identification of suitable validation batches can be made for building PLS models. 

 

 

Figure 4.12 - Scores for the first three PCs for all 10 reactions. Blue shaded area 

indicates the experimental plane in which most of the data lies. 

 

Most of the scores plots follow a similar trajectory, providing many options for 

suitably ‘typical’ reaction datasets for model validation, sets which lie in the shaded 

region of figure. Other datasets lie outside this typical region, showing deviation from 

the average reaction performance. To include as much variability in the data as 

possible, and to avoid overfitting, reactions 1 and 10 were chosen for model 

validation. This allowed for model validation using typical (R1) and atypical (R10) 

data. 
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Raman and gravimetric data for reactions 2 – 9 were therefore used as calibration 

data to create a PLS model, which was then validated using data from reactions 1 

and 10. The results of these models are shown in Figure 4.13, which illustrates the 

effect of the different preprocessing methods as they were applied to the Raman 

data. 
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Figure 4.13 – PLS validation plots showing the conversion measured via Gravimetry 

vs. the conversion estimated from validation Raman treated with (a) no 

preprocessing; (b) SGFD; (c) SNV; (d) EMSC and (e) OPLEC. 

 

Figure 4.13 illustrates the difference in predictive power between four PLS models 

and the improvements made when applying spectral pre-processing techniques – 
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difference in performance of these models can be quantitatively evaluated by 

inspecting the number of LVs, RMSEP and R2, shown in Table 4.4. 

 

Table 4.4 – Predictive performance and number of latent variables used in PLS 

models built using different preprocessing methods. Predictive performance based 

on a concentration range of 6 – 85% conversion. 

Preprocessing 

Method 
LVs R2 RMSEP (%) 

None 3 0.84 11.3 

SGFD 3 0.84 11.4 

SNV 6 0.98 4.1 

EMSC 4 0.98 3.8 

OPLEC 3 0.98 4.1 

 

 

Each of the data pre-treatment techniques showed varying effect on the model’s 

%RMSEP with SNV and OPLECm providing similarly improved results. Whilst the 

difference made to the model by SGFD pre-processing is negligible, models built 

using SNV, EMSC and OPLEC pre-processed data all have a correlation coefficient of 

0.98 (c.f. 0.84 following SGFD or no pre-processing at all). 

 

Applying SNV improves its predictive ability, achieving an RMSEP of 4.1%; however, 

this model required a far higher number of LVs and is therefore insufficiently robust. 

Upon applying EMSC and OPLEC, the predictive ability remains improved, giving 

similar RMSEP values of <5% while simultaneously achieving low numbers of 

required LVs. From this, advanced spectral pre-processing algorithms are shown to 

vastly improve PLS models, with OPLEC pre-processing and EMSC pre-processing 
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producing the best models with comparable predictive performance. The model 

resulting from OPLEC pre-processed data is more favourable as it requires fewer LVs 

than that built from EMSC pre-processed data, according to the parsimony principal 

outlined by Seasholtz and Kowalski145 in order to ensure the model is robust with as 

few LVs as possible.146 Furthermore, EMSC requires  the spectra of all raw sample 

components, which is not always a viable option.147 Of all methods investigated 

OPLEC provides the best predictions overall, consistent with similar studies 

published.148 

 

4.4.4. OPLEC Optimisation 

The sensitivity of the OPLEC method with respect to the J value and the number of 

LVs used to build the model is highlighted in Figure 4.14: 
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Figure 4.14 – (a) The correlation coefficient (R2) and (b) RMSEP for predictive 

models built using different values of OPLEC Component, J, and different numbers 

of LVs used in the dual calibration step of OPLEC. High values (red) for R2 and low 

values (blue) for RMSEP indicate optimum settings. 

2

3

4

5

0

5

1
0

1
5

0
.8

0
.8

5

0
.9

0
.9

51

O
P

L
E

C
 C

o
m

p
o

n
en

t,
 J

N
u

m
b

er
 o

f 
L

at
en

t V
ar

ia
b

le
s

R2

(a
)

2

3

4

5

0

5

1
0

1
5468

1
0

1
2

1
4

O
P

L
E

C
 C

o
m

p
o

n
en

t,
 J

N
u

m
b

er
 o

f 
L

at
en

t V
ar

ia
b

le
s

RMSEP (%)

(b
)



 

142 
 

Figure 4.14a illustrates the sensitivity of the R2 value in the models. Optimal 

performance – shown in the red area – is achieved with a J value of 3 and when 3 LVs 

are used. These same parameters produced the lowest RMSEP (Figure 4.14b, 

highlighted in red); therefore, these parameters were used when applying the OPLEC 

pre-processing method to data used for PLS modelling (Figure 4.13). 

 

As discussed in the original literature, OPLECm provides a more convenient way of 

optimising these parameters. A simple plot of the number of columns in Us, r, against 

minpf(p) provides an estimated value of J in good agreement with the previous, more 

intensive method (Figure 4.15). 

 

 

Figure 4.15 – Plot of r vs. minpf(p) obtained from OPLECm. 

 

Using this method, the minimum value of minpf(p) is estimated at 4, in close 

agreement with the stepwise, more methodical approach discussed earlier. This 

highlights the improvements made to the OPLEC method and illustrates its potential 

as a preprocessing method for real-time process monitoring and provides a reliable 

way of optimising the model without expert knowledge or exhaustive reiteration 

required. Implementation of OPLEC(m) for the quantitative analysis of 
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heterogeneous systems has increased in recent years, with improvements to 

complex datasets from surface-enhanced Raman spectroscopy studies,149 

fluorescence150 and liquid chromatography-mass spectrometry being shown.151, 152 

However, the most complex system from which RS data has been deconvoluted using 

OPLECm involved relatively simplified model mixtures of turbid media;153 other 

examples include powder mixtures154 and crystallisation reactions,155 which – whilst 

not trivial – are far simpler sample matrices than the suspension polymerisation 

reaction studied here. 

 

This study has highlighted the importance of effective spectral pre-treatment when 

building PLS models for prediction of monomer conversion throughout suspension 

polymerisation. A series of reactions was to be carried out in the lab with 

simultaneous in-situ Raman analysis for the estimation of monomer conversion. To 

generate reliable models to achieve this, suitable offline methods of estimating 

monomer conversion had to be evaluated. As HPLC had been proven able to monitor 

the residual monomer level of EPS beads earlier in this work, it was assessed as a 

suitable offline method for this study. However, it was shown that this method was 

highly variable and only able to provide data at the end of the reaction. As an 

alternative, two variations of offline gravimetry were assessed and both were able 

to provide conversion profiles throughout the entire reaction. The method that 

provided data which aligned most with industrial data was chosen and the reactions 

were carried out under various controlled conditions. 

 

Prior to model building, a series of spectral pre-treatment methods were applied to 

establish what, if any, benefits they provided. It was found that simple techniques 

like SGFD gave negligible improvement to the models, while more advanced and 

well-known methods (SNV and EMSC) improved the robustness with EMSC providing 

the best results. This technique, however, required knowledge of reaction 

component spectra beforehand to avoid using estimations that can decrease the 

reliability of the results. As a novel alternative, OPLEC and OPLECm were applied to 
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the data – the most complex dataset to which this technique has been applied to the 

best of the author’s knowledge. The improvements seen with this technique were 

comparable to EMSC. 

 

4.5. Conclusions and Further Work 

Once a suitable offline method for conversion estimation was established, datasets 

were then built using in-situ spectroscopy to collect data throughout the reactions. 

Using a series of MVA techniques to explore the data, correlations between the in-

situ and offline measurements could be drawn and quantified using mathematical 

modelling methods. These models were markedly improved by the implementation 

of data pre-treatment techniques. The most novel of these preprocessing techniques 

(OPLEC and OPLECm) was then optimised in two different ways – one thorough and 

detailed method which established definitively optimal model parameters, and a 

more straightforward method which was simple to implement as it is part of the 

inherent mathematics of the modified OPLEC and showed good agreement with the 

first. These techniques are mostly well-established, but this study is one of the most 

complex examples of the implementation of OPLECm the author can find.  

 

Advances in processing power and software currently in development will increase 

the applicability of more complex methodologies such as OPLECm, allowing their 

optimisation and implementation of the method in real-time. Utilisation of these 

developments as well as further investigation of a wider array of complex 

methodologies and their impact on models built from suspension polymerisation 

data would be beneficial to industry. These advancements would allow the study of 

suspension polymerisation in a controlled, industrial environment, meaning a wider 

range of reaction conditions could be studied including controlled batch failures to 

establish robust, real-time corrective action plans. 
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5. Monitoring of Suspension Polymerisation via Passive Acoustic 

Emission Spectroscopy 

5.1.  Introduction 

As previously discussed, suspension polymerisation of EPS involves the formation of 

solid polymer beads from monomer droplets. This transition is likely to cause a 

significant change in the acoustic properties of the reaction matrix, which can be 

monitored non-invasively with acoustic emission spectroscopy (AES). Examples of 

non-invasive reaction monitoring with AES are numerous49, 51, 62, 156, 157 and it has 

proven useful in determining particle size information from simpler heterogeneous 

reaction matrices, but complex systems such as this have not been explored. Key to 

this project is the ability to monitor the evolving PSD of the sample matrix to allow 

greater control of the reaction products. To do this, passive AES was chosen as it 

provides a low-cost, reliable means of monitoring particle size. 

 

In this study, the effect of particle size and concentration as well as vessel size and 

configuration on the collected spectra were investigated using simplified model 

systems. Following this, several suspension polymerisation reactions were carried 

out and monitored with AES. Various data analysis methods were employed and 

compared to more invasive and time-consuming methods to determine information 

on particle size. Offline particle sieving allows the determination of PSD and average 

particle size; however, it is time-consuming, potentially destructive and cannot be 

employed in real-time. NIR measurements have been successful in this application, 

but are either invasive158-162 or require a transparent window capable of allowing 

non-invasive measurements.85, 163-166 Suspension polymerisation of polystyrene is 

therefore a challenge to monitor this way, as it is often performed in stainless steel 

reactors, making non-invasive measurements difficult. Furthermore, invasive probes 

are liable to probe fouling as a result of the multi-phase nature of the reaction, 

requiring continual probe maintenance. 
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5.2.  Equipment and Materials 

Model mixture experiments were performed in Radleys Reactor-Ready Core reaction 

vessels (250 and 1000 mL), Radleys, Essex, UK. Stirrer speed was controlled using a 

Radleys RS37 Digital Plus stirrer motor. Suspension polymerisation reactions were 

carried out as per section 5.3.2. EPS beads were provided by BASF, Ludwigshafen and 

separated using a Meinzer II sieve shaker, Jade Scientific, MI, USA. Acoustic signals 

were collected using a Nano30 piezoelectric transducer (Physical Acoustics Limited, 

Cambridge, UK), which was attached to a 2/4/6 series pre-amplifier (Physical 

Acoustics Limited). The pre-amplifier required a 28 V power supply (Physical 

Acoustics Limited) and the gain of the pre-amplifier was set to 60 dB. The output of 

the pre-amplifier was connected to an Agilent 54624A oscilloscope, (Agilent 

Technologies, UK), which was controlled using a laptop via a GPIB to USB interface 

(Agilent Technologies). Data collection was automated using a program written in 

C++ by Douglas McNab and Robert Robinson from the Centre for Ultrasonic 

Engineering (CUE) at the University of Strathclyde. Each acoustic emission signal 

comprised 4000 points and was acquired using a sampling rate of 2 MHz. Signals 

were collected every 2 s (limited by the GPIB-USB data transfer rate) and were saved 

as comma separated variable (csv) files. All signals were imported into Matlab for 

analysis. The complex Fourier transform of each signal was calculated, and then the 

power spectrum of each signal was computed. To improve the signal-to-noise ratio, 

spectra were co-added to give a composite spectrum. 

 

5.3.  Experimental Procedures 

5.3.1. Model Mixtures 

Several model systems were investigated with AES to better understand the different 

factors that might influence the signal in an industrial context. EPS beads were 

separated into different size ranges (500-630 µm; 800-1000 µm; 1000-1250 µm and 

1250-1400 µm) and each range was then mixed in water at different %w/v ratios 

with continuous agitation. An acoustic transducer was fixed to the outer wall of the 

vessel using silicone-based vacuum grease and electrical tape, and the spectra 

collected as the bead concentration changed in increments of 5% w/v – this was 
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performed with beads from each size range and in vessels of different size and 

dimension. For each concentration, 450 spectra were collected and summed into 

three blocks of 150 when generating power spectra. Data was acquired at room 

temperature. 

 

5.3.1.1. Effect of EPS Bead Concentration 

The effect of particle concentration on the acoustic signal was investigated by 

increasing the % concentration of EPS beads in the vessel from 5% - 60% in 5% 

increments (Tables 5.1-5.2). At each concentration, the water/bead mixture was 

agitated at a rate of 250 rpm for 15 minutes whilst acquiring acoustic signals. 

 

5.3.1.2. Effect of EPS Bead Size 

The experimental conditions outlined in Section 5.3.3.1. were repeated for all bead 

size ranges. There was an insufficient number of largest bead size fraction (1250-

1400 µm) to allow a greater than 55% w/v mixture in the 250 mL vessel. Furthermore, 

this meant that this fraction was not used at all in the 1000 mL vessel. 

 

5.3.1.3. Effect of Vessel Size 

The experiments in Sections 5.3.1.1. and 5.3.1.2. were carried out in a 250 mL vessel 

and a 1000 mL vessel (for reaction conditions, see Tables 5.1 and 5.2). 

 

Table 5.1 – Conditions for model mixture experiments in a 250 mL vessel. 

Bead Size Range 

(µm) 

Volume of 

Water (mL) 

Weight of EPS per 

increment (g) 

500-630 150 7.5 

800-1000 200 10 

1000-1250 200 10 

1250-1400 200 10 
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Table 5.2 – Conditions for model mixture experiments in a 1000 mL vessel 

Bead Size Range 

(µm) 

Volume of 

Water (mL) 

Weight of EPS per 

increment (g) 

500-630 800 40 

800-1000 800 40 

1000-1250 800 40 

 

 

5.3.2. Suspension Polymerisation Reactions 

Five suspension polymerisation reactions were carried out as outlined in Chapter 4 

using the reaction conditions outlined in Table 5.3: 

 

Table 5.3 - Initiator and stabiliser weights used in reactions monitored with AES. 

Stirrer speed was kept at 300 rpm for all reactions. 

Reaction TCP (g) DBPO (g) 

1 3 4 

2 3 4 

3 1.5 3.5 

4 1.5 3.5 

5 2.5 3 

6 2.5 3 

 

 

5.4.  Results and Discussion 

5.4.1. Effect of EPS Bead Concentration and Size in Model Mixtures 

The effect of changing particle concentration can be seen in Figure 5.1.  All peak areas 

increase gradually with increasing bead concentration, with peak A (Table 5.4) 

showing the greatest sensitivity. This was true for all bead size ranges and is a typical 
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response from the type of transducer used.51 At higher concentrations, however, the 

signals begin to plateau (Figure 5.2), as the large particle densities prevent further 

collisions with the vessel wall. 

 

 

Figure 5.1 - Average AES power spectrum in the 0-300 kHz range for 800-1000 µm 

beads in a 250 mL vessel at concentrations from 5 - 60% w/v. Highlighted areas 

denote spectral frequency regions used to calculate the area of each peak – A (0-

72 kHz), B (72-117 kHz) and C (119-138 kHz). Red arrow indicates the increasing 

acoustic signal corresponding to increasing bead concentration. 

 

The calculated power spectra show three distinct peaks resulting from beads 

suspended in water under agitation (regions A, B and C). Region A includes the 

audible range (0.2 – 20 kHz). This is the most dominant region and should be the 

most sensitive to increasing the concentration of beads in any given size range, given 

that more beads mean more collisions, resulting in more audible sound generated. 

 

The effect of bead concentration on the areas of peaks A-C are illustrated in Figure 

5.2. The areas of each peak generally increase with increasing bead concentration, 

with peak A – which includes the audible region – being the most sensitive. This trend 

was seen across all bead sizes with a slight exception for the 500-630 µm beads 
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(Figure 5.3) – in this case, a slight decrease in peak area was seen at 55% before rising 

slightly at 60%. This was potentially caused by an inadvertent knock off the 

transducer, or the increase in bead density as the effect is seen across the entire 

spectrum. 

 

 

Figure 5.2 – Areas of three peaks in the acoustic emission spectrum (A blue, B 

orange, C grey) of 800-1000 um EPS beads in a 250 mL vessel as the bead 

concentration increases from 5 – 60 % w/v. 
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Figure 5.3 – Areas of three peaks in the acoustic emission spectrum (A blue, B 

orange, C grey) of 500-630 um EPS beads in a 250 mL vessel as the bead 

concentration increases from 5 – 60 % w/v. Slight loss of acoustic signal seen after 

55% concentration. 

 

As peak A includes the audible region of the acoustic spectrum (<20 kHz), it was 

expected that this peak would be the most sensitive to changes in the system with 

particles of this size. Across all concentrations, this spectral region showed the best 

discrimination of different particle concentrations. An examination of how this peak 

behaves across all available particle sizes (Figure 5.4) further emphasise this region’s 

sensitivity to changes in the system, but also shows the limitations in using discreet 

peak areas as a metric for analysis in complex systems. 

 

0

200

400

600

800

1000

1200

0 20 40 60 80

P
e

ak
 A

re
a

Bead Concentration (%w/v)



 

153 
 

 

Figure 5.4 – The changing area of peak A - 0-72 kHz - as the bead concentration 

increases for 4 different bead size ranges. Error bars denote ± one standard 

deviation (n=3). 

 

Low frequencies are very sensitive to particle size and concentration in this system, 

with clear discrimination between signals from different sized particles at fixed 

concentrations above approximately 20% w/v. However, based on this peak area 

alone, it would be impossible to distinguish a high concentration of small beads from 

a low concentration of larger beads. For example, peak areas of 974 and 982 for 50% 

w/v 500-630 µm beads and 30% w/v 800-1000 µm beads respectively. 

 

Previous works have had success in solving this problem by examining the change in 

spectral features at a fixed concentration, and calculating area of the more sensitive 

peaks as a percentage of a larger spectral region.62 For example, at a constant bead 

concentration of 30% (Figure 5.5) the 0-72 kHz region shows good sensitivity to 

changes in particle size, while the 72-117 and 119-139 kHz regions do not appear as 

sensitive. This is true across the entire concentration range from at 15% w/v and 

above. At lower concentrations, large beads’ signals become indistinguishable from 
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one another, likely due to the relatively low number of beads required – leading to a 

low number of collisions – for a low concentration solution of larger beads. 

 

 

Figure 5.5 – Changing acoustic frequency in the 0-200 kHz region at a fixed bead 

concentration of 30% w/v with different bead size fractions in a 250 mL vessel. 

 

When the particle concentration is kept constant, peak A shows clear discrimination 

between particle sizes. The discrimination between bead size and concentration 

shown so far highlights the potential for this technique to be used for particle size 

determination in a complex system. However, as stated previously, peak area alone 

is not enough to determine bead size when mixtures of bead sizes are present – as 

would be during a reaction.  

 

5.4.2. Effects of Vessel Size and Dimensions 

 

The size and dimensions of the reactor vessel could also affect the acoustic signal, as 

can be seen from Figures 5.6 and 5.7. The magnitude of the acoustic signal increases 

substantially, which is expected as the number of beads required to achieve each 

concentration has increased by a factor of 4 – therefore increasing the number of 
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collisions. Furthermore, signals will be subject to different filtering effects that are 

dependent on the vessel size and shape. The sensitivity of the peaks is also affected 

by vessel size; in the 1000 mL vessel, signal trends obtained from 500-630 µm and 

800-1000 µm beads deviate significantly from those seen in the smaller vessel. 

 

 

Figure 5.6 – Average AES in the 0-200 kHz range for 800-1000 µm beads in a 1 L 

vessel at concentrations from 5 - 50% w/v. 
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Figure 5.7 – Average AES signals obtained from 800-1000 um EPS beads at a 

concentration of 50% w/v in a 250 mL vessel (blue) and a 1000 mL vessel (red). 
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Figure 5.8 – Changing peak height for peaks A - C with increasing concentration for 

small (left), medium (middle) and large (right) bead ranges in a 1 L vessel. 
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The impact of changing vessel size is shown in Figure 5.8. Compared to the 250 mL 

vessel, the peaks show decreased sensitivity to changes in bead concentration. Peak 

areas for smallest 500 – 630 µm beads show almost no difference in sensitivity to 

changes in bead concentration; 800 – 1000 µm beads show little difference in 

sensitivity of peaks A and B, but they appear more sensitive than peak C; and 1000 – 

1250 µm beads show a clear sensitivity of all peaks to bead size and concentration. 

Overall, peak A is most sensitive in this case, which is again expected as this includes 

the audible region of the spectrum. The differences observed between the peak 

sensitivities in the small and large vessels are likely caused by several factors, such 

as the filtering effects of each vessel, particle velocities and the number density of 

particles contributing to the signal. 

 

Overall, signals obtained show sensitivity to particle size and concentration. 

However, peak area measurements cannot distinguish between an increase in size 

and an increase in concentration. Therefore, some data manipulation methods were 

used to determine the applicability of AES to particle size and concentration 

determination. 

 

5.4.3. Relative Peak Area 

Relative peak areas and %area values provide better discrimination of particle size 

over a wider concentration range. Several iterations of peak area ratios were 

calculated, the best of which is shown in Figure 5.9: 
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Figure 5.9 – The area of peak C as a percentage of the entire spectrum excluding 

the audible region, as the bead concentration changed from 0-60% w/v in a 250 mL 

vessel with agitation. 

 

In all cases, signals from the two largest bead size fractions were not clearly 

separated from one another by calculating peak ratios or percentages. Figure 5.9 

highlights the best peak ratio, capable of distinguishing between beads of three 

different size ranges – 500-630 µm; 800-1000 µm; and >1000 µm beads. These size 

ranges can be determined at concentrations of 20% and above, below this 

concentration the data become non-linear and potentially ambiguous. Despite these 

limitations, this method significantly improves on the use of peak area alone and 

serves as a quick and convenient way of estimating the bulk bead size throughout a 

complex reaction such as suspension polymerisation. 
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This approach was also applied to the data from the 1000 mL vessel as shown in 

Figure 5.10: 

 

 

Figure 5.10 – The area of peak C as a percentage of the entire spectrum excluding 

the audible region, as the bead concentration changed from 0-50% w/v in a 1000 

mL vessel with agitation. 

 

This peak area ratio again shows good discrimination between particle sizes from a 

concentration of 15% onwards, highlighting the effectiveness of this method. 

Differences in % peak areas for each size range seen in different vessels further 

highlights the influence of scale on AES measurements. However, further work 

should be done to ascertain the reproducibility of these results, as only one 

experiment in each instance. Further work would also include mixtures of different 

PSD samples at known concentrations, to assess the efficiency with which this 

method works. 
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5.4.4. Determination of Size and Concentration by PCA 

An examination of the loadings and scores plots from the PCA of data acquired from 

the small vessel highlights the changing influence that different spectral regions have 

on the data (Figure 5.11): 

     

 

Figure 5.11 – Loadings (top) and scores (bottom) plots from PCA of model mixture 

data in a 250 mL vessel. Arrows in the scores plot indicate the order of each data 

cluster (red = 500-630 µm, green = 800-1000 µm, blue = 1000-1250 µm and cyan = 

1250-1400 µm) with increasing bead concentration. 
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The loadings plot shown in Figure 5.11 indicates that PC1 – containing 93.88% of the 

variance in the data – is positively correlated across all regions of the spectrum, while 

PC2 shows some anticorrelation with lower frequencies (<72 kHz). The 

corresponding scores plot further illustrates the different ways in which size and 

concentration affect the data. The data from each bead size range is clearly 

separated into distinct clusters, the data within each being ordered according to 

concentration. In all cases, increasing concentration results in a more positive PC1 

score – increased particle concentration results in an increased number of collisions 

with the vessel wall, increasing the intensity of the signal across all frequencies. 

Furthermore, increasing the size of the particles results in an even bigger increase in 

PC1 score – larger particles also increase the signal intensity across all frequencies. 

 

An examination of the loadings and scores plots from the PCA of data from the larger 

vessel shows that particle size and concentration affect the data in very similar ways 

as they did in the smaller vessel (Figure 5.12). One key difference, however, is the 

point at which the loadings of PC2 go from anticorrelated to correlated. In the 

smaller vessel, this occurred around 72 kHz; whereas in the 1 L vessel, it occurs at 

around 145 kHz. This clearly illustrates the filtering effects that vessel size and 

dimensions can have on the signals obtained. 
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Figure 5.12 – Loadings (top) and scores (bottom) plots from PCA of model mixture 

data in a 1000 mL vessel. Arrows in the scores plot indicate the order of each data 

cluster (red = 500-630 µm, green = 800-1000 µm and blue = 1000-1250 µm) with 

increasing bead concentration. 

 

In the larger vessel, the scores plot shows the data from the smallest beads clustered 

together, not changing significantly in either direction with changing concentration. 

As seen in Figure 5.8, there were no spectral regions that were especially sensitive 

to changing concentration. 
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PCA and relative peak area calculations show clearly that the AES signals generated 

in these model experiments can be used to determine EPS bead size and 

concentration effectively. These approaches could then be applied to data acquired 

during a suspension polymerisation reaction. 

 

5.4.5. Suspension Polymerisation Reactions 

AES measurements were taken throughout several EPS suspension polymerisation 

reactions, the data from which were then analysed to determine information on 

particle size and concentration 

 

 

Figure 5.13 – Selected AES data collected throughout suspension polymerisation 

reaction 1. The 0-72 kHz region is highlighted and its area plotted against time 

(inset). This was performed in a 1 L Radlleys reaction vessel with a stirrer rate of 

300 rpm. 

 

Acoustic data acquired throughout the reaction (Figure 5.13) showed no change 

across the entire spectrum until approximately 5 hours after the reaction had started 

– the point at which the droplets became hardened beads. At this point, a sharp 
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increase in signal is seen, followed by a slow increase as the reaction proceeds to 

completion. Following the successful implementation of peak area ratios in model 

mixtures of beads in water for determining particle size information, the same was 

applied to this data. To eliminate interference from the stirrer motor and ambient 

sounds, the audible region was eliminated from the calculation. 

 

 

Figure 5.14 – The area of peak C as a percentage of the entire spectrum excluding 

the audible region, throughout each suspension polymerisation reaction. 

 

By taking the same peak ratio as was used on the model mixture data (Figure 5.14), 

the data for all reactions behave very similarly up until approximately 5 hours after 

the reaction had started, coinciding with the appearance of hardened beads in the 

samples removed for gravimetric analysis. Closer examination of this event is shown 

in Figure 5.15: 
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Figure 5.15 – The area of peak C as a percentage of the entire spectrum excluding 

the audible region, from 5 hours after each reaction had started until completion. 

 

 

 

Figure 5.16 - Bead sieving analysis of the beads produced by reaction 1. Each 

fraction is shown as a percentage of the total weight of beads produced. 
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Figure 5.14 shows that reactions 1 and 2 – identical reactions with the highest 

amounts of initiator and stabiliser – stand out from the other reactions performed. 

Based on the peak ratio values, these reactions should have produced smaller beads 

than reactions 3-6, which is consistent with the known effects of the reaction 

conditions. This is emphasised in Figure 5.15, with most of the beads produced by 

reaction 1 being 600 µm and smaller in diameter and further confirmed by particle 

sieving analysis results from this same reaction (Figure 5.16). 

 

The peak area ratio for reaction 1 shown in Figure 5.15 differs slightly from the value 

obtained from the model mixture in the larger vessel, which could be attributed to 

filtering effects caused by the differences in the vessels dimensions – while both the 

model mixture vessel and the process vessel have a 1 L capacity, the process vessel 

in shorter and wider that the one used in the model experiments – or potential 

temperature effects, as the model mixtures were measured at room temperature 

and the reactions at 80°C. 

 

The discrepancy between the % peak area expected from the model mixtures of 600 

µm beads and those measured during a reaction is lessened when model mixture 

experiments were repeated in the process vessel (Figure 5.17): 
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Figure 5.17 - The area of peak C as a percentage of the entire spectrum excluding 

the audible region, as the concentration of 500-630 um beads increased in a 1000 

mL reactor vessel with agitation at 300 rpm. 

 

Here, the peak area ratio used in previous analyses gives results in closer agreement 

with data collected throughout a reaction – showing a peak area ratio of ~25. 

Reactions performed in the same vessel which produced mostly beads in this same 

size range gave a peak area ration of approximately 20-25 (Figure 5.15). This further 

highlights the influence of vessel dimensions on the acoustic data collected, showing 

that vessels of the same size but different dimensions can produce significantly 

different acoustic data. 

 

5.5. Conclusions and Further Work 

In this study, the potential importance of AES in the monitoring of complex industrial 

reactions is illustrated. Simple model experiments allowed the determination of 

factors affecting the acoustic signal – particle size, particle concentration and vessel 

dimensions – which could be subsequently solved using ratios of peak areas 
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throughout the reaction and PCA. Several reactions were then carried out and 

successfully monitored using AES 

 

This approach showed some correlation to time-consuming offline sieving analysis, 

indicating the potential of this technique as an in-situ, cheap and real-time method 

for the determination of particle size information from a multi-phase reaction matrix. 

While particle size measurements have shown promise, further investigation into the 

PSD of beads produced for the other reactions is needed to assess the applicability 

of this promising method for such a challenging and complex reaction. 

 

Building on these results, it would be of benefit to determine the PSD of the bead 

products from all reactions monitored with AES. Furthermore, a wider variety of 

reaction conditions and controlled batch failures would allow more robust datasets 

for AES analysis. Model mixtures of a range of known PSDs could also help in the 

building of robust predictive models which could then be applied to these reactions. 

The ease of implementation of AES technologies means that these experiments 

could readily be performed in an industrial setting, providing more realistic datasets 

for modelling. 
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6. Project Conclusions and Further Work 

 The key goals of this project were to detect the presence of unreacted styrene within 

polystyrene beads produced by a radical suspension polymerization below 0.1% w/w 

and to gain particle size information in real time throughout the reaction. A 

comprehensive evaluation of commonly used techniques for monitoring these 

reactions identified Raman and infrared spectroscopies as being suitable methods 

for in-situ monitoring, capable of providing detailed chemical information in real 

time. Furthermore, gravimetry and HPLC were shown to be capable of providing 

accurate and reliable offline data for monitoring the reaction progress and 

determining residual monomer content of the EPS bead products for comparison 

with the spectroscopic data. 

 

Due to the highly aqueous nature of the reaction media, MIR spectra were 

dominated by strong water bands and this technique was pursued no further. Raman 

spectroscopy, however, is unaffected by water and was therefore more successful in 

discerning key reaction components in the complex matrix. The sharp Raman C=C 

stretching band at 1630 cm-1 was shown to be unique to styrene in the reaction 

media and could be followed throughout the reaction as the bonds were broken and 

the peak intensity declined. This band was also present in the polymer bead products 

of the reaction, but the intensity was too low to measure directly. Therefore, 

derivatisation and smoothing techniques were applied to the spectra to minimize 

baseline drifting and noise contributions, making the peak easier to measure. Due to 

limitations of the available EPS samples, artificial ‘standards’ were produced to 

create a range of EPS samples with a range of residual monomer content to establish 

a calibration curve with offline HPLC. This allowed the residual monomer content of 

the beads to be accurately determined and compared to the height of the unique 

Raman band at 1630 cm-1. Using offline Raman measurements, this method provided 

residual monomer measurement down to 0.4% w/w without derivatisation, which 

was improved to 0.05% w/w when using second order derivatisation. This showed 

Raman spectroscopy to be capable of meeting one of the project’s key aims. 
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The effect of changing the particle size and concentration on the Raman data 

collected was also assessed and highlighted the issue with using probes with a small 

laser diameter. Sampling depth studies showed that the majority of Raman signal is 

obtained from the top 2-3 mm of the sample and gave an overall sampling volume 

of 54.9 nL using the 100 µm MR probe head. The use of a WAI (‘PhAT’) probe was 

then investigated and showed that increasing the spot diameter to 6 mm, this 

sampling volume was increased to 424.12 x 103 nL with beads of the same size range. 

Overall, through experiments with beads of different sizes ranges, the use of a WAI 

probe increased the sampling volume by 6000-7000 times using half the exposure 

time than the 100 µm MR probe, indicating the potential benefits of including a WAI 

probe in monitoring this reaction. A final comparison of an array of probe head 

configurations and sampling environments showed that the WAI probes provided 

much more sensitivity. However, further investigations using an immersion PhAT 

probe are required as the glass wall of the reaction vessel hindered the in-line use of 

this technique. 

 

Raman measurements with some spectral data treatment and increasing sample 

volume have proven to meet the challenges of this project. The remaining challenge 

was to then apply the successes of this work in a way that would be meaningful to 

industrial partners by monitoring reactions using in-situ methods. To do this, a series 

of suspension polymerization reactions was carried out under different conditions 

and monitored using an IO Raman probe with simultaneous offline measurements, 

providing a profile of the changing reaction matrix as the reaction progressed. 

Analysis of the reaction media showed the C=C Raman band to decrease over time 

and served as an ideal marker for monitoring reaction progress. To relate this to 

residual monomer levels, a suitable offline method had to be established for 

comparison. HPLC showed good agreement with online Raman measurements made 

using the intensity of the C=C peak at 1630 cm-1 as a marker. However, this technique 

was only applicable towards the end of the reaction when beads had hardened and 

is time-consuming and labour intensive. A suitable alternative had to be identified. 
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Having already identified gravimetry as a potential technique, two different methods 

were compared to ascertain which would provide the most accurate and reliable 

reaction profile. 

 

• Method A involved removing a hot sample from the reactor before 

quenching with hydroquinone solution. The weight of this mixture was then 

recorded before rapidly cooling the sample in a freezer and weighing once 

more. This sample was then dried in an over for several days until a consistent 

weight was achieved. Gravimetric calculations then allowed the % conversion 

of monomer to polymer to be estimated. The use of hydroquinone in this 

method meant that the quenching agent was more soluble in the aqueous 

phase of the sample and thus would not quench the reaction in the organic 

phase quickly. Furthermore, estimated conversion maxima failed to exceed 

70%, which contradicts the advice from industry experts who say that solid 

polymer beads would not be formed below 70% conversion. As the samples 

collected and analysed via this method were solid polymer beads, this 

method was seen to be unreliable. 

 

• Method B involved a very similar process with a few key differences, primarily 

in the quenching agent used. The use of para-benzoquinone meant that the 

quenching agent was able to diffuse more readily into the organic phase of 

the samples taken, thus quenching the reaction faster. Furthermore, the 

sample is weighed before the addition of quenching agent and there is no 

cooling of the sample. After adding quenching agent, it was placed directly in 

the oven to dry for several days until a consistent weight was obtained. This 

method showed more variation than Method A at the beginning of the 

reaction, but both showed comparable results towards the end when the 

conversion estimation is most critical. Furthermore, Method B gave more 

reliable results, showing final conversion estimates of > 70%. 
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Once suitable online and offline methods were established, the reactions were 

carried out and monitored to build a dataset for reaction modelling. The complexity 

of the heterogeneous reaction matrix and the formation of solid polymer particles 

make spectroscopic analysis difficult when relying on a univariate approach. 

Multivariate methods allowed the entirety of the Raman spectrum to be used and 

related to offline measurements by PLS regression, allowing the correlation of 

Raman data and offline gravimetry to be quantified. Prior to this, PCA was used to 

identify key spectral regions and individual reaction datasets that could be used to 

validate models, leaving the rest for calibration. Using the calibration datasets to 

build models and the validation datasets to assess their robustness allowed an 

investigation into spectral pre-treatment methods. Several standard and advances 

pre-treatment techniques were applied to the data before building models – SGFD, 

SNV, EMSC and OPLEC/OPLECm. The models were then assessed by correlation 

coefficient, r2, RMSEP and the number of LVs required to build the model. The data 

showed SGFD to give no improvements, while SNV, EMSC and OPLEC improving the  

r2 of the data from 0.84 to 0.98 in all cases. Furthermore, SNV and EMSC improved 

the RMSEp from 11.3% to 4.1 and 3.8%, respectively. EMSC was the better of the 

two techniques, as the number of LVs required to build the model (4) was lower than 

the number required following SNV pre-treatment (6). EMSC, however, requires the 

spectra of all individual components contributing to the sample matrix, which is not 

always viable. OPLEC pre-treatment provided the best overall improvement to 

models, giving increased correlation, low RMSEp (4.1%) and only 3 LVs to build a 

robust model. 

 

This method requires some optimization, which can hinder its applicability to real-

time process monitoring, despite the improvements it brings to modelling. 

Modifications to the original OPLEC method have allowed the estimation of the 

optimization parameters, making the technique more applicable to this work. The 

original OPLEC method was optimized via a laborious iterative process to establish 

the optimum parameter settings for robust modelling, which was then compared to 

the parameter estimation via OPLECm. This comparison gave good agreement (J = 3 
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and J = 4 from OPLEC and OPLECm, respectively), indicating OPLECm as a good 

candidate for spectral pre-treatment for increasing the robustness of modelling data 

collected throughout this reaction. The project would benefit greatly from utilising 

spectral pre-treatment methods, including advanced techniques like OPLECm. Other 

pre-treatment methods should be investigated with this data, and a wider range of 

reaction conditions should be investigated in a working industrial environment to 

increase the reliability of modelling and make optimal use of the data provided by 

spectroscopic methods. 

 

Finally, the implementation of AES for the determination of PSD was investigated as 

this was a key goal of the project. The ability to monitor the PSD throughout the 

reaction would allow manufacturers to control the final product size and is of great 

interest to industry. Firstly, model mixtures of beads in water were used (using beads 

of varying size ranges) to ascertain the effect of bead size on the acoustic signals 

collected by attaching a piezoelectric broadband acoustic transducer to the outer 

vessel wall. The effect of bead size and concentration was assessed, showing the area 

of peaks in the collected power spectra to increase with increasing size and 

concentration. Using the data collected from the model systems, a relationship 

between particle size and peak area ratio was found following an iterative process of 

calculating multiple peak area ratios. Once established, this ratio was evaluated in 

model bead/water mixtures in vessels of different size and dimension, again showing 

clear discrimination between different particle sizes. A series of suspension 

polymerization reactions were then performed with simultaneous AES 

measurements being taken. The peak area ratio established before could then be 

calculated, which was then compared to the PSD determined by offline particle 

sieving analysis of the final polymer product. This showed some good correlation, 

although further work should be done to investigate the effect of a wider range of 

PSD model mixtures and vessel dimension effects to allow this method to be applied 

in an industrial setting. 
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The work presented in this thesis shown the applicability of Raman spectroscopy to 

the challenges faced by industry today. Offline measurements have shown Raman 

spectroscopy to be capable of surpassing the detection limits required, and the 

implementation of WAI probes has shown the benefits of increasing sample volume. 

This work suggests that immersion WAI probes and their applicability to 

polymerization monitoring should be investigated, as they could provide highly 

sensitive, real-time data for process monitoring control. Furthermore, multivariate 

modelling has been shown to be improved by advanced spectral preprocessing 

techniques. A fuller range of reaction conditions as well as implementation of novel 

OPLECm preprocessing in real-time monitoring software could be greatly 

advantageous in industrial monitoring. 
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