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Abstract

Integrity of industrial pipework is ensured through routine inspection.

Internal visual inspection tools are capable of characterising degrada-

tion in the form of corrosion, pitting, erosion and cracking. The out-

comes of inspections on pipework have a direct impact on decisions

regarding the remaining lifetime of the asset. This thesis considers a

pipe-profiling system consisting of a laser-profiler and fisheye camera

that produces high-resolution stitched images and point clouds giving

geometric information.

The advantage of the system presented include odometry information

obtained through visual odometry, a clear unwrapped 360° overview

of the pipe interior and accurate 3D information obtained through the

laser-profiler. The accuracy of such a laser-profiler is defined by the

ability to extract laser projections from an image as it travels down

the pipe, and project these extractions to 3D. A novel calibration

routine has been established to reduce the error caused by misalign-

ment and tolerances during fabrication of the system. In addition to

the study and calibration of the laser-profiler an extensive simulated

review of alternative designs, and a study of the profiler in its current

configuration was undertaken. This provided insights into its capab-

ilities and range of pipe sizes the system is, and would be capable

of inspecting with design adaptations which are also noted. Finally,

to make the use of the pipe-profiler and its features accessible to in-

dustry a plug and play real-time software interface was created, with

live fisheye image unwrapping and stitching, as well as laser overlay

and 3D projections, providing a rich feature set for inspection and

technology demonstrations.
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Chapter 1

Introduction

1.1 Industrial Motivation

There is a vast amount of pipework in various industries such as oil & gas, pet-

rochemical, nuclear and pharmaceutical. Inspection of this pipework is regularly

carried out to ensure plant safety and efficiency, with various regulations and best

practices mandated & advised [1]. Furthermore, the inspection of ageing plants

which are reaching the end of their expected lifetime is becoming ever more crit-

ical, this is to validate their continued safe operation long beyond their planned

service life [2], [3].

Over time pipework in such plants may develop flaws such as corrosion, pit-

ting, cracks and product built up. Cracks can occur within pipework through

multiple mechanisms such as stress corrosion cracking, this typically develops

around regions of high stress such as the heat affected zone surrounding welds

[4]. Cracking can also occur through other mechanisms such as fatigue, fatigue

cracks may be initiated through cyclic stresses such as heating and cooling cycles

[5]. Corrosion (defined by [6] as, “The spontaneous destruction of metals and

alloys caused by chemical, biochemical, and electrochemical interaction between
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metals and alloys and the environment.”) can occur in different forms, through

various mechanisms. These are given in [6]: uniform corrosion, galvanic corro-

sion, pitting, crevice corrosion, stress corrosion cracking, intergranular corrosion,

selective leaching, erosion corrosion, hydrogen damage.

Of these forms of corrosion, pitting is of particular interest as it has been identified

as a significant risk in the pipework this project was targeted for. It is extremely

localised, resulting in small holes or pits in the surface. Pitting is deemed to

be one of the most destructive forms of corrosion, Pitting impacts many steel

alloys, aluminium & other metals [7]. This localised corrosion can lead to failure

of pipework not only through perforation but can also give rise to stress corrosion

cracking [4], [8]. Pitting forms most commonly but is not limited to chloride being

present within the pipework [7], [8]. A formal standard for the examination and

evaluation of pitting is given in [9].

To locate such defects within pipework Non-Destructive Evaluation (NDE) may

be used; a rapid screening technique within the realm of Non-Destructive Eval-

uation (NDE) which can detect flaws such as these is known as Remote Visual

Inspection (RVI). Remote Visual Inspection (RVI) as mentioned is often used

as a screening technique providing information only on defects visible from the

surface, this is due to its minimal preparation requirements, relatively quick rate

of coverage and ease of interpretation. Thus, visual inspection is very suitable for

screening for the aforementioned defects which may develop, with the exception

that the cracks are surface breaking, i.e. the crack is open and visible from the

surface of the sample undergoing RVI.
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RVI of pipework is typically conducted with a remote camera either housed within

a pan and tilt unit on the end of a push-rod or a robotic crawler, allowing ac-

cess into challenging/inaccessible environments, examples of typical systems used

are shown in Section 2.2.2. However, conventional RVI is limited, the inspection

routine often consists of an operator reviewing live footage or a pre-recorded video

feed with a narrow field of view. This can lead to a loss of known orientation

within the pipework or a requirement for multiple passes to be undertaken. Fur-

thermore, the insertion distance of the camera or probe may not be accurately

known due to the use of encoders for measuring this value based on a pulley

wheel connected to the umbilical of the RVI system, which are often susceptible

to mis-measurements due to slippage. To solve these issues a wide-angle camera

and laser profiler probe has been developed. The camera used throughout this

project has a field of view of 180° enabling the operator to view the entirety of

the pipe from a single central perspective. Visual odometry (Section 2.2) is used

to replace or alternatively work in tandem with traditional encoders, ensuring

the distance travelled down the pipe is accurately measured. This is essential

for accurate repair work or for more detailed inspection of noted problem areas.

As traditional monocular inspection only provides a two-dimensional image of a

three-dimensional surface, defect sizing can be challenging and subjective. For

these reasons a laser-profiler was added, projecting a ring of light onto the pipe

surface, allowing the inference of three-dimensional information through known

geometry of the probe, enabling defects to be sized in a precise and repeatable

manner. On top of the hardware providing these benefits, a bespoke software

package has been developed capable of providing both a live view of the un-

wrapped pipe for a clear view of the internal surface as well as a graph detailing
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the three-dimensional information provided by the laser-profiler. The sequential

images captured by the probe are also stitched together providing a clear history

of the pipework inspected, which can be easily compared with prior inspections

as the location is encoded within. These advances in RVI provide a much clearer

overview of the pipework under inspection, aiding in decisions made in the lifetime

of the assets.

1.2 Aims and Objectives

� To understand the existing technology in industrial use and ongoing state

of the art research in academia for the RVI of pipework with a focus on

three-dimensional reconstruction.

� To expand on and further develop the existing laser pipe profiling system

developed and present optimised parameters for inspection.

� To understand the accuracy of the system and define limits of operation

with reference to pipe diameter.

� To provide a robust characterisation and calibration method for said laser

pipe profiler.

� To produce a software package capable of operating in real time to enable

the use of the laser pipe profiler in industry.
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1.3 Thesis Outline

The remainder of the thesis is structured as follows:

� Chapter 2 provides an overview of industrial methods for visual pipe inspec-

tion as well as an introduction to the fundamentals of visual inspection. It

includes a review of the literature for the ongoing academic effort in in-

creasing the state of the art.

� Chapter 3 introduces a pipe profiling tool developed by a consortium in-

cluding the author, a simulation framework for evaluating expected errors

based on hardware changes and a parameter optimisation for inspection.

� Chapter 4 expands on the pipe profiler from the previous chapter, introdu-

cing a method for calibration which includes a hardware approach as well

as a software calibration, the results of these calibration methods are shown

as an error map against a ground truth scan of a test sample.

� Chapter 5 presents a case study of the pipe profiling tool and introduces

a software package for the real time unwrapping and stitching of fish eye

images for industrial pipe inspection.

� Chapter 6 concludes the presented work, providing a summary of what has

been presented.
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1.4 Contributions to Academia and Industry

The main contributions produced during the undertaking of this doctoral degree

are as detailed below:

� A significant contribution to the development of a pipe inspection system

consisting of a fish eye camera and laser profiler was made. This new

system was designed for 50 – 150 mm pipework. It is capable of mapping

tens of metres of pipework, providing a stitched image in real time and

dimensional information with accuracy of around 0.5 mm within an 80 mm

diameter pipe. Along with assistance in many areas of the project the

authors main contribution focused on calibration and accuracy validation

as the probe progressed from the early prototype to the finalised design.

� An experimental methodology for the alignment of the laser and camera

within the probe body. The alignment of the laser is critical to the ac-

curacy of the probe, this process not only gave a way to ensure the correct

alignment but gave a clear insight into the errors arising from misalignment.

� Through the work in physically realigning the laser, a software calibration

was developed, this allowing correction of misalignments where physical

adjustment is not feasible. This would be the case in a sealed probe or to

make manufacturing in larger volumes practical.

� A software application was designed for the real time processing of the

inspection data captured by the probe, providing a live unwrapped and

seamless image of the pipework under inspection in a clear and concise
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view, live to the operator. The software began as a collaborative effort, the

author assisted with development in the early stages where the software was

able to provide a live unwrapped image of the pipework. From this point

the author developed new modules to process the laser data in real time

and to stitch the unwrapped images together. A further benefit of stitching

the images together in real time was that this allowed the location of the

probe to be observed through visual odometry.

� One factor which often holds back outputs from academic work is a low

Technology Readiness Level (TRL), considerable effort was placed into en-

suring the probe, software and tertiary equipment satisfy a grading of level

6. This enabled Inspectahire� to confidently ship the system to NDE sup-

pliers for external trials.
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Chapter 2

Inspection to NDE & Visual In-

spection

2.1 Overview of Non-Destructive Inspection

Non-Destructive Evaluation (NDE) has a major part to play in many sectors and

industries throughout the lifetime of components, and structures. NDE is a way

to characterise the properties & integrity of a component or structure through

methods which do not damage them, enabling the health of the components

under inspection to be determined in a non-detrimental manner. Defects within

components vary depending on the component and environment it is located in,

common defects to find are cracks, corrosion, pitting, and other anomalies which

may be evident. Through the use of NDE the structural integrity of structures

and components can be understood. For instance, aircraft wings which are both

a high value component and are safety critical will be assessed at the factory

and furthermore, multiple times throughout their life to ensure there are no flaws

present or developing throughout its use.
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There are many different NDE techniques available, each suited to the inspection

of different geometries and scales. They also differ in the underlying physical

phenomenon and rely on making the choice specific to the type of material you

are inspecting as well as the type of defect you may be expecting to find. A

way to broadly categorise inspection techniques would be to place them into two

categories; volumetric and surface/near-surface. Volumetric techniques which

allow for the interrogation of the interior geometry of the component include

ultrasonic testing and radiography. Surface and near surface techniques include

techniques such as visual inspection, eddy current testing, magnetic particle in-

spection. Visual inspection is one of the most abundant forms of NDE [10], [11]

as in its most accessible manner it includes simply looking, often with the aid

of telescopic devices over structures and components in a controlled manner to

ensure there are no visible defects. One drawback however of visual inspection is

that as a surface inspection technique, it is only capable of detecting defects at

the surface. This is offset in some cases by the fact that in the case of erosion/-

corrosion you may see the build-up of surface product & discolouration of the

material which might show signs of deeper problems, which could be revisited

for a more in-depth localised inspection with supplemental techniques. There are

strong benefits to visual inspection, such as the accessibility and speed of the pro-

cess, these factors make for an excellent screening technique to implement before

considering alternative techniques perhaps for detailed investigations of areas of

concern. These areas could then be inspected in isolation with techniques which

provide more detailed information, such as volumetric results, through for ex-

ample, ultrasound. This may however, require significant surface preparation,

expertise and direct access. The next step in progressing visual inspection from
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the human eye would be to take photographs of observed defects or lack of de-

fects to create a historical record and ability to provide concise reports on the

condition of the object under inspection. Remote Visual Inspection (RVI) is used

when there are access restrictions or risks to health such as radiation exposure,

there are also financial benefits including the lack of erection of scaffolding, the

need for rope or confined space access.

2.2 Visual Inspection

2.2.1 Introduction

Visual inspection can be broken down into two main categories direct access and

Remote Visual Inspection (RVI). Direct access visual inspection can be performed

where there is a clear line of sight to all areas of the component which need to

be inspected. RVI is used in the case where direct access is not practical due to

access requirements, this may be due to multiple factors such as height, size or

environmental exposure.

2.2.2 Visual Inspection of Pipework

RVI is particularly well suited to the inspection of pipework, as direct access is

often restricted due to the bore size and environmental dangers which may be

present.
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Pipework is utilised across many sectors to transport many different products &

materials across site, whether it be for cooling, process or waste removal. This

pipework may develop various defects throughout its lifetime, caused by effects

such as environmental exposure and accelerated corrosion due to being located in

harsh environments such as the splash zone of an oil rig where aerated seawater

continuously causes soaking and drying cycles. Erosion corrosion may occur due

to the flow of the product through the pipework which is most likely to be found at

bends or sections of changing diameter. Cracks may form at zones of concentrated

stress such as the heat affected zone around welds. Another less general form of

corrosion may also form - pitting; this localised form of galvanic corrosion is

caused by a chemical reaction with the product and commonly occurs in stainless

steels, nickel alloys, and aluminium alloys.

The main factor in determining the type of RVI used for the inspection of pipe-

work is the diameter of the pipe under inspection, smaller pipes typically less

than 50 mm videoscopes may typically be used. In the range of 50 to 150 mm

pipes push rod cameras and small robotic crawlers tend to be utilised. Above

this size pipe crawlers or bespoke systems may be utilised.

This information is summarised in Table 2.1.

Furthermore, this section will show the standard and most common forms of RVI

in use. It is noted more advanced visual inspection techniques and commercial

solutions will be presented later on (Section 2.4) and that the products shown

here give an overview of what is available on the market by established companies

and more options of a similar level and performance are available for general RVI.
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Table 2.1: Viability of RVI techniques with respect to dimensions of pipe dia-
meters

Diameter

Technique Small (< 50 mm) Medium (50–250 mm) Large (> 250 mm)

Videoscope Yes Limited No
Push-rod Camera Limited Yes Limited

Crawler Limited Yes Yes
In-Line Inspection No Limited Yes

2.2.2.1 Overview of System Used by the Author

The probe used throughout is designed to operate in pipework between 50–

150 mm in diameter, deployed by push rod or flexible cable as shown in Fig-

ure 2.1. A close up of the probe body detailing the location of the various system

components is shown in Figure 2.2 and a technical drawing in Figure 2.3.

The probe uses a fisheye camera to capture the full 360° of the internal bore of the

pipework under inspection. It alternates between two modes an LED illuminated

image providing visual information of the surface condition and an image taken

with a laser ring projected onto the pipe, providing geometric readings.

A detailed overview of the hardware and operation of the system can be found in

Section 3.1.1.

13
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Figure 2.1: Probe alongside push-rod deployment reel and flexible cable

Fisheye Camera

145 mm

45
m

m

Laser Module

Conical Mirror

LED Array
Microcontroller

Figure 2.2: Camera and laser profiler with subsystems highlighted
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Figure 2.3: Technical drawing of the camera and laser profiler

2.2.2.2 Small Bore Pipes

One of the most common industrial uses for pipework below 50 mm in diameter

is heat exchangers which are a critical part of many operations such as infra-

structure within power plants. Due to their small size they are most suited to

inspection using videoprobes, this specialised inspection equipment is capable of

inspecting pipes/tube down to a diameter of 2.4 mm [12]. The two main leaders

within the market space for these videoprobes are Olympus1 and Waygate Tech-

nologies (formerly GE) a Baker Hughes Company2. An example of the Olympus

offering is shown in Figure 2.4 The videoprobes offer deployment lengths of up to

around 30 m and are equipped with an articulating head to enable the operator

to position the lens to capture the region of interest with a range of movement

1Olympus https://www.olympus-ims.com/
2Baker Hughes https://www.bakerhughesds.com/inspection-ndt/remote-visual-

inspection/video-borescopes/
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around 130–180° 1,2. A wide range of lenses are also available, these offer a vari-

able field of view generally between 50–120° (the viewing angle given by the lens,

see Section 2.3.1) in either forward facing or side facing options. Additionally,

stereo lenses may be equipped, these provide the capability to size areas of in-

terest accurately directly from the image as two views of the scene are captured

and processed (see Section 2.3.5.1). In recent years both companies have intro-

duced 3D imaging capabilities for a static scene within the pipe under inspection

allowing the creation of a profile detailing the topography of the sample (an ex-

ample of this is also detailed in Figure 2.4). The resolution of these systems is

improving year on year, with hand-held units providing an image size of 756 x

576 pixels and the flagship offerings increasing to 1024 x 768 pixels.

4mm
Figure 2.4: Olympus IPLEX NX videoprobe 1
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2.2.2.3 Medium Bore Pipes

Medium bore pipework in the size range of 50–150 mm opens up the possibility

of various different inspection systems, the videoscopes mentioned for the sub

50 mm previously may still be utilised but it is likely that to obtain useful foot-

age the use of a centralising device may be required to keep the probe central

within the pipe under inspection as to maintain the ability to inspect the entirety

of the pipe’s inner circumference as opposed to the bottom section. The size

range opens up the use of pushrod cameras (as shown in Figure 2.5), they are

similar in operation to a videoscope but on a larger scale. They often feature pan

and tilt capabilities allowing for full coverage of the pipe work under inspection.

An increased inspection range is offered with Pearpoint’s P540c offering up to

deployment lengths of 150 m with a resolution of 765 x 582 pixels3. An example

pushrod camera reel is shown in Figure 2.5.

The increase in diameter also opens up the inspection to the use of robotic crawl-

ers. Using robotic crawlers allows for the inspection of more complex pipe net-

works, pushrod cameras become increasingly difficult to insert down long dis-

tances of pipes with any moderate bends.

Inuktun, an EddyFi brand, offers a family suited to a wide range of pipe dia-

meters; the Veratrax 50, 100, and 1504. They are paired with their offering of

cameras the Onyx which is 25.4 mm in diameter and designed to be a slim unit

for navigating small pipes with a resolution of 1080 x 720 pixels. They also have

3Pearpoint https://www.pearpoint.com/en/products/commercial-video-
inspection/flexiprobe-p540c-pushrod-inspection-systems
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25mm

Figure 2.5: Pearpoint P540c Reel 3

the Spectrum rage of cameras which provide pan and tilt capabilities; they are

named after the diameter of the camera body in mm, the Spectrum 45, 90 and 120

HD. Likewise they all offer a varying amount of resolution ranging from the 45

at 420 Ö 576 pixels to the 120HD at 1920 x 1080 pixels. Inversely the maximum

deployment length decreases as resolution increases the Spectrum 45 offers up to

a 500 m tether whereas the Spectrum 120HD peaks at a deployment distance of

300 m however, they do offer a long-range fibre optic tether taking this range up

to 1000 m4.

Each of these crawlers are rated for different cameras and deployment lengths,

the Veratrax 50 is suitable for up to 100 m of deployment and can be equipped

with the Onlyx or Spectrum 45 camera heads. The Veratrax 100 is capable of
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300 m lengths of deployment and can utilise the Spectrum 45 of 90. The largest

Veratrax the 150 supports deployments of up to 1000 m through the use of the

fibre tether and can be paired with the Spectrum 90 or 120HD.

The Veratrax 100 and 1504 can be deployed in two fashions inline or tractor, in

inline deployment the two tracks are one in-front of the other and in tractor they

are parallel to each other. It is noted that only in the inline deployment method

that they are suitable for this size of pipework. Images of inline and parallel form

are shown in Figure 2.6.

150 mm

(a)

104 mm

(b)

Figure 2.6: Veratrax 100 in inline (a) and parallel (b) deployment modes4

2.2.2.4 Large Bore Pipes

The inspection of pipes greater than and 150 mm and less than 2000 mm will

be considered in this section. Within the oil and gas industry these pipes may

be called mainlines used to transfer vast quantities of product large distances

over remote areas. A common means of inspection for these pipelines, due to

the large distances they span is the use of in-line inspection systems. These

are large units containing an array of different sensors. Mechanical features are

often added to the design such as flanges to clean the pipe as they pass through,

4Inuktun https://www.eddyfi.com/en/product/versatrax-100-pipe-inspection-crawler
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they are propelled through the pipeline by the product over great distances with

NKKs ultrasonic in-line inspection system setting a world record of 1055 km in

1977 [13]. It is worth noting often visual inspection is often not possible with

this technique due to the product still flowing through the pipeline. An example

inline inspection tool developed by NDT Global5 is shown in Figure 2.7

Figure 2.7: Example ultrasonic in-line inspection system 5

In this size range the larger crawlers developed by Inuktun may deployed in the

parallel mode offering a greater degree of control and navigation. Furthermore,

they offer a configuration allowing the camera to be controlled independently of

the tracks ensure centralisation and the optimal position for full coverage of the

pipework as shown in Figure 2.8. As well as a vertical pipework version of the

same model.

5NDT Global https://www.ndt-global.com/about/robots/multi-diameter-tool
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462 mm

(a)

914 mm

(b)

Figure 2.8: Veratrax 150 in parallel mode (a) and the VT150 vertical crawler
(b)4

Along with the wider array of robotic crawlers that these large sizes open up comes

bespoke pipe inspection products such as that developed by Inspectahire�shown

in Figure 2.9. It is designed to be lowered into vertical pipes such as caissons and

offers visual, ultrasonic and/or pulsed eddy current data to the inspector.

Figure 2.9: Inspectahire caisson inspection platform, fitted with a camera and
either an ultrasonic or pulsed eddy current payload
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2.2.3 Visual Inspection Summary

This section has provided an overview of the different inspection tools available

to provide basic visual inspection within a range of pipe sizes. In terms of provid-

ing visual inspection for the smallest range of pipes up to 50 mm this generally

requires the use of videoscopes especially if that pipework contains any significant

bends, as many of the alternative solutions are much larger. In the mid-size range

of 50–150 mm more options become available to be deployed, the use of video-

scopes still remains a viable option with the use of a centralising device but stand-

ard pushrod cameras become available, additionally small robotic crawlers may

be used to navigate more complex pipe networks. Finally, in the pipes ranging

from 150–2000 mm diameter, can often be inspected in wide-ranging ways, from

in-line inspection system which may carry multiple sensing modalities capable of

spanning vast distances of pipework, to pushrod cameras and larger crawlers.

2.3 3D Reconstruction in Remote Visual Inspec-

tion

In this section the fundamentals building blocks of 3D Reconstruction will be

covered, the camera models for both the pin hole and fisheye camera will be given.

An overview of the methods available to obtain a three-dimensional model will

be presented and finally the academic research projects and commercial offerings

are introduced.
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A large amount of this section is provided for context for the reader and is not

revisited beyond this chapter. The key concepts however are as follows:

� The omnidirectional camera model used throughout: Section 2.3.1.2.

� The camera calibration to obtain the parameters of the camera model:

Section 2.3.1.3.

� A brief description of active stereo for 3D reconstruction: Section 2.3.5.2.

� Visual odometry provides a description of how the pose of the probe can

be determined through pipework under inspection: Section 2.3.5.5.

� Feature extraction with a focus on the Scale-Invariant Feature Transform

(SIFT) algorithm used extensively in this work: Section 2.3.6.

2.3.1 Camera Models

Camera models underpin the ability to create accurate reconstructions, simula-

tions of the camera and the ability to project points into 3D space from the 2D

image and vice versa.

2.3.1.1 Pin Hole Camera Model

This model describes the majority of camera and lens combinations that can be

described accurately with the pin hole camera model.
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Throughout this work in practical examples the pin hole model is not used, only

that of Scaramuzza’s model detailed in the following section is utilised. This

section is given to provide an overview of the concepts of imaging & to give a basis

of understanding the more complex omnidirectional model given by Scaramuzza.

The pin hole model describes the way a 3D scene will be imaged onto a 2D plane,

as shown by the diagram in Figure 2.10.

3D Scene

Virtual Image Plane

Image Plane

Pinhole

f

f

Figure 2.10: Graphic illustrating the projection of a cube in 3D-space onto the
image plane of a pinhole camera

This can be shown in as detailed by Hartley and Zisserman [14] in Figure 2.11,

they go on to describe the mapping of point X = (X, Y, Z)T onto point x on

the image plane (where the plane is located at a distance of f , along the prin-
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cipal axis (notated as the Virtual Image plane in Figure 2.10)). Detailing that

through similar triangles it is observed point (X, Y, Z)T is mapped to the point

(fX/Z, fY/Z, f)T. This can be expressed as a matrix multiplication:



X

Y

Z

1


7→


fX

fY

Z

 =


f 0

f 0

1 0





X

Y

Z

1


(2.1)

This matrix is further defined as being composed of the diagonal (f, f, 1)[I|0]

creating the 3x4 homogeneous camera projection matrix donated by P. Resulting

in the short form notation x = PX

p

f

C

Y

Z

f Y / Z

y

Y

x

X

x

p

image plane

camera

centre

Z

principal axis

C

X

Figure 2.11: Pinhole camera geometry. C is the camera centre and p the
principal point. The camera centre is here placed at the coordinate origin. Note
the image plane is placed in front of the camera centre [14]
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The perfect pinhole camera transformation has been shown, however this does

not capture all of the parameters observed with a camera used practically. These

additional parameters are given in the camera calibration matrix K:

K =


f px

f py

1

 (2.2)

The parameters are as follows:

Focal length: f

The focal length of the camera is the distance between the image plane and the

pinhole measured in pixels. This is shown as by f in Figure 2.10. A greater

focal length will result in a reduced field of view and a smaller focal length will

result in a greater field of view. This is shown in Figure 2.12. The field of view

is calculated as follows where α represents the horizontal field of view assuming

the focal length (f) and sensor height (h) are both measured in pixels.

αh = 2 arctan
h

2f
(2.3)
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f
f + ∆

z
z

x1

x2

x2 < x1

Figure 2.12: Graphic detailing the effect of increasing the focal length

Principal Point Offset: px, py

The principal point is defined as the point where the principal axis which is

the line which passes through the pinhole perpendicularly to the image plane

intersects the image plane. The offset describes the distance from the origin of

the image plane to the intersection point. This may occur due to misalignments

of the imaging elements, an example of this is shown in Figure 2.13 as well as the

principal point and principal axis or principal ray.
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x
0

y
0

x
0 +

∆

y
0(0, 0)

(0, 0)

Figure 2.13: Graphic detailing the principal point

CCD Cameras

In the case of a Charge-Coupled Device (CCD) camera the pixels may not be

square, therefore the scale in the x and y axial directions will no longer be equal.

If the number of pixels per unit distance are defined as mx and my in the x and

y directions the scaling due to pixels aspect ratio can be incorporated into the

transform from world to pixel coordinates by multiplying (2.2) by an extra factor

diag. (mx,my, 1). Giving the resulting calibration matrix for the camera:

K =


αx s x0

αy y0

1

 (2.4)
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Where αx = fmx and αy = fmy in the x and y directions, likewise the principal

point becomes x0 = mxpx & y0 = mypy. The additional component introduced,

s is a shear distortion on the projected image. This is represented in Figure 2.14

and the value of s is calculated as follows in Equation (2.5).

s = αx tan θ (2.5)

Px

P
y

θ
Pixel

Figure 2.14: Graphic detailing skew

The intrinsic matrix describes how 3D points are projected onto the 2D image

plane but it does not represent the relation between the points and the camera

in 3D space, this information is contained within the extrinsic matrix which is

detailed in the following.

K =


αx s x0

0 αy y0

0 0 1

 (2.6)
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3D points in space can then be described on the image plane the following Equa-

tion (2.7):

x = K [I|0] Xcam (2.7)

The 3D point to be transformed to the 2D imaging plane (Xcam), (X, Y, Z, 1)T

is given in camera coordinates, where the camera is assumed to be at the origin

of a Euclidean coordinate system with the principal axis of the camera pointing

down the Z-Axis of said coordinate system.

However, it may be practical to define the points in space with respect to a

world coordinate frame as opposed to the camera. The camera coordinate frame

and world coordinate frame can be related via a rotation and translation. As

described by Hartley [14] if X is a 3-vector representing a point in space relative

to the world coordinate frame and X̃cam represents the point relative to the camera

coordinate frame: X̃cam can be found by X̃cam = R(X̃− C̃), where C represents

the camera centre in relation to the world coordinate frame and R is a 3x3 rotation

matrix describing the orientation of the camera coordinate frame. Therefore, in

combination with (2.3) the point on the image plane can be given as:

x = KR[I| − C̃]X (2.8)
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A redefinition is the following: X̃cam = RX + t where t = −RC̃ thus the camera

can be defined as:

P = K[R|t] (2.9)

A summary and decomposition of each of the calibration matrix and extrinsic

matrix (camera position in world) are shown below:

P =

Calibration Matrix︷︸︸︷
K

Extrinsic Matrix︷ ︸︸ ︷
[R | t] (2.10)

=

Calibration Matrix︷ ︸︸ ︷
1 0 x0

0 1 y0

0 0 1


︸ ︷︷ ︸

2D Translation


fx 0 0

0 fy 0

0 0 1


︸ ︷︷ ︸

2D Scaling


1 s/fx 0

0 1 0

0 0 1


︸ ︷︷ ︸

2D Shear

Extrinsic Matrix︷ ︸︸ ︷
[
I t

]
︸ ︷︷ ︸

3D Translation

 R 0

0 1


︸ ︷︷ ︸
3D Rotation

(2.11)

So far everything discussed has related to the pinhole camera model, in this case

there is a linear model governing the transformation between the world point and

the point on the image plane. This is no longer valid when lens distortion occurs.

The most important distortion to consider is radial distortion [14]. These are

distortions which are radially symmetric and are generally encountered in three

forms, each of which is illustrated in Figure 2.15:
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(a) (b) (c)

Figure 2.15: Various forms of radial distortion (a): barrel, (b): pincushion &
(c): moustache

In this case the point on the image plane may be given as [14]:

 xd

yd

 = L(r̃)

 x̃

ỹ

 (2.12)

(x̃, ỹ) is the ideal image position under no distortion (linear projection)

(xd, yd) is the image position in the case with radial distortion (non-linear pro-

jection)

r̃ is the radial distortion
√
x̃2 + ỹ2 from the centre of the radial distortion L(r̃)

is the distortion factor, which is a function of the radius r̃

This factor is calculated during the calibration procedure, often a Taylor series

expansion is used [14] to represent the distortion L(r̃).
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2.3.1.1.1 Summary of the Pin-Hole Camera Model

In this section we have covered the pin-hole camera model which provides a linear

projection between scene points onto the imaging plane. The key components of

this model are shown in (Section 2.3.1.1), this presents the following components

of the calibration matrix and their practical outcomes:

� xo, yo, the camera centre in pixels, determines 2D translation arising from

any offset between the pinhole and the centre of the imaging plane (principal

point offset).

� fx, fy, the focal length of the camera in pixels, determines 2D scaling.

� s
fx

, defines the 2D shear, which is related to the focal length and any amount

of skew in the camera pixels (2.5).

In reality most cameras do not conform to linear projection, a distortion factor

was presented in (2.12). This enables the correction of distortion found to occur

with the use of wide-angle lenses for example.

In the following section the omnidirectional camera model will be presented, this

is required as the pin-hole model is not suitable for cameras with a significant

field of view such as the fisheye camera used throughout these works.
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2.3.1.2 Omnidirectional Camera Model

The omnidirectional camera model encompasses a range camera types, of which

the fisheye camera belongs, this category of cameras provide a large Field of View

(FOV) up to a full 360° [15]. In the case of the results presented in this thesis

a fisheye lens was used with a viewing angle of 187°. A schematic of a fisheye

lens is shown in Figure 2.16. Example images for comparative purposes, of a pipe

flange and internal bore were taken with a fisheye camera with the viewing angle

of 187°, and a camera conforming to the pin-hole model with a focal length of

27 mm at the same distance from the flange are shown in Figure 2.17.

Imaging Plane

Fisheye Lens

Figure 2.16: Schematic of a fisheye camera showing the rays of light entering
the series of lenses through to the imaging plane [16]
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(a) (b)

(c) (d)

Figure 2.17: Images taken from the same position relative to the pipe flange,
(a) shows an image taken of the pipe flange with a camera with a focal length
of 27 mm, conforming to the pin-hole model, (b) is the flange taken with a 187°
fisheye camera, (c) shows the internal bore taken with the pin-hole model camera
and (d) likewise with the fisheye camera

These lenses however, have large amounts of distortion and as such are not com-

patible with the pinhole model shown in Section 2.3.1.1. The camera model used

throughout this work was developed by Scaramuzza and is presented in [17], [18].

The model generalises both the catadioptric cameras (a standard camera imaging

a parabolic mirror for example) and dioptric (fisheye cameras) which use a series

of lenses to achieve the high Field of View (FOV). The key point of this model

is that it accurately represents the camera and provides a description which sat-
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isfies the single effective viewpoint criteria - that for each pixel on the sensor

there exists a unique vector describing the directionality of the ray of light which

illuminated it. Further benefits of this model are that no a priori knowledge of

the sensor is required, only that it can be effectively described by a Taylor series

expansion [17]. A diagram showing a graphical representation of the model is

shown in the mirror effective viewpoint form in Figure 2.18.

Figure 2.18: Graphic detailing the omnidirectional camera model [19]

It is shown by Scaramuzza that we can observe 3D point P projected onto the

image plane through the following:

P =


x

y

z

 =


u

v

f(u, v)

 (2.13)
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Scaramuzza makes a series of assumptions for the model [19]:

1. The model is central and there exists a point in the mirror where every

reflected ray intersects - this point is considered the axis origin as shown in

Figure 2.18.

2. The camera and mirror axes are well aligned, thus only small deviations in

rotation are considered.

3. The mirror is rotationally symmetric.

4. The lens distortion is not considered, for fisheye cameras as this is integrated

in the projection function f .

With these assumptions it is possible to relate x, y and u, v with a scaling factor

α:  x

y

 = α

 u

v

 , α > 0 (2.14)

The desired outcome is to map the 3D point P to the 2D point p on the image

plane. Equation (2.13) can be simplified firstly by the fact that P is a vector thus

α can be factored into the function f , secondly that due to assumption 3 f is

only dependant on the distance from the image centre ρ =
√
u2 + v2. Therefore:
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P =


x

y

z

 =


u

v

f(ρ)

 (2.15)

The function chosen by Scaramuzza to represent this function f is a Taylor series

expansion:

f(ρ) = a0 + a1ρ+ a2
2ρ+ a3

3ρ+ a4
4ρ+ ... (2.16)

In order to mediate assumptions, such as tolerating error in the alignment errors

or digitisation errors (skewed pixels), Scaramuzza introduces an affine transform-

ation between the ideal coordinates u, v (u) and the real distorted coordinates

u′, v′:

 u′

v′

 =

A︷ ︸︸ ︷ c d

e 1


u︷ ︸︸ ︷ u

v

+

t︷ ︸︸ ︷ xc

yc

 (2.17)

Where additional parameters xc, yc are the centre of distortion forming the matrix

t. The affine transformation matrix A is has the parameters c, d, e.

When combing Equation (2.17) with Equation (2.13) the mapping between a 3D

point in space and the point on the sensor plane/mirror is given by:
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λ

 (Au + t)

f(ρ)

 = PX, λ > 0 (2.18)

where P is the projection matrix, X is a scene point and λ is the depth or scale

factor.

Therefore, at this point, as with the pinhole model, the relation between a point

in space and its resulting pixel location on the camera sensor is well defined.

This section has been adapted from [19], for a more in-depth review of the specific

model used refer to [15], [18]. Supporting works also include [20]–[23].

2.3.1.3 Camera Calibration

As shown in the previous two sections a camera model and associated projection

matrix has been presented for both the standard pinhole camera model and the

fisheye camera model. However, the parameters of these matrices must be de-

termined. The process of determining these camera parameters is that of camera

calibration. This section will take a practical approach as the goal of the calib-

ration is to define the parameters which minimise the calibration function error

as the camera parameters are solved for.

Both calibration methods use a chequerboard calibration pattern; example images

are shown in Figure 2.19 of a standard chequerboard taken with an 8 mm lens

and a fisheye lens:
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(a) (b) (c)

Figure 2.19: (a) shows a chequerboard image taken with a 8 mm lens, (b) like-
wise with a 187° fisheye camera (note the central region is obscured by the laser
module), (c) the complete set taken for the calibration)

A number of these images are taken, ideally covering the entire area of the image

plane. In both cases the first step performed by the calibration is the extraction

of the corner points at the intersections of the chequered grid points.
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Figure 2.20: Corner extraction performed on a chequerboard image
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These corner points are known to lie on a plane with a fixed distance between

them i.e. they are known 3D coordinates relative to their origin in each image.

Therefore, a series of known series of correspondent points; the pixel location at

each corner point and the 3D coordinates on a plane relative to the origin shown

in Figure 2.20.

This leaves the problem of the remaining unknowns to solved; in each case these

are the cameras extrinsic and intrinsic parameters, which are possible to solve for,

generally in an iterative manner minimising the reproduction error across each

chequerboard image. The calibration procedure used in this work for the fisheye

camera is that of Urban [24] which is an improvement on the work presented by

Scaramuzza [18]. For pinhole cameras with lens distortion, the inbuilt toolbox

provided by MathWorks is used [25]. It is noted that MathWorks provide an

implementation of the omnidirectional calibration method by [24], the pinhole

calibration methods referenced by MathWorks are [26], [27]. Furthermore, a

review of omnidirectional calibration methods (which pre-dates the work of Urban

but includes that of Scaramuzza) is given in [28].

2.3.2 Multiple-View Geometry

In the previous section camera models and calibration methods to obtain said

camera model parameters were discussed. In the following section we will discuss

multiple-view geometries beginning with a scene imaged by a pair of cameras or
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a static scene imaged from two views. The relationship between the two cameras

imaging the scene can be expressed in epipolar geometry, and this is why it was

emphasised as being of such importance during the discussion of camera models.

2.3.3 Epipolar Geometry

The definition of epipolar geometry given by Hartley and Zisserman [14] is as

follows:

The epipolar geometry is the intrinsic projective geometry between

two views. It is independent of scene structure, and only depends on

the cameras’ internal parameters and relative pose.

This geometry is captured in the fundamental matrix F:

x′TFx = 0 (2.19)

Where x & x′ are the imaged 3D point X in view one and view two respectively.

This is shown graphically for a cameras C and C′ in Figure 2.21.
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C′C

X

x′x

π

Figure 2.21: Epipolar diagram where, C and C′ are the centres of two cameras
viewing the point X, x & x′ are the respective points X is imaged onto the image
plane of each camera. The rays to the point X from the camera centres and the
line joining the centres (the baseline) form the image plane π

The line joining the camera centres is known as the baseline, this along with the

two rays leading to the imaged point X forms the epipolar plane π. For different

points in the scene there are numerous epipolar planes which rotate around the

baseline as shown in Figure 2.22.
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Figure 2.22: Epipolar planes rotate around the baseline for varying points in
space

These planes collectively are known as the epipolar pencil. The intersection of

these planes and the imaging plane forms a series of epipolar lines, these lines

intersect at the point where the baseline passes through the imaging plane, this

intersection point is known as the epipole e. Each epipolar line is the secondary

view of a ray, for example l′ is the imaged ray from X to C corresponding to x.

As C, C′ and X are coplanar, it can be observed that both x & x′ also exist on

this plane. This can be used to simplify finding correspondences in stereo image

pairs, as if for example we know where x lies on the image plane and we are

looking to locate x′, we can constrain the search to a single line l′. This line l′ is

the intersection of the plane π and the image plane of C ′.

As mentioned, the epipolar geometry is applicable to omnidirectional cameras

using the model shown in the previous section, as shown in Figure 2.23. In this

case the 3× 1 vectors p1 & p2 describing the ray from point X conform to:

pT
2 Ep1 = 0 (2.20)
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Where E is the essential matrix, the essential matrix is a specialisation of the

fundamental matrix where normalised image coordinates are used, this carries

with it the requirement that the calibration matrix K is known for the cameras.

The relation between the essential matrix and the fundamental matrix is given

in [14] :

E = K′TFK (2.21)

Figure 2.23: Epipolar diagram for a pair of omnidirectional cameras [29]

An example of an image pair taken of a building with a rotation and translation

applied to the camera is shown in Figure 2.24. Here the fundamental matrix was

calculated for an un-calibrated camera using the normalised eight-point method

given in the MATLAB toolbox [30]. Thus, eight corresponding points were manu-

ally selected in each image. From this point it was then possible to calculated

the corresponding epipolar lines for any point in each of the image pairs. This

was done for three points in the image, in the left image of Figure 2.24 points

are marked with a red circle leading the red epipolar line in the right image. The
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same process is observed for creating epipolar lines in the right image with blue

markers and blue epipolar lines in the left image. As expected the features are

observed to lie on the line as described previously.

Figure 2.24: Epipolar lines shown for corresponding points on an image pair
red points give red epipolar lines in the image adjacent and vice versa for blue
points and lines

A useful step to take in stereo pair imaging and correspondence locating is to

apply a projective transformation to each image such that the epipolar lines

are horizontal i.e. py = py′, known as rectification [31]. Rectification involves

computing a pair of homography matrices to map the epipole to a point of choice:[
0 0 0

]T
(a point at ∞), thus leading to the fundamental matrix relating the

two images F∗ as given in (2.22).
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This transform H1 & H2 can be applied to create the rectified images Î1 & Î2

respectively, these are then related by F∗ given in the following equations:

F∗ =


0 0 0

0 0 1

0 −1 0

 (2.22)


x′

y′

1


T 

0 0 0

0 0 1

0 −1 0



x

y

1

 = 0


x′

y′

1


T 

0

1

−y

 = 0

y′ − y = 0

y′ = y

(2.23)

Another way to describe the process is that H1 & H2 transform the image as if

they were taken on a pair of parallel cameras, thus placing the epipoles at infinity

and leading to the observed horizontal epilines. This is shown graphically in the

following Figure 2.25
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Figure 2.25: Stereo image rectification process [32]

The resulting rectified image pair after H1 & H2 has been applied is shown in

Figure 2.26

Figure 2.26: Rectified images with horizontal epipolar lines
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2.3.4 3D Reconstruction

In this section the topic of recovering 3D information from a scene, as imaged by

a pair of cameras, in a manner as shown in Figure 2.21 will be covered.

From this diagram it is clear that we can use triangulation from the two points

x and x′ which conform to the epipolar constraint x′TFx = 0 to calculate the

3D-point X. Similarity this holds true for all scene correspondences:

xi = PXi x′i = P′Xi

For a scene which includes no known geometry including the positions of the cam-

eras relative to one and other and no prior camera calibration you may calculate

the Fundamental matrix from scene correspondences and reconstruct a scene up

to a projective ambiguity [33]. However, if you have a calibration for all cameras

used to capture the scene it would be normal to use the Essential Matrix, this

will allow for the reconstruction of the scene up to a similarity ambiguity i.e.

only the overall scale, rotation & translation within the world coordinate frame

are unknown. These two ambiguities are given illustrated by [14] as shown in

Figure 2.27.
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Similarity

(a)

Projective

(b)

Figure 2.27: Reconstruction ambiguity. (a) If the cameras are calibrated then
any reconstruction must respect the angle between rays measured in the image. A
similarity transformation of the structure and camera positions does not change
the measured angle. The angle between rays and the baseline (epipoles) is also
unchanged. (b) If the cameras are uncalibrated then reconstructions must only
respect the image points (the intersection of the rays with the image plane). A
projective transformation of the structure and camera positions does not change
the measured points, although the angle between rays is altered. The epipoles are
also unchanged (intersection with baseline). [14]

[14] lists many routes to a full metric reconstruction from both a projective and

similarity reconstruction for the interested reader. However, in all cases relevant

to this work, inspection of the scene will be undertaken with a well calibrated

camera and access to some ground truth control points. Therefore, direct recon-

struction may be utilised as shown in the following,

XEi = HXi
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Where XEi represent the ground truth points in the world coordinate frame, Xi is

the corresponding point in the reconstruction and H represents the homography

between the two, which has a total of 15 degrees of freedom, with five known

points in the scene, and the condition that four of which are non-coplanar, it

is possible to go from a projective matrix to a metric solution. For a similarity

reconstruction, only two points are required.

Scaling is common step simplified using software such as MeshLab [34] for scaling

reconstructions produced by Structure from Motion (SfM) (see Section 2.3.5.4)

software and commercial solutions such as Agisoft [35]. The output from these are

normally known to a similarity where the scale is given by the distance between

the first two cameras in the sequence. In the case of a pipe the overall model may

be scaled by a known diameter i.e. two points on a known pipe circumference of

the reconstruction.

In terms of calculating the 3D points Xi, there are many methods and approaches

to calculation and minimisation of the error, due to the fact that in reality you face

noise in your image correspondences, calculated Fundamental/Essential Matrices.

For a review of the methods available and implementations, the interested reader

is advised to refer to [36].

A key point is the uncertainty of the reconstruction, for a single image pair this

is largely dependent on the baseline between the cameras. A small baseline will

lead to an increased error/uncertainty and for a large baseline this comes at the

cost of an increased difficulty in locating the correspondences i.e. the search

problem difficulty has increased. These regions of uncertainty are illustrated
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in the following Figure 2.28. This figure is particularly poignant for the work

presented within this thesis as the camera generally travels centrally along a pipe

section thus the images frames are nearly parallel.

Figure 2.28: Uncertainty of reconstruction. The shaded region in each case
illustrates the shape of the uncertainty region, which depends on the angle between
the rays. Points are less precisely localized along the ray as the rays become more
parallel. Forward motion in particular can give poor reconstructions since rays
are almost parallel for much of the field of view. [36]

Thus far we have only considered two-view geometry, in increasing the number

of viewpoints to three a new concept is introduced known as the trifocal tensor.

The trifocal tensor can be considered the equivalent of the Fundamental Matrix

for the two-view case, the three-view case however leads to the creation of a

projective reconstruction with the use of un-calibrated cameras [37].

2.3.5 3D Reconstruction Methods

In this section a selection of methods for obtaining three-dimensional information

from images will be presented including stereo vision, active stereo, structured

light & SfM.
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2.3.5.1 Stereo Vision

Stereo vision was covered in the previous section with the introduction to epipolar

geometry and 3D reconstruction from two views. However, here the term will be

used to refer to a well calibrated stereo rig comprised of two cameras where one

is deemed to be the origin and the translation and rotation relative to this of the

second camera is very well known.

This enables in a single image the generation of what is often called a 2.5D image

or a depth map. This is shown for a simple case where the cameras are both

aligned on the same plane towards a central target in Figure 2.21.

2.3.5.2 Active Stereo

Active stereo is similar to that of stereo vision, except instead of imaging the

ray from another viewpoint and needing to find matching correspondences a light

source is projected which can be easily extracted, thus solving the correspondence

problem or other design limitations such as enabling a smaller design.

The probe used within this project falls under the category with a single omni-

directional camera obtaining geometrical information through the triangulation

of a well-known laser ring projection. A full description and error analysis of this

method is given in Chapter 4.
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A typical-triangulation based stripe solution is shown in Figure 2.29 which was

state of the art in 2000. It was designed with a resolution of 0.25 mm to preserve

fine details (chisel marks) but not have the dataset become too large to manage

for scanning large statues/structures [38].

(a) (b) (c)

Figure 2.29: (a) in-situ laser stripe scanning of David by Michelangelo, (b)
working volume of the sensor in use showing the capturing range and triangula-
tion, (c) render of the captured data [38]

Many variants of this technique exist generally all aiming to solve the corres-

pondence problem while increasing coverage and accuracy such as those shown in

Figure 2.30, the technique developed in [39], the example shown is a demonstra-

tion of their one-shot technique with multiple shots leading to higher resolution

reconstructions.
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(a) (b) (c) (d)

Figure 2.30: Images taken showing the tolerance to surface reflections: (a)
Photo of original porcelain cat model. (b) Stripe image used for one-shot recon-
struction. (c) Shaded rendering of the DP reconstruction, (d) stripes in schematic
view detailing foreground occlusion as part of the algorithm development, with fur-
ther information given in the source material: [39]

2.3.5.3 Time of Flight

Another method to generate depth images from a single viewpoint is to utilise

a time of flight measurement, the depth is taken from the time of a projected

light source to travel to the scene elements and back to the sensor. One of the

most prevalent implementations of this technology is the Kinect V2 [40] which

is capable of operating at 30 Hz with a depth image resolution of 512 × 214

pixels and an RGB image of 1920 × 1080 pixels. Being affordable and having a

well-established ecosystem and SDK led to prevalent use throughout the studies

in its accuracy and use for 3D reconstruction & robotics [41]–[49].

The specifics of the sensor, and many like it within the class are that; it consists

of an RGB camera to detect the visible spectrum and an IR camera to capture

the depth information by measuring the time of flight of an IR pattern projection

on the scene.
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A key advantage of this technique over the stereo methods including active stereo

and passive stereo is that there is no separation required between the emitter and

receiver i.e. a baseline and the robustness that comes with this [50].

2.3.5.4 Structure from Motion

Structure from Motion (SfM) is the most complex and unbound solution which

may utilise elements as the input data from the aforementioned methods to build

a reconstruction.

The outline of structure from motion is that from a set of unordered images the

camera positions and structure can be reconstructed.

This method was introduced to the literature as early as 1979 by S. Ullman in

‘The Interpretation of Structure from Motion’ [51].

A lot of work has since gone into developing the technique since that point in

time with breakthrough work such as the reconstruction of the Rome Coliseum &

other locations from 2097 tourist photographs introduced in [52]. The resulting

coloured point cloud and camera views are shown in Figure 2.31. This led to

future works such as ‘Reconstructing the World* in Six Days’ [53].

56



2. INSPECTION TO NDE & VISUAL INSPECTION

Figure 2.31: Point cloud of a reconstruction of Rome Coliseum generated from
tourist photographs [54]

The process of incremental SfM is illustrated in the following from the process in

use by [55]

Figure 2.32: Incremental Structure from Motion pipeline [55]

Each of these steps is key to the process and largely similar enough through each

SfM process to act as a standard.

Feature extraction involves identifies features within the image. These features

are then stored as a descriptor which can be used for Matching which is the next

step in the process, feature extraction & descriptors will be covered in more detail

in the following section.
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Geometric verification utilises epipolar geometry as covered in the previous sec-

tion to verify potential image pairs. If a transformation of the camera in rotation

and translation is found, which may map one set of image features onto the other

with a significant number of inliers, the image pair is verified as an overlapping

scene.

At this point in this particular process, the reconstruction phase begins with the

input of a scene graph (see [53], [56]–[58]) with verified image pairs (from the

geometric verification) as the edges and images as the nodes. The first step of

this process is the initialisation of the model. It is initialised from reconstruction

of a from an initial pair of images, i.e. a two-view reconstruction as covered in

Section 2.3.3. The choice of the image pair comes down to a choice between

computation time and robustness/accuracy [58]. An initial seed in a dense loca-

tion tends itself to the robust/accurate case whereas an initial image pair from

a sparse location in terms of image overlap will lead to a quicker reconstruction

due to the nature of bundle adjustment.

Following initialisation, new views are registered to the model through the pro-

cess of image registration. From a reconstruction the views are introduced by

utilising the Perspective N-Points (PnP) (as used in Chapter 4). This allows

for an estimation of the camera pose and intrinsic parameters (the amount of

information obtainable from the scene was detailed in Section 2.3.3 and further

details are given in the reference material on the subject [14]).
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The next step in the SfM process is to perform triangulation, the newly registered

image is in observation of existing points (a requirement of PnP). It may also

observe and introduce new scene points, with a minimum of two views of a point

in the scene, these new points may be triangulated as discussed prior. Through

this step more 2D to 3D correspondences are introduced into the model, allowing

for the possibility of an introduction of new image registrations in the consequent

loops as shown in Figure 2.32.

Bundle Adjustment [59] is then applied to the set, the name originates from

the bundles of light rays leaving each 3D feature and travelling to the camera

centres. These bundles are adjusted together, in one geometric parameter estima-

tion which is adjusting the: 3D feature coordinates, camera poses and calibrations

in one single problem Lastly, outliers are removed from the set.

This overview of SfM has focussed on the methodology given in [58] known as

COLMAP. Other prominent solutions include Bundler [60] (part of the Rome

in a Day project) and VisualSFM [61]–[63]. Following on from these academic

endeavours there has been a rise in commercial solutions offering a streamlined

solution for end users wanting to utilise photogrammetry (many new entries in

the market space focussing efforts the rise of UAV visual inspection enabling

reconstruction of large or remote sites [64]) such as Agisoft (generic) [35], Pix 4D

(aeirial) [65], ReCap Pro (generic) [66] & Reality Capture (generic) [67] among

many others offer turnkey solutions making photogrammetry more accessible than

ever.
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2.3.5.5 Visual Odometry

Visual odometry is a less general process compared to SfM, the goal of visual

odometry is to estimate the camera pose in 3D and not the structure or scene.

Images are captured in an ordered manner as oppose to the unordered examples

shown in the previous section. The pose is calculated from frame to frame by

matching features between the two frames and computing the transformation

which relates them in a similar manner to the image registration step described

in the SfM process. However, by operating between sequential frames, the error

between poses grows overs over time with the introduction of each frame causing

drift, the error can however be reduced by applying Bundle Adjustment to the

entire dataset, this is shown graphically in Figure 2.33. This is generally not the

case when performing real time localisation of the camera such as in the later

section of work presented.

+ + +

+ + +

BA

Figure 2.33: Example of Visual Odometry drift and compensation by Bundle
Adjustment
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2.3.6 Feature Extraction

Thus far in examples such as stereo vision and SfM, we have assumed correspond-

ences between points in an image to be known, this is largely not the case as the

relationship between corresponding points in a scene imaged from differing views

is unknown at the time of capture, they must be determined through a process.

This process, known as feature extraction and matching, enables an automated

method of correspondence matching between images.

For this reason, we will be focusing on what are known as low-level features, such

as edges, corners and patch-based detectors (SIFT etc.).

Within this subset of low-level feature detectors, we will briefly cover corner

detection (peaks of local curvature where curvature may be defined as the rate of

change in edge direction [68]) but the main focus will be the patch-based feature

detectors which are most commonly used within the realm of 3D-Reconstruction.

There are many methods for edge detection with one of the most popular methods

being [69] with an example usage shown in Figure 2.34b. Another method which

is utilised is the Laplacian of Gaussian i.e. a second derivative edge operator of

an image which has been smoothed by a gaussian to make it less susceptible to

noise in the image as used in [70].

As mentioned corner detection captures the rate of change in edge direction, an

example of this is shown in Figure 2.34.
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(a) (b)

(c)

Figure 2.34: Example of corner detection (a): input image, (b): result of Canny
Edge Detection & (c): 50 Strongest Corners from Harris Corner Detection

In the example shown in Figure 2.34b, the Canny Edge detection method [69] is

used to highlight the edges of the image and the Harris method [71] for corner

detection, with the 50 strongest corners shown. The corners are generally in the

locations as expected when considering changes of edge direction. This method

of corner detection is used for extracting targets in Chapter 4.

These early methods of feature extraction are not robust to changes in scale, that

is where the use of SIFT and its counterparts may provide a suitable method

which are generally robust to variations in scale, rotation & some illumination

changes.
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We will first consider and provide an in-depth description of the SIFT algorithm

for feature extraction and description as described by Lowe in [72], [73]. This is

undertaken as SIFT is generally used as a benchmark to compare other methods

to. Multiple scales within SIFT are achieved through successive gaussian blurring,

each scale is separated by a multiplicative factor k applied to a smoothing factor

σ. These scales are then subtracted from their neighbours to create a Difference

of Gaussian (DoG). The DoG is the first step in detecting the features and is

a computationally efficient method for approximating the Laplacian of Gaussian

[74] across the scale space the algebraic form in Equation (2.27) and pictorially

in Figure 2.35. Each set of scaled images is known as an octave, successive image

sets are scaled down by half to form consecutive octaves. The recommendation

is for the use of four octaves each containing five different scales with expanded

reasoning to follow.

L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (2.24)

G(x, y, σ) =
1

2πσ2
ε−(x2+y2)/2σ2

(2.25)

D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y) (2.26)

= L(x, y, kσ)− L(x, y, σ) (2.27)
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Figure 2.35: For each octave of scale space, the initial image is repeatedly
convolved with a Gaussian to produce the set of scale space images shown on the
left. Adjacent Gaussian images are subtracted to produce the DoG images on the
right. After each octave, the Gaussian image is down-sampled by a factor of 2,
and the process repeated. [72]

At this point there now exists a series of DoG images - an approximation of the

Laplacian of Gaussian which is robust to scale changes, providing corners and

edges within the image which will be used to create keypoints.

The next step of this process is to detect minima and maxima within the the

DoG images. The comparison to determine if a point in the image is a minima

or a maxima takes place in 3x3 grids for at three consecutive scale levels (thus

excluding the search based on the scales at the extrema of the octave as there is

only one neighbour to compare with) as shown in Figure 2.36.
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Figure 2.36: Maxima and minima of the difference-of-Gaussian images are
detected by comparing a pixel (marked with X) to its 26 neighbours in 3x3 regions
at the current and adjacent scales (marked with circles) [72]

The point is only taken if it is greater than all the neighbours or less than all the

neighbours. More information is given in the source material [72] on the impact of

the sampling frequency with respect to determining the scale & spatial sampling

frequency which locates the extrema in the most stable fashion. Following the

location of the maxima and minima within the pixel grid, the next step in Lowe’s

process, is to determine the sub-pixel peak obtained by fitting a 3D quadratic

function to the local sample points first presented in [75]. The method used

is that of a Taylor expansion on the scale-space function, D(x, y, σ) given in

Equation (2.27), where the function is shifted so the origin is at the point being

sampled. Resulting in:
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D(x) = D +
DT

X
(2.28)

A key outcome of understanding this process is that the value of |D(x̂)| is the

value used to define the contrast threshold to remove features with low contrast.

Furthermore, along with removing features with a low contrast is to remove edge

responses which are features which naturally result from the DoG’s strong re-

sponse along edges. To determine if it is a low-quality feature arising from this,

effect the authors investigate if it is a poorly defined peak within the DoG. This

can be determined by the fact, as stated by the authors, that it will have a large

principal curvature across the edge but a small one in the perpendicular direction.

This can be computed from a Hessian matrix H computed at the location and

scale of the keypoint.

H =

Dxx Dyy

Dxy Dyy

 (2.29)

The eigen values of H are proportional to the principal curvature of D. Lowe

utilises an approach from [71], to bypass having to compute the eigenvalues as

it is only the ratio which is of interest. If α is the eigenvalue with the largest

magnitude and β that with the smaller one then the sum of the eigenvalues from

the trace of H can be computed and their product from the determinant.
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Tr(H) = Dxx +Dyy = α + β (2.30)

Det(H)DxxDyy −D2
xy = αβ (2.31)

If Det(H) is negative the point is discarded. The following step is to calculate

the ratio r between the largest magnitude eigenvalue and the smaller one such

that α = rβ. It is this ratio which determines the edge threshold, the value

of (r + 1)2/r is a minimum when the eigen values are equal and increases as r

increases; thus, the value of r is given to set the threshold which relates to the

ratio of principal curvatures.

Tr(H)2

Det(H
=

(α + β)2

αβ
=

(rβ + β)2

rβ2
=

(r + 1)2

r
(2.32)

At this point a set of keypoints exists which have been calculated based on the

DoG from multiple scales of the image and have been filtered to remove weak

features on edges and those with a lack of contrast. The next step in the process

is to assign an orientation to the keypoint to add invariance to image rotation.
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To do this for each keypoint a local orientation is generated. To do this the Gaus-

sian smoothed image L is taken from the scale the keypoint’s maxima/minima

was extracted from. Within this image around the keypoint a gradient magnitude

m(x, y) is calculated:

m(x, y) =
√

(L(x+ 1, y))− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (2.33)

Also an orientation θ(x, y):

θ(x, y) = arctan
L(x, y + 1)− L(x, y − 1)

L(x+ 1, y)− L(x− 1, y)
(2.34)

From this information a histogram of orientations is formed in a region around

the keypoint, the orientation histogram has a total of 36 bins covering the 360

degrees of orientation possible. Each sample added to the histogram is weighted

by the gradient magnitude at that sample point as well as a Gaussian-weighted

circular window with σ value 1.5 times the scale of the keypoint. The peaks of

the histogram represent the dominant gradient directions of the local gradients

within the image. Those within 80 % of the maximum peak & the maximum

peak itself are taken as used to create keypoints. This results in keypoints at

the same location but with different orientations, Lowe states however that only

around 15 % of keypoints were found to result in multiple orientations in this way,

however, those that did contributed strongly to the stability of feature matching.
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A two-dimensional descriptor now needs to be created which describes the patch

of the image we wish to match robustly in a manner that remains as invariant

as possible to changes in the image. The descriptor consists of a 4x4 grid of

gradient orientations around they keypoint (aligned using the orientation previ-

ously calculated to add rotational invariance). A reduced for clarity 2x2 example

is shown as created and captioned by Lowe in Figure 2.37. To calculate these

gradient orientations each of the grids is divided into a sub grid of size 16x16, for

each of these a gradient is known (from the prior calculation from the orientation

assignment). These gradients are then weighted by a circular Gaussian window

again as illustrated in Figure 2.37. This will increase the weight of those closer

to the keypoint, alleviating large changes in the descriptor based in small move-

ments away from this centre point. The orientations are then binned into eight

bins, via the method of trilinear interpolation, again to make the descriptor more

robust to minor changes in the sampled orientation. This results in a 4x4 grid

each containing a histogram with 8 orientation bins, forming the 128-element

feature vector describing the keypoint. The final two steps provide robustness

to changes in illumination, the first of these is to normalise the vector, thus if

in an image brightness is increased uniformly, there will have no impact on the

descriptor. Secondly the influence of large gradient magnitudes is reduced by

setting a threshold for each unit vector of 0.2, and re normalising after this has

been applied. This is beneficial as the distribution of orientations is of greater

value than contribution from a large gradient. The authors provide reasoning for

their choice of this vector with respect to the number of orientations r and the

width of the array n leading the vector size rn2. The main outcome is a balance
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between uniqueness within a large database, and not becoming overly sensitive

to shape distortion and occlusion. A study of these parameters is given in [72]

with respect to sensitivity to viewpoint angle change.

Figure 2.37: A keypoint descriptor is created by first computing the gradient
magnitude and orientation at each image sample point in a region around the
keypoint location, as shown on the left. These are weighted by a Gaussian win-
dow, indicated by the overlaid circle. These samples are then accumulated into
orientation histograms summarizing the contents over 4× 4 subregions, as shown
on the right, with the length of each arrow corresponding to the sum of the gradi-
ent magnitudes near that direction within the region. This figure shows a 2 × 2
descriptor array computed from an 8× 8 set of samples, whereas the experiments
in this paper use 4× 4 descriptors computed from a 16x16 sample array. [72]

To match the features between images, Lowe states that the best candidate is

found by identifying its nearest neighbour within the database of features. This

is the feature with the minimum Euclidean distance between the 128 elements

of the description vector. An exhaustive search would find such a candidate,

but would be computationally expensive to implement therefore Lowe utilised an

approximate algorithm Best-Bin-First (BBF) [76]. In their tests on a database

of 100k keypoints, over the exhaustive search it performed 2 orders of magnitude

quicker with only a loss of 5 % in the number of correct matches.
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2.3.6.1 SIFT Alternatives

One area where many other keypoint detector and descriptors in the literature

aim to improve on SIFT is the time taken to create the descriptors, and to match

them. One such example is Speeded-Up Robust Features (SURF) [77], [78].

SURF achieves this in a number of ways. Firstly, the approach taken to create

the Gaussian blurred images where SIFT applies a Gaussian smoothing operator

(Equation (2.27)) and then resampling, SURF uses an approximation for the

Laplacian of Gaussian. The template of the operation for σ = 1.2 (the lowest

scale used) convolved with the image is shown in Figure 2.38. The approximation

is given in [77] as:

det(Happrox) = DxxDyy − (wDxy)
2 (2.35)

WhereH is the Hessian matrix w is the relative weight of the filter andDxx, Dyy, Dxy

are the box filters/templates as shown in Figure 2.38.

Figure 2.38: Left, vertical second order approximation. Right, diagonal second
order approximation [77]
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To compute different scales with this method, the template is scaled as shown

in Figure 2.39. The scale space remains divided into octaves where an octave

contains a scaling factor of two. The template widths for three octaves are shown

in Figure 2.40.

Figure 2.39: Templates for vertical and diagonal second order approximation
for two successive scales [77]

Figure 2.40: Graphical representation of the filter side lengths for three different
octaves. The logarithmic horizontal axis represents the scales. Note that the
octaves are overlapping in order to cover all possible scales seamlessly [77]
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To determine the keypoints within these images, a non-maximum suppression on

a 3 x 3 x3 neighbourhood is applied as given in [79]. To accurately locate maxima

from (Section 2.3.6.1) the authors use the same interpolation method as in SIFT.

Orientation of the keypoint is determined through the use of two Haar wavelet

responses which are binary wavelets, one is used in the x, direction, the other in

the y direction. Shown in Figure 2.41.

A circular region is established around the keypoint based with a radius six times

the scale size (s) with a sampling step also of s. The wavelet size is also set to

a length based on the scale (4s). A gaussian is applied centred at the keypoint

with a σ value of 2s. To determine the dominant direction, a sliding orientation

window of size π
3

is used to sum the horizontal and vertical responses. The longest

vector determines the orientation of the keypoint, the process is shown graphically

& as captioned by Bay in Figure 2.42.

Figure 2.41: Haar wavelet filters to compute the responses in x (left) and y
direction (right). The dark parts have the weight +1 and the light parts -1 [77]
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Figure 2.42: Orientation assignment: a sliding orientation window of size π
3

detects the dominant orientation of the Gaussian weighted Haar wavelet responses
at every sample point within a circular neighbourhood around the interest point
[77]

To create a descriptor, a rectangular grid is used to sample an area of 20s centred

on the keypoint with an orientation given by the keypoint orientation divided up

into a 4x4 sub grid. This is subdivided further and a horizontal (dx) and vertical

(dy) response to a Haar wavelet again with a gaussian weighting taken. The sum

of these are taken for each sub-grid grid and the absolute sum, resulting in a

4x4x4 descriptor which is transformed into a vector of length 64 and normalised.

This is again shown graphically by Bay in Figure 2.43.
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Figure 2.43: To build the descriptor, an oriented quadratic grid with 4×4 square
sub-regions is laid over the interest point (left). For each square, the wavelet
responses are computed from 5× samples (for illustrative purposes, we show only
2× 2 sub-divisions here). For each field, we collect the sums dx, |dx|; dy, and|dy|,
computed relatively to the orientation of the grid (right) [77]

Furthermore, to the approximations and template-based methods, SURF aims to

improve computation time within the matching phase of descriptors as well. This

is achieved through what the authors of SURF call fast indexing for matching,

during the computation of the keypoints the sign of the Laplacian (trace of the

Hessian matrix) is obtained. This defines if the feature is a bright blob on a dark

background or a dark blob on a bright background. Therefore, only keypoints

with the same signs are considered for matching speeding up the process. Through

these methods, the authors claim a five times improvement in computation time

over SIFT when the SIFT thresholding (contrast & edge) parameters set to result

in an equal number of keypoints detected by SURF.
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In some real-time applications which require even more efficient methods for

determining keypoints and matching them. These often fall under the category

of binary descriptors. One of the most prevalent of these is Oriented FAST

and Rotated BRIEF (ORB). As the name suggests it utilises and extends upon

Features from Accelerated Segment Test (FAST) [80] a keypoint detector and

Binary Robust Independent Elementary Features (BRIEF) [81] as a descriptor.

FAST determines a keypoint based on a method of taking a central pixel and

comparing it to its surrounding neighbours the authors of ORB utilise a radius

of 9 known as FAST-9. A graphical example of this comparison is given in

Figure 2.44.

Figure 2.44: Example central pixel threshold comparison [80]

The authors of ORB make two key improvements to improve the performance of

FAST, firstly they state that FAST is susceptible to large responses along edges.

To alleviate this, they utilise a Harris corner measure to rank the keypoints de-

tected, with a target of N keypoints the top keypoints as ranked by this measure

are selected. Secondly to provide FAST features at multiple scales, the process

is repeated in a scale pyramid of the image similar to that of SIFT. Finally, with
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reference to the FAST keypoint they implement an orientation using the intensity

centroid method given in [82]. As mentioned for the descriptor, a modified form

of BRIEF is used, BRIEF utilises binary strings to describe the features within an

image. This leads to both fast construction and matching performance. BRIEF

is built up by performing binary tests between pixels in smoothed image patches.

In its standard form it is not invariant to in-plane rotational changes. To add

invariance to the BRIEF descriptor Rublee et. al. implemented Steered BRIEF.

This is done through modifying the BRIEF operator with the orientation of the

keypoint detected previously (discretised into 12-degree increments). This how-

ever led to a reduction of variance which caused a reduction performance. This

was overcome in Rotation-Aware Binary Robust Independent Elementary Fea-

tures (rBRIEF) which was constructed by learning which features from a large

data set led to high variance with uncorrelated tests. The key outcome of [83]

is however the performance increase it offers on SIFT and SURF which it com-

pares itself to. To validate the matching performance, they performed a known

transformation to a test images and determined the number of matching inliers.

These images contained a similar number of keypoints, ORB was found to out-

perform SIFT and SURF by 10 %. The main point of this method however is the

performance and it was noted that the per frame time for detection was an order

of magnitude faster than SURF and for SIFT two orders of magnitude faster.

Although in the experience of the author of this thesis is that the computation

time for all methods has fallen drastically in the nine years since publication of

the paper.
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There are indeed many more methods available to detect keypoints, provide

descriptors and implement efficient matching regimes. These have been covered

in a number of reviews [84], [85]. [86] provides a recent review of matching using

local descriptors including recent trends such as deep descriptors and data-driven

descriptors.

Within this project a large number of methods were considered for feature match-

ing within pipes to enable SfM & Visual Odometry. These are summarised in the

following table.

SIFT was chosen for use throughout the wider project and was thoroughly in-

vestigated by the wider team with an overview of feature descriptors shown in

Table 2.2.
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Feature Extraction Algorithm Type Strength Weakness Applications Implementation Citations

SIFT Detector + Descriptor (Floating
Point)

Used in prior work at UoS/Used
pervasively in literature

Speed for realtime, although maybe
mitigated by SiftGPU

Broad spectrum of computer vision
systems

Matlab/C++ 31756

SURF Detector + Descriptor (Floating
Point)

Commonly used in the literature as
faster alternative to SIFT

Speed for realtime Visual SLAM/Odometry Matlab/C++ 6038

ORB Detector + Descriptor (Binary) Small descriptor/Speed Reliability and robustness when the
image undergoes in plane rotations

Visual SLAM OpenCV 1261

BRISK Detector + Descriptor (Binary) Small descriptor/Speed Reported to be less accurate than
SIFT in [1]

Visual SLAM /Relevant industrial
inspection “A UAV System for
Inspection of Industrial Facilities”

Matlab 819

FREAK Descriptor (Binary) Small descriptor/Speed Not clear from literature Visual SLAM OpenCV 561
CENSURE Detector Accuracy Not widely used/Slow Visual SLAM OpenCV 357
KAZE Detector + Descriptor (Floating

Point)
Good results on lower texture surfaces
in (on medical example)

Speed comparable to SIFT Medical Examinations C++ 61

MSER Detector Speed, detects homogeneous regions
unlike other algorithms. Very good for
wide baseline matching

Not used too much in literature in
tracking

Matlab 3112

SMD Descriptor(floating point) Outperforms(marginal) SIFT on a
standard comp vision datasets

Not widely used N/A (Tested on Mikolajczyk dataset) N/A 25

CS-LBP Descriptor (binary) Small descriptor/Speed, on a subset of
cases outperforms (significant) SIFT

Not widely used Several references to face recognition Matlab 635

OSID Descriptor(floating point) Outperfoms (significant) SIFT for
case of illumination changes

Not widely used References relate to the development
of other descriptors

N/A 72

BiCE Descriptor (binary) Outperforms(marginal) SIFT on a
standard comp vision datasets

Not widely used References relate to the development
of other descriptors

EXE available 44

HRI-CSLTP Descriptor(floating point) Outperforms (marginal) SIFT on a
standard comp vision datasets

Not widely used References relate to the development
of other descriptors

N/A 57

MROGH Descriptor(floating point) Outperfoms (significant) SIFT for
some cases

Not widely used References relate to the development
of other descriptors

C++ 55

LIOP Descriptor (floating point) Outperforms SIFT on a standard
comp vision dataset

Not widely used Standard comp vision dataset Matlab 104

SYM Detector + Descriptor (Floating
Point)

Urban images containing symmetry Symmetry requirement may not be
valid in our application

Architectural Matlab 48

Line Context Detector + Descriptor (Floating
Point)

In some cases it outperfoms SIFT Not widely used Architectural N/A 1

PCA-SIFT Detector + Descriptor (Floating
Point)

Shown to be more discrimintative
than standard SIFT

Not as widely used as standard
SIFT/doesn’t work on colour images

Broad spectrum of computer vision
systems

Matlab 2769

LDE Descriptor (floating point) Small descriptor/ Speed Not widely used/ Training may not be
relevant to pipe imagery

Various computer vision systems N/A 127

Best DAISY Descriptor (binary) Small descriptor/ Speed Training may not be relevant to pipe
imagery

References relate to the development
of other descriptors

C++ 204

LDAHash Descriptor (binary) Small descriptor/ Speed Training may not be relevant to pipe
imagery

SFM N/A 225

BGM/LBGM Descriptor (floating point) Outperforms (marginal) SIFT on a
standard comp vision datasets

Training may not be relevant to pipe
imagery/Not widely used

References relate to the development
of other descriptors

N/A 26

D-BRIEF Descriptor (binary) Outperforms (marginal) SIFT on a
standard comp vision datasets in some
cases

Training may not be relevant to pipe
imagery

VIsual SLAM/Odometry C++ 236

SQ-SIFT Descriptor (binary) Outperforms (marginal) SIFT on a
standard comp vision datasets in some
cases

Training may not be relevant to pipe
imagery/Not widely used

References relate to the development
of other descriptors

N/A 9

BinBoost Descriptor (binary) Outperforms (marginal) SIFT on a
standard comp vision datasets

Training may not be relevant to pipe
imagery/Not widely used

References relate to the development
of other descriptors

C++ 6

Table 2.2: Feature Descriptor Comparison
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SIFT was ultimately chosen to be used throughout and a study of its performance

and an optimisation of the parameters can be found in Chapter 3.

2.4 Review of Advanced Visual Inspection

In Section 2.2, an overview of visual inspection was given with respect to standard

industrial systems collecting mainly just video footage. In this section we will

review industrial solutions for 3D mapping and panoramas of pipework as well

as those developed within academia.

2.4.1 Commercial Inspection Systems

Systems for pipe inspection and sizing are well established in industrial deploy-

ment for a variety of pipe inspection scenarios, this section will highlight some

example typical systems.

2.4.1.1 RedZone Snap-On

RedZone Robotics [87] provide pipe inspection systems, mainly designed for in-

spection of sewer systems/large bore pipes. The system produced by RedZone

which will be focused on is the Snap-On Laser system as shown in operation in

Figure 2.45.
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Figure 2.45: RedZone Snap-On System mounted on a crawler prepared to inspect
a 300 mm diameter pipe section

The system provides ovality measurements of pipes by projecting a laser ring

from the attachment. This projection is recorded by the standard CCTV system

on the crawler it is being deployed from. The calibration method which provides

scale from the extracted pixel values involves attaching a chequerboard ruler

to the device, following this the user then manually selects a corner point and

enters the corresponding length. The footage is then processed offline producing

many metrics about the pipe which has been scanned. An example of the ovality

measurement output is shown in Figure 2.46.
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Figure 2.46: RedZone ovality output, screenshot detailing the measured profile
of the pipe and the deviation from a fitted circle

The work behind the product appears to have arisen from research carried out in

[88]. The paper involves imaging of a laser projected in a circle round the interior

of a pipe and then constructing this into a 3D model in OpenGL.

The hardware used is a standard robotic crawler with a clip-on carbon fibre

laser projector. A video frame captured by the early development is shown in

Figure 2.47.

Figure 2.47: Robotic pipe profiler frame [88]
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The authors utilise the width of the laser beam as the main method of feature

extraction, as the intensity peaks in the image caused by the laser are unlikely

to have same width as those caused by pipe joins and reflections. An example

output is shown in Figure 2.48.

(a)

(b)

Figure 2.48: 3D Models of pipe section, (a) shows the model in original geo-
metric form (b) shown the pipe unwrapped [88]
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2.4.1.2 Pure Robotics

Pure robotics [89] are a commercial manufacturer and inspector of large bore pipes

and sewer systems (pipes greater than 600 mm in diameter). They have developed

a multi-modal modular deployment system which can perform scanning by Light

Detection and Ranging (LIDAR), Sound Navigation and Ranging (SONAR) and

a laser profiler attachment similar in operation to that shown in Figure 2.45.

Renders of the different modular configurations are shown in Figure 2.49.

(a)

(b)

Figure 2.49: Pure robotics pipe profiler, (a) configuration for 2D laser profiling
with a towed sled attached with a 360° laser projector attached (b) configuration
for LIDAR [89]
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2.4.1.3 Inspector Systems

Inspector Systems provide a platform capable of providing laser profiling at a

smaller diameter than the previous two systems shown with their robotic platform

shown in Figure 2.50 and its variants capable of inspecting pipes from 130 mm in

internal diameter up to 1200 mm with bends up to 1.5 D. It is stated to have an

accuracy of 0.1 mm and capable of sizing defects greater than 2 mm [90].

Figure 2.50: Inspector Systems robot with laser profiler [90]

2.4.2 Academic Inspection Systems

Projects exist in the academic realm to inspect the interior geometry of pipework

at a much smaller diameter than that of products which have made their way

into industrial use. The inspection solutions in this category can be split into a

number of categories:

� Systems which create high-resolution panoramas to display the internal

condition in two dimensions.
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� Use of SfM alone to determine the pipe geometry.

� Use of a laser profiler to provide pipe geometry.

2.4.2.1 Panoramic Inspection

By confining a reconstruction to a 2D plane of the inspection surface very high-

resolution images can be obtained. These are intuitive to interpret and act as a

very effective screening method for surface breaking defects.

In [91] a method for automatically creating 360° panoramic images from RVI foot-

age of gas cooled reactor fuel channels is presented. The inspection is performed

by six cameras moving through the channel. These six video feeds are stitched

together to form the entire image for the channel. The camera moves at a con-

stant speed enabling a fixed window to be taken from each frame and stitched

sequentially. A benefit of this is that it does not require the images to have re-

liable features which are often in-common within the channels being inspected.

Furthermore, the authors leverage the benefits of having multiple cameras view-

ing the same region of the channels and are able to create stereoscopic images

enabling the inspectors to view cracks and features in three dimensions. They

are also able to create panoramic images from varying viewpoints which enable

the operator to pivot around a point of interest particularity useful to investigate

cracks. An example image from their works is shown in Figure 2.51.
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Figure 2.51: Example panoramic image of a fuel channel [91]

In a similar methodology the authors of [92] use eight cameras to create what

they refer to as “hyper resolution image mosaics” of mine shafts. The authors

projected the images taken from each camera onto a cylinder enabling the stitch-

ing process, aided by the use of an Inertial Measurement Unit (IMU) to provide

a transformation between the local and world coordinates for the camera system.

The output provided was again a 360° image of the mine shaft as well as a range

image providing depth information. Additionally, the authors provide a review

of creating panoramas within the field of mine shaft inspection which appears to

be more prevalent to that of pipe inspection.
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2.4.2.2 SFM Systems

In a step up of complexity, these systems all use SfM to recreate the geometry

of the interior pipe surface to identify defects and localise results from other

scanning modalities.

Researchers from the University of Technology, Sydney present a body of work

for pipe inspection under a project known as Advanced Condition Assessment

and Failure Prediction Technologies for Optimal Management of Critical Pipes

with a body of material published covering various modalities of NDE techniques

for pipe inspection [93]–[96].

The main research output of interest from the group is [97]. In this work the

authors utilise visual odometry which is a method of tracking the position of the

crawler through visual markers within the pipework and visual imagery captured

by a standard robotic CCTV system (shown in Figure 2.52) to combined with

eddy current techniques to provide an in-depth report of a pipes health.

Figure 2.52: CCTV tool used by Centre of Autonomous Systems [97]
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Extensive work on the topic of SfM was completed by Hansen et al. in ‘Visual

Mapping for Natural Gas Pipe Inspection’[98]. Their custom platform is shown

in Figure 2.53. As shown it consists of a camera with a fish eye lens, computer,

LED lighting and motor units for propulsion. Structured lighting was also added

to the system in the form of two laser spot projectors to aid in the image re-

projection process. The system was trialled on a 400 mm diameter pipe network

consisting of straight sections, T-junctions and 90° bends. The authors use a

technique known as Sparse Bundle Adjustment (SBA) in combination with priori

knowledge of the geometries they expect to locate to generate dense 3D point

clouds of the pipe network. The models were all measured to within 1 % of the

laser distance estimates.

Figure 2.53: Prototype pipe inspection robot used by Hansen et al. [98]

It is worth noting that Hansen et al. also experimented with different camera ar-

rangements. The author of this thesis also explores this topic in Section 3.2. The

first of their two experimental designs implemented a traditional stereo camera

set up shown in Figure 2.54. This gives the authors note that significant periodic
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offline calibration would be required to maintain the accuracy of the system and

that it would not be suitable with changing inner diameter of the pipes as the

field of view would be adjusted. These negatives outweigh the benefits of a fixed

image correspondence that the system would bring.

Figure 2.54: Stereo perspective system designed by Hansen et al. [98]

The second camera arrangement that was introduced by Hansen et al. was that of

a multi camera array with the cameras facing outwards to the pipe wall referred

to as a multi stereo capture system. A diagram of this is shown in Figure 2.55,

with the benefit of this being that it would be able to image the entirety of the

pipe as well as providing fixed stereo correspondence. However, this increases the

cost and size of the system greatly. It also increases the challenges of calibration

with multiple opportunities for error in each of the intrinsic and extrinsic calib-

rations. Hansen concludes by noting that the single wide-angle fish eye camera

provides the ability to provide full pipe coverage while remaining compact and

not requiring relative extrinsic camera calibrations.
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Figure 2.55: Multi camera stereo perspective system designed by Hansen et al.
[98]

Acosta et al. present a work on 3D pipe inspection designed for sewer pipes

between 8 and 32” ‘3D Pipe Reconstruction Employing Video Information from

Mobile Robots’ [99]. Their work focuses on two main areas a new motion control-

ler for image capture which was designed to keep the robot travelling in a straight

line when encountering sludge and other obstacles. This was achieved with the

use of an IMU. For the 3D reconstruction of the pipeline the authors used a SIFT

descriptor. The authors performed a study of various different feature detectors

and chose to use a combination of Difference of Gaussian and Harris Laplace as

it gave the best combination of performance (computation time) and number of

matches between images. a sample reconstruction of pipe shows the effectiveness

of combining these two detectors in Figure 2.56. Furthermore, pre-processing of

the image was undertaken as it was divided into circular regions for sub analysis,

each region must contain more than three corresponding points and outliers were

eliminated, allowing the authors to overcome poor lighting conditions and feature

sparse areas.
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Figure 2.56: Feature detection impact on reconstruction by Acosta et al [99]

The authors conclude by comparing their work to available 3D reconstruction

software. It is notable that Agisoft 6 has not been included, Agisoft has been

shown to be highly effective at reconstructing industrial assets with limited refer-

ence points previously [64]. The authors have also often not given a comparable

pose of the reconstructed object. Their comparison is shown in Figure 2.57, it is

observed that their method significantly outperforms those it was compared to.

All of the tools were able to provide a partial reconstruction of the first sample,

with Autodesk ReMake and the authors proposed method performing similarly.

A similar observation is drawn for the chequerboard sample, although this time

the authors method appears to show a more complete reconstruction although the

perspective shown differs. The final sample which seems to be sparse in features

is shown to have been reconstructed in a much more complete manner than the

nearest competing software which was again Autodesk ReMake.

6Agistoft https://www.agisoft.com/
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Figure 2.57: Commercial reconstruction comparison by Acosta et al. [99]

2.4.2.3 Laser Based Systems

In addition to systems using SfM to determine pipe geometry, there also exists a

field of research where a laser profiler is combined to provide accurate measure-

ments of the circumference of the pipe. This is the type of system used by the

author so it is useful to understand the differences. It is noted that the calibration

of each of these systems covered here will be detailed in Chapter 4.

In 2010 Matsui et al. published ‘3-D Shape Measurement of Pipe by Range Finder

Constructed with Omni-Directional Laser and Omni-Directional Camera’[100].

This was a full 3D measurement system combining aspects detailed in the previous

section with a laser profiler. They utilised a traditional camera with a parabolic

mirror to capture the full 360° of the pipe under inspection in combination with
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an omni directional laser module. The authors used a plane intersection approach

to determine the 3D geometry and achieved tolerances of around 3 mm on 285 mm

square samples with a standard deviation of around 1 mm. Matsui et al. also

utilise SfM to be able to position the laser rings in space thus combining the

scale and accuracy that laser profiling provides with the ability to provide 3D

measurements of large sections of pipe.

Another use for a laser profiling system was introduced by Tazerjani et al. in

2015, they used a fish eye camera and omni directional laser to determine the

pose of a pipe crawling robot in [101]. They were able to determine the pose

of the robot in four degrees of freedom. Thus, allowing the authors to provide

precise measurement of the defects under inspection as they would be able to use

the pose to undistort the 2D fish eye images correctly for. However, the solution

requires an initial guess which impacts the accuracy throughout although this

may not be a challenge if you have access to the probe at the deployment stage.

In the same year Buschinelli et al. published ‘Laser Triangulation Profilometer

for Inner Surface Inspection of 100 Millimeters (4”) Nominal Diameter’. It uses

the same hardware configuration as that which will be presented by the author

of this thesis. This configuration consists of a fish eye camera, laser module and

conical mirror projecting the laser line onto a pipe surface which it is facing. A

considerable advantage of the system presented by Buschinelli et al. is that they

utilise a clear joint between the camera and laser module as well as wire with a

diameter of 0.08 mm meaning that the image has very little area obscured. This

is shown in Figure 2.58, the resulting images which are captured by the system

are shown in Figure 2.59.
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Figure 2.58: Wiring (0.08 mm diameter) and casing utilised by Buschinelli et
al. [102]

Figure 2.59: Images captured by laser profiler created by Buschinelli at al [102]

Work on sewer pipe inspection is introduced by Stanic et al. in [103], [104]. The

system was tested on oblong pipes with the large dimension being 600 mm in

diameter. The maximum error they noted for these measurements was 7 mm.

Their system is rather unique in design in that it consists of the standard camera

and laser profiler combination but on the back of the unit exists another camera

and board used in conjunction with a static laser unit to determine the position

of the system within the sewer, this is shown in Figure 2.60.
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Figure 2.60: Schematics of the system used by Stanic et al. [104]

Jin et al. [105] developed a system for measuring the diameter of pipes as a

non-contact metrology method, it used the standard camera, laser and mirror

combination. They detailed methods for finding the intersection of the laser plane

and object under inspection which if not in line with the probe would result in

an ellipse. The method would then calculate the semi major and minor axis of

the ellipse and resolve the equivalent circle as the system was designed to work

on perfect cylinders. They conducted tests on two pipe samples with diameters

of 44.07 and 50.07 mm. Their system was able to measure these as 44.06 and

50.90 mm respectively.
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Many of these systems include a glass or plastic tube linking the camera module

to laser projector. He et al. introduces a method for calibrating the system to

take account of the refraction that will occur to improve the accuracy of the

system in ‘Measurement Model of the Omnidirectional Structured-Light Vision

and Its Calibration Method’ [106]. They provide a diagram of this refraction,

shown in Figure 2.61. The correction they applied was able to reduce the Root

Mean Square (RMS) errors on a 286 mm diameter pipe from 2.04 mm to 0.23 mm.

Figure 2.61: Model of laser profiler detailing refraction by He et al. [106]

2.4.3 Summary of Advanced Visual Inspection

In this section we reviewed various methods for providing additional information

from inspections carried out by RVI.

These were divided into three categories, stitched image panoramas, SfM based

reconstructions and laser-based reconstructions. These each comes with their

advantages and disadvantages, greatly determined by the level the problem is

constrained to. This varies greatly across these three methods which impacts their
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ability to be applied in varying conditions. For instance, the panoramic image

stitching solutions presented provide arguably the highest resolution images for

visual inspection as well as offering three-dimensional information, in the cases

where they have utilised multiple cameras as in [91], [92]. They were however

bound to straight cylindrical inspections. This in the case of [91] allowed for the

inspection to carry out accurate stitching of the images in the absence of feature

rich environment. For the use of SfM for pipe work inspection [98] provides

extensive information, they however introduced the constraint of a cylinder to

refine their results. [99] highlights the difficulties of unconstrained SfM for internal

pipework inspection using commercial software in Figure 2.57. This may be

down to a large number of factors encountered such as the views being largely

parallel to each other along the axis of the pipe leading to poor reconstruction

as illustrated in Figure 2.28. As well as the previously mentioned issue of feature

sparse environments. To allow for accurate 3D reconstruction which are generally

agnostic to the challenges of varying environmental conditions (lighting, surface

finish etc.), laser-based systems may be utilised. These systems were shown to

be available within industry with a preference for larger diameter pipe as well as

a range of solutions presented within in academia. Most of the challenge moves

from the environment to the calibration and design of the laser system which

presents one of the greatest factors in the determination of the accuracy from the

laser reconstruction.

For these reasons the wider project utilising the probe used throughout this thesis

uses a combination of sensor modalities to constrain the problem and provide an

optimum result in a compact form factor. With the use of a laser profiler 3-
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Dimensional information is able to be captured accurately in varying conditions

with a proven calibration technique detailed in Chapter 4 and a constrained

panoramic image stitching method optimised in Chapter 3 and presented as a

fully developed industrial demonstrator in Chapter 5.
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Chapter 3

Hardware and Inspection Parameter

Development

3.1 Introduction

A number of systems to inspect pipework have been presented in in Chapter 2.

This chapter will focus on defining the system used by the author for their re-

search and the benefits it provides when compared to traditional Remote Visual

Inspection (RVI). Following on from the overview of the probe, a section is presen-

ted on the optimisation of the camera lens and the camera laser geometry within

a simulation framework. The accuracy of the system over a wider range of pipe

sizes was observed to increase as the baseline increased, and the accuracy also

improved with a theoretical arrangement of multiple pinhole cameras. The ad-

vantages and disadvantages these changes would bring to the system are discussed

in detail such as the reduced bend radius the probe could navigate with a larger

baseline distance. Concluding the chapter prior to the summary is a practical
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study of the camera parameters and Scale-Invariant Feature Transform (SIFT)

parameters. Each of the parameters is studied and optimised to provide the ideal

settings for inspections.

3.1.0.1 Laser Profiling

To obtain a dimension for the pipe wall, a laser profiler is used which consists

of the fisheye camera, and a laser ring created by projecting a laser diode onto

a conical mirror, originating from a fixed distance away for the camera centre.

Triangulation is then used to calculate the position of the observed laser ring in

three-dimensional space.

The geometry of laser projector and camera is shown in Figure 3.1. Where, r is

the pipe radius, θ describes the angle between the central axis and the imaged

ray, Pw is the point in space where the laser intersects the pipe wall, Pm is the

point on the unit sphere (a representation of vectors entering the camera centre

at one unit distance) where this point is imaged and α which is the opening angle

of the laser reflected by the conical mirror. The baseline is the distance between

the origin O and the point of reflection. It can be observed from the model that

once the values of the baseline and opening angle (α) are known for a given point

on the unit sphere (Pm), the corresponding point Pw can be calculated through

triangulation. This is in more detail in Chapter 4 Section 4.7. Furthermore, in

Chapter 4 Section 4.3 alignment error of the conical mirror will be discussed - i.e.

101



3. HARDWARE AND INSPECTION PARAMETER
DEVELOPMENT

for the case where the opening angle α 6= 90°. To calculate Pm from a given pixel

on the image the camera model which is described in Chapter 2 Section 2.3.1.2

is used.

α

Laser Ray

Laser Projector

Unit Sphere

Conical

Baseline

Pipe Wall

O

Pw

Pm

r

θ

Im
ag

ed
la

se
r
ra

y

Fisheye Camera

Mirror

Figure 3.1: Camera and laser profiler geometry
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3.1.1 Image Stitching & Pipe Profiling Tool

The RVI system consists of a laser profiler and omni-directional camera unit

arranged as the schematic shows in Figure 3.1. A photo of the probe and semi

rigid deployment reel and flexible deployment cable are shown in Figure 3.2.

Figure 3.2: Image stitching & pipe profiling tool for pipe inspection alongside
deployment reel and flexible cable

A labelled image of the probe and schematic are shown in Figure 3.3 and Fig-

ure 3.4 respectively.
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Figure 3.3: Camera and laser profiler with subsystems highlighted
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Figure 3.4: Technical drawing of the camera and laser profiler

It combines laser profiling with visual reconstruction, using Visual Odometry (a

method for obtaining relative pose from a series of images) for probe localisation

and the captured images to provide high resolution stitched images of the interior.

The laser profiler is utilised for accurate geometric reconstruction in challenging

conditions. The combination of these two elements provide great insight into the

asset under inspection.
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The probe was initially designed to meet the IP67 [107] rating, this rating en-

sures the system is protected against dust ingress and the effects of temporary

immersion between 150 mm and 1000 mm for a minimum duration of 30 minutes.

As part of meeting this requirement the probe had a sapphire window enclosing

between the nose cone and body shown in Figure 3.3 and Figure 3.4. However,

this window reduced the quality of the images due to multiple factors such as

reflections from the LED Array onto the window. Therefore, for the majority of

this work the probe was used without this sapphire window, in its place was an

aluminium linkage to attach the nose cone to the probe body. A section covering

the results obtained with the sapphire window is shown in Section 5.2.

This system was developed during a collaborative Innovate UK project [108].

During this project there was a focus on a Structure from Motion (SfM) (which

can infer both the camera pose and structure from the images) based approach

for reconstruction which whereas the work presented by the author simplifies this

down to Visual Odometry for speed and robustness in feature sparse inspection

environments. The topics of SfM & Visual Odometry are covered in more detail

in Chapter 2. Previous published work under the project which may be of interest

to the reader includes: ‘The Influence of the Spatial Distribution of 2-D Features

on Pose Estimation for a Visual Pipe Mapping Sensor’[109], which as the title

suggest studies the influence of the distribution of features within the pipework

under inspection and the impact this plays on pose estimation and therefore, re-

construction accuracy. Furthermore, a series of conference papers were presented

[110]–[112] which provide an overview of the system, its role, functionality and

an error model which is expanded in Chapter 4.
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The work presented in the following sections of the thesis (beginning with the

simulation environment) were led by the author but wouldn’t have been possible

without the collaboration of partners within the Innovate UK project, areas of

work where significant collaboration took place are made clear in the text.

3.1.1.1 Overview of Operation and Benefits

During inspection of internal pipework, the probe alternates between an LED

image and a laser image. The illuminated LED image captures the texture and

features, which are used for tracking the position of the probe within the pipe-

work. The laser images provide direct geometric information, example images

captured by the probe are shown in Figure 3.5.

(a) (b)

Figure 3.5: Example images taken with the probe in a split pipe sample with a
flat bottom hole: (a) shows the images under LED illumination and (b) shows the
projected laser line
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The laser image is used to profile the interior of the pipe under inspection, while

the probe projects a laser line onto the circumference of the inner pipe wall and

images this while being driven through the pipe. These images are then used

to determine the geometry of the pipe and thus detect surface defects such as

surface breaking cracks and pitting as well as providing information on geometric

defects such as large areas of corrosion. In a single image 360° of the pipework

is imaged, for 75 mm radius pipe around 100 mm along the axis of the pipe is

visible. This leads to quicker inspections, as traditional video probe footage may

need to be repeated with the probe at multiple orientations within the pipe to

ensure full coverage.

3.1.1.2 Hardware Overview

The hardware was developed during the Innovate UK project by Wideblue Ltd.

The final prototype is shown in Figure 3.3. It consists of three main components:

1. Gigabit Ethernet (GigE) camera unit manufactured by Flir with the fol-

lowing specifications:

Camera Model Number: BFLY-PGE-50A2C [113]

Resolution: 1700 x 1700 pixels (cropped from usable resolution with lens

used)

Frames per Second (FPS): 13

Shutter: Global

Lens: Sunex DSL216 Fisheye 187° Field of View (FOV) [114]
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2. A microcontroller (MSP430G2553 [115]) is used to control the operation of

the camera modes and provide synchronicity between the image capture and

the LEDs & laser line projector. Allowing for three modes of data capture:

LED illuminated, laser line or alternating LED & laser line illumination.

On-board Inertial Measurement Unit (IMU) data is also streamed from the

microcontroller providing orientation information.

3. The laser module and conical mirror which projects the laser line onto the

object under inspection. The conical mirror is machined precisely to project

the laser at 90° which when illuminated by the laser module projects the

laser into a plane thus when inside a pipe creates a 360° ring.

3.2 Simulation Environment

To analyse the probe in a simulated environment, a MATLAB interface was

created, to allow various parameters of the camera and laser profiler configuration

to be studied precisely and in complete isolation. Thus, insight will be gained on

the impact of various design parameters on the laser line re-projection accuracy

of the system. The initial framework of this providing a camera, cylinder and

laser projector were previously developed and built upon extensively to enable

the work presented in this section. This is used to examine three main design

parameters of a laser profiling system:

1. The length of the baseline i.e. the separation from the camera centre to the

laser projector.
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2. The lens used to image the ring for example, fisheye vs wide angle lenses

with varying focal length.

3. The use of multiple cameras to image the laser ring.

Camera
Laser

Figure 3.6: MATLAB based camera and laser profiler simulation environment

The simulation allows the user to move the camera & laser module within 3D

space relative to points of interest, in the case shown a pipe with a radius of

100 mm. The intersection of the projected laser ring and pipe can be calculated

and imaged with a known camera model. Currently the simulation allows for the

use of fisheye models utilising the Scaramuzza tool box [17] and the standard pin

hole model with the use of the MATLAB computer vision tool box [116].

There are differences in the pin hole model and fisheye model that have a simple

solution but these differences should be clarified. The description of these are

aided by the model given by Scaramuzza in Figure 3.7.
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Figure 3.7: Ocam camera model schematic [17]

From this it is clear that although the camera is looking forwards in the Z axis

it images a mirror thus it is in fact looking behind it. For this reason, the laser

ring is positioned below the camera. This solution was found to work well for

the Ocam fisheye model [18]. When using the MATLAB pinhole model however,

the camera is not imaging a mirror so it is not able to image laser ring. To

compensate for this a transformation is applied to the MATLAB camera position

such that it is imaging the scene the same way as the OCam fisheye camera.

It is noted that the Y-Axis of the camera will now be reversed (this is stated in

[17] when using a fisheye camera) but all changes to the system are only applied

to the Z & X-Axis so this will have no impact on the results.

The process for simulating the laser profiling is described in the following steps:
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1. Create a transformation matrix representing the camera in space:

[RCam|tCam] =


r1,1 r1,2 r1,3 t1

r2,1 r2,2 r1,3 t2

r3,1 r3,2 r3,3 t3


2. Create a transformation matrix representing the laser module in space:

RLaser = diag (1, 1, 1)

tLaser = tCam − [0, 0,Baseline]T

3. Create a cylinder aligned with the Z axis of the world coordinate frame

within this space, defined by two R3x1 vectors representing the cylinder

start and end as well as the radius r.

4. Project a number of lines at 90° from the laser module (i.e. along the

x − y plane), calculate the intersection points between these lines and the

cylinder).

5. Multiply these extracted points by the inverse of the camera translation

matrix (

 R t

0 1


−1

) to move them into the cameras reference frame.

6. Use the appropriate camera model to project the 3D coordinates onto an

image as overviewed in Section 3.1.0.1 and detailed in Chapter 4.
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There are many advantages of being able to simulate the camera, laser and envir-

onment, for instance the prototyping of the method used to determine the precise

camera pose shown in Chapter 4 and the ability to determine the accuracy of a

system.

Throughout the study, a measurement error of two pixels was used as a reference

value. This value was calculated as double the median error (for errors rounded

up to the nearest integer value) between the pixel distances of a fitted circle on a

calibration image from Chapter 4. This image was known to be a perfect circle.

The method to determine the laser pixel to extract and point on the fitted circle

is shown graphically in Figure 3.8. It is noted that the error is likely to vary

with changes in camera resolution and also be impacted by radii much larger or

smaller than the 30 mm radii it was derived from, however for the purposes of

this study it is fixed to allow direct comparison of changes in other aspects of the

system, mainly the baseline and lens/lenses used in the system.
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Figure 3.8: Measurement of pixel extraction error

3.2.1 Baseline Length Study

A study of the baseline was undertaken to determine the impact which it has

on the accuracy of the system with a known error in the reading of the location

detected laser point on the image plane. I.e. perror = px + ex where the px is

the exact 2D coordinate of the pixel imaging the reflected laser and ex is the

desired amount of mis-measurement to add to the system. The investigation of
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the system shown in Figure 3.3 is carried out with an error in reading of 2 pixels.

The error is shown for a single point on the laser, and the simulation was carried

out on a range of the pipe radii from 10 - 150 mm.
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It is observed that the probe meets the criteria of achieving 0.5 mm accuracy for

its designed pipe radius of around 45 mm. However, past this point the error

increases exponentially. To use the system on larger radii pipe and maintain the

accuracy within an acceptable range, future changes must be considered.

Increasing the distance between the laser module and the camera (baseline) can

reduce this error as with a larger baseline the pixel related to the imaged laser

ring is moved towards the camera centre. Towards the centre of the camera the

relationship between the distance in pixels from the camera centre and bearing

angle is more linear leading to error in this region having less impact on the

result. The figure below is shown with a varying baseline of 18, 59 and 100 mm.

At 100 mm the 0.5 mm error point has increased to a diameter of 4.3 inches
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(110 mm). This is not without its own costs as the bend radius the probe would

be able to manoeuvre would be significantly reduced as the probe length would

increase by approximately two-thirds.
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Figure 3.9: Measured error due to a pixel extraction error of two pixels for radii
of 10 - 150 mm with baseline values of 18, 59 and 100 mm with fisheye lens

3.2.2 Introducing Variation of the Camera Model

In this section, the use of lenses with a field of view much less than that of

the fisheye lens used thus far will be investigated. In this first case a 3.5 mm

focal length lens which when paired with the 8.8 mm x 6.6 mm sensor results in a

horizontal field of view of 98° and a vertical field of view of 88°. These values are

calculated from the intrinsic values given by the MATLAB camera calibration

[116] and the camera sensor specifications detailed previously (Item 1). The

viewing angle is drawn for the system inside a 20 mm radius pipe in Figure 3.10a.
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The accompanying 2D projection onto the image is shown in Figure 3.10a. It is

clear from these images however, that even at this relatively small pipe radius

with a baseline of 18 mm the system cannot image the full laser ring.

(a)
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Figure 3.10: 3D (a) and 2D image (b) of the system within a 20 mm radius pipe
with a baseline of 18 mm and a 3.5 mm focal length

For the same ranges of baseline and radii as shown previously (18 - 100 mm & 20 -

150 mm respectively) the two-pixel error when using the 3.5 mm focal length lens

is shown in Figure 3.11. Due to the linear nature of the camera model, a flat error

is given throughout. However, this is not without its own downsides as the laser

ring is not visible to the camera through much of the desired measurement range

without increasing the baseline significantly. Similar systems such as the [87] for

this reason have large baselines and extensions available for larger diameter pipes.

Another downside to this is that the system, when designed with the fisheye lens
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was able to provide a 360° image of the pipe wall which is essential for the image

stitching and visual odometry which can be thought of as the other half of the

system.
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Figure 3.11: Measured error due to a pixel extraction error of two pixels for
radii of 10 - 150 mm with baseline values of 18, 59 and 100 mm using a 3.5 mm
lens

For these reasons, another design option is presented to inspect large bore pipes

while maintaining the 360° imaging capabilities. This design utilises an array of

cameras each fitted with a wide-angle lens to provide the field of view required

to inspect a suitable range of pipe diameters. A simplistic method of setting

the angle these cameras would face from the central axis would be to specify a

nominal pipe diameter that you wish to inspect, set a baseline and then angle the

camera such that the laser line is imaged on the central pixel. In the simulations

and models shown the physical body of the camera will not be considered, it

is assumed they can all occupy the same space to simplify the simulation. An
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example is shown for a baseline of 18 mm inside a pipe with a radius of 50 mm.

The lens used in this example has a focal length of 3.5 mm and provides full

coverage of the laser ring and pipe wall when part of an array of four cameras

angled using the previously described method. This is shown in Figure 3.12.

(a) (b)

Figure 3.12: 2D and 3D perspectives of a multi-camera system, 3.5 mm focal
length, 18 mm baseline and 50 mm radius

Full coverage cannot be assumed and care must be taken to ensure this is achieved

as when simulating the 8 mm focal length lens, full coverage of the laser ring

and pipe wall is not achieved within this size pipe (50 mm radius) as shown in

Figure 3.13.
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Figure 3.13: 2D perspectives of a multi-camera system, 8 mm focal length,
18 mm baseline and 50 mm radius

The observed error curve is no longer linear in nature due to angular nature of

the camera. The resulting error for the 3.5 mm & 8 mm focal length multi-camera

arrangement is shown in Figure 3.14.
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Figure 3.14: Measured error due to a pixel extraction error of two pixels for
radii of 10 - 150 mm with a baseline of 18 mm

Accuracy is increased significantly when compared to the original design with

an extensive peak error reduction. The costs and difficulties associated with

this camera array however, would be considerable. Therefore, for larger pipes it

would be deemed most sensible to follow the examples set by industrial systems

and use a wide-angle lens in combination with a larger baseline. This allows for

high accuracies and with a larger baseline a significant range of pipe sizes may

be inspected, allowing for inspection of up to 114 mm radii pipes. furthermore,

increasing the baseline to 200 mm allows for an increased pipe size of 228 mm

with an error of 0.38 mm.
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3.3 Optimising Parameters for Inspection

3.3.1 Introduction

In order to obtain the best results for an inspection the parameters used must be

considered, and will be discussed in this section.

These fall into three main categories:

1. Camera settings:

� Image Resolution

� Exposure Time

� Frame Rate

2. Deployment speed

3. SIFT parameters for feature extraction

Each of these are inter-linked and impact on the results in unison. They will for

practical reasons however, each be individually explored in the following section

with references made to the other parameters throughout. This allows perspective

to be maintained and keeps the optimisation reasonably constrained. With the

aim of the optimisation is to provide consistent and high-quality results in varying

conditions, as well as minimising processing time to enable real-time inspection.
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All of the studies were carried out within a 45 mm stainless pipe section with

no external lighting, the lighting conditions were determined by the LED illu-

mination array onboard the probe. The sample pipe used was representative in

both diameter and surface finish as those the inspection was targeted for. The

experimental set up used for the study is shown in Figure 3.15.

Figure 3.15: Robotic manipulator, used to precisely control the deployment speed
of the probe through a section of pipe

Adjustments to the parameters will be required to account for changes in pipe

diameter and surface finish in other inspection scenarios. The work presented in

this section will act as a starting point and provide guidance on the outcome of

varying each parameter to reduce the time taken to revise the settings into a new

optimum.
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3.3.2 Parameter Optimisation

The available parameters and descriptions are shown in Table 3.1.

Description

Camera

Exposure Time Optimised Amount of time sensor is exposed to the scene

Gain Fixed Amount of gain (multiplication) applied to the image

White Balance Fixed Adjustment of colour balance

Gamma Fixed Correction applied to pixel intensity

Resolution (scaling) Optimised Output image size

Deployment

Speed Optimised Deployment speed of probe through pipe sample (assuming constant rate)

SIFT Extraction

Contrast Threshold Optimised Threshold value to filter low contrast features

Edge Threshold Optimised Threshold value to remove features which are likely to be edges

Number of Octaves Optimised Number of octaves to process

Sigma Optimised Amount of blur between images in each set/octave

Scales Fixed Number of images within each set/octave

Table 3.1: Parameters to be optimised and their description

These were experimentally validated throughout the following three sections of

this chapter:

1. The camera settings, here under static conditions the resolution (full or

half) and exposure time was investigated. It was observed that using half

resolution halved the number of detected matches, increasing the exposure

time was observed to increase the number of matches up until a certain point
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where the near linear relationship was observed to level off. The mean error

in matches vs. exposure time was observed to reach a minimal value at a

lower exposure time sooner than for half resolution. Furthermore, the error

did not reduce further once the total number of matches reached around

150 at 15 ms for full resolution and a similar number of matches at 20 ms

for half resolution.

2. The determination of the ideal deployment speed, carried with a fixed ex-

posure time of 10 ms (with just a focus on matching error i.e. no consider-

ation given to laser ring spacing). The deployment speed was varied from

0.5 metres per minute to 10 metres per minute, the error was observed to

remain acceptably low until around 3 metres per minute where it began to

reduce after the next measurement of 5 metres per minute it was observed

to break down and produce near maximum error. The percentage of match-

ing features was also observed to reduce as the speed increased, this will be

due to a combination of reduced image over lap and increasing image blur.

The optimal results are therefore obtained at as slow a speed as possible

but the system is observed to remain reliable until around 2-3 metres per

minute.

3. The SIFT (see Chapter 2 Section 2.3.6 for an overview) parameters were

investigated in turn varying from the standard value set of:
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Contrast Threshold: 0.0075

Edge Threshold: 3.5

Number of Octaves: 3

Sigma: 1.5

The thresholding values performed as expected with the edge threshold

increasing, leading to an increased number of matches, once the number of

matches reached around 20 at a threshold value of 1.5 the error remained

stable while the number of matching features rose to 300. A similar result

was observed for the contrast threshold, although it is noted that this was

seen to be dependent on the exposure time (higher exposure time moved the

point at which the error would rise to a higher contrast threshold value)

as expected and that the threshold is raised to minimise the number of

matches while keeping the error minimal. Sigma was noted to reduce the

number of matching features with an increase of value, further investigation

of the effect of separation in the scale space and the impact on the Difference

of Gaussian (DoG) would likely be required to fully benefit from making

changes to this parameter, when compared to the value given by Lowe in

[72]. Finally, the last point to note is that increasing the number of octaves

had little effect on the error. A larger number of keypoints were detected

but a smaller percentage of these were matched as the number of octaves

increased, this suggests that much of the reliable feature descriptors are

contained within the first octave.
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Each of these three areas of optimisation are covered in greater detail in the

following sections.

3.3.3 Camera Settings

The BFLY-PGE-50A2C camera [113] used in this work allows many different

parameters to be set but the focus will remain on two key settings, all others will

remain constant. Firstly, the resolution, it is possible to down sample the images,

which decreases the storage required and processing cost per image. However,

it comes at the clear expense of image quality. The second setting which can

be adjusted is the exposure time, where a lower exposure time will decrease the

motion blur but the images may become too dark for feature extraction/analysis

of defects. The speed of the system is not only dictated by the motion blur but

also the frame rate of the camera as this will determine the spacing between

consecutive frames and thus the spacing of the captured laser rings. A study of

these two parameters was undertaken with the camera moved 12.5 mm between

frames, the purpose of this was to quantify the accuracy of the visual odometry

in calculating the movement while adjusting these parameters. Such a study

will mainly infer the amount of well matching image features, it will not provide

insight into the amount of motion blur which would occur at those exposure

times, this will be covered when considering the deployment speed.

For extracting and matching the features an OpenCV[117] implementation of

SIFT was used.

The parameters used for extraction were fixed as follows:
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Contrast Threshold: 0.0075

Edge Threshold: 3.5

Number of Octaves: 3

Sigma: 1.5

The first subject to cover is that as mentioned previously with increasing features

and matches comes increased processing time as shown in Figure 3.16. In order

to develop a real-time system, the time to process an LED image must be less

than the inter frame time provided by the camera as not to build up a delay. A

real-time system developed by the author which accomplishes this is shown in

Chapter 5. The numeric values given for this study should be taken in a relative

sense. For reference the calculations were performed on a Dell XPS 9550 laptop

with an Intel Core i7-6700HQ (Quad Core 3.1 GHz).
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Figure 3.16: Time taken to process matches vs number of matches

For all variations of the parameters, the impact of halving the resolution was that

it generally lowers the number of matched features and is observed to have an

upper matching feature limit of around half that of the full resolution images.

This is detailed in a histogram plot for all variations of parameters grouped into

full and half resolution as shown in Figure 3.17.
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Figure 3.17: Histograms showing the spread across various settings for full and
half resolution

To determine the exposure time at which there were enough valid matches extrac-

ted, a study was taken noting the total number of matches and the mean error

between these matches and the ground truth. It is noted as that these experi-

ments were performed in a static manner and motion blur was not yet considered.

The total number of matches for various exposure times is shown in Figure 3.18a

and the mean error in the matches based on the known ground truth between

image pairs is shown in Figure 3.18b. It can be observed that at around 10 -

20 ms there the error significantly drops off and this is deemed a feasible starting

exposure time. It is ideal to minimise this value to reduce the effects of motion

blur which will be covered in the following section.
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Figure 3.18: (a) total number of matches between image pairs vs exposure time,
(b) mean error in matches between image pairs vs exposure time
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3.3.4 Deployment Speeds

To obtain the range of deployment speeds that feature matching will success-

fully operate within, a section of pipe was repeatedly scanned using a robotic

manipulator to precisely control the speed, this is shown in Figure 3.15.

The median change between frames is taken and subtracted from the previous

change. This resulting difference should be 0 as the robot velocity is assumed to

be fixed. The speed was varied between 0.5 metres per minute to 10 metres per

minute, with a fixed exposure time of 10 ms and frame rate of 20 fps at full resolu-

tion. The mean number of matches and mean variation are shown in Figure 3.19a.

It can be observed that as the speed increased the number of matches decreased

and the variance of the difference between image pairs increases significantly. To

further investigate the impact of the velocity the number of keypoints extracted

is plotted alongside the percentage of matched keypoints. This is to separate the

fact that as the velocity increases the number of matches would decrease as each

image pair would have less overlap. Shown in Figure 3.19b it is observed that at 1

metre per minute the number of matches increases against the trend but the per-

centage of these points which are matched is reduced as expected. Variance in the

number of keypoints and percentage matched is observed to increase slightly at

higher speeds, this can however be attributed to a smaller dataset, at 0.5 metres

per minute the section of pipe scanned consisted of 235 image pairs and at 10

metres per minute the same section was covered by just 10 image pairs. It is also

noted that the spacing between images will have also increased, as features move

towards the outer edges of the image they may no longer undergo a non-affine
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transformation which SIFT is not invariant too. However, although the mean

error was observed to increase drastically and break down beyond 5 ms it is not

a conclusive result as there are no intermediate points between the measurement

taken at 5 ms and 10 ms.
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Figure 3.19: (a) mean inter frame difference in matches between image pairs
vs deployment speed, (b) number of extracted keypoints and percentage of those
keypoints which were successfully matched vs deployment speed
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3.3.5 Feature Extraction

A study was conducted on varying the SIFT[72] feature parameters, only one vari-

able was varied at a time. However, care was taken not to apply high thresholds

which would limit the number of features prior to studying each independently.

This iterative approach proved effective but it may be worth considering an ex-

pansion of the study to simultaneous variation of multiple parameters.

As with the previous study on the camera parameters the “standard” values were

kept at:

Contrast Threshold: 0.0075

Edge Threshold: 3.5

Number of Octaves: 3

Sigma: 1.5

The exposure time was tested at both 15 & 20 ms to divulge the impact of the

image intensity on the choice of the threshold values.

Each of the parameters listed prior were then adjusted to determine the change

in number of matches and the quality of the match provided.

The camera was moved a fixed distance between frames a number of times.

Between these image pairs, the median change in pixels of the matching fea-

tures in the Y-Axis was calculated. The difference between this and the known

pixel change is given as a mean error. The known pixel changes were determ-
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ined by the set of pixel changes which resulted in no perceivable misalignment

between stitched image frames. These initial reference values were obtained from

the experiment carried out with the standard parameter set detailed prior.

The effect of the contrast threshold is shown in Figure 3.20. It is observed with

a exposure time of 20 ms that up until a threshold value of 0.018 is reached the

increase in the threshold value has minimal effect on the error but reduces the

number of matches and therefore the computation time as observed in Figure 3.16.

This value is further reduced to around 0.014 for the image pairs taken with a

15 ms exposure time. After these values are reached, the variation and error both

sharply rise. The contrast threshold was the only parameter that had significant

dependence on the exposure time, the remainder of the parameters will be shown

for 20 ms only to aid the legibility of the plots.

Figure 3.21 shows a similar relationship but in inverse, the error reduces and the

matches increase as the edge threshold is raised. Sigma as shown in Figure 3.22

removes a number of matching features while keeping the error relatively low for

low sigma values at a value of around four the variation greatly increases and

past this point as does the overall error. The final parameter to be adjusted was

the number of octaves as shown in Figure 3.23a, again it is observed for the use

of a single octave the variation in error is marginally larger. From two octaves

onwards, there is insignificant change at the cost of increased memory usage for

each octave and computation time for the number of matches. These results

have shown that the contrast and edge threshold had the most significant result

in terms of reducing the number of matches which was to be expected as they

are as suggested by their names parameters which perform thresholding duties.
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Figure 3.20: Mean error and number of matches between image pairs vs contrast
threshold

0 1 2 3 4 5 6 7

Edge Threshold

0

50

100

150

200

250

300

350

N
um

be
ro

fM
at

ch
es

[n
]

0

20

40

60

80

100

M
ea

n
E

rr
or

[p
x]

Number of Matches
Mean Error (right)

Figure 3.21: Mean error and number of matches between image pairs vs edge
threshold
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Figure 3.22: Mean error and number of matches between image pairs vs sigma
value
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Figure 3.23: (a) mean error and number of matches between image pairs vs
number of octaves, (b) keypoints per frame and percentage matched vs number of
octaves
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3.3.6 Parameter Optimisation Summary

A summary of the parameters and outcomes are given in Table 3.2. This is given

as a guide to the reader, where we have focussed on optimising for efficiency while

utilising the thresholding parameters to remove potentially weak features. Other

use cases may not require this such as offline-processing. Furthermore, it may be

valid to simply discard features if in a feature rich environment with high quality

matches in abundance.

As a rule of thumb for the SIFT parameters, the numbers used were relatively

conservative in reducing the number of features, placing the value just after the

turning point of each curve before matches sharply reduce for each graph shown

throughout this section.

Contrast Threshold: 0.0075

Edge Threshold: 3.5

Number of Octaves: 2

Sigma: 1.5

With the most significant change to the norms given by Lowe [72] being the

removal of an Octave, this was shown as a valid decision experimentally in Fig-

ure 3.23b that the percentage of matches reduced per octave.

For the deployment speed the recommendation would be to maintain 1 metre per

minute for two reasons, this lower speed adds more tolerance to variation in the

speed during manual deployment. Also considering the laser spacing at 20 frames
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per second, with each other frame being a laser image, the spacing between them

would be 1.7 mm, in scenarios where accuracy is paramount it may be necessary

to move at a rate determined by the minimum defect size sizing required.

Therefore, if starting with deployment speed as the first parameter, the exposure

time could be adjusted until the images are of an acceptable brightness while

keeping the value sufficiently low as to not induce motion blur. At this point it

may be necessary to introduce gain into the system to reach the required bright-

ness for visual inspection (i.e. the surface quality can sufficiently be inspected),

this comes at the cost of introducing noise into the image. At this point the SIFT

parameters can be adjusted in a similar manner as shown in Section 3.3.5. In

terms of resolution, the author found operating with full resolution to be optimal,

especially in practical cases where the number of reliably matching features fell

towards the threshold for operation. However, it may be an option to consider

for other applications with perhaps surfaces finishes which produce more robustly

matching features, the live operation could utilise downscaled images while re-

cording the full resolution images for post processing. There could also be a

hybrid regime where downscaled images are used to calculate the movement of

the probe and the full resolution images for stitching in display, this could be

explored further in future work.

Lastly, as noted in the deployment speed testing the exposure time was reduced

to around 10 ms with a multiplication factor of around 1.5 dependent on the pipe

diameter and surface finish applied to the image in post processing to compensate

for the reduction in image brightness. This reduction in exposure time was ne-
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cessary for the feature matching to remain within acceptable error bounds while

also increasing the systems robustness in response to the variations due to manual

deployment as mentioned previously.
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Increase

Pro Con

Camera

Exposure Time Optimised Increased light, more information in the

images

Increased risk of motion blur &

saturation

Gain Fixed NA NA

White Balance Fixed NA NA

Gamma Fixed NA NA

Resolution (scaling) Optimised Larger number of features & resolution

for image stitching

Increased processing time

Deployment

Speed Optimised Quicker inspections Greater risk of motion blur & separation

between laser ring extractions

SIFT Extraction

Contrast Threshold Optimised Reduced number of matching features Increased processing time, minimal

filtering of features which may be of low

quality adding to the processing time

with no benefit

Edge Threshold Optimised Minimal filtering of features which may

be of low quality adding to the

processing time with no benefit

Reduced number of matching features

Number of Octaves Optimised Increased number of features Increased memory and processing (scale

space not a big factor in this data)

Sigma Optimised Increasing sigma will increase scale

space separation this optimisation value

provided the most successful matching

criteria

Scales Fixed

Table 3.2: Parameters optimised for optimisation and expected pros and cons of
increasing the value
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3.4 Summary

This chapter presented the laser pipe profiler used by the author and their asso-

ciates. Firstly, an overview of the system was presented detailing the components

which form together to create the probe: the laser projector & fisheye camera.

A description of the operation and benefits that this method provides was given,

i.e. the combination of laser profiling and image stitching to create a detailed

description of the pipe under inspection which can easily be interrogated for de-

fects. The laser profiling was described and will be presented fully in the following

Chapter 4.

Following on from the overview of the system, a simulation environment was

presented which enables detailed study of various probe parameters. A study

of the impact a two-pixel error has on the re-projection of the laser was shown

with a varying distance of the laser projector and camera sensor (baseline) for

varying pipe radii (reflector distance). It was observed that as the distance to the

reflector increased the error in measurement rose exponentially. The rate of this

increase was reduced with an increased baseline. This increase in baseline was

not without cost to the system due to two main drawbacks: the initial error was

larger although still less than 0.5 mm for a 100 mm baseline and the increased

length would reduce the deployment capability of the probe through pipes with

bends at certain sizes and radii. Another approach was presented where instead

of a fisheye camera, a standard pin hole camera model was used which kept the

error constant as the distance to the reflector increased. This may not be the case

in reality as the observed points were mapped precisely onto the sensor plane as
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opposed to being imaged by a sensor. A drawback which was noted when using

a pinhole camera was the reduced field of view. At 18 mm (current baseline used

on the probe), the maximum radius of pipe where the full laser ring would be

observable was around 20 mm, similarly at a baseline of 100 mm this increased to

around 115 mm. To overcome this limitation a multi pinhole camera arrangement

was presented to provide more coverage of the pipe under inspection, the accuracy

achieved with this arrangement was much greater than that of the fisheye based

system but the complexity and size would also increase greatly. This design could

however prove to be very effective in pipes much larger than that studied within

this body of work for future applications.

Finally, the camera parameters and SIFT feature parameters were studied. Through

a series of lab-based experiments, the optimal camera settings and deployment

speeds were investigated. These were judged by the number of keypoints detected

in the images and the percentage of those which were successfully matched. To

infer the optimal SIFT parameters a fixed data set was used which was captured

at the optimal deployment speed and camera settings. For each pair of images,

the correct pixel difference in the Y-Axis was known, this along with the number

of matches per image was used to determine each of the parameters optimal value.

The parameter values deemed to be optimal were that which minimised the num-

ber of matches to filter those with lower quality and thus improve computational

efficiency while also minimising the mean pixel change error when compared to

the ground truth. These parameters are those which will be used in the industrial

deployment as detailed in Chapter 5.
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Chapter 4

Novel Calibration Methods for a

Laser Pipe Profiling Tool

4.1 Introduction

To ensure the dimensioning capabilities of the profiler presented in Chapter 3 are

robust and accurate, a calibration procedure was created to ensure the correct

alignment between the conical mirror and camera centre. This new calibration

procedure allows for adjustments to be made to the mirror in a quantitative

manner as well as providing a method for correcting for known misalignment

which can be measured during the calibration procedure. The benefit of this is

that the technique is suitable for production probes without finite adjustment

available to the conical mirror. In lab-based trials, the calibration technique

reduced peak sizing errors from 2.7 mm to 0.14 mm in 120 mm diameter pipes.
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4.2 Comparison to Methods in the Literature

When reviewing methods of calibration for monocular laser profilers in the avail-

able literature, the majority assume alignment and no calibration procedure

therefore is defined. There are however some examples such as, Zhu et al. [118]

which details a calibration technique for a similar system to that used by the au-

thor. It is however not suitable due to requiring the laser ring to be projected in

front of the camera onto a target as opposed to that used throughout this thesis,

which is orthogonal to the camera. Another method is shown by He et al. [106],

a benefit of this calibration method is that it corrects for distortion caused by

the supporting glass tube linking the camera to the laser projector. A downside

to this is that it requires an additional camera for the process.

A method of calibration which could be implemented is that demonstrated by

Buschinelli et al. [102]. In the procedure presented, the profiler is mounted upon

stages inside a highly accurate calibration artefact. The artefact consists of a

series of known step sizes in a cone like geometry, a polynomial is calculated

for each angle of the imaged laser ring from images taken at each step of the

calibration artefact and interpolated for the full sizing range of camera. This

provides a function for each pixel in the image mapping to a certain radius.
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This chapter introduces a new technique for alignment of the camera and laser

module allowing for correction of angular misalignment as well as translation

with manual adjustment of the laser profiler. The procedure allows for correction

of angular error without manual adjustment, making it suitable for production

ready systems.

An advantage of the proposed technique when compared to [102] is that the

calibration is performed with a single capture vs approximately 30 images with

the use of an arguably simpler set-up and calibration object than that used by

Buschinelli et al which is shown in Figure 4.1a. When compared to [106] there is

no need for an additional camera and the complexities this adds to the calibration,

the experimental set up used in [106] is shown in Figure 4.1b. Furthermore, the

calibration method presented by He et al. required 29 images to be taken of a

chequerboard in various positions increasing the time and effort required whereas

the calibration method which will be presented in this chapter only requires a

single image with no additional camera. He et al. report an error of 0.23 mm

when measuring a 288 mm pipe, Buschinelli et al. report an error of 0.2 mm on

100 mm diameter pipe sections. These values can be compared to the error of the

authors system of 0.14 mm in a 120 mm diameter pipe.
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(a) (b)

Figure 4.1: Alternative calibration set-ups: (a) shows that used by Buschinelli
et al. [102] and (b) shows that of He et al. [106]

4.3 Alignment Error

For reference the current hardware prototype is shown in Figure 4.2. A model

detailing the geometry of the laser profiler is shown in Figure 4.3.

Fisheye Camera

145 mm

45
m

m

Laser Module

Conical Mirror

LED Array
Microcontroller

Figure 4.2: Camera and laser profiler with subsystems highlighted (repeated from
page 104)
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Figure 4.3: Camera and laser profiler geometry

The accuracy of the re-projected laser point is determined by a number of different

sources which are summarised as follows:

1. Systematic Error

(a) Misalignment — manufacturing tolerances, optical axis and laser mis-

alignment

(b) Opening angle (α)

(c) Baseline length

(d) Intrinsic camera properties
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2. Sampling Error

(a) Variable laser line width

(b) Photo-sensor noise

The systematic errors listed occur due to differences between the model given in

Figure 4.3 and the manufactured probe. These differences have a direct impact

on the accuracy of the measured diametric information of the sample under in-

spection. It was previously assumed in the model that the laser plane is parallel

to the image plane i.e. constant α of 90° revolved around the model. Due to man-

ufacturing tolerances, angular misalignment may be introduced into the system

removing this parallel constraint in the model thus resulting in sizing errors.

To illustrate this a diagram detailing how these errors arise due to misalignment

is shown in Figure 4.4. In this case the probe is assumed to be centred within the

pipe and the only source of error is due to angular misalignment of the conical

mirror.

150



4. NOVEL CALIBRATION METHODS FOR A LASER PIPE
PROFILING TOOL

O

P ′

P

ErEl CPc

P ′c
φ

φ

θ

θ′

θ θ′

E

2r
Ec

Figure 4.4: Illustration detailing error in sizing of pipe radius (r) due to mis-
alignment angle φ

The diagram shows the expected laser line given as the vertex between Pc and P ′c

and the actual laser line (P - P ′) resulting from the angular error (φ) of the conical

mirror. The assumed opening angle is 90°, shown in the diagram as ∠OCPc. The

angles θ and θ′ are the angles from the respective imaged points P and P ′ to the

camera centre. In the case where the opening angle is assumed to be 90°, the

re-projected points will be calculated as the point of intersection between a pair

of rays drawn from O at angles θ and θ′ and their intersect points on the line

Pc − P ′c. These points of intersection are labelled as El and Er and represent
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the mis-measured points due to an angular misalignment of φ. The resulting

diameter from this mis-measurement is shown as the dimension E, it is noted

that there is a considerable translation error introduced as well as a sizing error

shown more clearly by the dimension Ec which represents E with a translation

to be in line with the central axis (shown as the dashed line).

4.4 Alignment Procedure

As described previously, alignment of the laser and camera are of critical im-

portance for accurate laser measurements. When the laser and image plane are

misaligned, the radial distance observed by the camera is not its true value. An

overview of the alignment procedure to ensure alignment is detailed below:

1. Align camera to calibration block

2. Align laser ring within calibration block

3. Align laser centre within calibration block

To align the laser profiler and camera they are both referenced to the same

calibration object shown in Figure 4.5.
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Figure 4.5: Technical drawing of calibration block used for alignment of camera
and laser profiler

The calibration object consists of an accurately machined block of aluminium with

nine flat-bottomed holes each with a point marker in the centre. These centre

targets were extracted and used to align the camera relative to the block. Features

within the block were recessed to allow accurate scanning of their relative centre

points with a Faro Arm portable co-ordinate measurement machine. A ball-end

probe was traced around each of the inside diameters of the flat-bottomed holes

gathering a set of points representing the location of the features in 3D. A circle

was then fitted to these points, the centre point of these circles would then serve

as the ground truth for the 3D position of each feature point in space. To allow

accurate positioning of the camera relative to the block a series of three stages

(two translation and one tip-tilt) were used to give the camera the four degrees
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of freedom required for alignment within the calibration block. Roll around the

camera axis and travel along this axis are not required. A further tip-tilt stage is

integrated with the laser projector of the probe to allow adjustment of the laser.

This tip-tilt stage is mounted on a slotted fixture to allow horizontal translation

and shims were used to allow for vertical displacement, providing the same degrees

of freedom as the camera unit allowing the laser projector to be aligned with the

calibration block. The probe and stages are detailed in Figure 4.6.

xc

yc

Pitchc

Top View
Yawc

xL YawL

yL

Front View

PitchL

Figure 4.6: Fisheye camera and laser profiler mounted to adjustment stages for
alignment within calibration block with each stage’s degree of freedom labelled

The method used to position the camera in 3D space within the calibration block

is the Perspective N-Points (PnP) algorithm, specifically developed by Urban et

al. [119]. As the points of the test block are captured arbitrarily in space they
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need to be transformed into a relative co-ordinate frame. This co-ordinate frame

is based on the centre and axis vector of a fitted cylinder through the gathered

points. To calculate the parameters of the cylinder, one must be fitted to the

nine points this is achieved through use of the PROTO toolbox [120]. The main

parameter of interest is the axis of the cylinder which fits these points as it will

be used as the Z-Axis in the new co-ordinate system. This along with a chosen

point on the cylinder (in this case the point which is the lone feature on one

side of the test block detailed in Figure 4.5) is the basis of a co-ordinate system

which will be used for positioning the camera. The origin is to be described as

the point of intersection between a perpendicular line from the selected point and

the axis of the cylinder. The vector describing this line is to be the X-Axis and

is described by the following Equation (4.1):

~x = ( ~PA)− (( ~PA)~C)~C (4.1)

Where ~PA is the vector between point Pxyz as the selected point on the pipe,

Axyz is the origin of the fitted cylinder and ~C is the vector describing the cylinder

axis. The point of intersection and thereby the origin of the system is given

by Equation (4.2).

Oxyz = ~x+ Pxyz (4.2)

The Y -Axis is the cross product of the Z and X-Axis vectors. A co-ordinate sys-

tem has now been described by the cylinder, however it would be more desirable

for the origin to be at 0, 0, 0 and the Z-Axis to be equal to [0, 0, 1]. To achieve

155



4. NOVEL CALIBRATION METHODS FOR A LASER PIPE
PROFILING TOOL

this a basis transformation is performed, a homogeneous translation matrix based

upon the axis of the system as shown in Equation (4.3) is created. This is then

applied to the captured points denoted as D in Equation (4.4).

T =



x0 y0 z0 O0

x1 y1 z1 O1

x2 y2 z2 O2

0 0 0 1


(4.3)

Points = T−1



D00 D10 D20 . . . Dn0

D01 D11 D21 . . . Dn1

D02 D12 D22 . . . Dn2

1 1 1 . . . 1


(4.4)

After this operation the points and fitted cylinder are observed as shown in Fig-

ure 4.7. These points and relative co-ordinate frame may now be used as a

reference to position the probe co-linearly with the calibration block.
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Figure 4.7: Feature points with respect to the co-ordinate frame used for determ-
ining the relative position of the probe within the calibration block, the selected
point for positioning the co-ordinate frame is highlighted

To extract the centre point of the features for input into the PnP algorithm,

targets were located centrally within each recession of calibration block. An

example image taken within the calibration block is shown in Figure 4.8.
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Figure 4.8: Image taken by probe within calibration block, showing the nine
features (highlighted) used to centre the probe within the block using the PnP
algorithm

For extracting the centre of these targets, a pattern was required, two main

patterns were investigated, a central dot and a chequerboard which are widely

used in literature for camera calibration. Three targets were trialled as shown in

Figure 4.9a, two dot markers were tested as well as a single chequerboard target.

To extract the centre point of each target the corner detector developed by Shi and

Tomasi [121] was implemented. Responses of the corner detector for each pattern

are shown in Figure 4.9b. A threshold was then applied to the image, the value

of which was experimentally obtained as 70 % to effectively highlight the marker

locations with the lighting and camera settings used during experimentation.

The resulting binary output is shown in Figure 4.9c. To determine the centre

of the target, the central region of connected pixels was then extracted and the

centre of this region was deemed to be the centre of the target. It is noted with
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a different processing technique the chequerboard example may have provided

more compelling results. However, due to the simplicity of the method and with

the accuracy criteria already met with the small dot target this was not pursued.

An example of the extraction is shown with feature point as marked by a cross

in Figure 4.10.

(a)

(b)

(c)

Figure 4.9: Corner detector response for varying patterns, (a) shows the input
image patterns (small dot, large dot and chequerboard), (b) shows the corner
response for each and (c) shows the corner response with a threshold of 70 %
applied
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Figure 4.10: Example extraction of the region of interest around a localising
feature of the calibration block

With the pixel/world point coordinate relations now known for each feature of

the calibration block, the camera may be aligned. The process for this is shown in

Figure 4.11, the camera is deemed to be aligned when the observed X & Y values

were in oscillation around 0. In translation the camera was positioned within

0.1 mm with a standard deviation of 0.03 mm in X and Y over 100 repetitions of

acquisition and processing.
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Figure 4.11: Procedure for aligning camera within calibration pipe
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4.5 Laser Alignment

With the camera and pipe in alignment, the laser was aligned to the common

calibration block. The first step in this process is extracting the projected laser

ring from the image, this is achieved through the following steps (steps 2 & 3 are

repeated for multiple lines of extraction):

1. Define a discrete circle whose diameter is equal to that of the image width.

2. Obtain the intensity values along a line from the image centre to each point

on the circle.

3. Extract the peak intensity value along this line.

4. Fit a circle to the pixel locations of the collection of extracted points.

Lines of extraction between the two points are shown in Figure 4.12, the intensity

along an example line is plotted in Figure 4.13 and an image showing the fitted

circle in Figure 4.14.
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Figure 4.12: Image detailing extraction of the projected laser ring, the green
circle illustrates the extents of extraction, the blue lines show example extractions
of intensity going around the full circumference
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Figure 4.13: Extracted intensity line (threshold on index applied), the circle at
the peak intensity value marks the line index at which the laser ring is deemed to
be located along the line of extraction
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The laser alignment is completed in two steps, the first is to align the laser plane.

Alignment of the laser plane is achieved by adjusting the angular stages of the

laser module as shown in Figure 4.6. For a measure of angular alignment to use

during the process which was relatable to the adjustment of the stages, a circle

was fitted to the extracted laser ring. The centre of this circle could be used as a

reference for alignment with the error being the distance from the image centre.

The yaw adjustment allowed adjustment in X and the pitch adjustment allowed

for adjustment in Y . The stages were adjusted until the fitted circle had a centre

equal to the camera centre. When this occurs the laser plane is orthogonal to

the pipe axis and parallel to the camera plane. This can be further confirmed by

calculating the bearing vector at each point of the circle and ensuring they are

equal. In the example aligned image shown in Figure 4.14, the extracted circle

shown in red has an error from camera centre of 0.44 pixels in X and -0.20 pixels

in Y .

Figure 4.14: Aligned laser, circle fit of laser shown in red
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This slight error can be seen in the aforementioned bearing vector calculation.

Across 2000 points of the laser circle the mean angle was 69.9° with a maximum

deviation of 0.09°. This can be compared to a deviation of four degrees in both

axis of adjustment in the laser stage, the resulting circle centre was located at

19.1 in X and 24.3 in Y . The mean bearing vector value was 70.4°, the maximum

deviation was noted as 4.34°. The bearing vector calculated at each extraction

point around the laser ring is plotted in Figure 4.15 showing both the aligned

data and the four-degree misalignment data for reference.
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Figure 4.15: Calculated bearing vector at each point in laser circle for aligned
and misaligned conical mirror

The laser plane can now be assumed to be aligned with an opening angle of 90°

at all points around the image.
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In this configuration, the laser’s angular alignment is correct. However, there

still exists an error in translation. As this body of work is focusing on the error

due to angular misalignment this translation error must be corrected so as not

to have an impact on the results. To position the laser correctly an external

feature is used, this is due to the fact once aligned the source could be placed

anywhere within the calibration block and produce the same image due to the

planar nature of the projection. The outline of the housing of the conical mirror is

visible from the camera’s perspective, this gives an accurate reference to position

the conical mirror in translation. As there is a large contrast difference between

this area and the outer housing it can be extracted using a circular Hough trans-

form [122] localised within the region. An example image showing the extracted

circle highlighted in blue is shown in Figure 4.16. The centre of this extracted

circle is compared to the camera centre as performed previously with the angu-

lar misalignment. Translation according to Figure 4.6 in Y was achieved using

shims beneath the module and in X by the virtue of the module being mounted

on a slotted plate. Centring of the extracted circle was repeatable to within a

pixel of the camera centre. The variation in extraction due to lighting and other

factors caused a deviation of ±3 pixels over multiple images. Once this procedure

is complete the laser is known to be aligned in both orientation and translation

with reference to the camera central axis, which itself is aligned to the calibration

block.
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Figure 4.16: Centring of conical mirror using circular Hough transform on the
mirror outline

4.6 Laser Misalignment

With the laser in alignment it is possible to study the angular error in a controlled

manner utilising the angular stages housing the laser module. From the aligned

position the stage was adjusted to a maximum of 5.5° in each axis in steps of 0.35°.

At each position, a laser image was captured, a circle was then fitted to the data

to remove any noise in the extraction. Each point of the circle was projected into

3D space with an assumption that the opening angle was 90°. Two error values

are then calculated, the radius error i.e. the error of the projected circle vs the

calibration block and the positional error given as the distance from the origin to

the centre of the projected circle. The radius error is shown in Figure 4.17 with

a max/min error of: 1.5 / 0.05 mm. The positional error in Figure 4.18 has a
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max/min error of: 15.8 / 0.12 mm. These results reflect that the error has a much

greater impact on the position as opposed to the radius as detailed in Figure 4.4.

The errors of the system with respect to a known angular misalignment are now

deemed to be well understood and it would be advantageous to correct for them

without manual adjustment, a method for this will be introduced in the following

section.
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Figure 4.17: Radius error across 0–5° of angular misalignment
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Figure 4.18: Positional error across 0–5° of angular misalignment

4.7 Laser Correction

Prior to the completion of this work the previous method used to calibrate the

laser profiler was to estimate the opening angle and baseline using a series of

known radii calibration samples. A minimising function was utilised to calculate

the opening angle and baseline, these values were assumed to be equal around the

entirety of the image leading to the errors shown previously where misalignment

was present. With the profiler co-linear with the calibration block a more com-

prehensive calibration can be performed, correcting for angular misalignment at

discreet points through the entire 360° of the profiler. When centred the origin to

each point of extraction on the calibration block is at a known distance and the
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conical mirror can be assumed to be machined highly accurately to a 45° angle.

Using this information, a two-step calibration procedure can be performed. This

is summarised in the following sequence:

1. Extract laser ring.

2. Calculate bearing vector for opposite points on ring and average (opening

angle known to be 90 degrees).

3. Derive baseline from these values.

4. Calculate unique opening angles with baseline.

The first step in this correction process as with previous examples is to capture

an image of the laser ring and fit a circle to the data. Following this the baseline

can be calculated for two opposing points on the laser ring for example 0° & 180°.

Between these two points the opening angle of the laser can be assumed to be

a combined value of 180° due to the known geometry of the conical mirror. For

the two extracted points the bearing vector (Pm) was acquired using the camera

model, θ as denoted in Figure 4.3 can then be calculated (Equation (4.5)) where

C denotes the camera axis [0, 0,−1].

θ = arccos

(
Pm ·C
‖Pm‖ ‖C‖

)
(4.5)

By calculating theta for both extraction points and taking the average a synthetic

point is created with an effective opening angle of 90° this can then be used to

calculate the baseline length (B) for these two points using the known radius of
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the calibration block (R).

B =
R

tan θavg

(4.6)

For all extraction points of the laser ring a baseline is now known and unique

opening angles (α) can be calculated (in the following theta is calculated for each

point independently).

α = π − θ − arcsin

(
B sin θ

R

)
(4.7)

There now exists n baseline (B) values and n α values for each angle of extraction

around the laser image. Calculating a world point (Pw) from a given mirror point

(Pm) and its associated θ value at extraction index i is given by Equation (4.8).

Pw = Pm
B[i] sin (α[i])

sin (π − θ − α[i])
(4.8)

The effect of this calibration method is illustrated in Figure 4.19 where the laser

profiler was set to have a four degrees angular error, the left images denoted as

Global Angle shows the large positional error as first shown in Figure 4.18 and

the laser being projected parallel to the calibration block ends (marked as black

rings in the figure). On the right side of the image labelled as Multi Angle the

positional error has been corrected and the laser is projected at the true angle.
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Figure 4.19: Calibrated and un-calibrated laser extraction at 4° misalignment
within calibration block

As the profiler is calibrated against the current calibration block to be able to

compare its performance with the previous method of calibration it was tested

across a series of pipes with radii: 37.41 mm, 50.90 mm, 57.20 mm, and 63.43 mm.

Each pipe and angle combination consisted of 10 sample images with the probe

repositioned within the pipe between each frame. Due to not knowing the precise

position of the profiler within the pipes only the radius error was be measured.

The resulting errors for both the Multi Angle or calibrated and Global Angle are

detailed in Figure 4.20.
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Average error with Multi angle (corrected): −0.29 mm

Average error with global angle (uncorrected): 2.19 mm
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Figure 4.20: Grouped error plots of pipe diameter sizing for increasing mis-
alignment angles of laser profiler
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4.8 Comparison to Ground Truth Model

To determine the suitability of the calibration method and laser profiler for prac-

tical applications, a controlled scan was performed over a split pipe test sample

with flat bottom hole defects as shown in Figure 4.21.

10 x 2.00 mm

10 x 1.00 mm

10 x 0.75 mm

10 x 0.50 mm

10 x 0.25 mm

Figure 4.21: Technical drawing of split pipe sample

The reference scan which the results will be compared to was generated by a

GOM ATOS Triple Scan structured light metrology system, capable of provid-

ing accuracy of 20µm [123]. The probe shown in Figure 4.6 was mounted onto

a robotic end effector and driven centrally through the split pipe recording al-

ternating LED and laser images to simulate manual deployment in a repeatable

fashion.

The LED images were processed to provide the positioning of the laser scan-

ner within the pipe using feature-based matching [124], it has been previously

shown that this technique is capable of providing positional feedback accurately

to 0.01 mm per mm travelled [109]. Each laser image from the recording had the

laser line projected into 3D space using both the Global and Multi Angle calibra-
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tion methods, this process produced a series of rings which were then translated

in space using the corresponding positional information obtained from the LED

image set.

Comparison with the GOM model was made possible by meshing the extracted

points utilising the algorithm detailed in [125]. This meshing algorithm remains

true to the original data as each point directly becomes a vertex on the mesh. A

drawback of meshing the data is that error is introduced around the edges of the

holes due to the steps between consecutive rings creating a slope into the hole as

opposed to a discrete change. Resulting deviation maps are shown in Figure 4.22,

these deviation maps are created by GOM Inspect Software which was also used

to align the ground truth and laser scan mesh prior to calculating the deviation.

A full set of results is appended as Chapter A.
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Figure 4.22: Deviation maps showing error between generated mesh and ground
truth scan (a) shows the Global Angle calibration error at 0 degrees misalignment
and (b) shows the Multi Angle, (c) shows the Global Angle calibration error at
5.5 degrees and (d) shows the equivalent using Multi Angle calibration

From the deviation maps it is clear that in conditions of misalignment the correct

aspect ratio of the flat bottom holes is lost with an over-sizing of diameter in the

horizontal dimension. The accuracy of the axial dimension is determined by that

of the visual odometry in both cases of aligned and misaligned. In depth sizing

the largest errors were observed on the 10 x 2 mm flat bottom hole this data is

presented in Table 4.1. In the table where ‘All’ refers to the mean and standard
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deviation error of the entirety of the sample, the error for the flat bottom holes

consists of the mean error and standard deviation for a patch of selected points

centred in the hole as shown in Figure 4.23. It is observed that under maximum

misalignment the calibration approach proposed reduces diameter errors of a

10 mm hole from 2.50 mm to 0.27 mm and depth measurements of a 2 mm deep

hole from −0.96 mm to −0.21 mm.
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Figure 4.23: Example measurement of the mean error and std. deviation for a
patch centred on the 10 × 2 mm diameter hole

Diametric error was calculated by observing the error along a plane that intersec-

ted the widest section of the hole with the error points taken at the upper edge

of the flat bottom hole prior, shown graphically in Figure 4.24.
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Figure 4.24: Example measurement of diameter error along a plane intersection
through the midpoint of the 10 × 2 mm diameter hole, (a) shows the front view,
(b) shows the top view
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Table 4.1: Split pipe error for laser profiler measurements compared to GOM
scan

Global Angle

All 10 × 2 mm Hole

Misalignment [deg] Mean [mm] SD. [mm] Mean [mm] SD. [mm] Diam. Err. [mm]

0 -0.02 0.19 -0.11 0.11 0.20

1.4 -0.04 0.26 -0.32 0.09 0.77

2.8 -0.04 0.26 -0.51 0.11 1.46

4.1 -0.05 0.40 -0.72 0.08 2.28

5.5 -0.04 0.49 -0.96 0.12 2.50

Multi Angle

All 10 × 2 mm Hole

Misalignment [deg] Mean [mm] SD. [mm] Mean [mm] SD. [mm] Diam. Err. [mm]

0 0.02 0.22 -0.16 0.08 0.16

1.4 0.01 0.22 -0.19 0.07 0.22

2.8 0.03 0.19 -0.20 0.12 0.20

4.1 0.04 0.30 -0.21 0.06 0.17

5.5 0.05 0.38 -0.21 0.06 0.27

4.9 Summary

A calibration and accuracy study of a pipe laser profiler was carried out, this was

performed in relation to systematic errors arising from tolerances encountered

during assembly of the optical elements. The specific tolerance that was investig-
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ated was the angular misalignment of the conical mirror which projects the laser

onto the circumference of the pipework under inspection. A process for aligning

the optical elements in translation and orientation was presented which allowed

for the angular error to be studied at known points of misalignment. This con-

firmed the theoretical understanding that the error would manifest itself as a

significant translation (15.8 mm at 5° within a 120 mm diameter sample) of the

imaged specimen as well as a radius mismeasurement (1.5 mm). When comparing

the results to a ground truth model the calibration algorithm on 5° misalignment

reduced the diameter errors observed for a 10 mm hole from 2.50 mm to 0.27 mm.

The depth measurement error for a 2 mm deep hole was reduced from −0.96 mm

to −0.21 mm. These results highlighted the need for a method to align the optical

elements within the profiler to ensure the high levels of accuracy demanded of

such systems.

Once aligned using the procedure given, this error was reduced to 0.12 mm in

positional error and 0.05 mm in radius error. In practice it is not always possible

to manually adjust the optical elements within a laser profiler. Due to this, a

calibration procedure has been developed by taking advantage of the precisely

known location of the profiler within the calibration artefact. By knowing the

location of the profiler and assuming the conical mirror is accurately machined,

model parameters can be calculated at a finite number of steps around the laser

profile image. It is feasible that this process could be integrated into the pro-

duction work flow of the laser profiler, with each device paired with a unique

calibration data file.
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At 4° of misalignment this calibration procedure was shown to correctly re-project

the laser ring within the calibration artefact and when tested on pipe samples

with radii ranging from 37.41 mm, to 63.43 mm reduced the error on average

from 2.19 mm to 0.29 mm. This new software-based calibration approach will be

integrated into the deployment system providing accurate dimensioning capability

for future industrial internal pipework inspections.
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Chapter 5

Industrial Demonstrator

5.1 Introduction

In this chapter the pipe profiler’s performance was verified and the software and

hardware package being trialled in industry will be presented. The performance

of the probe was verified using a split-pipe sample fabricated by National Nuc-

lear Laboratory (NNL). The sample contained a range of defects which allowed

for verification of the laser-profiler’s accuracy. The split-pipe was manufactured

out of a representative grade of stainless steel as used frequently around nuclear

plants, allowing for the visual odometry to be tested as well. The defects were

chosen and manufactured by NNL to be representative of typical defects to be

found within the target pipework. Following on from this the hardware and soft-

ware will be presented. The software is capable of processing the incoming images

in real-time, the LED images are unwrapped and stitched together - providing

the operator with a clear overview of the pipe internals. Laser images are pro-

cessed in two ways, the laser is extracted, unwrapped and overlaid onto the image

providing and intuitive depth reading. In addition to this using the methodology

presented in Chapter 4 the laser is ring is projected into world coordinates and
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displayed alongside the stitched image. A method for correcting for distortion in

the case where the probe is not central within the pipe is also presented, this al-

lows for the creation of stitched image results in a wider range of scenarios where

the probe may deviate from the centre of the pipe.

5.2 Case Study: Split Pipe

To validate the systems performance a mock inspection of a split pipe sample was

undertaken. On one half the pipe defects consisted of flat bottom holes and slots.

The opposing side the sample consists of more realistic defects such as containing

pitting and light corrosion. A schematic of the sample is shown in Figure 5.1. In

the initial trials the probe was deployed down the pipe in controlled 0.5 mm steps

taking an LED and laser image at each location. A log polar unwrapping of each

of the images was performed and these were then stitched together using Scale-

Invariant Feature Transform (SIFT) matches to determine the Y pixel change

between them. With each consecutive image appended to the previous image set

at a distance equal to the aforementioned Y pixel change. Forming a stitched

image of the internal pipe bore. As the probe was kept central within the pipe

this resulted in a high-quality result, under normal operation any movement from

the centre would distort these images. Using the laser images, a point cloud was

also constructed for each side of the split pipe, this was achieved by extracting the

laser ring for each image and projecting into 3D space as described in Chapter 4,

each image resulted in a single laser ring. These rings were spaced 0.5 mm apart
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but they could have also been positioned using the SIFT data as the pixel to

mm relationship was well established within the pipe as shown in the following

section testing the system with manual.

Figure 5.1: Schematic detailing the defects machined on the split pipe sample

A top down photo as well as the stitched image result for the artificial defect side

of the split pipe is shown in Figure 5.2. Table 5.1 shows the defect descriptions

and the measurements for each of these taken manually from the point cloud. The

GOM measurements were also taken from the STL model manually, this leads

to some variation in the readings, the errors given in Table 4.1 from Chapter 4

are therefore a better representation of system accuracy when compared to the

GOM. The stitched image and point cloud are split into groups of defects and

are shown in Figures [5.5 – 5.9].
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In addition to this a set of measurements were taken with a probe rated to IP67

[107] as shown in as shown in Figure 5.3, this was deployed manually through

the pipe in a realistic scenario. However, the quality of the stitched images is

reduced due to aberrations through the sapphire as well as reflections from both

the LED and the laser projector. The measurements from the point cloud showed

a consistent under-sizing of defects due to a lack of accurate calibration, future

work will address such issues. The stitched image and complete point cloud are

shown in Figure 5.4.
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(a) (b)

Figure 5.2: (a) Shows a top down photo of the split pipe taken with a standard
camera, (b) shows the unwrapped and stitched images taken from the inside of the
pipe
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Figure 5.3: Probe with sapphire window as deployed through split pipe test spe-
cimen

(a) (b)

Figure 5.4: Results of manually deployed probe with sapphire window (a) shows
the stitched image section of the split pipe sample, (b) shows the point cloud
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Table 5.1: Point cloud measurements of split pipe machined defects

Defect ID Design Size GOM Measurement Measurement from Point Cloud

1 Circumferential Slot (20 x 0.25 x 1 mm) 19.52 x 0.52 x (Can’t Size) mm 18.4 x 0.5 x (Can’t Size) mm

2 Axial Slot (20 x 1 x 2 mm) 20.02 x 1.01 x 1.81 mm 19.5 x 0.81 x 1 mm

3 Axial Slot (20 x 0.5 x 2 mm) 20.07 x 0.56 x (Can’t Size) mm 19.5 x 0.64 x 2 mm

4 Axial Slot (20 x 0.25 x 1 mm) 19.78 x (Can’t Size) mm 19.5 x 0.36 x 0.74 mm

5 Flat Bottom Hole (0.5 OD x 2 mm) Can’t Size Can’t Size1

6 Flat Bottom Hole (1 OD x 2 mm) Can’t Size 0.85 OD x 0.4 mm

7 Flat Bottom Hole (2 OD x 2 mm) 1.8 OD x (Can’t Size) 1.8 OD x 1.9 mm

8 Flat Bottom Hole (3 OD x 2 mm) 3.17 OD x 1.98 mm 2.79 OD x 1.9 mm

9 Flat Bottom Hole (10 OD x 2 mm) 9.74 OD x 2.17 mm 9.7 OD x 2 mm

10 Flat Bottom Hole (10 OD x 1 mm) 9.80 OD x 1.06 mm 9.6 OD x 1.01 mm

11 Flat Bottom Hole (10 OD x 0.75 mm) 9.91 OD x 0.86 mm 9.48 OD x 0.78 mm

12 Flat Bottom Hole (10 OD x 0.5 mm) 9.78 OD x 0.64 mm 9.72 OD x 0.57 mm

13 Flat Bottom Hole (10 OD x 0.25 mm) 9.81 OD x 0.42 mm 9.66 OD x 0.63 mm

1The defect was below the resolution of the laser scan and was unable to be sized, the defect is however visible in the high resolution stitch as observed in Figure 5.7a
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(a)

(b)

Figure 5.5: (a) Shows the stitched image section detailing defects 1 & 2, (b)
shows the point cloud for defects 1 & 2

(a)

(b)

Figure 5.6: (a) Shows the stitched image section detailing defects 3 & 4, (b)
shows the point cloud for defects 3 & 4
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(a)

(b)

Figure 5.7: (a) Shows the stitched image section detailing defects 5, 6, 7 & 8,
(b) shows the point cloud for defects 5, 6, 7 & 8

(a)

(b)

Figure 5.8: (a) Shows the stitched image section detailing defects 9 & 10, (b)
shows the point cloud for defects 9 & 10
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(a)

(b)

Figure 5.9: (a) Shows the stitched image section detailing defects 11, 12 & 13,
(b) shows the point cloud for defects 11, 12 & 13

The defects on the opposing side of the pipe were created with chemical methods

as opposed to being machined, and as such precise geometry to draw comparisons

to was not available. They do however indicate that the system is capable of

detecting realistic defects. A top down image of the corroded side of the pipe

and the corresponding stitched result is shown in Figure 5.10. A close up of the

corrosion above defect 1 as indicated by Figure 5.10 is shown in Figure 5.11. No

discernible wall thickness loss was detected for this region. A summary of the

three defects is given in Table 5.2. The stitched image sections and point clouds

are shown in Figures [5.12–5.14] for these defects.
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Table 5.2: Point cloud measurements of split pipe “natural” defects

Defect ID Description Measurement from Point Cloud

1 Pitting 2.8 x 0.48 mm

2 Pitting 1.5 x 0.36 mm

3 Pitting 3.2 x 0.51 mm

(a) (b)

Figure 5.10: (a) Shows a top down photo of the split pipe taken with a standard
camera, (b) shown the unwrapped and stitched images taken from the inside of
the pipe
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Figure 5.11: Close up detail from stitch of corroded pipe section

(a)

(b)

Figure 5.12: (a) Shows the stitched image section detailing defect 1, (b) shows
the point cloud for defect 1
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(a)
(b)

Figure 5.13: (a) Shows the stitched image section detailing defect 2, (b) shows
the point cloud for defect 2

(a) (b)

Figure 5.14: (a) Shows the stitched image section detailing defect 3, (b) shows
the point cloud for defect 3

5.2.1 Summary of Split Pipe Results

The results have shown the limitations of the system generally come down to two

factors when sizing defects:
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1. If a defect is less than the width of the laser such as the smallest flat bottom

hole (0.5 OD x 2 mm id: 5) and the circumferential slot (20 x 0.25 x 1 mm

id: 1) a depth measurement is not possible.

2. The axial resolution is largely determined by the step size between images

in the case of the first set of experimental data this was fixed at 0.5 mm. In

the manual deployment this value varied, therefore when performing inspec-

tions, the maximum speed of deployment will not only be determined by

the image quality and feature matching requirements covered in Chapter 3

but the axial resolution desired.

It is also noted however, that the image quality when using the sapphire window

is degraded when compared to the previous results, this also presented itself with

an increase of stitching artefacts.

5.3 Real-Time Software

5.3.1 Overview

A software package for the system has been developed by the author for industrial

usage. This provides a simple interface for using the pipe profiler presented in

this thesis allowing for image stitching and laser profiling. The software can be

broken down into its main components which are shown in the simplified flow

diagram in Figure 5.16 a screen-capture of the software is shown in Figure 5.15.

The central section of the software shows a continuous stitch of the pipework
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under inspection, a green border is overlaid detailing the live region of the image.

Furthermore, the laser line is also extracted and displayed onto the image. Axes

are added to the image showing the scale of the stitched section on screen, the

Y-Axis is given by visual odometry calculated from SIFT matches. The X-Axis

is given by the circumference of a circle fitted to the laser ring when projected

into 3D space. The left section of the interface shows a graphic of the probe

within a pipe with the maximum positive and negative distance travelled within

the pipework as well as a rectangle showing where within that section the current

on-screen display is. In the top right an orientation display is shown showing

information captured by the Inertial Measurement Unit (IMU). Below this are

the basic controls for the software and adjustments to the camera centre to correct

for offsets which may result in distorted images when applying the unwrapping.

The laser data is also plotted here showing the laser line in X, Y in mm cartesian

coordinates. Finally, a traffic light system is used to indicate to the user the

number of SIFT matches between successive frames, this generally occurs when

the movement is erratic or too fast. Alternatively, it may indicate the current

region under inspection is sparse of reliable features.

196



5
.

IN
D

U
S
T

R
IA

L
D

E
M

O
N

S
T

R
A

T
O

R

Figure 5.15: Screenshot of the pipe profiling software interface
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Figure 5.16: Simplified operation of real time pipe-profiling software (dashed
outline indicates modules resulting from significant collaborative work)

5.3.2 Technical Overview

The software was written in a modular way with the frontend, data capture

and storage handled using C# .Net 4.7. The image processing is handled by

two Dynamic Link Libraries (DLL) written in C++ for computational efficiency.
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Further to the use of C++ a CUDA [126] implementation of SIFT is used, CUDA

is a parallel computing platform developed by NVIDIA for use on their GPU

devices.

5.3.2.1 Laser Processing

Laser images as shown in Figure 5.16 are processed in two ways, the 3D re-

projection is an implementation of the methodology shown in Chapter 4 in C++.

Returning the diameter of the pipe bore as well as a series of X, Y coordinates

in millimetres which are charted as shown in Figure 5.15. The second method is

simpler and applies the log-polar unwrapping of the fisheye image upon the laser

coordinates to allow them the be overlaid on the corresponding LED image.

5.3.2.2 Image Stitching

Image stitching with minor exceptions is completed on an image to image basis.

Each image is first unwrapped using a log-polar unwrapping method to convert

from the fisheye ‘doughnut’ image of the pipe to a rectangular form. SIFT feature

extraction and matching is then performed on consecutive frames. This is handled

by another C++ Dynamic Link Library (DLL). It contains a wrapper for a CUDA

implementation of SIFT [127] which was configured using the parameters given

in Chapter 3 as well as the logic and functionality for the stitching procedure.

The matching process returns a series of X & Y pixel correspondences the median

value for these was taken. As the probe was assumed to only be able to travel

along its axis within the pipe (Y pixel change) and roll around this axis (X pixel
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change), these two values could be used to create the high-quality results shown

in Figure 5.15. The Y pixel change is incorporated into the stitch by cropping

the middle section from the latest image and placing it at that distance from the

current active edge. The X pixel change is applied as a circular shift to the image

matrix. Utilising the CUDA implementation and leveraging the processing cap-

abilities of consumer level GPUs allowed this image stitching process to perform

in real-time which is a key selling point of the system.

5.3.3 Deployment

A long with the intuitive software allowing inspectors to collect data for post pro-

cessing and analyse defects in real time, a robust package in-line with industry

standards was created to allow Inspectahire to perform on-site deployments and

demonstrations. This is illustrated in the following Figure 5.17. The package

contained a pipe sample with flat-bottom hole defects, the pipe-profiler, flexible

deployment cable, centralisers, V-Blocks, power supplies required for the equip-

ment and a laptop with a CUDA capable graphics card.
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(a)

(b)

Figure 5.17: Pipe-Profiler deployment case containing equipment for demon-
stration and inspection
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5.4 A Novel Centralisation Method for Pipe Im-

age Stitching

In this section, a brief overview will be given of the collaborative work the au-

thor took part in [128]. The work created a method to unwrap images from a

non-centralised view point with minimal distortion. The author provided sup-

port to all areas of the work contained within the paper as the resident expert

on the system used, the key technical contributions were the sensitivity study

completed and detailed in this section, and the data collection & experimenta-

tion. To achieve this the first step was determine to probe’s orientation within

the pipe was devised by utilising the extraction of the laser ring and an optim-

isation method. From the known orientation the image can be re-projected into

a synthetic centralised view, from here the image can be unwrapped and stitched

as done in the previous section.

To demonstrate the effects of distortion of unwrapping an image from a non-

central perspective the following Figure 5.18 is shown, this is as if a grid pattern

has been imaged on the inside and unwrapped from a centralised perspective (Fig-

ure 5.18a), a non-central perspective (Figure 5.18b) and finally the non-central

perspective having been re-projected to a centralised perspective (Figure 5.18c).
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(a) (b)

(c)

Figure 5.18: Simplified cases of a grid like pattern being unwrapped, case (a)
shows an image taken with the probe centralized, case (b) shows an expected res-
ult performing standard log polar unwrapping on a non-centralized probe without
correcting for pose and case (c) shows the expected result when correcting for the
pose

The first step of the retrojection process is to determine the probe’s orientation

within the pipe of a known diameter. A 3D-schematic is shown in Figure 5.20

and a Simplified 2D-schematic in Figure 5.19. This is achieved through an optim-

isation process where the optimisation solves for the minimum difference between

a simulated laser ring with the known camera model and profiler geometry and

the extracted laser ring from the image. The solution is limited to x, y, and the

rotation around these α and β respectively.
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Figure 5.19: Schematic detailing the camera system within a cylinder, d is the
distance from the centre of the unit sphere as detailed in [18] to the point of
reflection and origin of the laser plane m, α is the rotation about the x axis and
β the rotation around the y axis
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Figure 5.20: Simplified two-dimensional schematic detailing the camera system
centred within a pipe of diameter 2r. The dashed lines represent the rays of light
observed by the camera at the intersection of the laser plane and pipe walls. The
camera is represented by the omnidirectional camera model as detailed in [18]. O
is the camera origin located at the centre of the unit sphere, l is the length of the
pipe, m is the origin of the laser plane at the point of reflection on the conical
mirror and d is the distance between the camera origin and point of reflection

A series of simulated laser rings with the various values of x, y, α and β is

shown in Figure 5.21. The ability to determine the probe’s pose is therefore a

function of the change in the laser ring with respect to the parameters shown.

To determine the sensitivity to change within a simulated environment the probe

was moved in x and rotated around α, the laser ring was extracted in the centred

and co-linear to the pipe within the environment, from here the maximum value
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change at discrete points around the ring was noted to create a plot of pixel

change (∆PX) vs translation in x and rotation in α as shown in Figure 5.22.

As observed the laser plane does not provide significant sensitivity to change for

small pose changes, this is exaggerated when the translation and rotation oppose

each other creating a region where they are effectively cancelled out. However,

there is still a significant enough change for the optimisation to reach a solution

to within 0.5 mm in translation for 90 % of cases with a simulated trial set of 300

poses.

Laser-ring Pattern, Pose: (  = 0°,  =   0°, x=    0 mm, y=    0 mm)
Laser-ring Pattern, Pose: (  = 0°,  = 10°, x=    0 mm, y=    0 mm)
Laser-ring Pattern, Pose: (  = 0°,  =   0°, x= -10 mm, y= -10 mm)

Figure 5.21: Schematic detailing the camera system within a cylinder, d is th
e distance from the centre of the unit sphere as detailed in [18] to the point of
reflection and origin of the laser plane m, α is the rotation about the x axis and
β the rotation around the y axis
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Figure 5.22: Maximum ∆PX pixel changes within a 65 mm ID pipe for varying
rotational and translational camera pose changes

Once the pose is known, then the synthetic image for unwrapping can be created,

this process is graphically in Figure 5.23.
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(a) (b)

(c) (d)

Figure 5.23: Unwrapping process diagram of non-centralized images. (a) is the
input non-centralized raw image. (b) is the point cloud of the pipe created from
the pose observed and the input image (a), (c) is the post-processed, centralized
image using the point cloud (b). (d) is the unwrapped image resulting from (c)

An example mock inspection of a pipe with a cross pattern off through holes

was undertaken with the probe without a centraliser to create a dataset which

was non-central, an example pair of images of the probe centralised and un-

centralised within a pipe section are shown in Figure 5.24. The result of the

image stitching from this data set without the re-projection applied to the images

prior to stitching is shown in Figure 5.25a and the image with the re-projected

centralisation applied is shown in Figure 5.25b
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(a)

(b)

Figure 5.24: (a) shows the probe with a centraliser within a section of pipe,
(b) shows the probe without the centraliser demonstrating how the inspection data
was captured
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(a) (b)

Figure 5.25: Image mosaic created from stitching 32 unwrapped images of 65
mm diameter pipe sections. (a) without centralisation (b) with post-inspection
centralisation achieved through image re-projection prior to unwrapping

5.5 Summary

In this chapter the practical aspects of the pipe profiler were investigated. In

the first section the effectiveness of the image stitching and accuracy of the laser

profiler was investigated with the use of a split-pipe sample. The image stitching

was capable of providing high quality results with very few artefacts. The laser

profiler was able to size most defects accurately within 0.5 mm. However, there

were some key points to take note of, the axial accuracy was noted to be related

directly to the deployment speed. Furthermore, small defects below the width
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of the laser line as projected such as the circumferential slot and flat-bottomed

holes with a diameter less than this could not accurately be sized in depth as the

laser could not be accurately extracted from these regions. These defects were

all imaged to a high resolution as shown in the images within the section. A

deployment package and software solution were presented capable of providing,

odometry information, stitched images and laser profiling to the operator in real

time. Finally, a method for correcting the distortion due to non-centralised im-

age unwrapping was shown which was capable of providing high quality stitched

images in un-centralised mock inspection scenarios.
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Chapter 6

Summary, Key Findings and Fu-

ture Work

6.1 Summary

This thesis has presented an internal pipe-profiling system, the theory behind

this & alternative methods of pipe inspection, an optimisation of the inspection

parameters, and a calibration method and an industrial demonstration. The

system has been designed to inspect pipes with a diameter of 50–150 mm. The

system consists of a laser-profiler, providing diametric information and a fish-eye

lens equipped camera, providing high resolution image stitches and odometry.

Chapter 1 began with an overview of the industrial motivation for such a sys-

tem to be developed. The main point being made, that there is a large amount

of pipework within critical infrastructure which will degrade over time, leading

to corrosion, pitting, cracks and product build up. It was noted that these in-

spections are often carried out with traditional Remote Visual Inspection (RVI)

which provides inspectors with a quick and easy screening method for providing

an overview of the pipework’s integrity. The advantages of the system presented
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in this thesis to augment tradition RVI are then given such as the: unwrapped

overview of the internal bore, diametric information and visual odometry data,

allowing for quantitative comparisons with previous inspection data. Following

this, the main aims, objectives and outline of the thesis were laid out, concluding

with the contributions to academia & industry and the publications arising from

this work.

Chapter 2 introduced the reader to the various methods of Non-Destructive Eval-

uation (NDE) available for the inspection of assets. A focus was then taken on

visual inspection of pipework, with various diameter pipework considered in turn

and the standard approaches to inspect them. This can be summarised in the

following points:

� Below 50 mm diameter videoscope cameras may prove most effective.

� Medium bored pipes of 50 mm–250 mm diameter are best suited to a mix

of push-rod cameras and crawlers.

� Larger than 250 mm usually require In-Line inspection & crawlers offering

effective inspection deployment strategies.

Following on from this, the theory behind advanced methods of RVI was intro-

duced, beginning with the camera model and calibration for both a pin-hole cam-

era and omnidirectional camera. This led into epipolar geometry, which describes

the projective geometry between two views. A section on 3D reconstruction was

presented after this, with a key point being the uncertainty arising from paral-

lel views which is largely the case for pipe inspection. Methods for creating 3D
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reconstructions were then covered, this included stereo vision where correspond-

ences between two views are used to triangulate a 3D point, and active stereo

where the correspondence is simplified by replacing a second camera with a laser

stripe for example. Time of flight systems were described; where these systems

rely on the time taken for light to travel from the source or the phase to shift

from emission through to reflection and detection to convey the depth of ob-

jects in the scene. Structure from Motion (SfM) was covered next, as the final

3D-reconstruction method to be presented. This technique allows for collections

of unordered images of a scene to be processed into a model. The model may

be scaled with the correct control points and calibrations in place. Visual Odo-

metry was introduced at this point, as it is closely related to SfM, but where SfM

takes unordered sets of images and computes the camera locations and scene,

visual odometry focuses purely on calculating the motion of the camera along

an ordered set of images. Many of these methods rely on feature descriptors to

find correspondences between different views, and therefore, the topic of feature

extraction was presented next in the chapter. The review of feature extraction

had a strong focus on Scale-Invariant Feature Transform (SIFT) which is used

throughout this body of work, due to its success with the images captured and

prevalence throughout the literature. Alternative methods were also presented

which tended to adjust the algorithm for speed and efficiency, a problem which

was solved here in part by the advances in computation & programming meth-

ods since the time SIFT was released by Lowe et al. The chapter finishes off

with a review of advanced methods for RVI related to the work presented in this

thesis, with solutions presented in industry and academia. Industrial systems

tended to focus on larger bore pipes, where there was a choice of laser-based
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metrology inspection systems available. It was also noted that an increased ad-

option of post-processing data from traditional RVI with SfM is ongoing, although

still at an early stage and not yet widely marketed. This however, has been in

practice within academia for a number of years, as shown in the review of aca-

demic inspection systems. The review of research within academia begins with

an overview of two projects producing high resolution panoramic images of the

interior of pipework and mineshafts. These methods were both constrained to

cylindrical inspections by design, but both produced not only high-quality im-

ages, the likes of which are capable of being produced with the system presented

in this thesis with a single camera, but by their virtue of having multiple cameras

imaging the same region. They were able to utilise multiple view geometry to

infer 3D information. The next subtopic reviewed was the use of SfM, where

the projects covered varied in the constraints applied, those such as that con-

ducted by Hansen et. al [129] successfully constrained the geometry (assuming

the images were inside cylindrical pipework with known geometries) to achieve

highly-accurate results. Acosta et. al [99] however pointed out the challenges of

relying on photogrammetry within challenging environments, their presentation

of partial reconstructions (varying by the choice of feature detector as well as their

own proposed reconstruction method) highlighted the difficulties in generating a

complete model of the pipework under inspection. Laser profiling methods were

then reviewed, and a number of systems for capturing the geometric information

of the pipework under inspection were shown. These systems offer a solution

to the challenges of obtaining accurate reconstructions with SfM, as they are

generally very robust in providing an accurate reading in varying environments.
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Chapter 3 introduced the pipe-profiler, beginning with an overview of the op-

eration regarding the LED and laser images, followed by the hardware used to

construct the profiler itself. A simulation environment was then shown, this was

used to characterise the performance of the system in terms of laser accuracy

while varying several parameters. It was shown that in the current configura-

tion 0.5 mm accuracy is possible for the size of pipe it is designed for (80 mm

diameter). Alternative designs were presented to achieve this accuracy in pipes

up to around 210 mm diameter. The next section of the chapter focussed on op-

timising the configurable parameters of the pipe profiler, such as the deployment

speed, camera settings and SIFT parameters used for feature extraction. This

led to an optimal inspection configuration, which achieved a stable system for

extracting features and matching them accurately to stitch images and provide

odometry information.

Chapter 4 focused on the calibration of the laser profiler, it begins with a review of

calibration methods in the literature for systems with a similar design. A detailed

overview of the triangulation method used to determine the pipe geometry is then

given, followed by an analysis of the errors which arise from misalignment of the

laser profiler elements. These misalignments were studied in a controlled manner

within a calibration rig designed for this purpose. The method used to study

misalignment was also utilised to provide a method to physically align the profiler

elements, in a highly accurate manner. Furthermore, a process was developed to

capture discrete values for the baseline and angle of reflection around the 360° of

the laser profiler, creating a calibration for each point around the laser ring. This

was an improvement of the prior method of using a global value, thus allowing for
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misalignment to be tolerated. The chapter was concluded by a study of the error

in a series of calibration rings as well as a pipe segment with flat bottom holes.

The calibration method was shown to greatly reduce the error, even with 5.5°

misalignment of the profiler elements, these results are summarised in Table 4.1.

Chapter 5 showed an implementation of the work presented in chapters three and

four, by demonstrating the performance of the pipe-profiler with a case study of

a split pipe. The split-pipe contained a series of defects such as axial and cir-

cumferential slots as well as flat-bottomed holes. These defects were all clearly

visible in the stitched image results however, the limitations of the laser system

were highlighted. Defects with a with a dimension in the axial direction of less

than 0.5 mm could not be sized as the width of the laser line was greater than

the opening of the defect. Following on from the case study, a real-time software

implementation of the laser profiling and image stitching was presented. Lastly, a

method for creating non-distorted unwrapped images from non-centralised view-

points within the pipe was shown which would enable the system to provide high

quality results in more challenging inspection scenarios.

6.2 Key Findings

The parameters used for both the camera, and feature extraction have been stud-

ied and optimised. Their impacts on performance have been characterised, thus

creating a starting point for future work in varying environments with differing

hardware.
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The accuracy of a pipe inspection system utilising a laser-profiler and fish eye

camera has been well documented and understood. To ensure the accuracies are

achieved as stated, a calibration procedure has been developed and presented, al-

lowing for a method of aligning the elements of the system, as well as correcting

for misalignments in software, thus making it more practical to utilise. Accuracies

of 0.5 mm in 80 mm diameter pipe are to be expected, with the software calibra-

tion applied to a dataset captured with 5.5° of misalignment. A peak sizing error

of diameter was reduced from 2.50 mm to 0.27 mm and depth error of −0.96 mm

to 0.21 mm for measurements taken on a 1 x 2 mm hole.

A simulation tool was developed enabling the prediction of accuracy for various

configurations of laser profiler and camera combinations within any pipe diameter.

Using the knowledge from the optimisation of the parameters, and the authors

significant development of the software, the system was proven to be able to

operate in real-time (20 frames per second).

6.3 Future Work

Synthesised Centralisation

A significant improvement which could be made to this system is the unwrapping

process, as stated throughout the current method utilised is a log-polar unwrap-

ping from the camera centre, in the case where the camera centre and pipe centre

are not in alignment, large amounts of distortion to the image will occur. In the
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work [128] which the author significantly contributed to, a method is presented

for using the laser-profiler for determining the pose of the probe within the pipe.

This can then be used to create an unwrapped image from a centralised per-

spective. Implementing this within the real-time software would be a significant

improvement to the current system. Furthermore, the sensitivity of the pose es-

timation could be improved by using a non-planer laser projector to increase the

accuracy with respect to small movements and opposing translation and rotations

which the current system was shown to be insensitive too.

Further improvements could also be considered for the method for obtaining the

pose, as shown in Figure 5.22, the probe is relatively insensitive to small changes

in translation and rotation especially when these oppose each other. A future

system could project a series of dots onto the pipe wall at unique angles relative

to the camera axis, it is believed this system would be more sensitive to these

small and opposing changes. However, it would come at the cost of requiring a

more complicated hardware design and calibration.

Large and Small-Bore Spin-Offs

Developing the system to work in larger pipes would also increase the scope of

the project, as shown in Section 3.2.1 the current system would not be suitable

for pipes out with its design criteria. By creating a system with a longer distance

between the camera & laser projector, or by utilising multiple cameras with a

narrower field of view the current level of accuracy may be maintained across a

larger range of pipe diameters.
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It would also be desirable to have a system which could be utilised in smaller

pipes, less than 50 mm with bends such as heat exchangers. Such pipework is

currently inspected with videoscopes, a system could be developed as a soft-

ware only approach, it has been shown in the literature [129] that by applying

constraints to the inspection, very accurate results are possible from SfM tech-

niques. A software only approach would also benefit from being applicable to

many systems and enable wider usage through the lack of requirement of specific

hardware.

Point Cloud Processing and Analysis

As each point in the point cloud relates to a point in the original laser image

it would be possible to colour that point with the following or prior LED image

taken by the probe, this method would allow for a simplistic way to provide more

information.

A further advantage of having the point cloud data for the pipework which has

also not been exploited within the work presented in this thesis is that of auto-

mated methods of defect inspection.

Automated methods which could highlight regions of concern to the inspector

would enable very efficient screening of large areas of pipework.
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Varying Pipe Material and Geometry

Throughout this body of work the system has been only shown to work effectively

on stainless steel samples and aluminium, future work could include various ma-

terials and surface finishes to determine how well the visual odometry and laser

profiling perform.

In addition to this the synthesised centralisation method should be tested in more

challenging geometries such as bends which are often areas with significant areas

of erosion, as the current approach relies on the assumption the probe is within

a perfect cylinder the amount of error such geometry would introduce is of great

interest.

Conforming to IP67

Revisiting the sapphire window as shown in Section 5.2 would be beneficial as

to bring the probe back to the original specification of IP67 standards [107].

This would involve facing the challenges caused by the internal reflections of

both the laser and LED array on the sapphire window, which cause issues with

regards to image quality. Along with these challenges, it was noted in Chapter 5

that the laser profiler with the windows in place was providing systematic mis-

measurements, the calibration of Chapter 4 should therefore be applied to the

final probe. This would require a mounting solution within the calibration block,
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but the software only approach would mean that access to the conical mirror

would not be required. This is crucial as access would not be possible, with the

probe assembled and sealed to meet the IP67 standard.

Additional Sensor Payloads

In a redesigned probe, it would be advantageous to provide additional meas-

urements to provide a more complete picture of the pipework under inspection.

These could be for example, ultrasonics to provide volumetric information to sup-

plement the surface inspection. A measure of the ambient conditions within the

pipework would be beneficial as well, such as measure of background radiation to

detect highly radiated sections.

Study of Time Dependent Errors

In Section 4.3 a study of the errors impacting the result of the laser profiler’s

accuracy. This however did not study any time dependent errors such as changes

in temperature along the pipework being inspected. Such changes could cause

thermal expansion to occur and impact the alignment of the optical elements. A

further study could be conducted to determine the relationship between probe

temperature and error, if there was a clear between the error and temperature

measured within the probe this could be incorporated into the calibration allowing

for corrections to be made on the fly during inspections.
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Furthermore, the effects of radiation exposure upon the probe are currently un-

known, controlled trials would determine any error such exposure would bring to

the system along with an understanding of how the system is expected to degrade

and the amount of exposure it is capable of operating within.

Commercial Adoption

Industrial demonstration has been completed successfully with positive feedback

from Inspectahire� and multinational companies. The next step is to roll the

system out into commercial deployment scenarios and talks are ongoing with

several companies to achieve this.
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Deviation Maps of Split Pipe Scan
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Figure A.1: Deviation maps showing error between generated mesh and ground
truth scan (a) shows the Global Angle calibration error at 0 degrees misalignment
and (b) shows the Multi Angle
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Figure A.2: Deviation maps showing error between generated mesh and ground
truth scan (a) shows the Global Angle calibration error at 1.4 degrees misalignment
and (b) shows the Multi Angle
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(b)

Figure A.3: Deviation maps showing error between generated mesh and ground
truth scan (a) shows the Global Angle calibration error at 2.8 degrees misalignment
and (b) shows the Multi Angle
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(b)

Figure A.4: Deviation maps showing error between generated mesh and ground
truth scan (a) shows the Global Angle calibration error at 4.1 degrees misalignment
and (b) shows the Multi Angle
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Figure A.5: Deviation maps showing error between generated mesh and ground
truth scan (a) shows the Global Angle calibration error at 5.5 degrees misalignment
and (b) shows the Multi Angle
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