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Abstract

The electricity industry faces the challenge of adapting to new circumstances where
environmental concerns and the optimal use of resources are crucial. In this scenario,
Distributed Energy Resources (DER) are recognised as one of the possible solutions for
sustainable economic development. The optimal integration of DER in the distribution
networks is essential to maximise DER benefits and minimise the cost of DER integration. An
adequate DER planning method is required to obtain valuable information for the best

deployment of these resources.

The integration of DER has several drivers, such as the minimisation of cost, the reduction
of carbon emission and the reduction of energy losses, among others. At the same time,
several stakeholders are involved in DER research, development and management.
Consequently, a flexible and multi-objective planning method that considers technical,
environmental and economic impacts of DER integration can provide a deep insight into the

advantages and drawbacks of DER, and can reflect the different perspectives on the

problem.

Most renewable DER have a variable output. Hence, the planning of DER integration must
consider the stochastic nature of DER. Likewise, the active management of DER and the
network has been recognised recently as one of the new paradigms for the integration of
larger penetrations of DER As a result, an appropriate planning technique for DER

integration must consider the simultaneous interaction of controllable and stochastic DER to

provide an adequate evaluation of DER impacts and benefits.

Novel multi-objective optimisation techniques, known as Multi-objective Evolutionary
Algorithms (MOEA), have been developed recently. MOEA are able to analyse complex
objective functions and offer a “true’” multi-objective approach. Consequently, MOEA are

able to handle complex multi-objective problems such as DER planning effectively.

This thesis proposes to use multi-objective planning to analyse the optimal integration of
stochastic and controllable DER. It presents the design, development and demonstration of a
planning framework based on a state-of-the-art MOEA. Results from two relevant case
studies show that the multi-objective planning method proposed is a novel and valuable tool
for the analysis of DER integration. The framework proposed is generic and can be applied

to other energy planning problems.
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Chapter 1

1. Introduction

This chapter introduces the new paradigms and techniques that motivated this research. It

outlines the objectives and methodology of the thesis. Also, it enumerates the main

contributions of this thesis, and describes in detail the chapter structure.

1.1. Thesis Background

1.1.1. Distributed Energy Resources

In recent years, climate change has prompted international awareness about the impacts that
electricity generation and, more generally, the use of energy have on the environment.
Cleaner ways of generating energy and a more efficient use of it are required to ensure a
sustainable economic development. For instance, the countries of the European Union have
committed to supply 20% of their energy from renewable sources by 2020 [1.1]. Besides

these environmental concerns, the steady rise of fossil fuel costs, coupled with concerns over

security of supply, are encouraging the use of a more diverse energy mix,

In this context, local generation of heat and electricity and the local use of renewable energy
resources are considered as some of the most promising options to provide a more secure,
clean and more efficient energy supply [1.2]. The traditional centralised structure of power
systems is being challenged and new concepts proposed. New government policies and
regulations, the aforementioned environmental targets and technological innovation are
allowing, and in some cases encouraging, the gradual shift from large centralised power
plants to smaller and more distributed generators. These generators are connected to the

distribution system and typically supply energy to a small number of local customers.

Distributed Generation (DG), also known as Embedded Generation, is defined as “an electric
power source connected directly to the distribution network or on the customer site of the
meter” [1.3]. The most common DG technologies include Combined Heat and Power (CHP)
generators, micro-turbine generators, solar photovoltaic generators (PV), wind generators
and micro hydro schemes [1.4]. At present, DG is considered within the broader concept of
Distributed Energy Resources (DER), which also includes responsive loads and energy

storage [1.5].
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Figure 1-1 Change from Centralised Structure to Decentralised Structure of Power Systems

The structural change of power systems is illustrated in Figure 1-1. Distributed Generation
capacity sizes range from a few kW connected to the low-voltage network (LV micro-
generation) to tens of MW connected to the medium-voltage network (MV large scale DG)
[1.4]. Distributed generators supply local loads and also interact with the wider system. In
addition, in the distributed power system a number of large generators remain connected to
the high voltage network (HV).

In the particular case of the United Kingdom (UK), the 2006 Energy Review [1.6]

recognised that renewable DER could help to reduce carbon emissions and that it could
increase the security of supply by having a more diverse generation mix. Consequently, it
proposed a set of measures to encourage the use of low-carbon and distributed technologies,
such as easier access to renewable energy incentives for micro-generators. More recently, the
2007 UK Energy White Paper [1.2] acknowledged the potential of DER to contribute to the
achievement of environmental targets and energy security challenges and proposed measures
to facilitate DG connections, including more flexible licensing arrangements and clearer
exports rewards for smaller generators. As a result, it can be expected that DER, and

particularly DG, will play an important role in the future UK electricity system [1.7].




1.1.1.1. DER Impacts and Benefits

The use of Distributed Energy Resources is proposed as one of the possible solution for
today’s energy challenges. Consequently, the main technical, economic and environmental
effects of DER have been extensively investigated in recent years. For instance, the book of
Jenkins et al. [1.4], published in 2000, provides an in-depth discussion of the issues related
to embedded generation. Similarly, the doctoral theses of Ochoa [1.8] and Thong [1.9], both
presented in 2006, study in detail the technical impacts of DG on the distribution network.
Also, several research papers review DER impacts and benefits [1.5], [1.7], [1.10] or study a

single impact, such as investment deferral [1.11] or line losses [1.12].

Table 1-1 Summary of DER Benefits and Impacts (Varied Sources
_ [ Bemefis  [Impacts 0000000000000
¢ Improvement of voltage e Voltage rise

profile e Increase of line losses
¢ Reduction of distribution Reverse power flows, which might exceed

S losses thermal limits of equipment
| _E e Reduction of transmissions ¢ Increase of network fault levels

& losses e Unbalance

* Increased reliability e Transient voltage variations

* Reduction of peak loads ¢ Injection of harmonics

o Network instabilit

~ | Reduction of carbon emissions { ® Noise and visual pollutton (e.g. wind farms)
= | * Highoverall efficiencies (e.g. | ® Effect on the ecosystem and fishery (e.g. micro-
= micro-CHP) hydro)
S | ® Increment of localised emissions (e.g. micro-
-~ CHP)
—
£3

¢ Reduction of DSO operating e Need for grid reinforcements
costs (by line losses reduction) | ¢ Increased DSO costs (by increasing losses and
¢ Investment deferral fault levels)
e Increased reliability e Increased uncertainty in demand prediction
e DER developer revenues, less
up-front capital costs and

reduced financial risk of
investment

Economic

The main benefits and impacts of DER identified in the literature are summarised in Table
1-1. Some effects depend on the DER location, size and pattern of output [1.7]. For example,
DER located close to load centres and with a production coincident with demand reduces
power flow in lines. This reduction in power-flows results in an improvement of voltage
profile, and in a decrease in the line losses [1.4]). Moreover, if DER produces power at peak
times, network investments can be deferred. Similarly, the reliability of the network can be

increased by DER with constant production (e.g. gas generators) and connected to meshed



grids, or by DER that are allowed to operate in islanded mode while connected to radial
networks. In contrast, DER with a variable output, such as wind generators, or DER

connected to radial networks and not allowed to work in islanded mode do not increase the

reliability of the network [1.4].

Many of these technical effects translate to economic benefits for the Distribution System
Operator (DSO) (e.g. reduction of line losses, investment deferral), or for the customer (e.g.
increased reliability). The economic benefits for the DER owner arise from energy sales.

Hence, for a DER developer maximising the amount of energy traded, while keeping the

system within technical operation limits, is paramount.

Distribution networks were designed deterministically for unidirectional power flows, from
higher voltages to lower voltages, rather than to accommodate large penetrations of DER. As
a result, wrongly located DER, DER whose production is not coincident with demand or
DER whose capacity largely exceeds the capacity of the network, has negative effects, such
as reverse power flows, increment in line losses and voltage rise. DER located close to fault
points contribute to the fault currents and might require the replacement of switchgear
equipment. Other impacts of DER include the degradation of voltage quality, by injecting
power electronic harmonics, and an increase in network instability, because of the low inertia
of DER [1.9].

1.1.1.2, The Need for an Optimal DER Integration

The distribution network must be kept within operational and design limits at all times to
provide good-quality energy and avoid damage to the equipment (i.e. voltage and thermal
constraints, fault level limits). Hence, the technical impacts of DER can limit the installation
of DER and restrict the associated economic and environmental benefits. In weak rural
networks, where large amounts of renewable resources are located, the voltage rise is the
impact limiting the integration of DER [1.10]. In meshed urban networks, where large
numbers of micro-CHP units could potentially be installed, thermal limits and fault levels are

also constraining factors [1.4].

There are two management philosophies to keep the network within operational limits and to
minimise the steady state impacts of DER: “fit-and-forget” and Active Network
Management (ANM). Under a traditional “fit-and-forget” connection philosophy, the grid is



reinforced to keep the system within deterministic operational limits. Hence, the operational
problems are solved at the planning stage. Strbac et al. [1.7] identifies that the “fit-and-
forget” approach would require extremely costly reinforcements in the network to
accommodate large penetrations of DER. Similarly, Pecas-Lopes et al. [1.5] recognise that
this management philosophy is limiting for the integration of DER. As a result, “a
fundamental shift from passive to active network management™ was proposed in recent years
[1.13]. Under this management philosophy the operational problems are solved with the
active management of the network and the DER (i.e. DER curtailment and/or dispatch).
ANM has been shown to considerably increase the amount of DER that can be connected to
the network without the need of reinforcements [1.5]. In this thesis, actively managed DER

15 also referred to as “controllable DER.

Under either management approach, the optimal integration of DER in the distribution grid
Is fundamental to guarantee the best use of resources, i.e. maximise benefits and minimise
costs. The sub-optimal integration of DER under a fit-and-forget management will result in a
requirement for additional and unnecessary transmission and distribution grid
reinforcements, network sterilisation, increased line losses and/or unattainable development
and environmental targets, as demonstrated by other researchers [1.11], [1.12], [1.14].
Likewise, the sub-optimal integration of DER under active DER management will result in
excessive energy curtailment, which could convert an economically feasible project into an

unfeasible one, as demonstrated in Chapter 6 of this thesis.

1.1.2. Distributed Energy Resources Planning

Planning can be succinctly defined as “the process of identifying alternatives and selecting
the best from among them” [1.15]. Distributed Energy Resources planning can be defined as
a structured approach to optimise the type, location, number and size of distributed resources
in a particular distribution system given a set of objectives and constraints. The most
common objective pursued is minimisation of total cost. However, other main drivers are not
unusual, for example: maximisation of DER capacity, minimisation of active line losses or
amelioration of voltage profile. Constraints are usually defined by the technical limits of

DER and network components, and by the power flow equations.

DER planning can provide valuable information to stakeholders and market players involved

in DER development, management and regulation. DER developers can obtain information



about the most promising locations for DER investments to maximise revenue. For example,
it is now possible to perform an initial evaluation of DER connection via a web-based tool
[1.16]. Similarly, DSOs can identify which locations, sizes and types are beneficial (or
detrimental) for their system operation [1.17]. From a high-level perspective, DER planning
can provide valuable information about the potential and the impacts of large penetrations of
DER, identifying the targets that can be reached with an optimal use of resources.
Consequently, the analysis of optimal integration of DER can inform incentives and policies
to encourage DER developments in the places, sizes and types that ensure benefits and

minimise the impacts of DER.

As a result, in recent years the DER planning problem has been studied from varied
perspectives, and under different denominations. Diverse methods for optimising the
location, size and/or type of DER have been proposed, with particular emphasis on DG
placement and sizing. Chapter 3 provides an extensive review and discussion of DER
planning methods, with related references. This review highlights that most of the proposed
techniques are based on assumptions that restrict their application to the planning and
analysis of stochastic and controllable DER. The term “stochastic DER” is used in this thesis

to refer to variable energy resources such as wind and solar energy, and heat-lead CHP.

Most DER planning methods focus on the optimisation of a single objective, usually the
minimisation of total costs, or the minimisation of line losses. A single-objective approach is
practical from a DER developer or a DSO point of view. Nonetheless, the integration of
DER technologies has a wider spectrum of environmental, technical, and economic benefits
and 1mpacts, as shown in Table 1-1. DER planning is in essence a multi-objective planning
problem, as discussed next. A multi-objective DER planning method able to evaluate
stochastic and controllable DER can provide valuable information for the optimal integration

of DER.

1.1.3. Multi-objective Approaches in Power Systems Planning

Until the 1970s energy planning was predominantly aimed at finding the most efficient
solution at the least cost; it was regarded as a single criteria problem. However, in the 1980s
the need to incorporate environmental and social concerns resulted in an increased use of
multi-criteria approaches for energy planning, Moreover, after the oil embargo of 1973,

developed nations became interested in energy efficiency and the use of a diverse pool of



energy sources. As a result, multi-criteria approaches were particularly popular for

renewable energy planning and energy resource allocations. The wide use of multi-criteria
approaches for energy planning beyond 1990 was recognised as a “paradigm shift” in energy

planning [1.18].

In the particular area of power systems planning, the identification of this task as a multi-
objective problem is not recent. For example, Kavrakoglu et al. [1.19] mentions that “new
dimensions” were emerging in power systems planning early in the 1980s. It 1dentifies some
reasons for this “metamorphosis”, these were: the interest in a clean environment, the
concern over nuclear technology, the sudden increase in energy prices because of the 1973
oil embargo, supply risks and the threat of energy shortages. It is no coincidence that most of

these reasons overlap with the drivers for DER.

In addition, in the 1980s and 1990s a large number of electricity companies around the globe
were privatised. The new liberalised structure included several different market players, and
it required the explicit inclusion of additional drivers for planning, mainly performance and
environmental constraints and reliability targets. Liberalisation also produced the
decentralisation of the decision making process. Planning was no longer a centralised task.
Different market players were now involved each one with a different perspective and often
with conflicting objectives. Planning was no longer targeted at minimising the total overall
cost but at maximising each utility’s profit [1.20]. Similarly, the deregulated environment

increased the uncertainty and associated risk for each of the new market players.

Consequently, it was recognised that power systems planning is in essence a multi-objective
problem, or that “it is often not possible to identify a single plan which simultanecously
optimises all objectives” [1.21]. Moreover, Schweppe ef al. [1.22] discussed the advantage
of considering attributes in their “natural” units. Since this change of paradigm, various

multi-objective approaches for power systems planning and operation have been proposed

[1.18], [1.23], [1.24].

1.1.3.1. Multi-objective DER planning

In an optimisation problem with multiple conflicting objectives the solution is not a unique
element but instead a group of non-dominated solutions: the Pareto set [1.25]. This new

concept of optimality was initially proposed by Francis Ysidro Edgeworth in 1881 and later



generalised by Vilfredo Pareto in 1896. A solution belongs to the Pareto set if it cannot
improve 1n one objective without detriment to other objectives. A very common example of
this conflict 1s the cost versus performance dilemma faced by every buyer on a daily basis,

illustrated in Figure 1-2.

In this 1llustrative example, a planner wants to determine the best energy source for a
community minimising cost while simultaneously maximising performance, measured in this
case by the reduction of carbon emissions. The two objectives are conflicting: high
performance solutions are costly, while cheap solutions have a poor performance. Several
cost/performance solutions belong to the Pareto set. Since performance can only increase to
the detriment of cost, the problem is multi-objective and a trade-off is necessary. The planner

will settle for the cheapest solution that provides his desired level of performance, or

alternatively, his budget will limit the performance he can obtain.

Trade-off

Maximise

Performance

(Gas generator

Cost

Minimise

Figure 1-2 Example of a Multi-objective Problem

This simple example can be extended to more complex DER planning problems. Diverse
economic, technical and environmental impacts of DER integration can be formulated as
planning objectives. It is not necessary to convert all objectives to cost, and technical and
environmental impacts can be formulated in their natural units. The multi-objective
optimisation of objectives other than total cost can expand the knowledge about the optimal

DER integration. An analysis of the Pareto front can decipher the extension of the objectives

and the correlation and trade-offs between objectives. In addition, a multi-objective analysis



can express different points-of-view (e.g. DER owner, DSO, regulators, customers,

environmentalists) facilitating the identification of compromise solutions [1.26].

In spite of the value of a multi-objective analysis, only a small number of multi-objective
DER planning methods have been proposed, particularly in the last three years. These
techniques are also reviewed in Chapter 3. Most of these approaches are unable to deal with
several types of stochastic and controllable DER simultaneously, as already mentioned for
single-objective DER planning techniques. Also, few of these methods include
environmental objectives and almost none considers probabilistic constraints in the analysis.
These two elements are important because the environmental benefits of DER need to be

fully evaluated, and recent regulations [1.27] encourage the use of probabilistic constraints.

Consequently, this thesis identified a clear need for a comprehensive multi-objective
planning method that includes current drivers of DER integration, and that is able to evaluate
controllable and stochastic DER. The complexity of DER planning and the specifications for

a DER planning method are discussed extensively in Chapter 4.

1.1.3.2. The Optimisation/Modelling Dilemma

DER planning is a multi-objective optimisation problem, with nonlinear and non-convex
objectives and constraints, and with discrete and integer variables. The solution to this
complex optimisation problem usually requires simplifying assumptions, and/or the use of
novel optimisation techniques. However, if the problem is over-simplified, for example by
considering a single snapshot analysis of stochastic DER, the optimal solutions found are in

fact sub-optimal, or as phrased by Irving et al. [1.28]: “a real solution to a non-problem”.
Similarly, a realistic model of DER is worthless when optimised with an inaccurate

optimisation method, i.e. “a non-solution to a real problem” [1.28]. This illustrates the
optimisation/modelling dilemma faced in the solution of real optimisation problems, which

is discussed further in the next chapter.

In order to generate useful results, the DER planning problem must be solved by an
optimisation method able to provide an optimal or near-optimal solution and able to evaluate
a realistic model of DER. A new group of multi-objective optimisation techniques developed
in recent years, known as Multi-objective Evolutionary Algorithms (MOEA), provide these

two conditions.



1.1.4. Multi-objective Evolutionary Algorithms

A large number of multi-objective optimisation techniques have been developed since the
1950s [1.29]. Until recently, multi-objective techniques suggested converting the multi-
objective problem to a single-objective optimisation problem, by emphasising one particular
solution at a time [1.30]. This is referred to as the “classical” approach to multi-objective
optimisation [1.25]. A limitation of this approach is that the solutions found are susceptible
to the shape of the Pareto front and several runs of the optimisation are required to find the
Pareto set, as illustrated in Chapter 2. This strategy is time-consuming and implies a loss of
useful information about the optimisation process and about the shape and extension of the
Pareto set. This type of multi-objective optimisation techniques has already been applied for
DER planning in recent years, for example by Ochoa [1.8], Celli et al. [1.17] and Harrison et
al. [1.26]. All of these works are reviewed in Chapter 3.

In the last two decades, different researchers have proposed a new group of multi-objective
optimisation techniques. These techniques are based on the principles of natural evolution.
As a result, these techniques are referred to as Multi-Objective Evolutionary Algorithms.
One of the main advantages of MOEA is that they deal with multi-objective problems in an
“ideal” way, without aggregating all objectives into a single measure of performance {1.25].
MOEA handle groups of possible solutions simultaneously. Consequently, they are able to
find several solutions of the Pareto set in a single “run”. Furthermore, MOEA are a powerful
search method for problems with discrete and integer variables, such as the DER planning
problem. In addition, MOEA optimisation process does not require derivative information,
and can optimise objective functions that are discontinuous, non-convex and nonlinear.
Consequently, MOEA can provide a flexible platform for the analysis of stochastic and

controllable DER. This capability is exploited in this thesis.

Since the first MOEA were developed in the mid-1980s, MOEA has become a very active
research area, as illustrated in Figure 1-3. Several specialised algorithms have been proposed
and applied to diverse multi-objective problems of engineering, industry and science [1.25].
At present, the Strength Pareto Evolutionary Algorithm 2 (SPEA2) developed in 2001 by
Ziztler et al.[1.31], is one of the most advanced and recognised MOEA. Its suitability for
dealing with multi-objective problems is well verified, and it has been demonstrated to
outperform other counterparts both in theoretical and practical problems [1.31], [1.32],
{1.33]. The concepts and development of MOEA, and the SPEA2 algorithm, are discussed

extensively in the next chapter.
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Figure 1-3 MOEA Publications per Year (Up to Early 2007) (Source |1.34])

Despite the increased attention on MOEA, the power systems engineering research
community only recently began to pay attention to these optimisation techniques [1.23].
Specifically, the application of MOEA to DER planning problems has not yet been widely
studied [1.35]. Nonetheless, this trend is changing. The comprehensive review of multi-
objective DER planning conducted for this research, and presented in Chapter 3, shows that
the interest of DER planning researchers in MOEA has increased, especially in the last two
years. One of the contributions of this thesis is to facilitate the understanding ot MOEA and

their use in DER planning.

1.2. Thesis Objectives and Methodology

This research is based on the hypothesis that a MOEA-based multi-objective planning tool
can provide valuable information for the optimal integration of DER in distribution

networks. Consequently, the main objective of this thesis 1s to design, develop and test a
flexible multi-objective planning framework to analyse the integration of Distributed Energy

Resources.

| ]



In order to provide a useful analysis of DER integration, the planning framework must make

it possible to answer the following questions:

e What are the best configurations for DER in a given distribution network in order to

achieve multiple objectives?

e What are the correlations between these objectives when DER is integrated

optimally in a particular network?

The following methodological steps are essential to achieve the main objective of this thesis,

and evidence of this approach is provided throughout this thesis:

e Gain an understanding of multi-objective optimisation and MOEA to select an
optimal algorithm for the planning framework.

e Undertake a critical review of the state of the art of techniques for DER and DG
planning and optimisation, with particular emphasis on multi-objective DER
planning and optimisation.

e Explore in detail the complexity of the DER planning problem and determine the
specifications for a multi-objective planning framework for DER that considers
current drivers of DER integration.

e Develop a flexible and modular DER planning framework that includes the most
important issues identified. Also, outline how the remaining challenges can be
handled.

e Finally, demonstrate the ability of the developed framework to answer the questions

proposed by applying it to a set of relevant case studies.

This thesis aims to provide a powerful analytical tool for DER integration. It is not intended
to develop a DER planning tool to find the single least-cost solution from a particular point

of view.
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1.3. Contributions to Knowledge

This thesis presents a novel multi-objective planning framework to analyse the optimal
integration of stochastic and controllable DER. This framework includes current drivers of
DER integration. It integrates a state-of-the-art MOEA, a stochastic simulation algorithm, an
AC power flow algorithm and an optimal power flow algorithm into a flexible analysis
platform. The principal contributions of this thesis are discussed fully in Chapter 7, and are

summarised next:

1. It presents a comprehensive review of DER planning techniques. A similar review of the
research area has not been published. This review identifies the trends in the research
area, and identifies gaps for future research.

2. It provides a deep examination of the DER planning problem and the specification for a
flexible multi-objective planning framework for DER integration analysis. This
specification discusses the type of techniques that should be used for the analysis of
stochastic and controllable DER.

3. It describes in detail the development of an analytical tool for stochastic and controllable
DER. The detailed development process and the practical details provided are a
contribution for future researchers that might face similar challenges.

4. It provides a comprehensive description of the concepts of multi-objective evolutionary
algorithms applied to the DER problem, and contributes to the future use of these
techniques in DER planning.

5. It expands the knowledge about the impacts and benefits of DER integration, by
discussing the detailed calculation of sixteen different planning attributes and exposing

findings of optimal DER plans with two specific case studies.

1.4. Thesis Structure

The structure of this thesis 1s a reflection of the methodological steps and the contributions of

this work. The thesis is divided in seven chapters. The chapter interrelation is illustrated in
Figure 1-4. A detailed description of each chapter is provided next to facilitate the

understanding and use of this thesis.

Chapter 1 introduces this thesis. It discusses the background and motivation of this thesis.

Also, it lists the research objectives and the methodological steps followed.

13



Chapter 2 has four main sections. The first section covers basic concepts of optimisation,
and reviews the most common single-objective optimisation techniques used in power
systems. This section is necessary as it provides adequate background for the review of DER
planning technique presented in Chapter 3, and helps to understand the advantages of using a
MOEA for DER planning. The second section of Chapter 2 describes the principles of
Genetic Algorithms (GA). The basic GA structure constitutes the base for MOEA. Hence,
each step of GA optimisation is discussed in detail. The third section of this chapter
introduces the key concepts for multi-objective optimisation, and describes the main types of
techniques used in this area, with particular emphasis on multi-objective evolutionary
algorithms. Finally, the Strength Pareto Evolutionary Algorithm 2 (SPEA2), which is used in

the planning framework implemented in Chapter 5, is described in detail.

&

Figure 1-4 Chapter Interrelation

Chapter 3 presents a critical literature review of the state of the art of Distributed Generation
and Distributed Energy Resources planning. Initially, the process of power systems planning
is briefly recalled. Next, a representative sample of single-objective DER planning
techniques is analysed. This review demonstrates that DER planning objectives are diverse
and sometimes conflicting and that most techniques cannot handle diverse types of stochastic

DER simultaneously. It also illustrates the mathematical complexity of DER planning as an

14



optimisation problem. Next, a comprehensive review of multi-objective planning techniques
is examined. This review discusses in detail the latest developments in the area. Importantly,
this review highlights the possibilities for further research and places this thesis in the

context of the research area.

Chapter 4 has two sections. In the first section, the DER planning problem is studied in
detail, This examination illustrates the complexity of the DER planning problem. In addition,
the main aspects that must be handled when optimising DER are identified. This study
determines the specifications for the multi-objective planning framework, considering
current drivers of DER integration and the characteristic of modern planning techniques. In
the second section of the chapter, the methods to handle each one of these specifications are
discussed. The structure of the planning framework is proposed, and each component
described in detail. Moreover, multi-objective visualisation and analysis techniques, such as

Principal Component Analysis, are presented.

In Chapter 5, the implementation of the planning framework, based on the specifications of
Chapter 4, is described. The planning framework has four main components: a multi-
objective evolutionary algorithm, a stochastic simulation algorithm, a power flow algorithm
and an optimal power flow algorithm. The implementation of each one of these components
is detailed. Moreover, the calculation procedure for each one of the planning attributes is
explained. In addition, practical aspects of the framework development (platform, code,

speed) are discussed.

In Chapter 6, the multi-objective planning framework is applied to two relevant case studies.
The first study examines the integration of micro-generation in an urban low-voltage

network. Results illustrate the usefulness of the multi-objective approach proposed, and

demonstrate the ability of the planning framework to deal with a complex stochastic
problem. The second case study analyses the integration of wind turbines in a medium-
voltage network. Results demonstrate the use of probabilistic constraints. Also, results
demonstrate that the approach proposed is able to optimise the integration of controllable

units. The discussion from both case studies provides useful information about DER impacts

and benefits.

Chapter 7 presents the conclusions from the framework specification and development and
from the case studies. The contributions of this work are discussed and further work for the

development of this research is proposed.
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1.5. Associated Publications

The requirements for a planning technique for distributed energy resources and highly

distributed power systems are discussed in depth and appropriate examples given in:

e Alarcon-Rodriguez, A.D., Ault, G.W., Curie, R.A.F., McDonald, J.R., “Planning
the Development of Highly Distributed Power Systems”, 2™ International
Conference of Distributed Energy Resources, Napa, USA, December 2006.

e Alarcon-Rodriguez, A.D., Ault, G.W. McDonald, J.R., “Planning the

Development of Highly Distributed Power Systems”, 19th International Conference
on Electricity Distribution, CIRED 2007, Vienna, Austria, May 2007,

e Alarcon-Rodriguez, A.D., Ault, G.W., Curie, R.A.F., McDonald, J.R., “Planning
Highly Distributed Power Systems: Effective Techniques and Tools” International
Journal of Distributed energy Resources, Vol. 4, No. 1, January 2008.

The development of a multi-objective planning framework for stochastic and controllable

Distributed Energy Resources and the analysis of a relevant case study are presented in:

e Alarcén-Rodriguez, A.D., Haesen, E. Ault, G.W,, Driesen, J., Belmans, R., “Multi-
objective Planning Framework for Stochastic and Controllable Distributed Energy
Resources”, IET Renew. Power Gener., 2009, Vol. 3, Iss. 2, pp. 227-238

The extension of the planning framework to analyse network reinforcements as a planning

option and a case study that studies the conflict between DSO and DER developers

objectives were presented in:

¢ Haesen, E., Alarcén-Rodriguez, A.D., Driesen, J., Belmans, R., Ault, G.W.,
“Opportunities for Active DER Management in Deferral of Distribution System
Reinforcements”, 2009 IEEE Power Systems Conference & Exposition, Seattle,

USA, March 2009
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Additionally, the author has contributed to the following published papers:

e Burt, GM,, Tumilty, RM,, Lincoln, R.W., Alarcon-Rodriguez, A.D., Ault, G.W.,
Finney, S.J., Infield, D.G., “4An Overview of the Highly Distributed Power System”,

1* International Conference and Workshop on Micro-Cogeneration Technologies

and Applications, Micro-Gen 2008, Ottawa, Canada, April 2008.

1.6. Summary

This chapter presents the background to the thesis and introduces the new ideas that motivate
this investigation. The objective and methodology followed are outlined. In addition, the
work is put into context and a list of main contributions presented. Finally, the structure and

scope of the thesis is presented.

The impacts and benefits of DER are already well covered in literature. Therefore, an
extensive and detailed discussion of each DER benefit/impact is unnecessary in this chapter.
For a more comprehensive discussion of DER impacts, the book of Jenkins et al. [1.4], and

the PhD thesis of Vu Van Thong [1.9] are two helpful references.
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Chapter 2

2. Multi-objective  Optimisation @ with  Evolutionary

Algorithms

2.1. Introduction

The previous chapter discussed the need for an optimal DER integration. It also mentioned
that multi-objective DER planning can provide valuable information for the optimal
integration of DER. The process of DER planning is analysed in-depth in the next two
chapters. This analysis shows that the optimal integration of DER is a complex optimisation
problem. Consequently, this chapter discusses the main concepts and techniques of multi-

objective optimisation.

Optimisation is the task of finding the set of design parameters that maximises a desired
attribute or minimises an undesirable attribute subject to a group of constraints [2.1]. In
other words, it involves finding the “best solution” from a set of candidate choices [2.2].
Some optimisation methods were developed some time ago; for example, the Lagrange
constrained minimisation was proposed in 1750. Nonetheless, it was not until the use of
computers that optimisation techniques became popular and began to be applied to a
diversity of practical purposes. George Dantzig, who developed the Simplex Method in
1947, is considered the “father” of modern optimisation. Since this milestone a variety of

mathematical and heuristics optimisation methods have been proposed.

When an optimisation problem has a single objective the problem is scalar; the definition of
“best solution” is one-dimensional and there is only a single best solution (or none,
eventually). Powerful single-objective optimisation methods based on mathematical
approaches are available, such as the Simplex method. Similarly, most heuristic optimisation
techniques have been applied to solve single-objective optimisation problems. Therefore, it
is common for optimisation problems to be framed in the single-objective paradigm.
Nonetheless, some practical optimisation problems, such as DER planning, have multiple
(and usually conflicting) objectives that must be optimised simultaneously. These problems
are multi-objective problems. The solution to multi-objective optimisation problem is based

on the multi-dimensional concept of “best solution”: the concept of Pareto optimality,
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explained in this chapter. In a multi-objective problem there is no single solution, but a set

of optimal solutions known as the Pareto set.

A large number of multi-objective optimisation techniques have been proposed. Initially,
most of these techniques were based on the iterative resolution of a single-objective
optimisation problem; this is known as the “classical” approach to multi-objective
optimisation [2.3]. This approach has been used extensively, mainly because of the existence
of powerful single-objective optimisation techniques. Nevertheless, this approach has some
limitations: it produces only a single solution at each iteration, it requires subjective
information and its success depends on the shape and the continuity of the Pareto front
[2.3],[2.4],12.5]. Consequently, in the last two decades a new group of heuristic multi-
objective optimisation techniques has been developed to overcome these limitations. These
techniques are denominated Multi-objective Evolutionary Algorithms (MOEA), and were

briefly introduced in the previous chapter.

The DER planning problem, examined in the next two chapters, is a complex optimisation
problem. It is multi-objective, nonlinear, and non-convex, with integer and discrete
variables. MOEA are able to handle these types of problems effectively. Hence, the multi-
objective planning framework presented in this thesis makes use of one of these MOEA: the
Strength Pareto Evolutionary Algorithm 2 (SPEA2). An adequate system model and a
flexible and modular approach were identified as requirements for the planning framework,
as will be discussed in Chapter 4. SPEA2 provides a modular and flexible multi-objective
approach that allows the interaction of stochastic and controllable DER to be modelled, as

exposed in Chapters 4 and 3.

Before embarking on the description of the SPEA2 algorithm, an introduction to
optimisation and a detailed explanation of Genetic Algorithms (GA) is necessary. Also, in
order to give a background for the review of DER planning techniques presented in the next
chapter a brief discussion of other optimisation techniques commonly used in power systems
is required. This discussion helps to understand the choice of a MOEA approach for DER

planning.

This chapter is structured as follows: Initially, the generic formulation of the optimisation
problem is introduced and key concepts discussed. The different types of optimisation
problems and the main groups of single-objective optimisation techniques are enumerated.
The working principles, advantages and drawbacks of GA are examined in detail. Then, the

concepts of multi-objective optimisation are studied and the advantages of a multi-objective
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formulation are discussed. Finally, MOEA are introduced and the SPEA2 method is

described in detail.

2.2. Optinusation: Key Concepfts

2.2.1. Problem Formulation

An optimisation problem can be generically expressed as:

min F(x) = min ([ £,(x), £,(x), .., £, (¥)]) (2-1a)
xec O (2-1b)

g.(x)=0 j=12.p (2-1c)

h, (x)<0 k=1,2.q (2-1d)

F) is a vector of m objective functions fi(x). For a single-objective problem m=1. In this
case, all objectives are expressed as minimisation. A maximisation objective can be
formulated by minimising the negative of the objective function: min-f,(x). x is the decision
vector that includes the set of n decision variables [x;,x;, x3, ... ,x»]. The decision domain Q is

defined by the possible values that the decision variables can take. It is also known as the

“search space”. The decision variables x; can be continuous, discrete or integer in nature. A

particular case of integer variables are binary variables, which only take two values: 0 or 1.

The optimisation problem is bounded by equality and inequality constraints, g; and hy

respectively, which can be linear or nonlinear. For example, constraints can be simple limits

for the decision variables (e.g. X, Sx <X, ), or more complex functions that depend on

several decision variables (e.g. h(x) =x, + (2x, — x3)2 < 0). Problems without constraints

are referred to as unconstrained optimisation problems. Objective functions and constraints
are categorised depending on their mathematical nature as linear, quadratic and nonlinear.
Quadratic objective functions are typically separated from the nonlinear classification

because special tailored solution methods can be applied to this type of problems when the

constraints are linear, as examined later in this chapter.
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2.2.2. Decision Domain, Decision Space and Objective Space

The decision domain € and the constraints g,(x) and h(x) define a feasible region A [2.6]:
A= {er:g(x) :O“h(x)SO} (2-2)

such that all the points that do not belong to A constitute the infeasible region. Table 2-1

shows some examples for a decision vector with two variables, and illustrates the feasible

deciston domains in each case.

Table 2-1 Decision Domain Examples

Decision domain £2 Example Feasible decision domain (A)
Continuous 0<x,<6 X2

O{XE‘:Z

x eR

Discrete Integer 0<x,<6

O<K3<2

xe

Mixed Integer — Continuous | 0<x,<6

x, € R

OEXQEZ

x, €L

Binary Integer x;=10,1} 00

x3=[0,l] Ol

The objective function F(x) maps the decision vector from the decision space to the
objective space. Thus, a feasible region is also defined in the objective space. Figure 2-1

shows an example of an optimisation problem with two decision variables (x;,X>) and two

objective functions defined by:
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F(x) = min ([f,(x),fz(x)])

L(X) = x, + x,
f,(%) =x —x;
X € 'R
D=x <2

0<x, <1

Decision Space

231 Unfeasible

08 Feasible

0 05 1 15 2 25 3
X1

Objective Space

(2-3a)

(2-3¢)
(2-3d)
(2-3¢)
(2-31)

Unfeasible

05 1

Figure 2-1 Two-objective Example

L
25

The figure illustrates how the function F(x) maps the constrained decision space in the

objective space. In addition, it is possible to see that both objectives (1, f,) are incompatible

because there is no single solution that minimises both objectives at once. The problem is

multi-objective: instead of a single solution, there is a set of optimal solutions (depicted as a

bold line in the objective space). Multi-objective problems are developed further later in this

chapter. Also, the objective space of Figure 2-1 is non-convex, while the decision space 1s

convex. The concept of convexity is clarified next.

2.2.3. Convexity

The concept of convexity is crucial in defining the difficulty of an optimisation problem and

the method for solving it. A set C is convex if a line segment between any two points in C

lies in C [2.2]. A function f{x) is convex if the line between two points f(x;) and f(x,) always

lies above the graph of f(x), in other words: a function f(x) is convex in an interval if and
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only if 1ts second derivative is always positive or zero in this interval. Figure 2-2 illustrates

this concept.

f 10 ' y . . ‘ foe
9 | D4} C
8 c \
02
7} f2(x)

o 160 f2(x) *‘ 02}

04l v,/ Local optima

3 ™ - |
5 06} ‘¢ Global optima |
|
1 . A A 1 K 1 L L 1 i i L I | )
-2 -1 0 1 2 3 4 0 02 04 06 08 1 12 14 16 18
X X
Convex Function Non-convex function

Figure 2-2 Non-convex and Convex Functions

The definition of convexity permits the following observations and statements:

e Discontinuous sets are non-convex by definition (e.g. discrete variables). Theretore,
integer or mixed integer problems have a non-convex feasible region [2.1]

e Convex objective functions have a single optimal point. This is the global optima. In
contrast, non-convex objective functions have more than one optimal point. These
are local optima. A non-convex function has also only a single global optimal point.

¢ Any nonlinear equality constraint is non-convex by definition [2.1].

e Nonlinear objective functions can be either convex or non-convex, as seen in Figure
2-2. So, convexity is a more accurate measure of the difficulty of a problem than

nonlinearity.

Optimisation problems differ greatly in their level of difficulty depending on: the nature of
the variables (e.g. continuous, discrete, integer), the existence of constraints (constrained,
unconstrained), the shape/nature of the objectives and constraints functions (e.g. linear,
nonlinear), the number of objectives (single-objective, multi-objective) and the convexity of

the problem [2.2]. There is no single method that can solve them all efficiently.

A comprehensive review of all optimisation methods or an exhaustive explanation of the

methods 1s not in the scope of this chapter. Therefore, the next section presents a briet
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description of single-objective mathematical and heuristic optimisation methods commonly
used in power systems. This description is intended to provide an adequate background for

the review of DER planning techniques made in the next chapter, and to support the choice
of a MOEA approach for DER planning.

2.3. Single-objective Optimisation

Single-objective optimisation methods are usually classified as mathematical methods and
heuristic methods [2.7]. These two groups have completely different theoretical bases and
contrasting benefits and drawbacks. Mathematical methods are designed to solve specific
types of problems. So, when applied to the right problem, a mathematical method can
provide an accurate optimal solution in a relatively short period. Linear and convex problems
can be solved by an appropriate method even when thousands of variables are involved.
Furthermore, mathematical methods are able to provide proofs for the optimality of the

solution in these cases. Table 2-2 presents the main groups of mathematical optimisation

methods. These are classified according to the nature of the variables, objectives and

constraints.
Table 2-2 Mathematical Optimisation Techniques
Optimisation Techniques | Variables _Objectives Constraints
Analytical methods Continuous (Real) Continuous and Continuous and
calculus differentiable twice | differentiable twice

Mixed — Integer | Discrete, Linear/Nonlinear Linear/Nonlinear
Programming Continuous

Zero-one programming Binary integer Linear/Nonlinear Linear/Nonlinear
Discrete Any, but it should be | Implicit (non-feasible
able to split into sub- | solutions are not
oroblems considered

Non-convex (nonlinear, discrete and combinatorial) problems present a great level of

difficulty for mathematical methods, even with small numbers of variables [2.2].
Mathematical methods are based on a local search approach [2.8]. So, even if a mathematical

approach finds an optimal solution for a non-convex problem, there is no guarantee that this

solution is the global optima. In this case, a compromise is needed, either in terms of finding
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a suboptimal (local) solution, or in terms of a high computation time to determine the true

global optima [2.2].

Table 2-3 Heuristic Optimisation Methods

Heuristic Methods Natural Principle

Evolutionary Genetics and Evolution
Algorithms

Simulated Annealing Thermodynamics of metal cooling
Tabu Search Human memo

Ant colony search Ants’ behaviour to solve problems
Neural networks Brain functlons

Human lin orisation

Bacterial Fora in Bacteria behaviour to look for food

In contrast, heuristic optimisation techniques are very good at solving the type of problems
difficult for traditional methods, such as combinatorial, nonlinear and non-convex problems.
Most heuristic methods are based on principles taken from nature (Table 2-3) and they are

sometimes referred as “heuristic search” methods. They conduct a “global search” and

usually find a good approximation of the global optima in a limited period of time [2.8].

However, these methods do not guarantee discovery of the absolute global optima. Some

heuristic methods (e.g. Evolutionary Algorithms) work with a group of solutions

simultaneously, instead of the point-by-point local search of mathematical approaches. This
makes them particularly robust for “noisy” objective evaluations [2.9] and ideal to solve
multi-objective problems in an effective way. Noisy objective evaluations are discussed

further on a later chapter.

2.3.1. Mathematical Optimisation Methods

2.3.1.1. Analytical Methods

Analytical methods are based on the principles of calculus. Extreme points
(maximum/minimum) of a function f{x) can be found by setting the derivative of the function

{o zero.

7 @4
Ox
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Moreover, it is possible to determine whether an extreme point is a maximum or minimum
by using the second derivative. Minimum points occur when the second derivative is greater
than zero, while maximum point occurs when the second derivative is negative. If the second

derivative is equal to zero, it is an inflection point.

2 (2-5a)
0 zf > () X .
0°x

2 (2-5b)
C zf < 0 X o
0°x

Convex functions have a single optimal solution (e.g. Figure 2-2). In contrast, non-convex
functions can have several local optima. An analytical method has no information about
which points are global or local optima, only local behaviour can be determined. Therefore,

to find the global optima all the optimal points must be identified and classified.

The analytical procedure can be extended to multi-variable problems by taking the gradient

of the function, which now includes the partial derivatives of the function in terms of each

variable, and equate that to zero:

Vi (x,y)=0 (2-62)
where V1 =[£,i] @60
Ox Oy

This results in a set of equations that, when solved, identifies the extreme points of the multi-

variable function.

An extension of this method permits the optimisation of constrained problems. Equality
constraints g(x) are included using Lagrange multipliers A, so that the new function to

optimise is [2.10]:
L(x,A)=f(x)-Ag(x) (2-7)

Non-equality constraints h(x) can be included by using the Karush-Kuhn-Tucker (KKT)

conditions [2.1].

Analytical methods require continuous objective functions that can be differentiated twice.

Moreover, when a large number of variables is involved resolving the system of equations by
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determining the gradient becomes complex, especially when equations are non-convex. Most
nonlinear optimisation methods are based on these principles [2.10], and they use gradient
iInformation to guide the local search, first and second derivatives as proof of optimality and

Lagrange multipliers to include constraints.

2.3.1.2. Linear Programming

Linear programming problems are convex optimisation problems with a linear objective
function, linear constraints and continuous decisions variables. Powerful optimisation
methods are available to solve this type of problem [2.1]. These methods are based either on
the Simplex method, or on some sort of interior-point approach. An example of a linear

problem written in Standard form is:

minf(x) =ax+b (2-8a)
g (x)=cx+d=0 j=12..p (2-8b)
h (x)=rx+s<0 k=124 (2-8¢)
xe'R (2-8d)
a,b,c,d,r,s e R (2-8¢)

Where x is the vector of decision variables, f(x) is the objective function, g(x) and h(x) the
equality and inequality constraints, respectively, and a, b, ¢, d, r and s are the vectors of real

numbers that define the linear relationships of the problem.

The Simplex method is based on the knowledge that the optimal point is always found at a
corner point (or vertex) of the constraint set [2.1]. So, the Simplex method consists of the
iterative resolution of sets of linear equations, defined by constraints equations and the
objective function (Figure 2-3). The Simplex method is computationally efficient, and can

solve optimisation problems with large numbers of variables.

The Simplex method gua