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ABSTRACT

In this thesis I present studies of the non-equilibrium dynamics of Ising and Potts

ferromagnets in two spatial dimensions. While the conception of these models was

originally motivated by a desire to understand the phenomena surrounding equilibrium

phase transitions, they have found considerable use in non-equilibrium Statistical

Physics.

Despite being well studied, even from a non-equilibrium viewpoint, a number of

surprisingly basic and fundamental gaps in our understanding of Ising and Potts models

have come to light in recent decades. For example, the tacit assumption that Ising

ferromagnets should always reach their ground state at zero-temperature has been found

incorrect, and unexpected features of the associated relaxation process have come to

light. With the Potts model the situation is stranger still: the late time final states that

persist in two dimensions are considerably richer than those of the Ising model, and the

relaxation times are complex and not yet well understood.

In this thesis I examine basic aspects of zero-temperature coarsening in two-

dimensional Ising and Potts ferromagnets. I explore the timescales associated with

zero-temperature freezing in the Ising model, and uncover the existence of an over-

looked relaxation timescale. I then investigate the final states of the zero-temperature

Potts model on the triangular lattice, which prior to this work had not been exam-

ined. I continue my studies of the Potts model to situations of increased ground state

degeneracy and extended local interaction rules.
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CHAPTER

ONE

INTRODUCTION

There exist no natural phenomena that are described perfectly by any set of physical

laws, yet through the construction of mathematical models and well reasoned arguments,

physicists may approximate and understand nature to a powerful extent. Often there is

great beauty in the depth of insight that one may gain through the study of emergent

behaviours in surprisingly simple models. In fact, one may argue that the goal of all

theoretical physics is to capture the dominant mechanisms behind natural phenom-

ena with the simplest possible models, and to settle for less is lazy and insufficient.

This idea is captured well in the following quote, which is often—though perhaps

dubiously—attributed to Albert Einstein.

“Everything should be made as simple as possible, but not simpler”

This is particularly true in the field of Statistical Physics, which is concerned with

the study of collective behaviour in systems with many components through use of

probability theory and statistics. In systems with many interacting bodies, constituents,

or particulates, it is important to seek the underlying simplicity by looking for emergent

collective behaviour. Perhaps the archetypal example of an elementary model that yields

surprisingly rich behaviour is the simple Ising ferromagnet, which was proposed as a

toy model to explain ferromagnetism. Before we discuss the Ising model in more detail,
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let us briefly remind ourselves about ferromagnets.

Ferromagnets are “everyday” magnets; the kind we see stuck to our refrigerators, in

simple bar magnets, and even in our computer’s hard drives. Molecular constituents

within these materials can be viewed as magnetic “spins” which “point” in certain

directions. Ferromagnetic interactions promote alignment in the spins, and thermal agi-

tation attempts to randomise them. At low temperatures—beneath a critical point—the

ferromagnetic interactions prevail; the system magnetises and we have a “good” mag-

net. At high temperatures—above a critical point—thermal noise dominates, and the

magnetisation is lost. When one varies temperature slowly across the critical point, the

system spontaneously transitions between these two “phases”. This puzzling behaviour

was first understood by studying the eponymously named Ising model.

1.1 THE ISING MODEL

1.1—A ORIGIN

In the field of Statistical Physics, the Ising model is steeped in a rich and fruitful

history—a history that begins with its conception in 1920. Originally conceived by

Willhelm Lenz as a problem for his PhD student, Ernst Ising, the Ising model was

intended to explain the onset of ferromagnetism—i.e. the abrupt change in magnetisation

observed when one slowly varies temperature across a critical point [1]. Tasked with

investigating the temperature-dependant equilibrium behaviour of a chain of magnetic

spins that could point either up or down, Ising concluded that the spins could not

spontaneously magnetise and break their symmetry.

Unfortunately, Ising famously blundered by assuming his conclusions also applied

in two- and three-dimensions [2]. However, Ising’s incorrect extension of his one-

dimensional findings only added to the unexpected fame surrounding the model. The

Ising model, and the wider class of spin models it belongs to, was used to unveil

powerful concepts such as universality, symmetry-breaking and the renormalization
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group [2]. We shall explore some of this vibrant history in the following.

1.1—B HISTORY AND SIGNIFICANCE

The Ising model has proven hugely fruitful; even today it still underpins our theory of

ferromagnetic phase transitions and second-order phase transitions in general. It was

recently referred to in the literature, somewhat whimsically, as the “hobbyhorse” of mag-

netic systems [3]. Around a decade after its conception, Rudoplh Peirles showed to the

Philosophical Society of Cambridge that the Ising model must undergo a order–disorder

phase transition in two-dimensions, thus suggesting Ising’s claims were erroneous

outside of one-dimension [4].

In an impressive feat, Lars Onsager provided analytically the solution to Ising’s

two-dimensional model of ferromagnetism in the absence of an external magnetic field,

showing that a second-order critical point does exist, and thus explaining the sudden

change in magnetisation when temperature crosses the critical point [5]. The model

was used by Leo Kadanoff to study scaling laws near the critical point [6, 7], which

expanded on previous study of thermodynamic observables near critical points—namely

the work of Ben Widom [8–10]. Then, more formally, Kenneth Wilson proposed that

second-order phase transitions should be understood through a scheme known as the

Renormalization group [11, 12]. Wilson was awarded the 1982 Nobel prize in Physics

“for his theory for critical phenomena in connection with phase transitions” I. The Ising

model has also been used to as a tool for teaching the renormalization group [13].

Even in recent years, the universality of the of the Ising model has seen it used in

understanding both magnetic systems and other seemingly disparate systems. Some

examples include the evolution of alloys under radiation [14], critical behaviour of

ferromagnets [15], socio-economic models of opinions, urban segregation and language

change [16], image processing [17], ecological populations [18], integrated circuit

performance in computation [19] and even—perhaps most bizarrely—the dynamics of

ISee https://www.nobelprize.org/prizes/physics/1982/wilson/facts/ for more information.

https://www.nobelprize.org/prizes/physics/1982/wilson/facts/
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traffic lights in the grid-like city of Kyoto, Japan [20]. An Ising spin network has even

been realised using optical parametric oscillator systems [21].

Another active area of research involves machine learning studies aiming to identify

critical points and phases in systems that undergo phase transitions [22–26]. Here the

Ising model is a useful tool in the training and testing of such models.

1.1—C SOME BASICS

Despite the impressive reach of the Ising model into seemingly disconnected areas, its

Hamiltonian in incredibly simple. Generally speaking, one considers a system of N

spins on sites of a regular lattice—for example the square lattice—which are uniformly

immersed in a thermal bath of temperature T (see Figure 1.1). Each spin interacts with

its four nearest-neighbours in a fashion described by the Hamiltonian

H = −J
∑
i, j

SiSj, (1.1)

where J > 0 is a ferromagnetic coupling constant that sets the energy of the nearest-

neighbour interactions, i indexes each spin in the system and j the nearest neighbours

of each Si. The spins may take integer values of Si = ±1, thus, when all the spins are

FIGURE 1.1 – 6 × 6 square-lattice Ising ferromagnets below and above the critical
temperature, Tc.
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aligned the system is in its ground state.

As always, the partition function is

ZN =

N∑
i

e−βEi, (1.2)

where Ei is the energy of each of the N system constituents. If one successfully

computes the partition function, they can subsequently obtain expectation values of all

thermodynamic observables. The probability of finding the system in a given state is

given by the Boltzmann distribution, which is

PB =
1

ZN
e−βEi, (1.3)

where Ei is the energy of the state, and as usual the partition function normalises the

Boltzmann distribution. On the square lattice, Lars Onsager derived an analytical

expression for the free energy which, to cut a long story short, becomes singular at a

critical temperature

Tc =
2J

kB ln
(
1 +
√

2
) = 2.269 Jk−1

B . (1.4)

It is a good point to note here that we deal in these reduced temperature units when work-

ing with the Ising model; Boltzmann’s constant has the units of energy per temperature,

so J/kB still gives units of temperature. At the critical point, first order thermodynamic

properties exhibit step functions between ordered and disordered phases, and second

order properties diverge at the critical point. For example, the magnetisation and the

magnetic susceptibility are

M =
1
β

dZN

dh
, (1.5) χ = β

dM
dh

, (1.6)

where h is an external magnetic field which, in this case, is zero [3, 27]. If at Tc, the

slope of M(T) diverges, then χ(T) must be singular. Another example is the internal
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energy and specific heat capacity, which are (see Ref [3, 13])

U = kBT2 d
dT

ln(ZN ), (1.7) C =
dU
dT

. (1.8)

1.2 THE POTTS MODEL

1.2—A ORIGIN

The Potts model, which is as an extension of the Ising model, was also suggested as

a problem for a PhD student—this time: Renfrey Potts—by supervisor Cyril Domb,

and is in keeping with the eponymous naming convention of spin models [28]. An

equivalent model, with four degenerate ground states, was studied by Ashkin and Teller

in 1943, so it is sometimes referred to as “the Ashkin-Teller-Potts model” or “the

Ashkin-Teller model” [29]. Furthermore, the model was also considered two years later

in an independent study by Kihara et al. presented in Ref. [30]. For simplicity, we shall

refer to this system as the Potts model in the thesis.

1.2—B SOME BASICS

The Potts model is a generalisation of the Ising model; in the Ising model spins had

only two states available to them, up or down, whereas spins in the Potts model can be

in q integer states. Or, in other words, spins may point in q distinct directions. In the

Ising model diagram in Figure 1.1, the spins are denoted by ±1, but in the Potts model

the spin orientations are denoted simply the integers Si ∈ {1, 2, . . . , q}. Because of this

change in the denomination of the spin types, the Potts Hamiltonian is normally written

as a delta function. One way is

H = −2J
∑
i, j

[
δ(Si, Sj) − 1

]
, (1.9)
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where J > 0 is again the nearest-neighbour coupling strength and δ is the delta function,

i indexes each spin in the system and j the nearest neighbours of each Si. Thus,

misaligned neighbouring spins yield an energy contribution of +2J. The Potts model

undergoes a phase transition at a critical temperature (see Refs. [31, 32])

Tc(q) =
2J

kB ln
(
1 + √q

) . (1.10)

The phase transition of the Potts model comes with additional oddities which make

it richer than the simple Ising model. For example: when 2 ≤ q ≤ 4 the transition is

second-order, and when q > 4 it is first-order.

1.3 THESIS OVERVIEW

Our brief discussion of spin models has so far focused only on equilibrium phenomena,

where one varies the temperature of the system slowly—i.e. quasi-statically—meaning

the system is always in thermal equilibrium. However, the behaviour of Ising and Potts

systems in response to a sudden temperature change is markedly richer.

When cooled suddenly—i.e. quenched—the spins no longer have enough thermal

energy to “escape” locally magnetised regions, which makes their time evolution more

diverse, and allows them to “freeze” into a myriad of partially magnetised states. It is in

these unexpected behaviours that my research focus lies: I examine the time evolution

of two-dimensional Ising and Potts systems that undergo an extreme temperature

change—from infinite- to zero-temperature. Here we delve into the realm of coarsening,

or phase ordering kinetics, which occurs in Ising and Potts systems when they are

quenched. We study this process using Monte Carlo computer simulations, which are

methods that harness randomness.

Before we examine my work, we will first acquaint ourselves with coarsening in

Chapter 2, and why people consider zero-temperature quenches, before reviewing the

simulation methods one uses in order to study these systems in Chapter 3. We then
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examine my studies of the relaxation time scaling of Ising ferromagnets in finite square-

lattice geometries in Chapter 4, where I unveil a previously overlooked coarsening

timescale. In Chapter 5, we will explore the late-time final states that persist when a

triangular-lattice Potts model with only three spin states undergoes a deep quench to

zero-temperature. Then, we shall continue our study of Potts coarsening in Chapter 6

by considering triangular-lattice Potts models with q > 3 spin states. In Chapter 7,

we examine three-state Potts models on the square lattice with extended local interac-

tion rules. Finally, we will conclude by summarising my findings in Chapter 8, and

discussing potential lines of enquiry for future work.



CHAPTER

TWO

COARSENING OF ISING AND POTTS MODELS

Coarsening in Ising and Potts models has been readily studied. In this chapter I review

studies of zero-temperature coarsening in both the kinetic Ising and Potts ferromagnets.

I give a brief introduction to coarsening in Section 2.1, and then discuss coarsening in

the zero-temperature Ising model in Section 2.2. Finally, I discuss coarsening of Potts

models in Section 2.3.

2.1 COARSENING

Coarsening occurs when an open system undergoes a local ordering process in response

to a sudden environmental change; the system tends towards its equilibrium states until

it achieves the maximum order allowed by conservation laws, thermal fluctuations,

boundary conditions, and—to a lesser extent—local interaction rules [33]. It generally

occurs when a system is driven abruptly across a phase transition. That is, when

some external control parameter such as temperature is varied suddenly—and not

quasi-statically [34].

The approach to equilibrium is not instantaneous, and there are generally associated

features including domain formation, growing lengths, and scaling behaviours such

as power law growths and decays. Early studies of coarsening focused on how the
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evolution of interfaces was curvature driven and the motion of domain walls, both in

continuum systems and in Monte Carlo simulations [35–37].

As a system coarsens, it tends towards its equilibrium states in a fashion that is not

spatially uniform: different regions may tend towards different degenerate ground states,

and these patch-like regions are known as domains. The universality of a coarsening

systems is expressed in the growth of the domains. The domain length is intrinsically

connected to all other statistical properties of the system, and the exponent governing

the domain growth tells one information about the quenched system which is universal

to other systems that exhibit the same exponents. The general idea of universality in a

quenched system is that the statistical properties of systems with the same dynamical

exponents are universal.

In order to study coarsening in kinetic spin systems, one generally prepares their

system of choice in a physically appropriate initial condition, and then suddenly places

it in contact with a thermal bath of significantly lower temperature. Local interactions

cooperatively promote consensus in the orientation of the spins, while thermal noise

attempts to randomise them. The idea of instantaneously cooling the system allows

one to purely study the coarsening process, without interference from artefacts of the

quenching procedure [38].

In the study kinetic ferromagnets people often consider zero-temperature quenches

because the characteristics are universal, the results more crisp, the numerics less

cumbersome, and, perhaps, the zero-temperature limit will allow analytical simplifica-

tions [38].

2.2 ISING SPIN SYSTEMS

Here I review previous work on the zero-temperature Ising model, of which our under-

standing begins with Roy. J. Glauber in one spatial dimension.
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2.2—A ONE-DIMENSION

In his seminal 1963 paper, Roy. J. Glauber presented analytically a time dependant

means of studying the Ising Model that is commonly known as Glauber dynamics [39].

Glauber assigned kinetic transition rates to spin-flip events on the basis of their associ-

ated energy change, thus allowing study of the non–equilibrium time evolution of the

system. Glauber solved this model in one dimension, showing that, at zero-temperature,

the ground state is always reached and the number of interfaces—or meeting points

between domains of opposite spin—decays in time as t−1/2 [39].

In one dimension, the domain length distributions of Ising and Potts models have

also been studied analytically, and the time to reach the ground state grows as ∼ L2,

where L is the length of the system [40, 41]. Other studies of the zero-temperature

Ising model in one dimension have examined slow coarsening due to ferromagnetic

nearest-neighbour and competing antiferromagnetic nth-neighbour interactions [42],

where there is a slow temporal approach to the ground state of 1/tn [42], as well as the

driven dynamics of spin-exchange Ising chains [43]. A ferromagnetic-antiferromagnetic

phase diagram that considers the density of active bonds and local update rules in the

one-dimensional Ising chain is presented in Ref. [44].

2.2—B TWO DIMENSIONS

Here I focus on two-dimensional Ising coarsening, which is most relevant to the research

presented in this thesis.

2.2—B.i Dynamical scaling

Perhaps the most significant contribution to understanding the evolution of the Ising

model in two-dimensions at zero-temperature came from Alan Bray [45, 46]. The

evolution is generally understood within the framework of the so-called dynamical

scaling hypothesis [46]. Alan Bray’s work on dynamical scaling in Ising models was
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built upon previous numerical and experimental work examining scaling and coarsening

phenomena in binary alloys, binary fluid mixtures and spin systems [47–52].

The beauty of this theory comes from its simplicity; the dynamical scaling hypoth-

esis states that the entire coarsening evolution of the system is governed by a single

relevant process: the growth of a characteristic length R(t), which is the average domain

size [45, 46]. When the Ising model is quenched from an initial temperature Ti � Tc to

a temperature T f � Tc, it progresses from a symmetric unmagnetised initial state to an

ordered final state. Throughout this ordering process, magnetic domains nucleate and

grow in area as the square root of time, before ultimately spanning the linear dimension

of the system. More generally, the domain growth is said to be governed by a so-called

dynamical exponent z, ergo R(t) scales as

R(t) ∝ t1/z . (2.1)

The study of the dynamical properties of quenched systems is generally circum-

scribed to the time evolution of two-point same-time correlation functions, which may

be written as

C(r, t) = 〈S0Sr〉 . (2.2)

The correlation function is essentially the expectation value of the product of spin

variables that are separated by distances r, and provides a measure of the probability

that they are aligned. Thus, it also gives a measure of R(t), and is actually related to

R(t) through

C(r, t) = G
(

r
R(t)

)
≡ G

(
r

t1/z

)
, (2.3)

where G is some unknown function. The reason the correlation functions give a measure

of R(t) is that spin products taken within—that is, r < R(t)—the typical domain size

are essentially always positive because the spins are aligned, whereas products with

spins outside—i.e. r > R(t)—average to zero, and are therefore uncorrelated. In order

to show that this dependence is true, one may simply measure the average correlation
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over many realisations at fixed points in time, and plot it against a rescaled horizontal

variable r/t1/z. In doing this, they should notice that the correlation functions collapse

onto a universal curve, thus showing Equation 2.3 to be true. Alan Bray, in an extension

of previous studies of dynamical scaling phenomena, demonstrated this as a way in

which to understand domain growth in the Ising model: by obtaining a data collapse in

the correlation functions against a rescaled horizontal variable of r/
√

t, Bray showed

that the typical domain size grows as
√

t—i.e. z = 2 [45, 46].

This also tells us something about the energy of the system; since the residual

energy in a zero-temperature quench comes from interactions between the domain walls,

the total length of which is ∼ R(t), it is natural to expect the energy to decay as R(t)

grows [45]. In Ref. [45], one can see that the energy, E(t), is linear with 1/t1/z.

In the regime where the typical domain size R(t) is comparable with the linear

dimension of the system, we say the system has left the dynamical scaling regime and

at such times the domain growth saturates.

When the quench is from Ti = ∞ to T = Tc, the exponent is roughly z = 2.15, and

when Ti = Tc and T f = 0, z = 2. It is also worth mentioning that when the quench

is from an initial temperature Ti = ∞ to a final temperature T f = Tc, the correlation

functions take the form

C(r, t) = r−(d−2+η)Gc

(
r
ε(t)

)
, (2.4)

where d is the spatial dimensionality of the system, η = 1/4 for the two-dimensional

Ising model and ε(t) is the non-equilibrium correlation length [45, 46].

In general, people seem to have tacitly assumed that the ultimate fate of the zero-

temperature Ising model in two-dimensions is to always reach the ground state after

leaving the dynamical scaling regime. We shall discuss the validity of this assumption

in the following.



CHAPTER 2. COARSENING OF ISING AND POTTS MODELS 14

2.2—B.ii Late time surprises

After the work of Alan Bray, the zero-temperature coarsening of the kinetic Ising

model was thought fully understood. From a symmetric and unmagnetised initial

state, magnetic domains nucleate and grow in length as the square root of time, before

ultimately engulfing the system—however, the dynamics is richer still.

Around twenty years ago, a Boston University graduate student named Victor Spirin

was studying the zero-temperature Ising model under his thesis advisor, Sid Redner [53–

55]. Spirin noticed some anomalous relaxation features in the zero-temperature Ising

evolution which were initially treated with suspicion. It then transpired that these

features were in fact genuine, and Spirin et al. had stumbled across a remarkable and

deep connection between the dynamics of the Ising ferromagnet and critical continuum

percolation [53, 54]—though this realisation was made in work that came years later [56–

58].

The first surprise—“frozen” two-stripe states,which span only a single lattice di-

mension and are forever trapped at constant energy—occurred with a probability of

roughly 34%. Furthermore, the ground state was only reached on a timescale of O(L2)

around 62% of the time, with L the linear dimension of the system [53, 54]. Perhaps

most interestingly, “diagonal winding” configurations occurred with a probability of

≈ 4%, and ultimately decayed to homogeneity on an estimated timescale of O(L3.5).

The reason, perhaps, that Spirin noticed these behaviours when few others did is that

studies of phase ordering kinetics in the Ising model typically focused on the regime

where R(t) � L, so they could study unrestricted coarsening—that is, coarsening in

the regime were the boundary conditions or size of the system could not influence

the domain growth. Other people were aware of the stripe states, but never rigorously

investigated them I.

Example realisations from my own simulations of the various behaviours discovered

ILeticia Cugliandolo informed me in a private communication that she knew of others who were
aware of the stripe features prior to the work of Spirin et al.
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(a)

(b)

t = 10−3L2 t = 10−2L2 t = 10−1L2 t = TF

(c)

FIGURE 2.1 – Snapshots of zero-temperature coarsening on periodically bounded square
lattices of 10242 spins for realisations reaching (a) a ground state, (b) a frozen two-stripe
state and (c) a long-lived diagonal winding configuration. The latter snapshots in (a)
and (b) are the final states, reached at TF ≈ 0.33L2 and TF ≈ 0.48L2 respectively, while
the latter snapshot in (c) was terminated early at TF ≈ 10.01L2.

by Victor Spirin are shown in Figure 2.1 (a)–(c). In Figure 2.1 (a), the realisation

coarsens directly to the ground state. In Figure 2.1 (b), the system reaches a “frozen”

on-axis two-stripe state. By “frozen”, I mean the system is forever trapped in this

metastable configuration—i.e. there are no flippable spins and the energy remains at a

constant value greater than the ground state energy. In Figure 2.1 (c) the system falls

into a long-lived off-axis winding configuration, which, although halted early in this

example, ultimately undergoes a slow decay to homogeneity.

It is import for the reader to note the topology of each of the realisations shown in

Figure 2.1. Recall that the system has periodic boundary conditions—i.e. the right hand

neighbour of the rightmost spin in a given row is the leftmost spin in the same row, and
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the same is true for spins on the “top” and “bottom” of the system. In other words, the

system has the topology of a torus.

By inspecting the right-hand panels only, we see that in (a) the surviving domain

winds around the lattice in both lattice directions, and in (b) both domains wind in a

single direction only. In (c), both domains wind the lattice in both lattice directions.

These realisations are therefore topologically distinct.

2.2—B.iii Continuum description

An alternative description of zero-temperature Ising coarsening exists in the form of

Ginzburg-Landau theory [46, 57]. Consider a coarse-grained order parameter field,

which is the magnetisation density φ. The Ginzburg-Landau free energy surface

F [φ] =
∫

dφ
{
(∇φ)2 + V (φ)

}
(2.5)

suitably describes the ordered phase of the Ising system. In the case of a non-conserved

order parameter, the magnetisation density evolves as the time-dependent Ginzburg-

Landau (TDGL) equation
∂φ

∂t
= ∇2φ − V ′(φ), (2.6)

where V(φ) = 1
2
(
1 − φ2)2 is the classic double-well potential (see Figure 2.2).

−2 −1 0 1 2
φ

0.0

0.2

0.4

0.6

0.8

V
(φ

)

Ground state:
φ = ±1

FIGURE 2.2 – Typical form of the double-well potential V(φ) = 1
2
(
1 − φ2)2.
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The time evolution of Equation 2.6 provides an alternative description of the zero-

temperature Ising coarsening process. It is exactly this equation that was used in

Ref. [57] to confirm the authors belief in the connection between continuum percolation

and the Ising model, and also to show that this phenomenon is general to curvature

driven coarsening and not just a feature of the zero-temperature Ising model.

While similar in nature, the coarsening domain mosaics that arise in the evolution

of the TDGL equation are even more beautiful than those in the Ising model. I show

examples from my simulations of the TDGL equation, specifically realisations that

reach the three most common topologies of critical percolation, in Figure 2.3 (a)–(c).

The reader should now compare the realisations in both Figure 2.1 and Figure 2.3

(a)

(b)

t = 1.49 t = 2.48 t = 19.80 t = 301.27

(c)

FIGURE 2.3 – Snapshots of coarsening in the time-dependant Ginzburg-Landau evolu-
tion (Equation 2.6) for realisations reaching (a) the ground state, (b) stripes that wind
in a single dimension only and (c) stripes that wind in both dimensions. The initial
conditions are randomly ordered configurations of zero magnetisation and the times are
in arbitrary units.
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as it is helpful to observe the similarity in these systems, particularly the topological

nature of the examples shown.

2.2—B.iv Percolation in Ising coarsening

There exists a deep connection between the zero-temperature dynamics of the Ising

ferromagnet and continuum percolation, which explains the emergence of various

topologically distinct behaviours and is the subject of this subsection. This connection

between the equilibrium phenomenon of site percolation and the non-equilibrium

dynamics of the zero-temperature Ising ferromagnet allows the precise conjecture of the

probability of reaching the various topologies that arise. However, before we explore

this connection, we first must familiarise ourselves with the problem of percolation.

2.2—B.v Percolation

Percolation is concerned with connectivity within systems—do connected paths within

systems exist, and do they span the system [59–63]? Site percolation on the square

lattice with open boundary conditions is a classic example. The problem of percolation

is simple to describe: consider our openly bounded square lattice of L × L “empty”

sites. In order to study percolation, we “populate” each site with probability p, and

otherwise leave sites empty with probability (1 − p) [59, 64]. Each site is connected to

its four adjacent sites, i.e. the North, South, East and West neighbours, and occupied

neighbouring sites form clusters.

In the continuum limit, or infinite lattice case, the probability of finding a giant

spanning cluster is unity when the fraction of occupied sites is above a critical value pc,

and zero when the occupation probability is less than pc [59]. That is, when p < pc there

is never a giant spanning cluster, and when p > pc, there is always a giant spanning

cluster. Examples of percolation below, roughly at, and above critical percolation are

shown in Figure 2.4 (a)–(c); the top snapshots show the actual binary microstates and

the bottom show the images labelled used the Hoshen-Kopelman algorithm, which is an
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(a) (b) (c)

p/pc = 0.950 p/pc = 1.003 p/pc = 1.050
FIGURE 2.4 – Top: percolation snapshots (a) below, (b) roughly at and (c) above
criticality. Bottom: cluster labelling of top—occupied neighbouring sites form clusters
which, when labelled by colour, reveal the presence of spanning clusters (or not in the
case of (a)). The lattices contain 216 sites that are randomly populated with probability
p.

efficient cluster labelling scheme, applied to the configurations [65]. If a cluster touches

both of two opposite edges of the system, it is said to span in that direction II.

As is the case with the equilibrium transition of the Ising model in two-dimensions,

the transition between zero and non-zero in the spanning probability is spontaneous

at the critical point in the limit of L → ∞, where L is the length of system. In finite

systems the probability of finding a giant spanning cluster P∞ exhibits a sigmoidal-like

behaviour as a function of the occupation probability. (see Figure 2.5 (a)).

Critical percolation occurs when the occupation probability is exactly equal to

pc [59, 64, 67], which, on the square lattice, is pc = 0.59274 [67]. At pc, in the

continuum limit, the situation is even richer—in the case of open or free boundary

IIAn alternative scheme for identifying percolating clusters is the “burning algorithm” proposed by
Hans Herrmann, which involves setting occupied edge sites ablaze and allowing the fire to spread through
nearest-neighbour contact [66]. Should the fire span the system, a spanning cluster exists.
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0.9 1.0 1.1
p/pc

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
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1.0

P ∞

(a)
L = 2048
L = 1024
L = 512
L = 256

0.9 1.0 1.1
p/pc

0.0

0.1

0.2

0.3

0.4

P S

(b)

FIGURE 2.5 – Probability of a cluster spanning in (a) both and (b) a single lattice
dimension versus the fraction of occupied sites p; as the system size (L) increases,
the transition of P∞ approaches a step function and PS—which is the probability of
spanning in a single dimension only—approaches a delta function. The probability
estimates are based on 104 trials.

conditions, clusters may span in two ways: across a single lattice dimension, or both

lattice dimensions [56, 57]. The probability of finding a cluster spanning only a single

lattice dimension, with open boundaries, is PS = 0.3558 [56, 57]. The probability

of finding a cluster spanning in only one dimension is plotted as a function of the

occupation probability in Figure 2.5 (b). As L increases, PS approaches a delta function.

However, in the study of percolation—and kinetic ferromagnets—people also con-

sider periodic boundary conditions, which further complicates the situation. A square

lattice with periodic boundary conditions is equivalent to wrapping the square lattice

around a torus. On the torus, the winding nature of clusters is considered, rather than

whether or not they span the system. At criticality, clusters can wind in a host of

topologically distinct ways [60–62]. The four most common examples are shown in

Figure 2.6 (a)–(d).

The spanning nature of the clusters shown in Figure 2.6 (a)–(d) are distinguished by

so-called winding numbers: (a, b). A cluster of winding number (a, b) winds a times

horizontally (toroidally) and b times vertically (poloidally). Clusters of winding num-

bers (a, b) and (−a,−b) are equivalent so we set a ≥ 0 (see annotations in Figure 2.6).
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FIGURE 2.6 – Common spanning topologies of percolation on the torus. (a) A single
cluster winds the torus in both lattice directions. (b) Two clusters wind the torus in a
single lattice dimension only. (c) Both clusters wind the torus in both lattice directions.
(d) Both clusters wind twice horizontally and once vertically.

A further simplification I employ is as follows: winding configurations (1, 0) and (0, 1),

as well as (1,−1) and (1, 1), are equivalent in probability, so I restrict the notation to

only (1, 1) and (1, 0) only etc.

The crossing probabilities of critical continuum percolation on the torus, or periodi-

cally bounded square lattice, are exactly known (see Refs. [57, 61]), and are:

P(0, 0) = 0.6180, (2.7)

P(1, 0) + P(0, 1) = 0.3388, (2.8)

P(1, ±1) = 0.04196, (2.9)

P(2, ±1) = 0.0001567. (2.10)

These probabilities will become relevant in the following. Higher order winding

configurations are also possible, but they occur a probability so small that they will

essentially never be observed; for example: P(3, ±1) = 4.438 × 10−9 [57]. An interesting

point of note in the diagonal stripe configurations is that the winding numbers need to

be relatively prime—that is coprime—in order to actually fit the system. Demonstrating

this graphically should prove an interesting exercise for the reader.
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2.2—B.vi Ising connection to percolation

Around seven years after the work of Victor Spirin, the presence of critical percolation

in the Ising model was first realised [58]. Later still, Barros et al. [56] proposed

an elegant and simple explanation for both how the final state of the Ising model is

decided and why each unique behaviour occurs with its respective probability. This

work built upon the key observation made in Ref. [58], where the authors showed that

continuum percolation occurs in curvature driven coarsening. First, we must notice that

the topologies of the final states in Figure 2.1 are the same as the three most common

topologies of critical continuum percolation on the torus.

It transpires that there is a direct one-to-one mapping between the probability of

finding each of the topologically distinct behaviours in the Ising model and critical

continuum percolation. This connection was presented in a beautiful letter by Barros,

Krapivsky and Redner. [56]. The argument they present is summarised in the following.

Within a short time, the microstates in zero-temperature coarsening seemingly

become realizations of critical percolation [56–58, 68–72]. As functions of the aspect

ratio of the system, the forms of the crossing probabilities are known [61, 62, 73,

74]. Thus, by realizing the dynamics of zero-temperature Ising ferromagnets with

various aspect ratios for both open and periodic boundary conditions, and measuring

the resulting crossing probabilities, the authors were able to show the one-to-one

mapping between the crossing probabilities in the Ising model and critical continuum

percolation [56].

Around three years later, Olejarz, Krapivsky and Redner confirmed the connection

between the curvature driven coarsening of the Ising ferromagnet and critical continuum

percolation [57]. They observed (2, 1) winding configurations, which had previously

remained unseen in the Ising model, and also demonstrated the connection to critical

percolation in a TDGL equation that described zero-temperature Ising coarsening—thus

showing the phenomena to transcend specific models. Additional information, along
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with some examples from my own simulations of the TDGL equation are shown in

Section 2.2—B.iii.

2.2—B.vii Further studies

Since the discovery of critical continuum percolation in bi-dimensional kinetic spin

systems that exhibit curvature driven coarsening (Refs. [38, 56, 57]), the role of perco-

lation has been studied quite extensively—excellent reviews of which have been given

by Leticia Cugliandolo in Refs. [33, 75, 76].

Percolation influences the scaling regime; people have shown that after a very

short time span, coarsening configurations resemble ones at critical percolation; the

morphology and statistical properties of domain structures that are are larger than

average are those of critical percolation [58, 77]. This connection has also been

confirmed on the triangular lattice geometry [70]. The existence of a percolating

growing length has been shown to extend the dynamical scaling hypothesis, meaning

the statistical properties of the system should be rescaled by the percolating domain

length [69].

Other studies have focused on the so-called “fate sealing” time by examining how

the formation time of the dominant late-time topology scales with system size [69,

78]. Studies that examine critical percolation in spin exchange models have shown that

temperature has essentially no influence on the timescale associated with the growth of

the percolating domain tp [72]. The time evolution of so-called hull areas and perimeters

have also been studied [58, 77, 78].

The role of percolation in the coarsening of a disordered Ising ferromagnet, with

random fields and random bonds, has also been investigated, thus showing the percola-

tion phenomenon extends into the realm of disordered systems, and not just the clean

zero-temperature case [79]. The influence the choice of dynamics has on the approach

to percolation has also been studied [80]. Critical percolation and dynamical scaling

have been examined in the slow cooling of the Ising ferromagnet [81].
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Critical percolation has also been observed in the square-lattice Voter model, where

the dynamics do not satisfy detailed balance, and the approach to percolation grows as

∼ L1.66 [71, 82]. Freezing in Ising ferromagnets with asymmetric energetic interactions

has also been studied, showing richer final states [83].

There is also numerical evidence in favour of a so-called hyper-universality hypoth-

esis, which states that the scaling functions of the correlation functions are independent

of weak disorder [33]. That is, the length-scales influenced by weak disorder should

be considerably shorter than the growing length R(t) [33]. Favourable numerical ev-

idence has been presented from work on Ising models [84–86], and other dynamical

models [87]

2.2—B.viii Examples in other systems

Universal coarsening features found in the Ising model occur in a diverse range of sys-

tems. Dynamical scaling has been observed in the growth of magnetic domains during

quenches of binary Bose gasses [88–92], in optical parametric oscillator systems [93]

and binary liquids [94]. Domain percolation has also been studied in Bose gasses [95].

The evolution of two bacteria species competing for survival has also been shown

to exhibit universal characteristics found in the zero-temperature Ising model [96], and

dynamical scaling has been demonstrated in natural swarms of insects [97]. There are a

huge number of related systems given as examples in an editorial in Comptes Rendus

Physique [34]—some of which include (see Ref. [34] and references therein): motion

in bird flocks, bacterial systems, social science applications such as finance and opinion

making and sustained reactions in chemistry, etc. . . .

2.2—C HIGHER DIMENSIONS

The late-time final states that emerge in the zero-temperature coarsening of the three-

dimensional Ising ferromagnet are bizarre. They are topologically complex configu-

rations with perpetually blinking spins and have been referred to in the literature as
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FIGURE 2.7 – A snapshot of a late time blinker domain in a zero-temperature cubic-
lattice Ising model of linear dimension L = 20. The white spins have 3/6 aligned
neighbours and are thus freely flippable. This Figure is from Ref. [99] and was provided
in high resolution by Sid Redner.

“gyroid” and “plumbers nightmare” states [57]. An example of such a configuration is

plotted in Figure 2.7, where the blinker spins are highlighted in white.

The probability of reaching the ground state is zero in all but the smallest system

sizes [54, 98, 99], and it decays rapidly as the linear dimension of the system is increased.

Other evidence suggests this trend of finding only complex, non-static, non-ground final

states extends beyond three spatial dimensions [100, 101].

2.3 POTTS SPIN SYSTEMS

Studies of coarsening in Potts models from the 1980’s onwards are seemingly more

abundant than those of Ising systems, which is probably because of the increased

number of readily available applications. Here I will review some of these studies and

the reasons for studying coarsening in Potts models.
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2.3—A GENERAL COARSENING STUDIES

One common application of zero-temperature Potts models involves understanding

coarsening in two-dimensional soap froths; the ordering dynamics of a square lat-

tice Potts model with second-nearest-neighbour interactions at zero-temperature has

been compared experimentally with coarsening in a soap froth, thus showing the do-

main/bubble growth to exhibit the same universal features with small deviations due to

the effects of thermal equilibration and anisotropy [102, 103].

Potts models have also been used to understand soap froths in thee spatial dimen-

sions, where it was shown with the Potts model and soap froth analogues, the correlation

functions, number of “bubbles” and domain size become constant at late time [104].

Coarsening in the Potts model has also been used as an analogue for understanding

grain growth and magnetic domains [105–110], cellular tissue growth in biological

systems [111, 112] and other natural tilings [113]. The time scaling exponents for the

average domain radius have been studied in both two and three dimensions, and found

to scale as roughly t1/2, though it does matter what time regime of the simulation one

examines these data [114].

Slow relaxation in the kinetic Potts model has been studied [115], as well as other

coarsening features such as the domain growth and “pinning effects” that occur with

q ≥ 3 [116]. In Ref. [116] the authors actually noted that the pinning structures leading

to slow relaxation were much more prevalent on the square lattice than on the triangular

lattice. These structures will become very relevant in Section 2.3—B.

Other more recent studies have examined geometrical properties of the domains in

the early time evolution after a zero temperature quench [117, 118], as well as domain

nucleation during a shallow quench from a subcritical initial configuration [32].

An important point to note is that at very low subcritical temperatures, people

realised that the model often becomes stuck in extremely long-lived metastable arrange-

ments [119], and in the case of zero-temperature quenches, the ground state is rarely
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reached and metastable stripe configurations arise [120, 121].

2.3—B FINAL STATES

After discovering the rich myriad of unexpected behaviours in the coarsening of the

zero-temperature Ising model, the topologies of which govern the final state, it seems

natural to explore what happens when one increases the degeneracy—i.e. the number of

spin types / ground states—of the system. Though—as we have just seen—coarsening

in Potts models had been studied much more extensively than in Ising models, there is

still an apparent lack of studies that rigorously examine and quantify the final states at

zero temperature.

When a q-state Potts model undergoes a supercritical quench to zero-temperature,

each of the distinct spin states compete to survive the ensuing ordering process. The

domain mosaics that arise are visually much richer than those of the Ising model, and

even in only two-dimensions the emergent late-time final states are considerably more

complex [122, 123].

Before the work I present in Chapter 5, the only dedicated study of the final states of

the zero-temperature Potts model focused on the square lattice [122]. The first surprise

is probably the rarity with which the ground state is reached, which, for L ≥ 192 was

roughly 10%. The majority of the time the system becomes trapped in frozen metastable

tessellations, with both spanning and non-spanning domains, that have no flippable

spins (we will examine these probabilities in more detail in Chapter 7).

The most curious findings on the square lattice however were so-called blinkers and

pseudo-blinkers. Blinkers are configurations that forever wander at constant energy due

to spins that may perpetually flip with no energy cost. Pseudo-blinkers are configurations

that strongly resemble blinkers for orders of magnitude in time, before a sudden energy

lowering flip triggers an “energy avalanche”, where the system globally reorders and

undergoes a macroscopic decline in energy. The authors of Ref. [122] suggested that the

time taken for pseudo-blinkers to relax grows exponentially with the linear dimension
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of the system, and determining if such evolutions could relax further was an extreme

source of numerical expense.

The authors also considered a TDGL equation designed to describe zero-temperature

Potts coarsening using a q-well potential [122]. In doing so, they found late-time

hexagon configurations with varying numbers of clusters, along with octagonal and

two-square configurations, none of which occurred in the square lattice Potts model.

In their conclusions, the authors noted that the effects of the lattice geometry are

less strongly imposed on the dynamics if one considers the triangular lattice. This led

them to speculatively pose two questions:

i. What is the extent of the universality between the square and triangular lattices if

one considers a three-state Potts model?

ii. Is there some underlying simplicity that will emerge when the lattice coordination

is an integer multiple of the number of spin states?

It is at this point that my work in Chapter 5 enters the picture; I investigate the final

states of the zero-temperature Potts model on the triangular lattice, and address some of

the questions posed in Ref. [122].



CHAPTER

THREE

METHODS

The kinetics of the spin systems studied in this thesis are analytically intractable,

meaning their kinetic evolution can only be studied numerically. In this chapter I cover

the information underpinning the numerical methods I use in my simulations.

I first review the lattice geometries I use—including their numerical representations,

boundary conditions and relevant initial conditions—in Section 3.1. I then briefly

discuss the principle of detailed balance, and how any methods used must obey it, in

Section 3.2. I then review some common algorithms that are often used in the simulation

of spin systems at thermal equilibrium in Section 3.3.

I introduce the common choices of dynamical evolution rules used in the simulation

of non-equilibrium dynamics in Section 3.4. I then explain the algorithms used to imple-

ment these dynamical evolution rules in Section 3.5. I first show how the “conventional

method” is inefficient at low temperatures, and then introduce the so-called “n-fold”

scheme that was developed to circumvent this issue. Finally, I summarise the chapter in

Section 3.6.
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3.1 LATTICE GEOMETRY AND INITIAL CONDITIONS

Throughout the work I present in this thesis I refer to two main lattice geometries, their

boundary conditions and certain initial conditions; each of which the reader must be

familiar with and are detailed in the following.

3.1—A LATTICE GEOMETRIES

First, let us examine the two main geometries I use: the square and triangular lattices.

The square lattice is as straightforward as is possible, and shown in Figure 3.1. Each

site is “connected” to its four nearest-neighbours; thus we say the coordination number

is four.

FIGURE 3.1 – Simple square-lattice geometry; each site is connected to its four nearest
neighbours.

If one then takes a square lattice geometry and adds diagonal bonds to the North-

West and South-East (or alternatively to the North-East and South-West) and treats every

bond as equivalent, then they have a triangular lattice in disguise (see Figure 3.2 (a)–(b)).

At first this might seem a little peculiar, but it is done as a matter convenience

numerically. So long as each of the nearest-neighbour bonds are treated equally, it

makes no difference, however, the representation in Figure 3.2 (a) is the one used in

showing snapshots of configurations later in this thesis, so it is important for the reader

to be aware of this representation.
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FIGURE 3.2 – Alternative representations of the triangular-lattice geometry. (a) Shows
a scheme that is numerically convenient to employ and (b) a more visually realistic
representation of the triangular lattice. Note in each case, the solid lines represent
equivalent nearest-neighbour bonds.

3.1—B BOUNDARY CONDITIONS

So far I have assumed that each site in the square and triangular lattice has the same

number of neighbours, but if we look at the “edge sites” this is clearly not the case. To

circumvent this issue, one normally considers periodic boundary conditions.

This means that the left-hand neighbour of the leftmost spin in a given row is the

rightmost spin in the row, and vice versa. The same applies to edge sites in the “top”

and “bottom” rows (see Figure 3.3). This is equivalent to wrapping the two-dimensional

lattice around the surface of a torus.

FIGURE 3.3 – Square lattice geometry with periodic boundary conditions. The nearest
neighbours of spins on “edge sites” are spins on the other side of the lattice.
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3.1—C INITIAL CONDITIONS

In almost all of my investigations I consider infinite–zero temperature quenches. Typi-

cally one approximates an infinite-temperature initial condition in two ways: by using a

randomly ordered configuration or a so called antiferromagnetic configuration. Both

of these are equally suitable in the sense that they are each symmetrically uniform and

have no significant regions that are magnetised.

3.1—C.i Random

To generate a “random” initial condition, I first populate a microstate with an equal

number of each of the spin states and then randomly order the configuration. I ensure

each spin state is initially equal in concentration to avoid the significant influence small

biases in the populations can have on the final states one finds in small system sizes,

thus making it, in a sense, a cleaner alternative to simply pointing each spin in a random

direction.

3.1—C.ii Antiferromagnetic

The antiferromagnetic initial condition is exactly as the name suggests: a perfect

antiferromagnetic ordering, where no spin has any aligned neighbours and the system

is as unmagnetised as is possible. Or, in other words, the initial condition is an

antiferromagnetic ground state. In the context of the Ising model, this means the initial

condition looks like a chess board (see Figure 3.4 (a)). Interestingly, it is not possible to

have an antiferromagnetic configuration with two spin-states on the triangular lattice, as

shown in Figure 3.4 (b).

However, when we go on to study the Potts model—where the number of spin

states is an integer number q—we see that it is possible to produce an antiferromagnetic

ordering on both the square and triangular lattices (see Figure 3.4 (c)–(d)). If one seeks

an antiferromagnetic initial condition using more than three spin states, the solution is
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FIGURE 3.4 – (a) Two spin-state antiferromagnetic ordering on the square lattice. (b)
Failure to to achieve an antiferromagnetic configuration with only two spin-states on
triangular lattice. (c) Three-state antiferromagnetic tiling on the square lattice. (b)
Three-state antiferromagnetic tiling on the triangular lattice.

simple; notice that in Figure 3.4 (a), the antiferromagnetic initial condition is simply an

arrangement of diagonal stripes of alternating colour that run from the South-West to

the North-East. In Figure 3.4 (c) this pattern of diagonal stripes is extended to use three

colours. One can simply extend this further to use q colours.

3.2 DETAILED BALANCE

Before discussing simulation methods or dynamical evolution rules, we must be ac-

quainted with the principle of detailed balance. Any transition rules assigned to spin

flip events must satisfy this condition if thermal equilibrium is to be reached. In order

words, at equilibrium, any thermodynamic process can be equilibrated by its reverse.

In order illustrate the principle of detailed balance, let us play the simple Monte

Carlo “pebble game” [124], shown in Fig 3.5. Although conceptually trivial, the pebble

game allows us to form a Monte Carlo algorithm that satisfies the detailed balance

condition. In order to play the game, we require an algorithm that moves the pebble

one step at a time, such that after a large number of iterations, it appears in each square

with equal probability.

Naively, one may seek to realise this simple goal by throwing the pebble around

randomly, however this would not yield the desired result. The pebble may move

in any four directions, up, down, left or right. Consider the corner configuration (a).
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FIGURE 3.5 – The pebble game: the pebble may move in any direction, or not at all, so
long as it stays on the grid.

(a) is connected to configurations (c) and (b), in that they are both one move away.

Any algorithm we choose must generate configurations (a), (c) and (b) with equal

probabilities π(a) = π(b) = π(c).

The Monte Carlo algorithm is simply a list of transition probabilities denoted p(a→

b) for moving from one configuration to another. There must also be a normalisation

condition that says once at (a), the system may remain in configuration (a) or transition

to either (b) or (c), i.e.

p(a→ a) + p(a→ b) + p(a→ c) = 1. (3.1)

The two kinds of probabilities can be related by realising that configuration (a) can only

be reached from (b), (c) or itself. Therefore

π(a) = π(b)p(b→ a) + π(c)p(c→ a) + π(a)p(a→ a), (3.2)

which upon rearranging gives

π(a) [1 − p(a→ a)] = π(b)p(b→ a) + π(c)p(c→ a). (3.3)

Solving Eqn. 3.1 for π(a) − 1 allows the former to be written as

π(a)p(a→ b) + π(a)p(a→ c) = π(c)p(c→ a) + π(b)p(b→ a) (3.4)
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This equation can be satisfied by

π(a)p(a→ b) = π(b)p(b→ a) (3.5)

π(a)p(a→ c) = π(c)p(c→ a) (3.6)

...

thus we obey the detailed balance condition. This is because the probabilities for

transitions between neighbouring sites are equal, and the probability of reversing the

transition equals the transition probability itself.

If the pebble is thrown from the central site, it reaches another site with unit

probability, as it can go in each of the four directions with probability 1/4. However,

in the case of corner sites, there are only two available directions in which the pebble

can be thrown and remain on the grid. Thus, in the configuration in Figure 3.5 (a):

π(a→ b) = π(a→ c) = 0.25, and π(a→ a = 0.50); in other words, the pebble moves

to left with probability 25%, down with probability 25%, and stays put with probability

50%. The same is true of edge sites, however there are three possible directions the

pebble may be thrown, so it only remains on the site 25% of the time.

If one invokes a simple Monte Carlo algorithm in order to demonstrate this, they

indeed find that on average each site is occupied with probability 1/9. This would not

be the case if the pebble was only thrown in allowed directions.

3.3 EQUILIBRIUM METHODS

Sampling spin systems computationally at thermal equilibrium is conceptually simple.

Generally one begins from a given initial configuration, typically a randomly ordered

microstate, and then visits each site of the lattice in regular or random order. Upon

visiting each site, some update rule is applied to the spin that depends upon the bath

temperature and the local environment of the spin—typically its nearest neighbour
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configuration.

The rules for the acceptance and rejection of each move can vary depending on the

particular algorithm of choice, however the equilibrium Physics should not. This is

because any probabilities assigned to spin flip events must obey the principle of detailed

balance [124]. In order to sample thermodynamic observables at equilibrium, it is

desirable to take measurements from uncorrelated microstates only, therefore samples

are typically taken at a frequency of once per grid sweep or less.

Common algorithmic choices include the Metropolis algorithm, the Heat Bath

algorithm and the Wolff Cluster algorithm, which I now briefly review in context of the

Ising model only [124, 125].

3.3—A THE METROPOLIS ALGORITHM

The Metropolis algorithm was originally developed at Los Alamos National Laboratory,

New Mexico, by Nicholas Metropolis et al in the 1950’s [125]. It is perhaps the simplest

algorithm used in the simulation of the equilibrium Physics of Ising spin systems [124,

126].

The implementation of the Metropolis Algorithm for the Ising model is as follows.

Each lattice site is visited in random order in a single lattice sweep. Upon visiting each

site, a spin flip is proposed and either accepted or rejected on the basis of the associated

energy change. Therefore a site flips with probability

P(∆E) =


1 if ∆E ≤ 0,

exp(−β∆E) if ∆E > 0
(3.7)

where P is the probability that the site may flip, β is the Boltzmann factor and ∆E is the

energy change associated with the flip. In order to determine if a site should flip or not

numerically one employs random numbers. When a site is visited a uniform random

number r ∈ (0, 1) is generated and the spin is allowed to flip if r < P.
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3.3—B THE HEAT BATH ALGORITHM

The Heat Bath algorithm is an alternative to the Metropolis algorithm. Rather than

accepting or rejecting proposed flips when sites are visited, spins are instead thermalised

with their local environments [124]. In the presence of a nearest-neighbour field h,

spins point up or down with probabilities

π+h =
exp(−βE+)

exp(−βE+) + exp(−βE−)
=

1
1 + exp(−2βh)

, (3.8)

π−h =
exp(−βE−)

exp(−βE+) + exp(−βE−)
=

1
1 + exp(+2βh)

. (3.9)

Here E+ and E− are the energies corresponding to the spin pointing up or down

respectively. The probabilities of orienting the spin up or down are normalised (π+h +

π−h = 1). Numerically this means the spin points upwards if r < π+h , and down otherwise,

where r ∈ (0, 1) is again a uniform random number. The implementation of the Heat

Bath algorithm is then similar to that of the Metropolis. Lattice sites are visited in

random order and the resident spin is oriented up or down based on the probabilities π+h

& π−h .

3.3—C THE WOLFF CLUSTER ALGORITHM

The Wolff cluster algorithm is conceptually the most different of the three algorithms

described. One first selects a spin at random at the seed of a cluster. One then allows

the nearest neighbours of the seed site to join the cluster with probability P [127–129].

P = 1 − exp(βJ(1 + SiSj)), (3.10)

where β = (kBT)−1, J is the coupling strength, Si is the seed site and Sj one of its

neighbours. The newly added members of the cluster are then used as seeds for further

growth, until no new spins may join the cluster. The entire cluster is then flipped in a

single Monte Carlo time step.
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Away from the critical temperature, this algorithm is not efficient. At low tem-

peratures almost every spin in the system is in the cluster, and a high temperatures

the number of spins in the cluster is tiny. However, the Wolff cluster algorithm is

powerful for sampling near to Tc, as it circumvents the phenomenon of critical slowing

down [127–129].

3.4 CHOICE OF DYNAMICS

The choice of the dynamics is relatively straightforward and begins with the principle

of detailed balance. So long as we obey detailed balance, equilibrium can be reached.

3.4—A GLAUBER DYNAMICS

The principal of detailed balance states that from an equilibrium configuration, a kinetic

process can be equilibrated by its reverse. This can be written mathematically as

Piωi→ j = Pjω j→i (3.11)

where Pi j is the Boltzmann weight, or the equilibrium probability of finding the system

in configuration i or j, and ω denotes the kinetic transition rate between the two con-

figurations. If a physical system is to reach thermal equilibrium, any kinetic transition

rates assigned to events must satisfy this condition.

The detailed balance principle, Eqn. 3.11, can be written for the Ising model as

P(S′)
P(S)

=
ωS

ωS′
(3.12)

where S′ and S represent the two possible spin states ±1. Using the nearest neighbour

Ising Hamiltonian allows one to write the Boltzmann weights as

P(S′)
P(S)

=
e−βJSi

∑
Sj

e βJSi
∑

Sj
. (3.13)
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Using the identity

eab = cosh(a) + b sinh(a) = cosh(a) (1 + b tanh(a)) (3.14)

allows one to write Eqn. 3.13 as

P(S′)
P(S)

=
1 − Si tanh

(
βJ

∑
Sj

)
1 + Si tanh

(
βJ

∑
Sj

) . (3.15)

One set of rates that satisfy this condition are those chosen by Glauber,

ωi(S) =
1
2

[
1 − Si tanh

(
βJ

∑
Sj

)]
. (3.16)

If takes the zero temperature limit of this form, where β→∞, the obtain the following

transition probabilities:

ω(S) =



1 if ∆E < 0,

0.5 if ∆E = 0,

0 if ∆E > 0.

(3.17)

3.4—B METROPOLIS DYNAMICS

While Glauber dynamics is one choice for non-equilibrium simulation, it is is possible

to use simple Metropolis dynamics, which are presented in Section 3.3—A. Naturally,

the zero temperature limit of these probabilities are

P(∆E) =


1 if ∆E ≤ 0,

0 ∆E > 0.
(3.18)
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3.5 KINETIC METHODS

Here I briefly outline two numerical schemes for simulating non-equilibrium dynamics

of kinetic ferromagnets; specifically, the Ising and Potts models. The general idea

behind these methods is to simulate what happens when a kinetic ferromagnetic that is

in thermal equilibrium with a bath of some temperature T � Tc is suddenly placed in

contact with a new bath of temperature T � Tc, and essentially watch what happens. I

first introduce the conventional method, discuss why it is inefficient at low temperatures

and then introduce an alternative method.

3.5—A CONVENTIONAL METHOD

The conventional method typically invoked in the simulation of spin systems is simple

and a little naive depending on the details of the simulation. For example, if one wishes

to simulate the Ising model at high temperature—that is, temperatures well above

the critical point—this algorithm makes sense. However, if one wishes to simulate

a low-temperature quench then it is incredibly ineffective. I shall discuss why after

introducing the algorithm. The description of the algorithm I give here—for both the

Ising and Potts models—is that of Ref. [130].

Algorithm 1: Conventional Ising Monte Carlo method.
for Tcount = 0→ Tmax do

for count = 0→ (N − 1) do
choose integer site index i ∈ [0, N)
get current energy Ec
get energy if flipped E f
get ∆E = E f − Ec
Accept or reject flip based on P(∆E)

end
end
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3.5—A.i Ising model implementation

The general dogma of this algorithm is that each spin should be allowed to flip once in

a single timestep in order to mimic a cooling system that is uniformly connected to a

thermal reservoir. In practise—and in the context of the Ising model with N spins—N

lattice sites are visited in random order. Upon visiting each site, one proposes to flip the

resident spin, computes the energetic consequence and then probabilistically decides

whether to accept or reject the move. The decision to reverse the spin or not depends on

the dynamical rules one has elected to use. The algorithm is presented in Algorithm. 1.

Now that we have explored this simple algorithm, let’s look at why it is so inefficient

at low temperatures. Consider the following cartoon of a zero-temperature relaxation in

the Ising model (Figure 3.6).

FIGURE 3.6 – A cartoon of a late-time snapshot of zero temperature coarsening in the
two-dimensional kinetic Ising model. The minority domain (yellow) is eroded by the
spanning majority domain (black).

The minority circle domain is doomed, and will be eroded to extinction by the

surrounding domain. In a single timestep of the conventional algorithm, one attempts

L2 spin flips, but there are only roughly 2πr active sites. Thus, in a single timestep the

number of successful flip attempts is 2πr/L2. If the radius r is some fraction of L, then

the number of effective flips is ∼ 1/L, which is terribly inefficient.
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Algorithm 2: Conventional Potts model Monte Carlo method.
for Tcount = 0→ Tmax do

for count = 0→ (N − 1) do
choose integer site index i ∈ [0, N)
propose a flip value q f ∈ {1, 2 . . . q}
get energy if flipped E f
get ∆E = E f − Ec
Accept or reject flip based on P(∆E)

end
end

3.5—A.ii Potts model implementation

The Potts model version of this algorithm is the same as the Ising case in spirit, but we

have to account for the fact that each active site may have multiple transitions available

to it. The Potts algorithm is shown in Algorithm. 2. Note here that the only significantly

different step in the algorithm is that an additional random number is needed at each

step in order to select a spin value the site can flip to.

3.5—B n–FOLD METHOD

The numerical method typically invoked in the simulation of the dynamics of the Ising

ferromagnet is generally known as the n-fold method, which is a rejection free—and

therefore efficient—scheme for implementing the dynamics. This method is also known

as continuous-time kinetic Monte Carlo, and the Gillespie algorithm (see following

discussion). In the context of the Ising model, particularly at zero-temperature, this

algorithm is much simpler than in generalised cases.

Citing the original work detailing this algorithm is challenging because there are

a number of seemingly independent implementations of it. Apparently it has been

theorised, discovered or implemented by a number of people and it is not immediately

clear who should be awarded the credit; it rather seems that the subject matter deter-

mines which version one should cite. In the context of this thesis, the most important

description or implementation of the algorithm is the version in Ref. [131], as it is



CHAPTER 3. METHODS 43

the most native to my work, so I shall draw upon this source for the most part of my

description. However, I have included the following in the hope that it serves as a

sufficient account of the history of the algorithm—even if it lacks total completeness.

The oldest description of the algorithm is seemingly in the form of a theoretical

description in the 1940’s [132, 133]. In an excellent overview of Kinetic Monte Carlo

methods given by Arthur Voter, one finds a summary of the main implementations

of this method in a variety of physical systems [134]. The earliest application of the

method given in Voter’s review is an atomistic study of cubic metals [135] published

in 1966, but there is another article, Ref. [136], not mentioned in the review, that uses

the same algorithm to study vacancy migration in binary alloys and was submitted

for publication one month prior to Ref. [135]. Hopefully this serves to illustrate the

difficulty in attributing the earliest implementation of this algorithm to someone.

Furthermore, the so-called “Residence time algorithm”, which is again equivalent,

was published in a book by Cox and Miller in 1965 (see Ref. [137]). Daniel Gillespie

developed an equivalent algorithm, apparently independently, for simulating chemical

kinetics that is known as the Gillespie Algorithm [138]. Gillespie developed this

algorithm in 1976, and then famously used it in his 1977 paper to simulate biochemical

systems of reactions with limited CPU power [139]. Furthermore, Bortz, Kalos and

Lebowitz developed the so called “n-fold” method, specifically for the simulation of

low-temperature Ising spin systems, in 1975, which is again equivalent [126, 131].

There have been a number of other developments using the algorithm in this

area [140–142]. This algorithm has also readily been used in the area of surface

adsorption, diffusion and growth [143–152]. The description of the algorithm from

Bortz et al. is by far the most important version for the work I present in this thesis, but

when I go on to discuss Potts models I will refer to adaptations to the n-fold method

developed specifically for such studies.
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Spin Class Spin Nearest-neighbour configuration
1 + + + + +

2 + + + + −

3 + + + − −

4 + + − − −

5 + − − − −

6 − + + + +

7 − + + + −

8 − + + − −

9 − + − − −

10 − − − − −

TABLE 3.1 – The ten possible spin configurations of the nearest-neighbour Ising model
on the square lattice. The spin orientation is denoted by ± for up or down spins
respectively.

3.5—B.i Ising model implementation

The general idea of this algorithm is to avoid simulating null processes, or in language

more appropriate to the Ising model, it’s only worth trying to flip active spins. The

description of the algorithm I give here in the context of the Ising model relies heavily on

Refs. [126, 131]. At finite temperature, Bortz, Kalos and Lebowitz made the realisation

that magnetic spins in the nearest-neighbour Ising model, at least on the square lattice,

can only be in one of ten classes. These classes are defined by the spins and their

nearest-neighbour configurations, as shown in Table. 3.1. The individual ordering of

the nearest neighbour configuration itself does not matter, only the net field—i.e. the

nearest-neighbour sum.

Now, consider a square lattice of L2 interacting spins; each of which is in one of

the ten configurations enumerated in Table. 3.1. Ferromagnetic interactions promote

consensus in the orientation of the spins, while thermal noise attempts to randomise

the ordering. At low temperatures—which are well below the critical point—the

ferromagnetic interactions prevail, and at high temperatures—which are well above the

critical point—thermal noise dominates.

Thus, there are three main factors in deciding if the spins are flippable or not:
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the dynamical evolution rules, the interaction between the spins and their nearest-

neighbours, and the influence of thermal noise. The choice of dynamics with which one

endows the Hamiltonian determines the probability of flipping each spin. Let us define

the activity of a given site, ri, to be the total probability of it flipping.

In the conventional method, we visited every site roughly once in a single time step.

This is inefficient—especially at low temperatures—as one often visits sites that are not

flippable, proposes to flip them, rejects the flip, and then moves on. However, with the

n-fold method, one visits a site with a probability that is proportional to its total activity

and flips the resident spin with unit probability, thus eliminating the simulation of null

processes—i.e. the algorithm becomes rejection free. This means a successful spin flip

occurs at each step of the algorithm, and one must then calculate how much time should

have passed if they had used the conventional algorithm [126, 131].

Let the probability that a given site Si should flip—i.e. the activity of site Si—be

ri, and the total system activity—the sum over each of the ri in the system—be R. The

n-fold algorithm says each site should be visited with a probability proportional to its

activity, ri/R, and the resident spin flipped with unit probability. After a spin is flipped,

time advances as a stochastic variable ∆t which has an expectation value proportional

to 1/R, making the total time t proportional to the number of attempts per site. The

FIGURE 3.7 – Event selection scheme: to select a spin to flip one chooses a class with
probability Rk/R, and then draws a spin at random from the class. Rk is the total activity
of the class and R is the total system activity. The length of each block in the bar is
therefore the total activity of the class.
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time advance is

∆t = −
1
R

ln(r), (3.19)

where r is a random fraction uniformly distributed on (0, 1).

Let us now explore the algorithm in a step-by-step basis. First, the system needs

to be initialised; one must generate a physically appropriate initial condition and place

each spin in a class depending on its local field. In doing this, one creates a count of the

number of spins in each class and the total system activity R. Let the spins be divided

into k classes, each containing Nk spins of activity rk (Figure 3.7).

The the total activity of each class is therefore Rk = Nkrk (Figure 3.7). To flip a

spin, one first selects a class with probability Rk/R, draws a member spin at random and

flips it. The flipped spin and its nearest neighbours are then reclassified based on the

new configuration after the flip. A summary of the algorithm is shown in Algorithm. 3.

Algorithm 3: Nearest-neighbour (NN) Ising model n-fold spin flip scheme
Initialise: Assign each spin Si to a class k based on ri.
while R , 0 do

Throw Monte Carlo dart at position x ∈ [0, R)
Use x to select a spin class k
Draw a spin at random from class k
Flip the spin
Increment time by ∆t = − ln(rand [0, 1])/R
Remove flipped spin and NN from respective classes.
Update R
Reassign flipped spin and NN to classes based on new configuration.
Update R

end

This algorithm is incredibly effective in the sense that it eliminates rejection, espe-

cially at low temperatures when most of the spins are not flippable. However, it does

increase the cost of flipping an individual spin due to the associated bookkeeping and is

also trickier to implement.

In this thesis I focus only on zero-temperature quenches, which allows considerable

simplification with respect to the algorithm. In the zero-temperature Ising model, there

are only two “kinds” of spin flips that matter: energy lowering and energy conserving
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flips—energy raising flips are forbidden at zero-temperature. Now consider the two

main choices of dynamics in the zero-temperature Ising model: Glauber and Metropolis.

In the Glauber case, there are only two distinct probabilities flippable spins may

have: 1 for energy lowering flips and 0.5 for energy conserving flips, so there are only

two classes of spins one need worry about algorithmically. In the Metropolis case, at

zero-temperature, there is only one probability an active site may have: unity. Energy

lowering and conserving flips occur with equal probability, and energy raising flips are

again forbidden. In this case there is only a single class of spins to draw from—i.e. the

list of active sites—in the algorithm.

3.5—B.ii Potts model extension

The Potts model version of this algorithm is trickier to implement compared to the Ising

case. In the Ising model, active sites only ever have one possible transition: a spin flip

event can only involve the reversal of the spin’s orientation. However, in the Potts model,

active sites often have more than one transition available to them. Consider a spin of

state Si = 1 on the square lattice Potts model with a nearest-neighbour configuration of

Sj = {2, 2, 3, 3}. Si is certainly flippable, but now the algorithm must decide whether

it flips from Si = 1→ 2 or Si = 1→ 3.

Fortunately, extensions of the n-fold algorithm for the Potts model have been readily

studied and used. Here I will describe the schemes used in Refs. [130, 153], and exactly

what rules I have used. For numerical simplicity, I use only the Metropolis algorithm for

the simulation of the Potts model at zero-temperature; this simplification will become

clear momentarily.

In order to classify a Potts spin—in the context of the n-fold algorithm—one must

determine the total probability of it flipping: i.e. the sum over each of the possible

transitions. We begin our description of this algorithm by assuming zero-temperature

dynamics only. Say we have a Potts spin of state Si = 1 with a nearest-neighbour

configuration of Sj = {1, 2, 3, 3} and are using Glauber dynamics. Once we have
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selected the spin to flip, we then need to decide if it should undergo the energy lowering

transition Si = 1→ 3, or the energy conserving transition Si = 1→ 2. This requires

another random dart throw selection and makes the simulation even more cumbersome.

So instead we use Metropolis dynamics. If energy lowering and energy conserving

flips occur with unit probability, we need only select the spin to flip, and then draw

randomly from a list of allowed transitions. Metropolis dynamics is further convenient

numerically because the total activity of a site is an integer value, which is handy for

indexing in simulations.

There is one additional note of ambiguity worth discussing in the Potts model

algorithm. An explicit Potts implementation was presented by Sahni et al in Ref. [153]

but they only described the algorithm rather briefly. However, Hassold and Holm

describe the algorithm of Sahni et al. in Ref. [130]. To my mind, there is a slight

disparity in the rules they implement.

Suppose in a three state Potts model we have a spin Si = 1, with a nearest-neighbour

configuration of Sj = {2, 2, 2, 2}. The scheme of Ref. [130] says the site may only

flip from Si = 1 → 2, but zero-temperature dynamics also allows it to undergo an

energy conserving flip from Si = 1→ 3. The consequence of this flip should not have a

material effect on the relaxation timescale because the number of possible transitions

is accounted for in the timestep. In order to avoid any artefacts of this simplification

influencing the final states, I use the latter scheme. The Potts model algorithm is shown

in Algorithm. 4.

Note, there is key difference in the Potts model algorithm: the factor of (q − 1) in

∆t. This factor is in place to enforce the rule that each site should flip once, on average,

in a single timestep. For example, say in the Ising model we have a a single active site

of Si = −1 with neighbours Sj = {1, 1, 1, 1}. When this site is visited, the spin flips

and time advances as one—the expectation value of ∆t is unity.

Now say we have a ten-state Potts model with only a single active site of Si = 1

with a nearest neighbour configuration of Sj = {2, 2, 2, 2}. The mean number of flips
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taken for the site to align with its neighbours is (q − 1) = 9—remember that on average

it takes six throws of a die to roll a six. If the average timestep for each flip is 1/9—i.e.

the inverse of the total probability—then the mean time to reach consensus is unity.

However, we know that nine attempted flips should correspond to nine Monte Carlo

timesteps, so the factor of (q − 1) in ∆t rectifies this, and in a sense stops the timestep

depending on the number of spin states. It is also important to note that this factor does

not effect the time scaling exponents.

3.6 SUMMARY

In this chapter I have given an overview of the information that underpins the simulations

presented in this thesis. I have detailed the necessary lattice geometries, boundary

conditions and initial conditions in Section 3.1. I discussed briefly the principle of

detailed balance, and how any simulation rules must obey it if a physical system is

to reach thermal equilibrium in Section 3.2. I then introduced some of the standard

methods that used in simulating magnetic spin systems at thermal equilibrium in

Section 3.3.

I detailed the two most common schemes invoked in the simulations of kinetic

spins systems that out of equilibrium—Glauber dynamics and metropolis dynamics—in

Algorithm 4: Nearest-neighbour (NN) Potts model n-fold spin flip scheme
Initialise: Assign each spin Si to a class k based on ri.
while R , 0 do

Throw Monte Carlo dart at position x ∈ [0, R)
Use x to select a spin class k
Draw a spin at random from class k
Flip the spin
Increment time by ∆t = −(q − 1) × ln(rand [0, 1])/R
Remove flipped spin and NN from respective classes.
Update R
Reassign flipped spin and NN to classes based on new configuration.
Update R

end
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Section 3.4. I then introduced the numerical methods for simulating the kinetic evolution

of spin systems in Section 3.5. I first detailed the so-called “conventional method”,

and explain why it is inefficient at low temperatures, before introducing the “n-fold”

scheme, which circumvents this issue. I explain each of these algorithms in the context

of both Ising and Potts models.



CHAPTER

FOUR

ANOMALOUS ISING FREEZING TIMES

One surprising feature of zero-temperature coarsening in the two-dimensional Ising

model that has come to light in the past two decades is the presence of multiple relaxation

timescales. These timescales are the main focus of this chapter, but before we examine

them in greater detail I will first recap the studies relating to their discovery.

Around two decades ago, Boston University graduate student Victor Spirin noticed

that roughly four in every hundred of his zero-temperature Ising model simulations

continued to run for excessively long times even though the remaining cases had all

terminated. Spirin and his advisors initially viewed these findings with scepticism, and

accordingly investigated further I.

Spirin investigated further and produced snapshots of these anomalous relaxations,

and in doing so took the first step towards showcasing the rich features of the Ising

dynamics that had otherwise been completely overlooked. The anomalous simulation

times originated from realisations reaching so-called diagonal winding configurations,

which ultimately reached the ground state on a timescale of roughly ∼ L3.5 [53–

55]—with L the linear dimension of the system. Spirin et al. presented their findings as

surprising and anomalous features of Ising coarsening [53–55].

IThis information was given to me in a private communication with Sid Redner during our collabora-
tion in October–November 2018.
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However, these studies were by no means the final words on the matter, and

around eight years later, another Boston University Graduate student—Kipton Bar-

ros—conjectured that the probability of finding each topologically distinct behaviour

has a one-to-one mapping with the equivalent crossing probability in continuum perco-

lation [56]. These findings agreed with the predictions from percolation theory both on

the torus (i.e. a square lattice with periodic boundary conditions) and the square lattice

with open boundary conditions (a simple finite square lattice geometry).

Later still, Jason Olejarz confirmed the deep connection between the dynamics of

the Ising ferromagnet and continuum percolation theory [57]. Not only did Olejarz

observe another distinct topology from percolation theory in the Ising model, but he

showed this phenomenon is general to curvature driven coarsening by demonstrating it

in a time-dependant Ginzburg-Landau equation appropriate to zero-temperature Ising

coarsening [57].

Due to work I present later in this thesis (in Chapter 5) which is concerned with zero-

temperature coarsening in the triangular lattice Potts model, and some small hints in the

literature I have reviewed, there is reason to believe in the existence of an additional

coarsening timescale in the Ising model that remains unexplored.

In this chapter I detail my own time scaling studies of the Ising model—when

quenched from both random and biased initial conditions—showing there is indeed

another coarsening timescale overlooked in the literature. I present provisional evidence

of this new timescale in Section 4.1. In Section 4.2—A, I attribute this timescale to the

formation of on-axis two-stripe states—which were among the discoveries made by

Victor Spirin—and confirm the mechanism behind it using a biased initial condition

in Section 4.2—B. I then explain its origin in Section 4.2—C. My main result is that

this anomalous timescale appears to grow as ∼ L2 log(L). I also explore the remaining

relevant timescales in the zero-temperature Ising evolution using biased initial conditions

in Section 4.3. Finally, I summarise my findings in Section 4.4.

The choice of the dynamics should not influence these timescales, If we consider
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the two common choices of Glauber and Metropolis dynamics, there should be no

fundamental different in the scaling—only a renormalisation of the timescales. Be-

fore proceeding any further, the reader should be familiar with the winding numbers

presented in Section 2.2—B.v.

4.1 EXTINCTION AND SURVIVAL

The extinction and survival probabilities are useful diagnostics for identifying multiple

relaxation timescales. Let the extinction time Et be the time taken for a given realisation

to reach its final state. By realising the dynamics N times one may construct the

distribution of Et—the extinction probability, PE (t)—which, upon integration, gives

the probability of reaching a final state within some time interval ∆t. The survival

probability is then simply the likelihood that the system is still active at time t. Trivially,

the survival probability is related to PE (t) through

SP(t) = 1 −
t∫

0

PE (t)dt. (4.1)

The cumulative of PE (t) gives the fraction of realisations that have reached their final

state by time t, and the remaining fraction, or the survival probability, is simply one

minus the cumulative. Note, Eqn. 4.1 assumes PE (t) is a normalised probability density

function.

For each timescale in the coarsening dynamics, there is an associated coarsening

time τ(L) that depends on linear dimension of the system L [57, 123]. Realisations

reaching their final state around this time cause the survival probability to undergo an

exponential decay of the form ∼ exp(−t/τ(L)) [57, 123]. Consequently, each coarsening

timescale is expressed as a distinct exponential decay regime in the survival probability.

Consider now the extinction and survival probabilities given by Figure 4.1. Based

on the literature [53, 57], we expect to observe two distinct decay regimes in SP(t), but,
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FIGURE 4.1 – (a) Extinction and (b) survival probabilities versus time for a square
lattice of length L = 512. The data are based on 104 realisations with a bin width of
0.01L2. The tail of the survival probability exhibits a slow linear (note semi-log scale)
decay before reaching zero at t ≈ 500.525L2.

strikingly, there are actually three. Recall: on a semi-logarithmic scale exponential

decays appear as linear decays. This is an immediate indication that there could be yet

another overlooked timescale in the zero-temperature coarsening of the Ising model. If

one examines the survival probabilities presented in Refs. [53, 57], there are actually

subtle hints of an intermediate timescale, but its influence on SP(t) is almost visually

imperceptible in the small system sizes used. Perhaps this subtlety is why it has been

overlooked.

The three timescales are roughly marked by the shaded regions in Figure 4.1 (b).

The first is standard O(L2) coarsening, the second is a new timescale that is seemingly

overlooked and the final timescale comes from the long-lived off-axis winding config-

urations. The cumulative over the range shown in Figure 4.1 (a) is ≈ 0.96—which is

highlighted by SP(t = 1.2L2) ≈ 0.04 in Figure 4.1 (b)—and the remaining ≈ 4% corre-
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FIGURE 4.2 – (a) Extinction and (b) survival probabilities for realizations reaching
ground and two-stripe states. The data are the ground and “frozen” two-stripe cases
taken from the distribution in Figure 4.1, with the same bin width.

sponds to realisations still evolving through diagonal stripe states. The final timescale

appears to have plateaued, but on the semi-logarithmic scale shown in Figure 4.1 it is

actually a slow linear decay.

To explain the two peaks in the extinction probability, and the three decay regimes

in the survival probability, we consider PE (t) and SP(t) for two categories of evolu-

tion: cases reaching ground states and cases reaching “frozen” two-stripe states (see

Figure 4.2). While the ground state is typically reached directly, it is also reached

by realisations that first evolve through off-axis winding configurations, whereas the

“frozen” two-stripes are always reached directly.

In Figure 4.2 (a) we see the left and right hand peaks are associated with relaxations

to ground and two-stripe states respectively. In Figure 4.2 (b), the survival probability

for ground state cases decays exponentially roughly over 0.2L2 . t . 0.3L2, after-
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wards entering a regime of even slower exponential decay associated with off-axis

winding configurations. The survival probability for the on-axis two-stripe state cases

in Figure 4.2 (b) exhibits an exponential decay from 0.4L2 . t, before reaching zero at

t ≈ 1.133L2.

4.2 ANOMALOUS TWO-STRIPE TIME SCALING

Here we explore the relaxation time associated with “freezing” into two-stripe states

by considering both infinite temperature (Section 4.2—A) and biased initial conditions

(Section 4.2—B). We then offer an explanation of this relaxation process using an

argument based on annihilating random walkers in Section 4.2—C.

4.2—A T = ∞ INITIAL CONDITION

To investigate the time scaling of the two-stripe states, we simulate 5 × 104 realisations

on systems of size 16 ≤ L ≤ 1024 from random initial conditions, storing only the

subset of times from instances reaching frozen two-stripe states. To test if the relaxation

to static two-stripe states is governed by a single timescale, we consider the extinction

probability as a function of rescaled time for such realisations (see Figure 4.3). In
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FIGURE 4.3 – Data collapse in extinction probabilities versus time for realisations
reaching “frozen” two-stripe states. The distributions comprise the two-stripe state
relaxation times from ensembles of 5 × 104 realisations from random initial conditions,
and L denotes the system size.
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each case, time is rescaled by the mean of the distribution. Although noisy, the data

collapse in Figure 4.3 suggests the relaxation to two-stripe states is governed by a single

timescale captured by the mean. The tail in Figure 4.3 is linear when viewed on a

semi-logarithmic scale, which is suggestive of an exponential decay and indicative of a

Poisson process.

The mean time to reach a two-stripe state TS is plotted in Figure 4.4 (a) as a function

of L, along with three fits: two power laws of form ∼ Lν (solid & dashed lines), and a

fit of the form ∼ L2 log(L) (dotted line). Here it is reasonable for one to ask why we

consider the ∼ L2 log(L) scaling form. In answer to this we include Appendix. C. The

time taken to freeze into on-axis two-stripe states clearly grows faster than ∼ L2. At first

glance, it’s difficult to discern which of the fits to the TS data are valid. One favourable

feature of the ∼ L2 log(L) fit is that it requires only a single parameter, as opposed to the

two parameters required by the power law. Technically, one could use two parameters

by fitting A log(L/b), but in general it is best to use the fewer parameters when fitting.

The agreement between the data and the ∼ L2 log(L) fit is by no means conclusive,

so we make the following argument. First, we assume ∼ L2 log(L) is the correct
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FIGURE 4.4 – (a) Two-stripe state freezing time TS versus system size L and specified
fits. (b) 3-point local slopes (see Appendix. A) in TS/log(L) versus 1/log2(L). The data
are based on the subset of realisations reaching two-stripe final states from ensembles
of 5× 104 realisations with random initial conditions, and the error bars are the standard
deviation.
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functional form, and thus expect that rescaling TS by a factor of 1/log(L) should yield a

quantity that scales as

Trsc = TS/log(L) ∼ L2. (4.2)

In Figure 4.4 (a), we plot this quantity as a function of L and obtain a power law fit of

exponent ν ≈ 1.92, which, although less than the desired exponent, only deviates from

ν = 2 by ≈ 4%.

Furthermore, the local slopes in the Trsc data as a function of 1/log2(L) (see Fig-

ure 4.4 (b)) show hints of an asymptotic approach to power law scaling with an exponent

of ν = 2. However, from the data available to us this approach is not definitive. The

main limitation on our data is that “frozen” two-stripe states only occur around 34%

of the time, so studying them comes with an inherent inefficiency. This constrains the

number of realisations we may obtain and necessitates that we explore the relaxation to

frozen stripe states through other means.

4.2—B BIASED INITIAL CONDITION

The extinction time of static two-stripe states is dominated by late time events that

occur when the system contains only two clusters, both of which wind in a single lattice

direction only and have boundaries that are misaligned with the lattice axes. To capture

this relaxation more efficiently, we consider the “wedding cake” (i.e. maximally tiered)

initial condition given by Figure 4.5.

FIGURE 4.5 – Equivalent “wedding cake” initial conditions.



CHAPTER 4. ANOMALOUS ISING FREEZING TIMES 59

Simulating the dynamics from this initial condition is of greater convenience nu-

merically compared to random initial conditions as the required CPU time is lesser.

Furthermore, it eliminates the issue of rarity—and therefore efficiency—meaning we

can now simulate 105 realisations per system size on the interval 16 ≤ L ≤ 2048.

We plot the mean extinction time from this configuration as a function of system

size in Figure 4.6 (a), and show the same fitted forms as in Figure 4.4 (a): two power

laws of form ∼ Lν (solid & dashed lines) and ∼ L2 log(L) (dotted line). The scaling

behaviour in Figure 4.6 (a) is congruent with that of Figure 4.4 (a), thus the “wedding

cake” relaxation captures the mechanism behind the time scaling of the two-stripe

states.

In Figure 4.6 (a), we also show the extinction time rescaled by 1/log(L), and obtain

a power law fit of exponent ν = 1.949. Again, the exponent is less than desired value of

ν = 2, but in this instance the difference is less than 3%. Consider now the local slopes

of the rescaled extinction time in Figure 4.6 (b). As L increases, the local slopes exhibit

a suggestive approach to ν = 2 that is not conclusive.
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FIGURE 4.6 – (a) Freezing time Twc versus system size L from the “wedding cake” initial
condition (see Figure 4.5) and specified fits. (b) 3-point local slopes (see Appendix. A)
in the Twc data versus versus 1/log2(L). The data are based on 105 realisations and the
error bars correspond to one standard deviation.
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4.2—C HEURISTIC ARGUMENT FOR ∼ L2log(L)

From simulation data alone we cannot conclusively show ∼ L2 log(L) scaling, so we

make the following case. In recent work—concerning the zero-temperature Potts model

on the triangular lattice—we argued that the relaxation time of so-called “three-hexagon

states” grew as ∼ L2 log(L), and offered a simple argument to explain this scaling

form [123].

The crux of this argument was that misaligned spin pairs moved along domain

boundaries as random walkers on a one-dimensional interval. When a walker met a so

called “T-junction”, it was absorbed. To reach a frozen final state, all of the walkers had

to be absorbed, at which point the domain boundaries aligned perfectly with the lattice

axes.

The argument in Ref. [123] did not account for the changing timestep as the number

of active sites reduced. However, the wedding cake initial condition serves as a simplistic

model that allows us to probe the origin of this anomalous timescale without unnecessary

complexity, so we now explain the logarithm in the scaling form by focusing on the

wedding cake configuration only.

First, we cartoon the relaxation of the wedding cake. In the initial condition,

each tier has two misaligned spin pairs forming domain-wall particles that behave as

random walkers (see Fig. 4.7). The walkers may hop to the left or right with equal

probability, and and reflected by the boundaries of their tiers. When two walkers meet:

they annihilate—at which point the tier has relaxed and the number of active sites has

reduced by four. The width of tier k is Lk = L − 2(k − 1), and the height of the wedding

cake is h = L/2 − 1 (see Fig. 4.7).

The walkers on tier k = 5 are pinned between the positions of the walkers on tiers

k = 4 and k = 6, so they cannot meet. However, the walkers on the topmost tier are

unconstrained and therefore free to meet, so the entire structure relaxes “top-down”.

Each of the tiers in the wedding cake can be modelled as annihilating random
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FIGURE 4.7 – Random walker picture of the “wedding cake” initial condition. The red
circles cartoon misaligned spin pairs (domain-wall particles) as random walkers that
may hop left or right with equal probability, and are reflected by the edges of their tiers.

walkers on intervals of length Lk . As the system relaxes from the top down, we assume

the relaxation of the topmost tier occurs independently of the other tiers in the system.

This is however a quasi-static approximation, because the location of the left- and

right-hand boundaries of the topmost tier depends upon the positions of the walkers on

the second top-most tier, which do fluctuate.

When a spin is flipped, the corresponding walker hops to the left or right. The

number of hops required for two random walkers on an interval of length Lk to collide

is of order L2
k , ergo the total number of hops required for the entire structure to relax is

NH ∼

k=h∑
k=1

L2
k (4.3)

We count the number of flips in our simulations and find the same scaling as in Equa-

tion. 4.3, which is provides a strong validation of our argument.

Now that we have established the number of flips required for the structure to relax,

we seek to relate this quantity to simulation time, which has units of Monte Carlo time
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steps. Each spin in the system undergoes one microtrial per time step; that is to say, each

site has the chance to flip once, on average, in a single time step. A successful microtrial

is one in which the spin flip is accepted. As time progresses during a zero-temperature

quench, the number of flippable spins decreases, so fewer and fewer spins flip in a given

time step. Consequently, the time between successful microtrials—that is, the time

between successful spin flips—increases. The mean time between successful microtrials

is ∆t = 1/P [126, 130, 131, 153]. ∆t is inversely proportional to the number of flippable

spins in the system, which in the wedding cake is 4k, so we denote the time increment

as ∆tk [126, 130, 131, 153].

We know the number of flips required for the tiers to relax, and we have an expres-

sion for the time between individual flips, so we can write the total relaxation time

as

t =
k=h∑
k=1

L2
k∆tk, (4.4)

i.e. the relaxation time is the sum of the total number of hops (successful flips) multiplied

by the time step between each hop. As we use zero-temperature Glauber dynamics, the

probability that a given active site in the wedding cake configuration should flip—which

is an energy conserving move—is 0.5, except in the very rare exception where two

walkers collide, which is energy lowering. Thus, ∆tk = 1/(0.5 × 4k), and Eqn. 4.4

becomes

t ∼
1
2

k=h∑
k=1

1
k

L2
k, (4.5)

∼
1
2

k=h∑
k=1

L2

k
+

4L + 4
k
− 4L + 4k − 8.

This form is dominated by the first term in the sum, which asymptotically is

t ' L2 ln(L). (4.6)

Although this argument is crude, in that it does not completely encapsulate the relaxation
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process, it is compelling justification for ∼ L2 log(L) scaling.

4.3 ADDITIONAL TIMESCALES

Let us now explore the remaining timescales at play in the evolution of the zero-

temperature Ising model. When the second coarsening timescale in the Ising model was

first discovered, it was quantified by examining how reduced moments of the extinction

probability scale with system size [53]. We repeat this analysis to obtain crude measures

of the smallest and largest coarsening timescales present in PE (t).

First, recall that the kth moment of a normalised distribution PE (t) is given by (see

Ref. [154])

〈tk〉 =

∞∫
0

PE (t)tk dt . (4.7)

For small k, the reduced moments are dominated by the smallest times in PE (t), and

conversely for large k they are dominated by the largest times present. To convert

back into units of time, we use the reduced kth moment: Mk = 〈tk〉
1/k . Thus, by

computing Mk as a function of L for various small and large k, we obtain estimates of

the smallest and largest timescales associated with PE (t). Numerically we estimate 〈tk〉

from ensembles of N realisations through

〈tk〉 =
1
N

N∑
i

(ti)k, (4.8)

where k indexes the desired moment of the distribution and ti the extinction times across

the ensemble [154]. An example of how this procedure works is given in Appendix D.

Reduced moments of the extinction probability for k ∈ {0.05, 0.1, 10, 20} are

shown in Figure 4.8 as functions of L, along with two power laws (straight lines) of

exponents 3.5 and 2. The power laws are merely guides to they eye, not fitted, giving

rough measures of the maximum and minimum timescales at play. The magnitudes

of the k values that one chooses here are important; if one uses smaller and smaller
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FIGURE 4.8 – Reduced moments of the extinction probability Mk versus system size L
for specified k. The power laws are guides to the eye only, and the data are based on
104 realisations from random initial conditions.

k they will reach the limit where the numerical data are all essentially zero when

raised to the power of k. Similarly, if the data are raised to the power of large k they

become divergent to an unwieldy extent. A criticism of this technique is that the error

propagation is large when raising to high or low powers, which is why it can only give

one a tentative measure of the timescales.

4.3—A GROUND STATE TOPOLOGY — (0, 0)

We recover the standard coarsening timescale of O(L2) by considering the biased initial

condition in Figure 2.6 (a). From this initial state we expect no long-lived exotic

timescales, and should find the coarsening time scales as ∼ L2. The mean extinction

time from this initial condition TG is plotted as a function of system size in Figure 4.9 (a),

along with a power law fit of the form ∼ Lν (solid line).

The agreement between the data and the fit, while poor for small L, improves

markedly as L grows. The power law exponent is ν ≈ 2.025, which is ≈ 1.25% greater

than the expected value of ν = 2. The estimated exponent is not ideally close to
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FIGURE 4.9 – (a) Extinction time TG versus system size L with a power law fit of the
form ALν. (b) 3-point local slopes (see Appendix. A) in TG data versus 1/log2(L). The
data are based on 104 realisations from the initial condition in Figure 2.6 (a) and the
error bars correspond to one standard deviation.

ν = 2 because of finite size effects, but as L increases there is a distinctive downwards

curvature in the data, which is noticeable if one examines Figure 4.9 (a) carefully.

This curvature is also obvious in Figure 4.9 (b), where the local slopes asymptotically

approach ν = 2. While trivial, this numerical experiment highlights the important

influence of finite size effects; even in this simple case, the correct scaling form yields

an unsatisfactory fit at small L.

4.3—B DIAGONAL STRIPE TOPOLOGY — (1, 1)

We now turn to the first of the off-axis winding cases. The long-lived nature of these

configurations makes it numerically challenging to precisely estimate their scaling

behaviour with system size. This difficulty is accentuated by the rarity of the (1, 1)

stripe states, which occur with probability 0.04196 when the quench is from infinite to

zero-temperature [57].

We assume the relaxation time of a diagonal stripe state is dominated by the time

taken for it to collapse to the ground state after forming, and the formation time is

comparatively negligible. To investigate the relaxation of these states, we consider the
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initial condition shown in Figure 2.6 (c).

In Figure 4.10 (a) we plot the extinction time of realisations initialised in the (1, 1)

configuration (TD1) as a function of system size along with a power law fit of the form

∼ Lν (solid line). If one examines these data “edge on”, there is an obvious downward

curvature in TD1 that reduces with increasing L. Ergo, one may easily overestimate the

exponent when examining only smaller system sizes.

In Ref. [53] the authors provide a theoretical argument for the relaxation of “perfect”

(1, 1) winding configurations—i.e. the initial condition we employ—to scale as ∼ L3.

This argument is based on a “particle deposition” and “evaporation” problem studied

in Ref. [155], and says that the interface between two diagonal stripes should move a

distance of ∼ L on a timescale of ∼ L3[53].

The reducing curvature in Figure 4.10 (a) indicates a reducing exponent, but within

the range of system sizes accessible to us we are unable to precisely estimate it as

L →∞. However, despite initially growing, the local slopes shown in Figure 4.10 (b)

obviously decay as L →∞. Perhaps this signals the approach to an exponent of ν = 3

when L →∞ as predicted in Ref. [53]?
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FIGURE 4.10 – (a) Extinction time TD1 versus system size L with a power law fit of
form ∼ Lν. (b) 3-point local slopes (see Appendix. A) in the TD1 data versus 1/log2(L).
The data are based on 104 realisations using the initial condition shown in Figure 2.6 (c),
and the errorbars correspond to the standard deviation of each estimate.
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We also noticed that a small fraction of realisations initialised in the (1, 1) configu-

ration reached frozen two-stripe states rather than the ground state. For L = 16, this

fraction was of order 10−2, and had reached zero by L = 32. Our estimates of the time

scaling are necessarily weak due to the fast growth with L, thus obtaining more than

104 realisations and estimating the exponent asymptotically is numerically impractical.

4.3—C DIAGONAL STRIPE TOPOLOGY — (2, 1)

In infinite to zero-temperature quenches, (2, 1) winding configurations occur with a

probability of 1.567 × 10−4 [57]. This scarceness negates any contribution they make to

the timescales visible in Figure 4.1 (a). As a matter of curiosity, we estimate the time

scaling of (2, 1) windings using the initial condition in Fig 2.6 (d).
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FIGURE 4.11 – (a) Extinction time versus L and a power law fit of form ∼ Lν. (b)
3-point local slopes (see Appendix. A) in the TD2 data versus 1/log2(L). The data
are based on 104 realisations, initialised in the (2, 1) winding configuration shown in
Figure 2.6 (d) and the error bars correspond the standard deviation of each estimate.

Figure 4.11 (a) shows the relaxation time from the (2, 1) initial condition (TD2),

along with a power law fit of the form ∼ Lν (solid line). Naive power law fits to two

significant figures give the same exponents for TD1 and TD2 (≈ 3.6), but the decay in

the local slopes occurs at larger L for TD2. In the regime of small L, finite size effects

are clearly visible (see Figure 4.11 (a)), and as L increases the non-monotonicity in the
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local slopes becomes obvious. In Figure 4.11 (b), the local slopes increase in the small

L regime before decaying as large L is approached. Again, estimating this exponent as

L →∞ is numerically impractical.

Additionally, when considering the relaxation from the biased (2, 1) initial condition,

a substantial fraction of the realisations reach frozen two-stripe states rather than the

ground state. This fraction does however become negligible as L increases: for L = 16,

it was ≈ 0.33, for L = 32 it was ≈ 0.14, and reached zero by L = 180. Though this

fraction is considerably greater than it was in the (1, 1) case, it plays no role in the

scaling estimates at larger L.

4.3—D DIAGONAL STRIPE TOPOLOGY — (4, 1)

The likelihood of observing (2, 1) winding configurations was just significant enough to

make them worth studying—though only as a matter of curiosity. Higher order winding

configurations occur with such rarity (probability of 1.906 × 10−15 for (4, 1) windings)

that they have never been observed in the zero temperature Ising model [57]. The rarest

behaviour reported is that of (2, 1) windings [57]. Essentially for fun, I simulate higher

order windings in order to see if any trend emerges in the scaling exponents as the

number of windings increases.

As a numerical convenience, I keep my lattice sizes powers of two. To ensure each

stripe is of equal width in the initial condition—which must be the case or the surviving

phase will be biased—I skip (3, 1) windings and examine the next case: (4, 1) windings.

If one considered the scaling behaviour of the (2, 1) windings a little erratic, then the

(4, 1) behaviour certainly is (see Figure 4.12).

One could be forgiven for assuming these data would be well fitted by two power

laws—i.e. a fit of form ∼ ALν + BLγ—but such an approach also yields a poor de-

scription of the data. As large L is approached the local slopes seemingly increase,

but given the behaviour in the previous two cases one could easily believe that they

plateau. The only obvious trend from this data is that the extinction time of (4, 1)
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FIGURE 4.12 – Extinction time 〈Et〉 versus system size L with a power law fit of form
∼ Lν and (b) 3-point local slopes in the 〈Et〉 data versus the inverse logarithm of the
system size. The data are based on 104 realisations from the “perfect” (4, 1) winding
initial condition.

configurations grows faster than in all previous cases. It is on this note that I conclude

my time scaling studies of the zero-temperature Ising model. I review my time scaling

studies in Section 4.4.

4.4 SUMMARY

In this chapter I presented studies of a square lattice Ising ferromagnet that was quenched

to zero-temperature from both random and biased initial conditions. My primary result

was the discovery of an overlooked coarsening timescale—which appeared to grow as

∼ L2 log(L)—that emerges at zero-temperature and originates from relaxations reaching

on-axis two-stripe states.

I confirmed the mechanism behind this anomalous timescale by using biased initial

conditions to mimic the late time ordering dynamics of frozen two-stripe states, and

explained its origin using an argument based on annihilating random walkers and a

simplified interpretation of the relaxation process.

I also examined the relaxation timescales associated with off-axis winding configu-

rations. The first of these configurations—denoted by the winding numbers (1, 1) and
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off-axis by π/2—was reported in the literature to scale as roughly ∼ L3.5, but predicted

to scale as ∼ L3 [53, 57]. Interestingly, from my data I was able to show that the growth

of this timescale is not a straightforward power law of fixed slope, but perhaps a scaling

form exhibiting an asymptotic approach to ∼ L3 scaling. I also found qualitatively

similar behaviour in my study of higher order off-axis winding configurations, namely

(2, 1) and (4, 1) configurations.

Before the turn of the millennium, the tacit assumption of the zero-temperature

Ising ferromagnet, at least in two dimensions, was that the ground state should always

be reached, and on a timescale of order L2. Although this assumption has already been

shattered by the work of Spirin et al. (see Refs. [53, 57]), I have further contributed

to our understanding of this system here by revealing the presence of an additional

coarsening timescale that grows as ∼ L2 log(L). I also showed the anomalous timescale

discovered by Victor Spirin does not exhibit a straightforward power law dependence

with the system size, but instead displays a curvature that is perhaps indicative of an

asymptotic approach to the predicted growth of ∼ L3.



CHAPTER

FIVE

FREEZING THE TRIANGULAR POTTS MODEL

In this chapter I present my studies of the late-time final states that persist when the Potts

model is quenched from infinite to zero temperature on the triangular lattice geometry.

Remarkably, the complexity that arises on the square lattice all but vanishes, making the

triangular-lattice Potts model considerably more tractable from a numerical standpoint.

This chapter is comprised of work from a bittersweet rejection from Phys. Rev. Lett., in

which a third referee was required to intervene. We ultimately elected to take the path

of least resistance and published in Phys. Rev. E. [123].

We begin this chapter by recapping a study of zero-temperature coarsening in the

square lattice Potts model by Olejarz et al., which, after the surprising findings from

the Ising model, aimed to ascertain the final state of a square-lattice Potts model that

undergoes a deep quench to zero temperature [122]. Applying the tacit assumption that

the ground state should always be the final result of a zero-temperature quench to the

square-lattice Potts model is somewhat tenuous at best; mainly because this system has

already been studied in greater detail that the Ising model and people have hinted that

the late-time configurations are non-trivial (see review in Section 2.3—B).

The main surprises of the most recent examination of the zero-temperature square-

lattice Potts model were as follows: the ground state is only reached 10% of the time;
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there also exist a plethora of metastable final states that can either be static or non-static,

and some even more peculiar configurations which appear to be trapped at constant

energy for orders of magnitude in time, before suddenly undergoing macroscopic

declines in energy [122]. Characterising these configurations was of extreme numerical

expense, and it was ultimately unfeasible to definitively classify the final states [122].

In this study, the authors speculated that one might find a greater affinity between

a system of three degenerate ground states and a lattice geometry with six-fold coor-

dination, because the number of spin states is an integer multiple of the coordination

number [122]. The obvious candidate for such an experiment is the triangular-lattice

geometry, and this is precisely where my work enters the picture.

This chapter is organised as follows: I first review the model and simulation method

in Section 5.1—along with some other important aspects of my simulations. I then

present my studies of the late time “frozen” final states that arise when the triangular

lattice Potts model is quenched to zero-temperature in Section 5.2. I characterise these

final states, estimate the probability of finding of them and present the distributions of

the domain areas in relevant cases. I detail my time scaling studies of this system in

Section 5.3. I then give a preview of some behaviours that arise in q > 3 Potts models.

Finally, I review and summarise the material presented in this chapter in Section 5.5.

5.1 MODEL & METHOD: RECAP

A full description of the methodology may be found in Chapter 3, but before we delve

into my results and their significance, we shall briefly recap the simulation rules for the

Potts model—which are a bit trickier than those of the Ising model. In the Ising model,

one flips a spin by simply reversing its orientation—up spins flip to down and vice

versa—so long as the flip is allowed by the dynamics. In the case of the Potts model,

life is slightly more complicated as there is often more than one permissible orientation

that a spin may flip to. Suppose we have a spin of state Si = 1 that is surrounded by
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three spins of state 2 and three spins of state 3. The spin may flip to any of the (q − 1)

spin states that are different from itself. So, not only must one select a spin to flip, but

they also must determine which of the allowed orientations it should flip to.

In simulating the Potts model, we employ zero-temperature Metropolis dynamics:

energy lowering and conserving flips are accepted with unit probability, while energy

raising flips are forbidden [130, 131, 153]. The reason for this choice of dynamics is

numerical simplicity. Consider a spin that may flip two ways; one way would lower

the energy and the other would conserve it. If we were to use Glauber dynamics, we

would need to first select a spin to flip, and then probabilistically decide if it should

flip to an energy lowering or energy conserving state. This is numerically cumbersome

compared to Metropolis dynamics, where one need only select a spin to flip and then

draw randomly from the list of permissible states it may flip to.

Throughout this chapter I initialise my simulations in the antiferromagnetic con-

figuration (see Section 3.1), where no spin in the system has any aligned neighbours,

but later in this thesis I will show that random and antiferromagnetic initial conditions

yield virtually identical results. In each case, the lattice sizes used are L = q × 2n with

n = 1, 2 , 3 . . . . Finally, in the simulation method we use the time step for each flip

should carry a factor of (q − 1), which we ignore in this chapter as the time properties

we present are independent of it.

5.2 FINAL STATES

Now that we are acquainted with our method of simulation, let us ask the following

simple question: when a triangular lattice Potts ferromagnet endowed with nearest-

neighbour metropolis dynamics is quenched to zero temperature, what are the long time

final states that persist?
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5.2—A EXAMPLES

In short, we find three main categories of final state: ground states, three-hexagon states,

and on-axis stripe states. Before we examine the probability of finding each of these

configurations, let us first introduce them by examining examples of each case.

5.2—A.i Ground state

We begin with ground state realisations, where every spin is aligned and there are no

permissible flips. An example of a ground state realisation is given by Figure 5.1. As

the realisation progresses the number of domains decays from L2 to unity. Each of the

spin states compete to survive the ordering dynamics and ultimately a single domain

spans the system in all lattice directions before engulfing it completely and becoming

the sole survivor.

t = 0.001L2 t = 0.01L2 t = 0.1L2 t = 0.1676L2

FIGURE 5.1 – A ground state realisation of zero-temperature coarsening in a three-state
Potts ferromagnet of 3002 spins on the triangular lattice geometry. Each distinct colour
represents spins in one of the q = 3 possible orientations.

5.2—A.ii Three-hexagon state

The next most common member in our family of final states is the so called three-

hexagon state, which was unimaginatively named by me. [123]. In such realisations,

all spin states survive the ordering dynamics (when q = 3 at least) and the final states

consist of three colour tessellations where the domain boundaries align with the lattice

axes. An example of a three-hexagon state realisation is shown in Figure 5.2.
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t = 0.001L2 t = 0.01L2 t = 0.1L2 t = 0.3244L2

FIGURE 5.2 – A three-hexagon state realisation of zero-temperature coarsening in the
triangular lattice Potts with q = 3. Each distinct colour represents spins in one of the
q = 3 possible orientations.

Recall from the Potts Hamiltonian (see Figure 5.3): aligned neighbouring spins

contribute zero to the total energy and misaligned spins pairs yield a positive energy

contribution of +2J. Thus, once a spin has aligned with the majority of its nearest

neighbours, it is no longer flippable. Consider now the “zoom-in” on the meeting of the

three domains in in Figure 5.3. Each interfacial spin is aligned with the majority of its

nearest-neighbours and is thus forever trapped in this configuration. We now understand

why the three-hexagon states are frozen and therefore final states: flipping any spin in

the right-hand panel in Figure 5.2 would raise the system’s energy, which is forbidden.

Another interesting feature of the three-hexagon state is that the final state energy

is always a constant value of 24L, regardless of the individual hexagon sizes. If one

examines the final panel in Figure 5.2, they should notice that the total length of the

interface in the system is 3L, meaning there are 6L boundary spins. In the Potts

FIGURE 5.3 – Zoom in on the meeting of three domains in a frozen three-hexagon
configuration. Every spin on a domain boundary is aligned with the majority of its
nearest-neighbours, thus cannot flip.
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Hamiltonian we use, each misaligned spin-pair contributes +2J, where J = 1 is the

coupling strength. Recalling that each boundary spin has two misaligned neighbours,

the total energy of the system is E = 6L × 4 = 24L. Note: in these units we count each

“bond” twice.

5.2—A.iii Two-stripe states

The next most common configuration is the on-axis two-stripe state, however, I also

found on-axis three-stripe configurations with a probability on the order of 10−5. For

now we shall focus on the two-stripe cases only. An example of such a realisation is

given by Figure 5.4. There are three possible orientations for on-axis stripe states. Their

t = 0.001L2 t = 0.01L2 t = 0.1L2 t = 0.2761L2

FIGURE 5.4 – A two-stripe state realisation of zero-temperature coarsening in the
triangular lattice Potts model with q = 3. Each distinct colour represents spins in one of
the q = 3 possible orientations.

boundaries may run in parallel which each of the three lattice / bond directions. We

have now completed our visual introduction to the main categories of final states that

arise when the three-state Potts ferromagnet is quenched to zero-temperature on the

triangular lattice.

5.2—B PROBABILITIES

Now that we are acquainted with the main categories of final state associated with the

zero-temperature Potts model on the triangular lattice, let’s answer the following simple

question: how often do we find them? Estimates of the final state probabilities are
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shown in descending order (from top to bottom) as function of the inverse logarithm of

the system size in Figure 5.5.

The ground state probability PG exhibits a non-monotonic approach to the con-

tinuum limit in a similar fashion to that of the ground state probability estimates in

both the square lattice Ising and Potts models at zero-temperature (and also the trian-

gular lattice Ising model) [53, 54, 122]. Frustratingly, this peculiar aspect of nature

somewhat encumbers one’s efforts to extend estimates of PG to the continuum limit.

As a result of this, we simply say that in the triangular lattice Potts model roughly

0.73
0.74
0.75
0.76
0.77

PG

0.02
0.07
0.12
0.17
0.22

P

PH

PS2

0.00 0.05 0.10 0.15 0.20 0.25 0.30
1/ log2(L)

0.0
2.5
5.0
7.5

×10−4

PS3

FIGURE 5.5 – Probability of freezing into ground (circles), three-hexagon (hexagons),
two-stripe (squares) and three-stripe (crosses) states versus the inverse logarithm of the
system size L. The data are based on 105 realisations initialised in the antiferromagnetic
configuration. The arrows represented the final state probabilities on the largest system
sizes when roughly rounded.
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75% of all realisations relax to the ground state—our actual estimate for L = 384 was

PG = 0.74025.

In the case of the three-hexagon state, the probability PH exhibits a much clearer

approach to the infinite lattice case, which we take to be roughly 16%. While initially

rarer than the two-stripe state, the three hexagon state increases in prevalence as it

approaches the asymptotic limit, thus making it the second most common final state.

While the two-stripe states initially appear as the second most-common final states,

they decay in probability as the large L limit is approached, meaning they are the

third most common final state. The probability of observing three-stripe final states is

seemingly negligible as L →∞, and is roughly ∼ 10−5.

5.2—C DOMAIN AREAS

One simple and obvious question we can ask of the three-hexagon and two-stripes is:

what is the distribution of the cluster areas within these configurations? We define the

domain area, A, as simply the number of spins in each cluster. A cluster, or domain, is

simply a series of aligned spins that are all connected through nearest neighbour bonds.

The cluster areas from the three-hexagon and two-stripe states are shown in Fig-

ure 5.6. For each case we fit a normal distribution of form

PA =
1√

2πσ2
A

exp

(
−

1
2

(
A − µA

σA

)2
)
, (5.1)

with mean µA and standard deviation σA (see dashed lines in Figure 5.6 (a)–(b)). The

means for each case—whether estimated directly from the data or from the fits—are

essentially exactly 1/3 and 1/2 of the total system area. Upon close inspection of the

tails in Figure 5.6 (a)–(b), one can see the agreement between the data and fit becomes

poor. Perhaps formally these data do not satisfy normal distributions, but to a rough

approximation it is an acceptable fitted form. The distribution of domain areas in the

two-stripe states is consistent with what one might expect from similar work examining
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Fit: µA = 0.333
|Fit−Data|

0.0 0.2 0.4 0.6 0.8 1.0
A/L2

Fit: µA = 0.500
|Fit−Data|

FIGURE 5.6 – Cluster area distributions in (a) three-hexagon and (b) two-stripe states
with normal distribution fits (dashed lines). The data are based on the cluster areas from
subsets of instances reaching three-hexagon and two-stripe states from an ensemble of
105 realisations.

the final magnetisation distribution in the zero-temperature Ising model [53–55].

5.3 ANOMALOUS TIMESCALES

Another intriguing feature of zero-temperature coarsening in the triangular lattice Potts

model is the existence of multiple relaxation timescales. While this notion is less

surprising now that we know of multiple timescales in the Ising model, it is a further

indication that there are rich aspects of the Potts model that remain unanalysed. We

again begin our analysis of the timescales with the extinction and survival probabilities.

5.3—A EXTINCTION AND SURVIVAL

The two main quantities of interest are the distribution of the extinction time—the

extinction probability PE (t)—and the survival probability SP(t). Recall: the survival

probability is simply one minus the cumulative of the extinction probability. We will

use these quantities to perform an analysis of the timescales similar to that used for the
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FIGURE 5.7 – Extinction probability versus time for the zero-temperature Potts model
on the triangular lattice. The data are based on 105 realisations from antiferromagnetic
initial conditions with L = 384.

Ising model in the previous chapter, and begin with the extinction probability shown in

Figure 5.7.

It is clear from Figure 5.7 that there are multiple relaxation timescales play. If we

adopt the same rationale as in our Ising analysis, then we should expect the various

timescales to be clearly visible in the survival probability, which we plot in Figure 5.8.

In Figure 5.8 (a), we focus on shorter times (0 ≤ t ≤ 2L2), thus highlighting three

linear regions corresponding to exponential decays (note the semi-logarithmic scale).

These decays correspond to three timescales: the first is standard ∼ L2 coarsening,

the second—which happens to be the original piece of evidence that prompted the

Ising studies in the previous chapter—is ∼ L2 log(L), and the third is roughly ∼ L3.

Figure 5.8 (b) shows the slow decay of SP(t), ultimately reaching zero at t ≈ 29.99L2.
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FIGURE 5.8 – Survival probability versus time for the zero-temperature Potts ferro-
magnet on the triangular lattice geometry. The data are based on 105 realisations from
random initial conditions.

5.3—B REDUCED MOMENTS

The notion of multiple timescales is interesting but thus far we have not quantified

them, so we continue our analysis by examining the reduced moments of the extinction

probability, which have already proven useful in approximating the maximum and

minimum timescales present. Briefly restated, the kth moment of a data set containing

N times ti is (see Ref. [154])

〈tk〉 =
1
N

i=N∑
i=1
(ti)k . (5.2)

For small k, 〈tk〉 is dominated by the smallest times in the data, and for large k the

reverse is true. To convert back into a quantity that has units of time we consider

the reduced kth moment: Mk = 〈tk〉
1/k . An example of this procedure is shown in
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Appendix D.

Reduced moments of the extinction probability for k ∈ {0.05, 0.1, 10, 20} are given

by Figure 5.9. For small k, the reduced moments clearly scale as ∼ L2, as expected,

and are dominated by realisations that proceed directly to the ground state. Most

interestingly, for large k, the reduced moments appear to grow as roughly ∼ L3. This

finding sparks and immediate and interesting question: from where does this large

timescale originate?

It turns out that the ground state is generally reached through two routes. Firstly,

most ground state realisations coarsen directly to ground state on a timescale of order

L2. Secondly, realisations fall into off-axis configurations similar to three hexagon

states—i.e. three-cluster configurations that do not span the system—but different in

that their domain boundaries are misaligned with the lattice axes.

An example of such a realisation is given by Figure 5.10. The dominant late time

configuration has established itself by around t = 0.01L2, and from this point forward

the system remains visually unchanged until just after t ≈ 9.43L2—which is a huge

101 102 103

L
101

102

103

104

105

106

107

M
k

∼ L3.08

∼ L2.01

k = 0.05
k = 0.10
k = 10.00
k = 20.00

FIGURE 5.9 – Reduced moments Mk versus system size L for specified k. The straight
lines are power law fits to the k ∈ {0.05, 20} cases and the data are based on 105

realisations from the antiferromagnetic initial condition.
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time gap relative to the time steps between the first few frames—where the purple

cluster erodes the pink, thus winding in the “horizontal” direction. The white and pink

clusters then continue to be eroded by the purple, before it ultimately engulfs the system.

The example configuration in Figure 5.10 is representative of the realisations that give

rise to this long-lived timescale of roughly ∼ L3.1. At this point in time we have no

theoretical understanding of this timescale.

t = 0.001L2 t = 0.01L2 t = 0.1L2 t = 9.0L2

t = 9.43L2 t = 9.44L2 t = 9.5L2 t = 9.5438L2

FIGURE 5.10 – Snapshots of a realisation evolving through a long-lived off-axis
configuration at specified points in time (left–right). Note the varying timesteps between
snapshots.

Now that we have explored the origin of the shortest and longest coarsening

timescales that arise, the main remaining question is that of the intermediate timescale:

what is it, and from where does it originate?

5.3—C THREE-HEXAGONS: TIME SCALING

So far we have acquainted ourselves with the smallest and largest coarsening timescales

at play—O(L2) and O(L3.1). Now we shall explore the origin of the intermediate

timescale: ∼ L2 log(L). Let us begin our examination of the three-hexagon scaling time

by inspecting Figure 5.11 (a), where we plot the three-hexagon state relaxation time
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TH as a function of the system size L, as well as the same data rescaled by the inverse

logarithm of the system size.

We suspected this scaling form was L2 log(L) when we initially examined it, but

some peer reviewers suggested that it was difficult to distinguish between a fit of the

form L2 log(L) and a power law of form ∼ Lν. However, there are actually some telltale

signs that distinguish the two (see Appendix. C). At first glance, TH appears to grow as

a power law of exponent ν ≈ 2.167, yet these data exhibit a downward curvature that is

characteristic of a power law multiplied by a logarithm (on a double logarithmic scale).

Another hint of the logarithm is that the power law exponent is close to an integer value.

The first and most obvious step is to eliminate the logarithm by simply dividing

it out, as shown in Figure 5.11 (a). In doing this, the obvious curvature in the data

vanishes, and we obtain a power law fit of exponent ν ≈ 1.93. If the form was purely

L2 log(L), then this exponent would be ideally close to ν = 2, but the estimate is off

by 3.5%. The next most obvious issue in recovering the scaling form is finite size

effects—which we have yet to discuss in the context of this model.

To explore finite size effects in the scaling form, we employ the same analysis as

in the previous chapter and examine the local-slopes in the rescaled relaxation time
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FIGURE 5.11 – (a) Three-hexagon state relaxation time TH versus system size L with
power law fits of specified form. (b) 3-point “local slopes” in the TH/log(L) data versus
the inverse logarithm of the system size.
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(see Figure 5.11 (b)). If the leading term in the scaling form is ∼ L2 log(L), then the

local slopes in TH/log(L) should asymptotically approach ν = 2 as L → ∞. Upon

examination of Figure 5.11 (b) one can see that the local slopes exhibit a nonmonotonic

approach to the asymptotic limit, but with the data available to us we cannot predict

what this limit is. It could well be ν = 2 based on the behaviour in Figure 5.11 (b), but

the approach is certainly not conclusive. In order to convince oneself of ∼ L2 log(L)

scaling, one needs a demonstrable physical mechanism that predicts this form.

It is worth noting that at the time of the reviewers concern regarding the scal-

ing form of TH we had not considered the progression of the local slopes (shown in

Figure 5.11 (b)). The behaviour of these data, I argue, helps solidify our claim that

TH ∼ L2 log(L).

5.3—C.i Random walker argument

In order to understand the argument we first used in the case for L2 log(L) scaling, we

must be able to solve the problem of an absorbing random walker on a one-dimensional

interval. This problem is very simple to formulate. Consider a random walker on an

interval {0, 1, 2, . . . , N}. From a given initial condition, the walker may hop one “step”

to the left or right with equal probability in a single timestep.

Imagine now that the boundaries are absorbing: if the walker lands on site 0 or N it

is absorbed. Thus, the mean “exit time” of the system tn, from initial position n, obeys

the recursion relation

tn =
1
2

(
1 + tn−1

)
+

1
2

(
1 + tn+1

)
, n = 1, 2, . . . , N − 1, (5.3)

with t0 = tN = 0 [156]. This equation is actually the discreet Poisson equation

∇2tn = −2, (5.4)

which has general solution tn = A + Bn − n2 [156]. Using t0 = tN = 0, the solution
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L/k

L

FIGURE 5.12 – Schematic relaxation to a three-hexagon state; the red circles correspond
to random walkers on the interfaces and as the walkers are absorbed the interfaces
straighten out and align with the lattice axes.

becomes tn = n(N − n). Now, let us imagine the interval has length L. If the initial

condition is some fraction of L, αL, then the absorption time is

tn = (α − α2)L2 ∼ L2. (5.5)

Now that we follow this basic example, we are ready to examine the argument for

TH ∼ L2 log(L). Note: the following argument is that which we gave in Ref. [123], but

this argument does not account for the variable time step in the relaxation process. We

will discuss this point after first understanding the argument.

The dependence of TH on L appears to have a simple geometrical origin. To reach

a frozen three-hexagon state, an initial realisation first has to condense to a state that

consists of three clusters, none of which span the system (shown in the third panel of

Figure 5.2 and schematically in Figure 5.12). This three-cluster state contains geometric

distortions whereby the six T-junctions—points where three interfaces meet—are out of

registry compared to the aligned T-junctions in the frozen three-hexagon state (third

panel of 5.2).

Each of the interfaces between pairs of adjacent T-junctions is thus tilted with respect

to a triangular lattice direction. This means that a substantial fraction of the spins on
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each such interface are freely flippable. Each freely flippable spin on an interface is

equivalent to an independent random walker that can hop along the interface [156].

The tilted interfaces must gradually straighten for the configuration to reach the

frozen three-hexagon state. This straightening process occurs by the motion of the

equivalent random walkers. When a random walker reaches a T-junction, the position

of the latter moves by one lattice spacing. This displacement corresponds to the random

walker being absorbed at the T-junction. Thus we can view the process of interface

straightening as equivalent to the successive absorption of the order of L independent

random walkers on a finite interval whose length is also of the order of L.

When there are k walkers in an interval, their typical separation is L/k; this is

also the distance between the end of the interval and the closest walker to the interval

end [123]. The first passage time until this closest walker reaches the end of the interval

and is absorbed there is given by tk =
L
k (L −

L
k ). When all the walkers along the

interfaces have been absorbed, the final, frozen three-hexagon state has been reached.

By adding these individual absorption times until all walkers have been absorbed (see

Ref. [123]), the time to reach the frozen three-hexagon state is (ignoring constants of

order 1)

τ = tL + tL−1 + · · · + t1 =
L∑

k=1

L
k

(
L −

L
k

)
' L2 log(L). (5.6)

While crude, this argument appears to capture the mechanism behind the slower-

than-expected approach to the three-hexagon state. However, it fails to account for the

fact that the time between spin flip events grows as the number of active sites decreases,

so it is flawed. In light of our explanation behind the ∼ L2 log(L) time scaling in the

Ising model—which actually accounted for the growing time step as the number of

active sites decreased—in Chapter 4.2—C, it is likely this argument is not actually

appropriate. Nevertheless, it still remains important to understand, both for posterity and
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because it was an important step in the development of the argument in Chapter 4.2—C,

which we now believe is the correct way to explain this ordering process.

5.4 HIGHER q—A BRIEF LOOK

In this work we also briefly examined higher q Potts models. Apart from finding more

exotic tilings—hexagonal final states with more than three-clusters—we noticed an

interesting feature in the late time evolution of the density of surviving spin states.

The density of each of the spin types in the system Pn is simply the count of the

number of sites in each orientation divided by the total number of spins L2. At fixed
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FIGURE 5.13 – Mean population density of each spin type Pn versus time for specified
degeneracy q. At each point in time the number of spins in each distinct state are sorted
in ascending order. The dominant populations (solid lines) are roughly constant at late
time regardless of q. The data are based on 104 realisations from antiferromagnetic
initial conditions with L = 240.
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points in time we compute this quantity—ranked in descending order—and plot the

average density as a function of time in Figure 5.13. The main point in Figure 5.13

is that the densities of the top three surviving spin states at late time are essentially

identical regardless of the initial degeneracy q. Furthermore, it suggests the “top three”—

ground, three-hexagon and two-stripe states—are still vastly the most abundant final

states even at higher q.

5.5 SUMMARY

In this chapter I presented studies of the late-time phase ordering kinetics of a trian-

gular lattice Potts model that was quenched to zero-temperature by way of metropolis

dynamics. I first introduced the categories of final states: ground states, stripe states

and hexagon states in Section 5.2. To our knowledge these final states have neither

been realised nor quantified on the triangular lattice Potts model in the literature. I then

estimated the probability of finding each of the final states as a function of system size,

and analysed the domain areas in two-stripe and three-hexagon configurations.

Surprisingly, I also found a variety of coarsening timescales associated with various

relaxation properties in Section 5.3. While observing the standard coarsening time of

O(L2), there is also an anomalous relaxation timescale associated with three-hexagon

states which I claim grows as ∼ L2 log(L)—or at least approaches this scaling form

as the system size increases. I also gave an argument in favour of this scaling form

based on absorbing random walkers, but with hindsight the argument in Section 4.2—C

better explains the origin of this scaling form because it accounted for the non-fixed

timestep in the relaxation process. I also found a long-lived timescale that grew as

roughly ∼ L3.1, which arose from ground state relaxations that first evolved through

off-axis three-cluster configurations.

Finally, I briefly examined how the density of surviving spin states varied as a

function of time for various initial q. Here the main finding was that these densities
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appear to be vastly dominated by the three most abundant spin states, which are roughly

equal in density at late time regardless of the initial degeneracy.



CHAPTER

SIX

POTTS MODEL: INCREASED DEGENERACY

After the surprising findings in the previous chapter—which showed the Potts model

to be considerably more tractable from a numerical standpoint on the triangular lat-

tice—one obvious question arises: what happens when the degeneracy of the system is

increased—do more exotic final states arise?

In the previous chapter, we saw that the triangular lattice Potts model seemingly

always reaches frozen final states that are easy to characterise. We also saw, somewhat

briefly, that increasing the degeneracy—i.e. the number of spin states—gave rise to final

states with more than three clusters. In this chapter we will examine what happens when

a Potts ferromagnet with more than three spin states is quenched to zero-temperature,

and see how the provisional findings I present are motivation for further research.

In Section 6.1, we explore the role played by the initial condition in the final state

probabilities. We then visually introduce the richer final states that arise when q > 3 in

Section 6.2. We examine the final state probabilities as a function of L for various q in

Section 6.3, and then as functions of q with L fixed in Section 6.4. Finally, we shall

summarise my findings in Section 7.4.



CHAPTER 6. POTTS MODEL: INCREASED DEGENERACY 92

6.1 CHOICE OF INITIAL CONDITION

Before we examine and discuss the data from higher q Potts models, we must first

revisit the question of the initial condition. For small q, the antiferromagnetic initial

condition seems like a natural choice. With random initial conditions, there are a huge

number of initial configurations to average over, whereas with the antiferromagnetic

configuration one need only average over the possible trajectories from a constant initial

condition. However, as we approach the regime where q ∼ L, it seems prudent to check

that the final state probabilities remain the same when one uses either randomly ordered

or antiferromagnetic initial conditions.

The first test we perform is as follows: we fix the number of spin states and

investigate the final state probabilities as a function of the system size L for both

randomly ordered and antiferromagnetic initial conditions. Note: we obtain random

initial conditions by taking an antiferromagnetic configuration—where each spin state

is equal in concentration—and rearranging the configuration in a random order.

We plot the resulting data for the ground, three-hexagon and two-stripe final state

cases in Figure 6.1 (a)–(c). In each case we use three spin-states, and the corresponding

probability estimates for the random and antiferromagnetic cases are within error bars

of each other.

Now that we have checked the probability estimates for fixed q as a function of L,

the next most logical step is to examine the final state probabilities in fixed system sizes

and vary the number of spin-states. We consider a system of L = 60 and simulate 3×105

realisations for each q. In order to ensure that each spin type is equal in population

in the initial condition, we keep the lattice size an even integer multiple of q over the

range 3 ≤ q ≤ L; Specifically, we set L = q × 2n with n ∈ {1, 2, 3 . . . }.

We plot the resulting probability estimates for the ground, three-hexagon and two-

stripe final states in Figure 6.2 (a)–(c). Again, the corresponding estimates from the

antiferromagnetic and random initial conditions are within error bars of each other.
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FIGURE 6.1 – Probability of freezing into (a) the ground, (b) a three-hexagon and (c)
a two-stripe final state versus the inverse logarithm of the the system size from both
antiferromagnetic (circles) and random (crosses) initial conditions. The data are based
on 3 × 105 realisations and q = 3.

Therefore, it seems that one may safely use either random or antiferromagnetic initial

conditions without fear of biasing the final state probabilities. We shall discuss the

behaviours in Figure 6.2 in greater detail Section 6.4—for now now pay no mind to

how the probabilities vary with q.
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FIGURE 6.2 – Probability of freezing into (a) the ground, (b) a three-hexagon and (c) a
two-stripe state versus the degeneracy q for both antiferromagnetic (circles) and random
(crosses) initial conditions. The data are based on 3 × 105 realisations on a system of
length L = 60.

6.2 RICHER FINAL STATES

Let us now visually introduce the “richer” final states that we have already hinted arise

when one considers more than three spin-states. Essentially the main thing that happens

when the number of spin states is increased is that two “new” varieties of final state

emerge: hexagon states with more than three clusters and “blinkers”. In comparison to

the most common final states that we are already familiar with, these new states occur
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with negligible probabilities—particularly the blinkers.

6.2—A HEXAGONAL TILINGS

The most abundant of the higher order tilings is the five-hexagon state; an example

of which is shown in Figure 6.3 (a). As was the case in the three-hexagon state, the

domain boundaries run parallel to the lattice axes, making the configuration stable. In

the five-hexagon state, the total length of the interface is 4L, thus giving 8L boundary

spins. If one “looks along” each of the interfaces in the system, they should note that

each spin has 2 misaligned neighbours—each contributing +2J to the energy—so the

total energy of the configuration is 32L. Remarkably, the energy of an n-hexagon final

state does not depend on the individual areas of the hexagons, but rather the total length

of interface in the system—which is fixed. I also observed eight- and twelve-hexagon

final states (Figure 6.3 (b)–(c)). Surprisingly, it is possible to have a twelve-hexagon

tiling with only three spin-states—as shown in Figure 6.3 (c)—which is a “three-colour”

tiling.

Using the same reasoning as before, we can easily determine the energy of these

tilings. In the eight-hexagon state, the total length of the interface is 5L, which gives

10L boundary spins and a total energy of 40L. Similarly, in the twelve-hexagon state

(a) (b) (c)

FIGURE 6.3 – (a) A five-hexagon state in a q = 10 Potts model of L = 320. (b) An
eight-hexagon state in a q = 10 Potts model of L = 320. (c) A twelve-hexagon state in
a q = 3 Potts model of L = 192. The energy of the final states in (a)–(c) are 32L, 40L
and 48L respectively.
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Clusters Interface length Interface spins Energy
3 3L 6L 24L
5 4L 8L 32L
8 5L 10L 40L

12 6L 12L 48L

TABLE 6.1 – Final state energies in frozen hexagon configurations. Note: in these units
each “bond” is counted twice”.

the total length of the interface is 6L, so the total energy is 48L. An overview of the

energies of these configurations are given in Table. 6.1.

6.2—B BLINKERS

Blinkers are configurations in which the system is forever trapped in a local energy

minima, but always has flippable spins. In other words, the system wanders on an

iso-energy surface ad infinitum.

In both the cubic lattice Ising model and the square lattice Potts model, blinker

configurations have proven difficult to identify. [54, 98, 99, 122]. There can be huge

time steps between energy lowering moves in configurations that resemble blinkers, so

it is difficult to discern if the system is genuinely trapped at constant energy or on an

ultra-slow approach to an energy lowering move. The triangular lattice Potts model

apparently stands in contrast to this; here blinkers seemingly only occur with q ≥ 5,

and consist of merely a few active sites that are well separated from each other. These

active sites are typically surrounded by 4 unique spin states.

Consider the example realisation shown in Figure 6.4. This configuration has

only a single blinker spin—marked by the black cross—that is surrounded by a nearest

neighbour configuration of Sj = {1, 1, 2, 3, 4, 4}. The West and North-West neighbours

are of spin-type Sj = 1, and the East and South-East neighbours are of spin-type Sj = 4.

Consequently, the blinker spin may always flip between spins states Si = 1 and Si = 4

with no energy cost, and may never align with the North or South sites without incurring

an energy cost. This representative example explains both the geometric and infinitely
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t = 1.0L2 t = 10.0L2 t = 100.0L2 t = 1000.0L2

FIGURE 6.4 – A realisation of zero-temperature coarsening in a ten-state triangular
lattice Potts model of L = 10 that is forever trapped in a blinker configuration. This
configuration has only a single active site that is marked by the black cross. Note the
exponentially growing timestep between the frames.

long-lived nature of blinkers on the triangular lattice.

Blinkers occur with probabilities of order 10−3 for only q ≥ 5 and in the smallest

of system sizes. They decay in prevalence such that they do not appear in my data for

L ≥ 60, and thus contribute negligibly to the coarsening dynamics. Consequently, I

don’t address them any further in this Section.

6.3 PROBABILITIES WITH q FIXED

Now that we are familiar with the other kinds of final states that arise when q ≥ 3, let

us examine the following simple question: how do the final state probabilities vary with

system size L for different values of q? We begin with the ground state.

6.3—A GROUND STATE

In the three-state Potts model we saw that roughly 3/4 of all realisations reached the

ground state. In Figure 6.5, we show the probability of freezing into the ground state

as a function of the inverse logarithm of the system size for various initial q. At first

glance, it appears that increasing the degeneracy of the system increases the likelihood

of reaching the ground state. However, when q = 20 we see a reduction in PG with

respect to q = 5 and q = 10; for the largest system sizes, PG ≈ 0.80 when q = 10 and

PG ≈ 0.78 when q = 20. Perhaps this signals a non-monotonicity in PG as a function
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of q. This idea is consistent with the data shown in Figure 6.2 (a).

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
1/ log2(L)

7.2

7.4

7.6

7.8

8.0

8.2
P G

×10−1

q = 3
q = 5
q = 10
q = 20

FIGURE 6.5 – Ground state probability PG versus the inverse logarithm of system size
L for specified q. The data are based on 3 × 105 realisations from the antiferromagnetic
initial condition, and the lattice sizes are L = q × 2n with n = 1, 2, 3 . . . .

6.3—B HEXAGON STATES

Let us now examine the three-hexagon state probability PH3—note the slight notation

change from PH in the previous chapter—as a function of 1/log2(L) for various q.

Recall that in the three-state Potts model, we said that roughly 16% of all trajectories

resulted in a three-hexagon state.

We plot the probability of reaching a three-hexagon state against the inverse loga-

rithm of the system size in Figure 6.6. Again, we see hints of non-monotonicity: PH3

seem to decrease—regardless of L—between q = 3 and q = 5, after which it begins to

increase. This is consistent with the data presented in Figure 6.2 (b). I also found five-,

eight- and twelve-hexagon configurations, which occur with probabilities of order 10−3,

10−5 and 10−5 respectively.
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FIGURE 6.6 – Three-hexagon state probability PH3 versus 1/log2(L) for specified q.
The data are based on 3 × 105 realisations from the antiferromagnetic initial condition,
and the lattice sizes satisfy L = q × 2n with n = 1, 2, 3 . . . .

6.3—C STRIPE STATES

Here we examine the probability of freezing into two- (PS2) and three-stripe (PS3)

states as a function of L for various initial q. For three spin states, we saw that the

probability of finding two-stripe states was roughly 9% with L = 384, and the three-

stripe state probability (PS3) was essentially negligible—on the order of 10−5—at high

L. In Figure 6.7, we plot the probability of freezing into a two-stripe state as a function

of the inverse logarithm of the system size for q ∈ {3, 5, 10, 20}.

In Figure 6.7 we see that PS2 seemingly decays to zero as L → ∞ regardless of

the degeneracy of the system. It is also clear that increasing q has the general effect of

lowering the two-stripe state probability. In Figure 6.8 we see that with increasing q, the

probability of freezing into a three-stripe state remains negligible, and the same general

effect of lowering the probability with increasing q is also present. Conjecturally, the

salient point here is that the likelihood of finding on-axis stripe states—with any number

of clusters—seemingly decays when increasing either L or q.
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FIGURE 6.7 – Two-stripe state probability PS2 versus 1/log2(L) for specified q. Here
PS2 decays monotonically with increasing q regardless of L. The data are based on
105 realisations from the antiferromagnetic initial condition and the lattice sizes satisfy
L = q × 2n with n = 1, 2, 3 . . . .
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FIGURE 6.8 – Three-stripe state probability PS3 versus 1/log2(L) for specified q. The
data are based on 105 realisations from the antiferromagnetic initial condition and the
lattice sizes satisfy L = q × 2n with n = 1, 2, 3 . . . .

6.4 PROBABILITIES WITH L FIXED

Now that we have explored how the final states vary with L for various initial q, it seems

natural to fix the system size and investigate the final state probabilities as a function of



CHAPTER 6. POTTS MODEL: INCREASED DEGENERACY 101

the degeneracy itself. We show estimates of the ground, three-hexagon and two-stripe

state probabilities as function of q for L = {60, 120, 240} in Figure 6.9 (a)–(c).
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FIGURE 6.9 – Probability of freezing into (a) the ground, (b) a three-hexagon and (c) a
two-stripe state as a function of the degeneracy q for specified system size L. The data
are based on 3 × 105 realisations from antiferromagnetic initial conditions and use only
q values that divide L.

In Figure 6.9 (a), the ground state probability initially grows with the number of

spin states, and yet, at around eight spin states, it begins to decay. In Figure 6.9 (b), the
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FIGURE 6.10 – Probability of freezing into a five-hexagon final state PH5 versus q
for specified lattice sizes L. The data are based on 3 × 105 realisations from the
antiferromagnetic initial condition.

probability of freezing into a three-hexagon state decays between q = 3 and q = 4, then

oddly, increases for q > 4. The two-stripe state probability in Figure 6.9 (c) is the only

one of these three cases that seems to approach the large q limit monotonically, though

it is not clear if PS2 is on an asymptotic approach to some non-zero limit as q→∞.

While the ground state probability initially grows with q, the three-hexagon and

two-stripe states decay in abundance. However, as the three-hexagon states begin to

increase in likelihood, the growth of PG slows until around q = 8, where it begins to

decay. Thus, with increasing q, the ground and two-stripe state probabilities decay,

while the probability of reaching a three-hexagon state grows. Qualitatively, these

behaviours do not seem to depend on the lattice size.

Since PH3 grows with q, it seems natural to ask how the probability of observing

hexagon states with more than three clusters behaves with q. The next most abundant

hexagonal tiling has five clusters. PH5 is plotted as a function of q in Figure 6.10. In

Figure 6.10, the probability of finding five-hexagon configurations is of order 10−3 for

q ≥ 5, and, at high q, seemingly decreases with L. Other hexagonal configurations
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occur with probabilities on the order of 10−5, but with only 3 × 105 realisations it is

not helpful to plot them. This concludes my examination of the final states that emerge

when the triangular-lattice Potts model that has q > 3 spins states, and we now move

on to the square lattice.

6.5 SUMMARY

In this chapter I examined the final states that emerge when a triangular lattice Potts

model undergoes a zero-temperature quench with q ≥ 3 spin states. I demonstrated

that the choice of initial condition does not influence the final state probabilities in

Section 6.1, and then showed examples of the richer final states that arise when the de-

generacy increases—namely higher order hexagonal tilings and blinker configurations—

in Section 6.2. I investigated the final state probabilities in two situations: first as a

function of the system size with q fixed in Section 6.3, and then as a function of the

number of spin states with the system size fixed in Section 6.4.

My main findings are summarised in the following: the choice of the supercritical

initial condition plays little role in the final state probabilities so long as it has net zero

magnetisation—i.e. no significant regions that are ferromagnetically ordered. When the

number of spin states is increased, two main things happen:

i. Frozen hexagon states with more than three clusters arise; namely, five-, eight- and

twelve hexagon states with probabilities of order 10−3, 10−5 and 10−5 respectively.

ii. Blinker configurations emerge on small lattice sizes where L ∼ 10 with proba-

bilities of ∼ 10−3, and decay in prevalence such that I never observed any at all

regardless of q for L ≥ 60.

The final state probabilities vary in peculiar non-monotonic fashions when expressed as

functions of either the system or the number of spin states. In general, no significant

new coarsening phenomenology emerges when q < 3. One interesting question that
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emerges is: what happens if one consider the maximally degenerate case of q = L2, i.e.

if each lattice site is initialised with a unique spin state.



CHAPTER

SEVEN

POTTS MODEL: SQUARE LATTICE

As we have seen that the Potts model is more tractable, at least from a numerical

standpoint, on the triangular lattice, one might wonder what happens on the square

lattice with second-nearest-neighbour interactions? If we build the triangular lattice by

adding two diagonal bonds to each site in the square lattice, and this makes the system

more tractable, it is reasonable to speculate that second-neighbour interactions might

unveil an underlying simplicity in the square lattice Potts model.

In this chapter we explore this basic question. The chapter is organised as follows:

we first examine interesting features of the second-nearest-neighbour Ising model in

Section 7.1, which serves as an excellent numerical test of the simulations. Next,

we examine the final state probabilities of the three-state Potts model with nearest-

neighbour interactions only in Section 7.2, and then probe the second-nearest-neighbour

Potts model in Section 7.3. Finally, we shall summarise my findings in Section 7.4.

The q = 2 Potts model is the Ising model. Interestingly, in the Ising model, when

one considers a zero-temperature quench with non-zero second neighbour interactions—

of any magnitude—(1, 1) diagonal stripe configurations become stable: it is possible

for the system to freeze into (1, 1) stripe states [57]. This simplifying feature is rather

interesting as it allows for the easy identification of (1, 1) winding configurations, and in
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a sense reduces the complexity of the system. It also begs the following simple question:

does considering non-zero second neighbour interactions in the square lattice Potts

model unveil any underlying simplicity in the final states? The late-time final states

that persist in the nearest-neighbour case are challenging numerically and difficult to

identify [122]. Let us first begin answering this question by considering the simplest

case: the Ising model.

7.1 ISING CASE

As we seen in Chapter 4, one essentially finds three main behaviours when the Ising

model undergoes a zero-temperature quench from above criticality. The system may

freeze into a ground state (P(0, 0) ≈ 0.62), an on-axis stripe state (P(1, 0) + P(0, 1) ≈ 0.34),

or reach the ground state after first evolving through an off-axis diagonal winding

configuration (P(1, ±1) ≈ 0.04) [79]. We ignore (2, 1) winding configurations in this

section as they occur with a tiny probability (1.567 × 10−4) [57].

Here, we shall demonstrate the influence of second neighbour interactions in the

Ising model to provide a foothold in understanding what might happen in the Potts

model. We begin with the ground state; in the absence of second neighbour interactions,

there are two topologically distinct categories of evolution reach the ground state: (0, 0)

and (1, ±1). This means the total ground state probability is (see Ref. [79])

PG = P(0, 0) + P(1, ±1) (7.1)

= 0.61908 + 0.04196

= 0.66104.

However, (1, ±1) windings become stable when the second-neighbour interaction

strength J2 , 0, so the ground state probability simply becomes P(0, 0). We plot the

ground state probability of the second-neighbour Ising model in Figure 7.1 for specified
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FIGURE 7.1 – Ground state probability versus 1/log2(L) in the zero-temperature Ising
model for specified ratios of the first- and second-neighbour interaction strength J2/J1.
The marked arrows indicate the asymptotic predictions from continuum percolation
theory as quoted in Ref. [79]. The data are based on 3 × 104 realisations from random
initial conditions.

ratios of J2 : J1. Despite the non-monotonic approach to the asymptotic limit, one can

easily see the qualitative influence of having non-zero second-neighbour interactions:

the ground state probability drops from P(0, 0) + P(1, ±1) to P(0, 0) when J2 , 0.

It is also interesting to visualise this phenomenon by considering the probability of

finding a frozen “off-axis”—or (1, ±1)—winding configuration with various zero and

non-zero second-neighbour interaction strengths. We plot this quantity in Figure 7.2:

when J2/J1 = 0, the probability of freezing into a (1, ±1) configuration is zero, and

when J2/J1 , 0, the probability approaches the asymptotic limit of P(1, ±1) = 0.04196.

Note, the approach to the asymptotic limit is not definitive here because we use only

3 × 104 realisations.
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FIGURE 7.2 – Probability of freezing into a (1, ±1) winding configuration in the zero-
temperature Ising model for specified ratios of first- to second-neighbour interactions.
The data are based on 3 × 104 realisations from random initial conditions and the arrow
indicates the asymptotic prediction from percolation theory given in Ref. [79].

7.2 NEAREST-NEIGHBOUR POTTS MODEL

Discerning the final state of the nearest-neighbour Potts model at zero-temperature

has proven itself a considerable challenge [122]. The main issue: blinkers—or at

least, “pseudo blinkers”. Configurations that strongly resemble blinkers persist for

exorbitant periods of time before a single energy lowering flip triggers a sudden “energy

avalanche”, where the system globally reorders and undergoes a macroscopic decline in

energy. [122]. Determining if a realisation has fallen into a genuine blinker configuration

or is merely on an ultra-slow approach to an energy lowering move is the source of this

difficulty [122].

Although the authors of Ref. [122] proposed a scheme to determine if a given

microstate is genuinely in a blinker configuration, such tests are still numerically

cumbersome. Since the purpose of my investigation here is to probe for qualitative
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differences in the final state when considering non-zero second-neighbour interactions,

we avoid this scheme and simply say that any configuration still active by t = 100L2 is

in a blinker configuration. With this in mind, we shall briefly examine the final states

one finds when J2 = 0 before examining the situation when J2 , 0. Firstly however, we

must examine the source of the complexity on the square lattice: T-junctions.

7.2—A T-JUNCTIONS ON THE SQUARE LATTICE

The increased complexity in the nearest-neighbour Potts model, with respect to the

Ising model, originates from so called “T-junctions” [122]. A “T-junction” is a stable

three colour tiling that becomes possible when there are more than two spin states

(Figure 7.4). When these configurations arise, they underpin non-spanning metastable

FIGURE 7.3 – A “T-junction” in the square lattice Potts model with nearest-neighbour
interactions. Each spin in the junction is aligned with the majority of its neighbours,
and is thus frozen.

tilings that have no flippable spins, and also give rise to blinker configurations; unstable

interfaces become pinned between two T-junctions and are thus forever trapped. An

illustration of a T-junction is shown in Figure 7.3, where one can see that each spin

around the junction is aligned with the majority of its neighbours and is therefore frozen.

An example of a static metastable final state realisation relying on eight T-junctions is

plotted in Figure 7.4; each meeting point between three clusters is made stable by the

T-junction formation.
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t = 0.001L2 t = 0.01L2 t = 0.1L2 t = 0.5125L2

FIGURE 7.4 – A metastable final state realisation at zero-temperature in the three-state
Potts model with L = 192. The final state has five clusters and eight “T-junctions”.

Another configuration that is underpinned by T-junctions is the blinker configuration;

an example of which is shown in Figure 7.5. In such configurations, unstable interfaces

between domains are pinned in place by two T-junctions—e.g. see the off-axis interfaces

in the final panel of Figure 7.5—thus the configuration is infinitely long lived.

t = 0.01L2 t = 0.1L2 t = 1.0L2 t = 100.0033L2

FIGURE 7.5 – A blinker state realisation of zero-temperature coarsening in a square-
lattice Potts model with q = 3 and L = 192. Note how the off-axis interfaces in the
final panel are pinned between “T-junctions”.

7.2—B ROUGH PROBABILITY ESTIMATES

The probability of reaching a ground, on-axis two-stripe, non-spanning metastable and

blinker configuration is plotted in Figure 7.6 (a)–(d). In Ref. [122], the authors plot the

probability of reaching the ground state before t = 2L2, which is consistent with my

findings in Figure 7.6 (a)—in the regime of L ≥ 192, the ground state probability is

roughly 10%. The probabilities plotted in Figure 7.6 (b)–(d) have not been presented in

the literature; in Figure 7.6 (b), the probability of freezing into an on-axis two-stripe state

seemingly approaches zero as L →∞. Static non-spanning metastable configurations
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FIGURE 7.6 – Probability of freezing into (a) the ground state, (b) an on-axis two-stripe
state, (c) a non-winding metastable tiling and (d) a blinker configuration in the nearest-
neighbour Potts model on the square lattice with q = 3. The data are based on 2 × 104

realisations from random initial conditions.

initially increase in abundance with L, before decaying on the approach to large L (see

Figure 7.6 (c)). In Figure 7.6 (d), the probability of reaching a blinker configuration—or

specifically, the probability that flippable spins remain at t = 100L2—seems to diverge

as L →∞. It is important to note that the probability estimates in Figure 7.6 are rough,

and based on only 2 × 104 realisations.

Interestingly, in Ref. [122], the probability of reaching the ground state before

t = 2L2 showed hints of a increasing for L ≥ 384 and q ≥ 3, however here I focus only
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on a three-state Potts model.

7.3 SECOND-NEIGHBOUR POTTS MODEL

Before turning to simulations with J2 , 0, there is some simple and obvious reasoning

one can employ to help understand what might happen. Firstly, the inclusion of second-

neighbour interactions makes (1, ±1) winding configurations stable, so it is reasonable

to expect such final states—though it’s worth noting that these configurations were not

found by Olejarz et al. [122]. Secondly, one should make the obvious realisation that

T-junctions become unstable when J1 = J2.

If we look closely at Figure 7.3, one can see that the upper right purple spin becomes

flippable when J1 = J2 because the energy contribution from its three purple neighbours

is equal to that of its three pink neighbours. It is therefore reasonable to expect materially

different behaviour from the system in this special case.

We begin our exploration of non-zero second-neighbour interactions with the ground

state case. In Figure 7.7 (a), the ground state probability estimates are not materially

different for J2 < J1, however, when J2 = J1 we see a sudden contrast to the former

case. For L = 192, the ground state probability is around 10% for J2 < J1, and jumps to

roughly 72% when J2 = J1. Immediately this suggests that our expectation of different

behaviour for J1 = J2 is correct: when T-junctions become unstable the final state

probabilities are markedly different.

The next quantity of interest is PS2: the probability of reaching an on-axis two stripe

state. In Figure 7.7 (b), we again see that for J2 < J1 there is no material difference

in the final state probability, but as soon as J2 = J1 the probability suddenly jumps

from around 1% to 14%—with L = 192. If T-junctions become unstable when J2 = J1,

then probability of finding metastable tilings with non-spanning domains should also

change drastically in this special case—which is exactly what we see in Figure 7.7 (c).

In Figure 7.7 (c), the PM estimates are indistinguishable for J2 < J1, and despite being
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FIGURE 7.7 – Probability of freezing into (a) the ground, (b) an on-axis two-stripe,
(c) a non-spanning metastable and (d) a blinker state for specified ratios R = J2/J1
in the square lattice Potts model at zero temperature. The data are based on 2 × 104

realisations.

considerably different when J2 = J1, they are non-zero, and actually ∼ 10−4. This

suggests another metastable tiling is possible when J2 = J1; an example of which

we show in Figure 7.8. Note how the T-junction nature of the domain interfaces has

changed.

The final quantity we address in Figure 7.7 (d) is the probability of reaching a

blinker configuration, which we take to be the probability of finding flippable spins at
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t = 0.0L2

FIGURE 7.8 – A metastable final state tiling in a square lattice Potts model of L = 48
with three spin states. This configuration has six clusters and no flippable spins, and the
energies due to the first- and second-neighbour bonds are 23.875L and 32L.

t = 100L2. Again, the estimates of PB remain seemingly unchanged when J2 < J1, and

are considerably different when J2 = J1. One might even argue that in the approach

to large L, PB actually decays when J2 = J1; however, this claim is hardly rigorous

when the number of realisations is only ∼ 104. A representative example of a blinker

configuration is plotted in Figure 7.9.

At first glance it is not easy to discern if the realisation in Figure 7.9 is genuinely

trapped at constant energy, or simply stuck in an extremely long lived configuration.

As an initial test to probe the long-lived nature of these realisations, I ran two separate

batches of 104 simulations with L = 24 and a long time cut off of t = 100L2 and

t = 10000L2. In each case the number of active realisations at the long time cut off was

146 and 144 respectively. This is suggestive that these configurations are infinitely long

lived, but not conclusive.

t = 0.1L2 t = 1.0L2 t = 10.0L2 t = 1000.01L2

FIGURE 7.9 – A blinker state realisation of zero-temperature coarsening in a square
lattice Potts model with L = 48 and q = 3. This configuration always has flippable
spins but is seemingly trapped at constant energy.
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To further labour this point, I ran a batch of 104 simulations and tracked the energies

as functions of time, using an even longer cut off time of t = 105L2. I never detected

any energy lowering moves for t ≥ 0.85L2. This is a stronger suggestion that these

configurations are genuine blinkers.

7.4 SUMMARY

In this chapter I investigated the late-time final states that arise in the square-lattice

Potts model with second-neighbour interactions. I first showed how the inclusion

of second-neighbour interactions influenced the final states that persist in the Ising

model in Section 7.1. I then introduce the various complexities that arise in the zero-

temperature coarsening of the nearest-neighbour Potts model on the square lattice as

motivation for exploring the next-nearest-neighbour case in Section 7.2. In Section 7.3,

I presented the late-time states that persist in the Potts model for non-zero second-

neighbour interaction strengths and compared their probabilities to the case of no

second-neighbour interactions. I outline my main conclusions in the following.

The final states that arise in square-lattice Potts model with only nearest-neighbour

interactions are difficult to characterise due to “ultra-slow” relaxation features. It

essentially not possible—or at the very least, not numerically feasible—to estimate

the largest timescales at play in the nearest-neighbour Potts model at zero-temperature.

The phenomenology of the dynamical scaling hypothesis seemingly doesn’t apply here;

domains don’t grow in size as
√

t until they reach the linear dimension of the system,

but instead smaller domain structures persist.

The final state probabilities are not materially different with the inclusion of second-

neighbour interactions, except in the special case where the second- and first neighbour

interaction strengths are equal. In this case, T-junctions—the origin of the increased

complexity in the square-lattice Potts model—become unstable, meaning the system

can escape more complicated long-lived configurations—infinite or otherwise—and
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reach final states that are easier to characterise.

“Blinker” configurations still persist when the second- and first-neighbour interac-

tion strengths are equal, though they occur only around 12% of the time and have a

considerably different geometric nature to the nearest-neighbour case. It is not clear

if such configurations are genuinely infinitely long-lived, or on an incredibly slow

approach to lower energy configurations. Provisional evidence suggests the former is

the case.

The authors of Ref. [122] speculated that the Potts model on the square lattice was a

“bad model” because of the complexity that stems from it—particularly in comparison to

simple final states that arise in the nearest-neighbour Ising model—but the provisional

findings I present here suggest that increasing the strength of the second-neighbour

coupling strength gives rise to simpler dynamical features and final states, making the

model more tractable from a numerical standpoint. One question that is sparked by

this work is the definition of second-neighbour interactions. Here I have used Euclidan

distance I, but if one uses the Manhattan metric II the final states might be materially

different yet again, and perhaps even more tractable.

IBy Euclidian distance, I mean that the separation between two points (0, 0) and (x, y) is
√

x2 + y2.
In other words: one may move in a straight line between the points.

IIThe Manhattan metric whimsically refers to the grid-like nature of the streets of Manhattan, where
the distance between positions (0, 0) and (x, y) is |x | + |y |. In other words: one can move in “on-axis”
directions only, and not diagonally.



CHAPTER

EIGHT

SUMMARY AND FUTURE WORK

8.1 SUMMARY

As I presented my results in four chapters, I divide the summary of my findings into

four parts: Section 8.1—A, Section 8.1—B, Section 8.1—C and Section.8.1—D—that

is, one for each results chapter. I then discuss potential lines of enquiry for future work

in Section 8.2.

8.1—A ANOMALOUS ISING FREEZING TIMES

The zero-temperature Ising model provides an excellent framework for studying coars-

ening systems. Since the universal characteristics of coarsening should depend little

on the particular model of choice, and any artefacts of the system that do impose on

the coarsening evolution can generally be viewed as nuances, it is convenient to study

a simple model. If in Physics one should always strive to understand the dominant

mechanisms at play using as simple a model as possible, then the Ising model is in

some ways ideal.

Although the Ising model is simple in nature, its non-equilibrium behaviour at

zero-temperature has proven somewhat enigmatic—the rich aspects of zero-temperature
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Ising coarsening that have come to light in the past decades could easily have remained

overlooked. After the work of Roy Glauber in the one-dimensional Ising model, and

the extensive studies by Alan Bray in two-dimensions, the zero-temperature dynamics

was thought fully understood.

In one-dimension, the ground state is invariably reached on a timescale of O(L2).

In two-dimensions, there was a seemingly tacit assumption that large domain structures

would ultimately engulf the system causing the ground state to always be reached. Then,

the discovery of non-ground final states and multiple relaxation timescales triggered, in

a roundabout way, considerable research interest in the zero-temperature coarsening

of the two-dimensional Ising model. Although the findings presented by Spirin et

al. in Ref. [53] were initially viewed as unexpected and overlooked aspects of Ising

coarsening, there was and a deep and fundamental explanation underlying them: a

connection to critical continuum percolation [56, 57]. In three dimensions, and most

likely beyond, the ground state is only reached in the smallest of system sizes [54,

98–101].

My own studies of the zero-temperature Ising model involved a more extensive

examination of the various timescales that arise in the phase ordering process. My main

finding was that of an anomalous coarsening timescale that originates from relaxations

reaching on-axis two-stripe states.

While close to a power law of form ∼ Lν, this timescale apparently grows as

∼ L2 log(L) (see Appendix. C for a comparison). I explored this unexpected relaxation

time by examining zero-temperature quenches using both infinite temperature and

biased initial conditions. This biased initial condition confirmed the mechanism behind

the anomalous timescale and allowed me to formulate an explanation for it based on

annihilating random walkers—thus solidifying my claim. I had reason to believe in the

existence of this timescale because of similar behaviour observed in the Potts model,

and due to some very subtle hints in the so-called survival probabilities presented in the

literature [53, 57].
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I also examined other relevant timescales at play in the zero-temperature Ising

model. I tested the simulations by recovering ∼ L2 time scaling using a biased initial

condition configured in the ground state topology. I then investigated the relaxation

times of off-axis winding configurations; I found these times to scale roughly in the

same way as Victor Spirin found when fitting naïve power laws (see Ref. [53]), but an

inspection of the local slopes in these data showed a reducing exponent with increasing

L. This feature of the scaling lead me to speculate that perhaps the relaxation times

asymptotically approach ∼ L3 as predicted in Ref. [53].

While larger scale numerical studies could make it easier to identify the asymptotic

limits of these timescales, it seems like such a venture would at the very least be

numerically impractical.

8.1—B FREEZING THE TRIANGULAR POTTS MODEL

In Chapter. 5 I investigated the “fate” of a three-state Potts ferromagnet that was

quenched to zero-temperature on the triangular lattice geometry. Before this work

little effort had been devoted to understanding the final states that arise when a Potts

ferromagnet undergoes a zero-temperature quench; the only specific investigation of the

final states was a study by Jason Olejarz et al. that focused exclusively on the square

lattice with nearest-neighbour interactions [122]. This work showed that simulating

the late-time dynamics of the Potts ferromagnet on the square lattice to be hugely

cumbersome and essentially numerically intractable at zero-temperature. The difficulty

originated from the surprising late-time configurations that emerged, which we shall

now briefly recap.

The first revelation involved the rarity with which the ground state was reached: only

around 10% of all realisations reached the ground state at large L. Instead, the authors

of Ref. [122] found that the system can freeze into on-axis stripe states or reach static

metastable tessellations that are underpinned by so-called “T-junctions”. Additionally,

blinker configurations emerged, which were also underpinned by “T-junctions”. Here
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the system becomes forever trapped on an iso-energy surface with perpetually “blinking”

spins.

However, the strangest and most perplexing feature was that of “pseudo-blinkers”.

After exorbitant time periods strongly resembling blinkers, pseudo-blinkers undergo

energy lowering flips that trigger sudden “energy avalanches”, where the system under-

goes a macroscopic decline in energy as it reorders. Identifying these configurations

was the main source of the numerical expense because their total relaxation time grew

exponentially with system size [122].

In Ref. [122], the authors hinted that lattice effects impose less strongly on the

ordering process if one uses a triangular geometry. This prompted them to question the

extent of the universality between the square- and triangular-lattice Potts models. In

2018, I entered a collaboration with an author of Ref. [122], S. Redner, where we sought

to investigate and characterise the final state of the zero-temperature Potts ferromagnet

on the triangular lattice.

Our findings were indeed surprising and stand in contrast to many of the behaviours

on the square lattice [123]. On the triangular lattice, roughly 75% of all realisations reach

the ground state. Around 9% of the time, the system freezes into a host of metastable

stripe states which span the linear dimension of the system. Most interestingly, the

system can freeze into a myriad of so-called three-hexagon states, where the domain

boundaries are parallel to the three directions of lattice symmetry.

We found that there were two timescales associated with realisations that reach

the ground state: the first was standard ∼ L2 coarsening; the second was anomalously

large and grew with the system size as roughly ∼ L3.5. In such instances, the first

reached a three-hexagon configuration where the domain boundaries misaligned with

the lattice axes. This boundary misalignment prohibited the system from reaching a

final state in a similar way to the diagonal stripe interfaces in the nearest-neighbour

Ising model. The hexagons met at “T-junctions”, but, unlike on the square lattice, the

positions of the junctions were free to move. This enabled the system to slowly escape
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this configuration; domains slowly “breathed” and when interfaces of the same spin

type met, the system rapidly collapsed the ground state.

We also discovered that the relaxation time of the three-hexagon states grows as

roughly ∼ L2 log(L). We tried to explain this anomalous time scaling using an argument

based on absorbing random walkers, but upon reflection feel the argument used in

Chapter 4 better explains this phenomenon. We also found that the domain areas in the

two-stripe and three-hexagon states were broadly well fit by Guassians—specifically

normal distributions—which is expected based on known findings from the Ising model

(see Refs. [53–55]).

8.1—C POTTS MODEL: INCREASED DEGENERACY

In Chapter 6 I continued my examination of the zero-temperature Potts model on the

triangular lattice. I explored how the final state probabilities vary in response to different

ground state degeneracy. When investigating the final state probabilities with q fixed

for various L, I found, broadly speaking, that the ground state probability increased

with q in the regime of large L; the same was also true of the three-hexagon state, and

the converse was true of the two-stripe states, which decayed in probability with both

increasing q and L.

I also investigated how the final state probabilities varied as a function of the number

of spin states for fixed system sizes. The ground state probability initially increased

with q, before exhibiting a non-monotonicity by starting to decrease at around q = 7.

In the case of the three-hexagon state, the probability decays from q = 3→ 4 before

increasing with q. This increase seemingly remains consistent with increasing q after

q > 4. The two-stripe states again decrease in likelihood with either increasing q or

L. As q increases, it is not only the three hexagon states that grow in prevalence; five-,

eight- and twelve hexagon states also appear with probabilities of order 10−3, 10−5 and

10−5 respectively.

Furthermore, when the number of spins states is greater than four, blinker config-
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urations arise. On the triangular lattice, blinkers are trivial and consist of only a few

active sites that are well separated from each other. Generally speaking, no new coars-

ening phenomenology arises when studying higher q triangular-lattice Potts models at

zero-temperature.

8.1—D POTTS FURTHER: SQUARE LATTICE

I also investigated zero-temperature coarsening in a square lattice Potts model with

second-neighbour interactions. I first showed the known behaviours of the final states

of the zero-temperature Ising model—that is, the q = 2 Potts model—with non-zero

second-neighbour interactions in order to understand how they might influence a q = 3

Potts model. My main findings are summarised in the following.

When the ratio of second- to first-neighbour interaction strengths is less than unity,

there is essentially no material difference in the final states of the q = 3 Potts model

compared to those found in Ref. [122]. The only slight difference is that off-axis

stripes occur with a probability of order 10−4 when the second-neighbour strength J2 is

non-zero.

However, when J2 = J1, “T-junctions”—the source of increased complexity on

the square lattice—become unstable and the final states are significantly different.

The ground state probability at large L shifts from ≈ 10% to around 72%. Non-

spanning metastable tessellations essentially vanish (probability of ≈ 4.5 × 10−4), and

the geometrical nature of the small fraction that persist is considerably different to the

case where J2 < J1. Frustratingly, incredibly long-lived configurations still persist.

Whether these are genuine or psuedo-blinkers is not yet clear. For example, in one

batch of 104 simulations with L = 24, 146 were still active at t = 100L2 and in another

batch of the same size 144 were active at t = 104L2. The ratio of these probabilities are

sufficiently close to unity that it seems these realisations don’t reach frozen final states

at late times. Another test for long lived realisations involved tracking the energy of

these configurations as functions of time. In doing this I found no energy lowering flips
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for 0.85L2 ≤ t ≤ 105L2

8.2 OUTLOOK AND FUTURE WORK

Here I discuss possible lines of enquiry for future research with respect to coarsening in

Ising and Potts models.

8.2—A ISING MODEL

It is generally surprising when new findings emerge from the zero-temperature Ising

model, purely because it has been extensively studied. In one- and two-dimensions

it is unlikely that any new aspects of coarsening phenomenology will arise, but one

never knows. Even in recent months, in a Phys. Rev. Lett., the two-dimensional Glauber-

Ising model was used to demonstrate how a pre-cooling strategy allows exponentially

faster heating of a system [157]. It seems more likely that Ising model will be used to

demonstrate ideas or understand them through universality rather be studied purely for

interest in the model itself.

With respect to the number of timescales that exist in the zero-temperature Ising

relaxation, it seems there is little more to be learned. In one-dimension, there is only

a single timescale at play; in two dimensions the multitude of timescales has been

intensively studied; in three-dimensions, the characteristic relaxation time is more

complicated due to the intricacies of the approach to the final states, and apparently

grows exponentially with the linear dimension of the system [98].

My claim of ∼ L2 log(L) scaling comes from a seemingly convincing argument, but

it is also possible that there are other subtleties to this relaxation process that I have not

considered. It does however seem that even in such a case, L2 log(L) would still to be

the dominant term in the scaling form.
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8.2—B POTTS MODEL

With the Potts model there are a number of open questions sparked, at least in part,

by my work. For example: is it possible to compute the final state probabilities of the

zero-temperature Potts model on the triangular lattice? The mapping between critical

percolation and the two-dimensional Ising model proved decisive in understanding the

various stripe topologies. Perhaps there is another mapping between the triangular-

lattice Potts model and the yet-to-be-understood three colour percolation model [158,

159]. Another open question is to understand the area or perimeter distribution of the

three-hexagon state; although the area is seemingly well fit by a normal distribution, we

do not know why this phenomenon should be normally distributed.

The fact that the final states are simply characterised on the triangular lattice (six-

coordinated lattice) but not the square lattice (four-coordinated) also raises the question:

what are the final states of the three-state Potts ferromagnet on the simple cubic lattice,

which is also six-coordinated? Perhaps there is an underlying simplicity when the lattice

coordination number is an integer multiple of the number of Potts states.

In the case of the square-lattice with second-neighbour interactions I have shown

that, perhaps, in the special case of equal first- and second-neighbour couplings the final

states become more tractable and generally simpler to view. Potts models with equal

first- and second-neighbour couplings have been used to explore coarsening in soap

froths so it seems reasonable to explore the final states with these interactions [103]. The

provisional studies of this system that I have presented motivates a more in-depth study

to identify whether or not the blinker like configurations that arise are truly trapped at

constant energy, or merely or ultra-slow energy lowering trajectories. These features

have not been explored in the literature.



APPENDIX

A

LOCAL SLOPES

We obtain three-point local slopes as follows: let x = {x1, x2, x3}, y = {y1, y2, y3}

and say y ∼ xν. We fit a straight line to log(y) versus log(x) and obtain a slope ν

that corresponds to the power law exponent in linear space. We then plot ν against

MP = exp(log(√x1x3))—i.e. the linear value of the middle of the x-range in logarithmic

space. We apply this procedure to every three consecutive data.



APPENDIX

B

THE HARMONIC SUM AND THE LOGARITHM

Throughout this thesis I rely on the approximation that the natural logarithm and

harmonic sum are asymptotically equivalent. However, the harmonic series and the

natural logarithm are actually related through

∑
k=1

1
k
= log(k) +

1
2k
+ γ (B.1)

where γ ≈ 0.57721 is the Euler-Mascheroni constant and log(k) is the natural logarithm

of k. Therefore the harmonic sum, Hn, is of O(log(k)), and they are asymptotically

indistinguishable.

To illustrate this graphically, consider the functions plotted in Figure. B.1 (a). The

harmonic sum clearly exhibits a logarithmic divergence, but is not exactly equal to the

natural logarithm without the inclusion of the correction terms I.

Alternatively, one can visualise this by recalling that the Euler-Mascheroni constant

is defined as the asymptotic limit of the difference between the harmonic series and the

natural logarithm, which is plotted in Figure. B.1 (b). Here one can easily visualise the

asymptotic approach to γ.

IFor more info see “Weisstein, Eric W. "Harmonic Series." From MathWorld–A Wolfram Web
Resource. http://mathworld.wolfram.com/HarmonicSeries.html”, Accessed: February 13, 2020.
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FIGURE B.1 – (a) Harmonic series (solid line), the natural logarithm with correction
terms (dashed line) and the natural logarithm (dotted line). (b) Harmonic series minus
the natural logarithm (dashed line) and Euler-Mascheroni constant γ (solid line).
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C

POWER LAW WITH A LOGARITHM

On a double logarithmic scale a power law appears as a straight line; if one takes the

logarithm of both sides of a power law they obtain a straight line with a slope that

is equal to the exponent. What is perhaps less obvious is how a logarithmic factor

influences the form (see Figure. C.1).

100 101 102 103 104
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101
102
103
104
105
106
107
108
109

1010

∼ L2 log(L)

∼ L2.130 — Fit
∼ L2

FIGURE C.1 – Plots of L2 log(L) (solid line), a power law fit of exponent ν = 2.130
(dotted line) and L2 (dashed line) versus L. These plots serve to illustrate the influence
of a logarithmic factor on a power law.
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If one tries to fit a power law, say Lν, to data of the form ∼ Lη log(L), where η is

some integer exponent, they estimate ν to be an irrational exponent that is near to η

(see Figure. C.1). Moreover, the logarithm introduces a curvature in the data that would

otherwise appear as a straight line if it were a pure power law. These telltale signs

should generally prompt one to consider the presence of a logarithm in a scaling form.

Even though log(k) is divergent, its influence at large k is extremely subtle.



APPENDIX

D

SEPARATING TIMESCALES: REDUCED MOMENTS

Suppose a large ensemble of cars embark upon a long journey. 90% of the cars have

enough fuel to travel for a time of ∼ L2, and the remaining 10% have extra fuel such

that they can travel for an even longer time of ∼ L3. Imagine now that this experiment

is repeated for various, well-separated, values of L.

If one is given the list of times at which the cars ran out of fuel for each value of L,

and is tasked with identifying the two timescales, how could one do it? This question

is directly analogous with separating the smallest and largest relaxation timescales in

the zero-temperature Ising model, where we have a list of times for each L and need to

identify the smallest and largest timescales at play.

In this problem, we essentially have a mixture of two distributions: one with mean

∼ L2 and the other ∼ L3. To illustrate how we can separate and identify each timescale,

we draw times from two normal distributions of the form

P =
1

√
2πσ2

exp
(
−

t − 〈t〉
2σ2

)
, (D.1)

where 〈t〉 is the mean and σ the standard deviation. For each L, we draw 90% of the

times from a normal distribution of mean ∼ L2, and the remaining 10% from a normal

distribution of ∼ L3.
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FIGURE D.1 – (a) Multi-scale distributions where 90% of the data is of order L2 and
10% of order L3. (b) Reduced moments for specified k and two power laws of exponents
ν = 2 and ν = 3.

We plot some examples of the resulting distributions in Figure D.1 (a). By rescaling

the time by 1/L2, we see the ∼ L2 peaks remain fixed in their horizontal position, and

the ∼ L3 peaks move to the right and widen with increasing L.

The kth raw sample moment of a data set containing N times is

〈tk〉 =
1
N

N∑
i

tk
i , (D.2)

where k is the order of the moment. If we compute the moments for large values of k

(say k ∈ {10, 20}) the quantity will be dominated by the largest numbers present in the

set, and conversely, for small k (say k ∈ {0.05, 0.1}) the quantity will be dominated by

the smallest times in the set. Consequently, we can use this approach to filter out either
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small or large times from the data by selecting appropriate values of k.

In order to recover the timescales, we need to convert back into units of time. To do

this, we compute the reduced kth moments Mk = 〈tk〉
1/k . Computing Mk as a function

of L for various small and large k provides us with a measure of how each of the

timescales grows with L. We plot an example of these computations in Figure D.1, and

show two power laws (straight lines) of exponents ν = 2 and ν = 3.
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