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ABSTRACT 

Under the title of Voltage Stability Analysis and Control, three major subjects have 
been examined in this PhD project: the fundamental study of voltage stability, the 
on-line prediction method for voltage collapse, and secondary voltage control 
systems. 

The fundamental study was aimed to lay a theoretical foundation for the rest of 
research in this project. The on-line prediction method and secondary voltage control 

systems are particularly targeting on the "early prediction and prevention" strategy to 

tackle the rapid and "uncontrollable" nature of the voltage collapse phenomenon. 

The work on the fundamental study was presented in chapter 3 of this thesis. The 

basic characteristics of voltage collapse were examined, the theory concerning the 

voltage stability determining factors (VSDFs) was established. Based on this 

fundamental study, a knowledge based system for the on-line prediction of voltage 

collapse was proposed in chapter 4. The pattern recognition technique was used in 

this prediction system, and the design and development of such a system were 
intensively discussed in this chapter. 

As a well recognised prevention measure to voltage collapse, secondary voltage 

control systems were systematically investigated in chapter 5,6, and 7 of this thesis. 

Chapter 5 deals with the principle of secondary voltage control, and the design and 

analysis of such a system by classic and optimal control were presented in chapter 6 

and 7 respectively. 

As a further study, improving voltage stability through generation dispatch was also 

briefly discussed at the end of this thesis. An algorithm aimed at this purpose was 

proposed to determine the generation participation pattern upon system load increase. 
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All the studies in this project were simulated on the standard IEEE test power 

systems, some of the study results have been published in the different international 

conferences or academic forums [51] [53] [54] [55] [56]. 
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CHAPTER 1 GENERAL INTRODUCTION 

1.1 INTRODUCTION 

1. Voltage Collapse 

Over the past decades, the phenomenon of voltage collapse has been observed in 

many large power systems in the world. As the phenomenon may lead to a blackout 

of a whole power system, it has been regarded as one of the major threats to the 

security of a power system. 

Voltage collapse normally occurred under heavily loaded conditions in a power 

system. It has been characterised by two typical periods: an initial slowly progressive 

voltage decline and a final rapid voltage drop. The final voltage drop was often 
trigged by a severe disturbance such as tripping of transmission lines. Conventional 

voltage control facilities usually become ineffective or even aggravate the situation. 
Either as a direct cause or some consequential effects such as angular swing due to 

the low voltage, this voltage collapse phenomenon may result in a cascade tripping of 

power system protections, eventually lead to the collapse of the whole power 

network. 

Voltage Stability 

Voltage collapse phenomenon is recognised as a voltage stability problem in power 

systems. Voltage stability can be broadly defined as the ability of a power system to 

maintain an acceptable voltage at all buses under normal and post fault conditions. 

Voltage stability is related to a variety of structural and operational issues in a power 

system. These include reactive power reserves, network running arrangement, 

loading conditions as well as load characteristics. Some voltage control devices such 

as automatic transformer tap changers, shunt reactive plant, Static Var. Compensators 

(SVCs) also have significant impacts on voltage stability of a power system. 

There may be certain interactions between power system voltage stability and angular 

stability. An angular instability often leads to a voltage collapse as a secondary 
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effect. However, as a dedicated research, this thesis is specifically concemed with the 
voltage stability problem that has its own genetic causes. 

1.2 RESEARCH BACKGROUND 

1. Study Scope 

In the area of voltage stability study, the stability analysis and control are the two 

topics of general concern. 

Voltage stability analysis mainly involves mechanism study and stability assessment. 
The mechanism study is aimed to explore why voltage collapse happens, and what 
the influencing factors are to the problem. Assessment of voltage stability is to assess 

or predict how close a power system is from a voltage collapse. The mechanism 

study is the foundation for the voltage stability study. 

Voltage stability control is the ultimate purpose for voltage stability analysis. Due to 

the rapid and uncontrollable nature of voltage collapse, it is rather difficult to stop the 

phenomenon once it starts. This makes "early prediction and prevention" the best 

control strategy to deal with the problem. 

As a recognised measure to prevent voltage collapse, secondary voltage control 

systems have recently drawn increasing attention in the area of power system study 

[6] [7] [8] [41] [42] [45]. The idea of secondary voltage control is to decentralise a 

power system into several regions based on electrical decoupling, and control system 

voltage profile through maintaining voltage at some pre-selected load buses (called 

pilot buses) by regulating reactive generation within each region. It has been proven 

[7] [8] [411 that secondary voltage control systems are not only able to maintain a 

desired voltage profile, but also improve voltage stability within a power network. 

This is due to two main reasons: firstly secondary voltage control systems move the 

constant voltage points from generators to the load centre; secondly secondary 

voltage control best utilise and co-ordinate reactive generation resources to control 

voltage within a power network. 
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2. Research History 

Both dynamic and static approaches have been used for the study of voltage stability. 
The previous research covered the topics of the mechanism of voltage stability [1] 

[15] [20], prediction of voltage collapse [9] [19] [26] [22] [31], impacts of voltage 

control equipment on voltage stability [30] [38] [39], as well as secondary voltage 

control [7] [8] [41][42] [48], etc. In chapter 2 of this thesis, the previous research in 

the area of voltage stability will be reviewed. 

As the dynamics of voltage stability are relatively slow, many aspects of the problem 

can be well examined by static approaches. Static approaches are good at examining 
the viability of a steady operation state specified by a wide range of system 

conditions in a power system. They are particularly useful for identifying the 

influencing factors to voltage stability. On the other hand, dynamic approaches have 

strong advantage in exploring whether and how a steady operation state (equilibrium 

points) is reached. 

The previous literature review (Chapter2) shows, although many proposed methods 

are capable of accurately predicting voltage collapse, most of them are rather time- 

consuming because of algorithm-based numerical computations which often require 

human intervention during decision-making process, there is no one suitable for on- 

line applications. As to the prevention of voltage collapse, secondary voltage control 

was one of a very few recognised measures to improve voltage stability. Despite 

some successful industrial trials with European utilities, there is urgent need for a 

systematic study in design and analysis of secondary voltage control systems before 

such a system can be used in a real power system. 
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1.3 RESEARCH OBJECTIVES 

Based on the above background, the following objectives are identified for this 

research project: 

1. Voltage stability characteristics 

Aimed to establish a theoretical foundation for the research in this project, some 

fundamental properties of voltage stability problem will be examined. This study will 
focus on the basic characteristics and the voltage stability determining factors. 

2. Fast and accurate prediction of voltage collapse 

Speed and accuracy are the two essential qualities for prediction of voltage collapse. 

They are especially important for an on-line application. In this project, an Artificial 

Intelligence (AI) method is going to be explored for on-line prediction of voltage 

collapse. It is aimed to take advantage of algorithm-based methods for the accuracy 

and the knowledge based system for speedy decision-making. 

3. Secondary voltage control systems 

Secondary voltage control systems will be systematically investigated as a major 

objective in this project. The study will particularly target on design and analyses of 

such a system by both classical and optimal control. To prepare a consistent and 

systematic environment for the design and analysis, the pilot bus based control 

principle will be theoretically formularised based on power system analysis, a 

complete set of system modelling and descriptions will be established for secondary 

voltage control. 

4. Improvement of voltage stability by generation dispatch 

Improving voltage stability through generation dispatch will also be briefly examined 

in this project. This will be based on the study of voltage stability characteristics. As 

this study was not originally planned for this project, some preliminary work will be 

presented as further study at the end of this thesis. 
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1.4 ORGANISATION OF THIS THESIS 

All the research work in this project will be presented in eight chapters in this thesis. 

As a general introduction, Chapter I gives an overview about this research project. 
The research objectives are identified in this chapter. 

The previous literature in the area of voltage stability study will be reviewed in 
Chapter 2. The review will be divided into main sections: voltage stability analysis 
and secondary voltage control. The merits of the previous studies will be discussed at 
the end of each review. 

Chapters 3 deals with the fundamental aspects of voltage stability problem. The basic 

characteristics of voltage stability will be examined, and the voltage stability 
determining factors (VSDFs) will be identified and defined in this chapter. These 

VSDFs are the load pattern, the load distribution pattern as well as the generation 

pattern and the generation participation pattern. Some special features with the 

VSDFs will be discussed, and the unique property of the VSDFs will be generallsed 
into a hypothesis of which theoretical validation will be given. All the study will be 

backed up by numerical simulations on the EEEE 30 bus power system. 

In Chapter 4, a knowledge based system will be proposed for on-line prediction of 

voltage collapse. This will be based on the fundamental study in Chapter 3 that a 

power system will have similar voltage stability when the VSDFs are in the same 

pattern classes. The proposed system consists of a knowledge based system and a 

pattern recognition module. The knowledge base contains pre-calculated voltage 

stability results (power margins) for the prototypes of all the pattern classes identified 

for the VSDFs in a power system. By using pattern recognition technique, the pattern 

classes of VSDFs for the current state of the power system can be recognised, and the 

results to the current prediction of voltage collapse can be found in the knowledge 

base. Simulations of the proposed system on the IEEE 30 bus system will also be 

presented in this chapter. 
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The study concerned with secondary voltage control will be presented in Chapter 5, 
Chapter 6 and Chapter 7. In Chapter 5, the principle of secondary voltage control will 
be mathematically formularised. The discussion will cover the contents of the pilot 
bus control principle, the centralised and decentralised control scheme, as well as the 

multi-level control structure. A complete set of system models and descriptions for 

secondary voltage control will be established in this chapter. 

A secondary voltage control system by classical PI control design will be described in 
Chapter 6. All the design equations concerning PQR, RVR as well as their 

integration relationship will be presented. The closed loop stability and performance 

of this PI based voltage control system will be analysed by using the traditional 

frequency domain(s) method. The simulation results of this control design on the 

EEEE 39 bus system will be given in this chapter. 

In Chapter 7, an optimal control design will be discussed for secondary voltage 

control. Both the RVR and PQR of the secondary voltage control will be 

formularised as the constrained optimal control (quadratic programming - QP) 

problems. Full details of the design procedure will be given in this chapter. A 

constructive time domain method will be proposed and used for the closed loop 

stability and integration analyses for this control system. The simulation results of 

this optimal control design on the IEEE 39 bus system will also be included with this 

chapter. 

The whole research in this project will be summarised and concluded in Chapter 8. 

As further study, a method for improving voltage stability through generation 

dispatch will be briefly discussed in this chapter. Some preliminary simulation results 

on the ward-hale 6 bus system will be given to show the improvement of voltage 

stability by using the proposed method. 

A Npart from the References, there are three appendixes attached to this thesis. 
A 
'AD endix I gives the details of all the test power systems used for the simulations in PP 

this study. Appendix 2 lists the definitions and notations in the design and analysis of 
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secondary voltage control. Appendix 3 includes all the detailed inforination about the 
simulations in Chapter 3 and 4 of this thesis. 

1.5 ORIGINAL CONTRIBUTION OF THE THESIS 

The original contribution of the research could be summarized in the following three 
major points, 

0 Through examining the mechanism of voltage collapse phenomenon, a theory 
concerning the voltage stability determining factors was established 

0 Aimed at on-line application, a knowledge based system was proposed for the 
prediction of voltage collapse using pattern recognition technique 

0 As a counter-measure to voltage collapse, the design and analysis of the 
secondary voltage control systems by both classical and optimal control were 
systemically investigated 

Through the research work perfornied in this thesis, the following technical papers 

and a EU technical report were published, 

[1] Zhang, X., M. A. Johnson, 'Stability Analysis of the Integrated Multi-level 
Voltage Regulation in Power System' IMPROVE Report 2.3.1 ESPRINT, April 
1996. 

[2] Lo, K L, Zhang, X "Dispatching Outputs of Generators for Enhancing the Power 
Margins from the Viewpoint of Voltage Stability", the proceeding of the EEE 2 nd 
International Conference on Advances in Power System Control, Operation and 
Management, Dec 1993, Hong Kong, pp. 60-65. 

[3] Lo, K L, Zhang, X, "The Effect of Load Increase Distribution Pattern and 
Generator Participation Pattern on Voltage Collapse in Power Systems" UPEC 
1993, Staffordshire, UK. 

[4] Lo, K L, Zhang, X "The Use Of Pattern Recognition Technique for Identifying 
Electrically Weak Segments In Power Systems", the proceeding of the IEEE 
Power Tech Conference 1993, Athens, Greece, pp. 916-920. 

[5] Lo, K L, Zhang, X "A Real-Time Method to determine the Power Margins and 
Identify Electrically Weak Segments of a Power System with Respect to Voltage 
Collapse", the proceeding of the 27'hUPEC 1992, Bath, UK, Vol. 2 pp. 704-707. 
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CHAPTER 2 REVIEW OF PREVIOUS LITERATURE 

2.1 INTRODUCTION 

The previous literature concerning voltage stability study will be reviewed In this 

chapter. This review is divided into two main parts: Voltage Stability and secondary 
Voltage Control. Based on the study methodology, the review on voltage stability 

will be further classified into static and dynamic methods. For secondary voltage 

control, as the previous literature exhibits a methodological structure of principle, 
design and analysis, the review will follow this structure. The previous publications 

about the impact of secondary voltage control systems on voltage stability will also 
be reviewed in the second part of the chapter. Merits of the previous studies will be 

discussed at the end of each review. 

2.2 VOLTAGE STABILITY 

There have been a large number of papers and reports published in the area of voltage 

stability study. Those previous literature can be broadly categonsed under two main 

subjects: mechanism study and prediction of voltage collapse. The mechanism study 

mainly explores the cause for voltage collapse; while the prediction of voltage 

collapse targets on assessing how close a power system is from a voltage collapse. 

Those previous studies will be reviewed under headings of static methods and 

dynamic methods. 

2.2.1 Static Methods 

The static analysis is usually used to examine the viability of a steady operation state 

specified by the certain operating conditions in a power system. The load flow 

analysis tends to be a major tool for this kind of methods. 

2.2.1.1 The Minimum Singular Value (MSV) method 

Tiranuchit and Thomas in reference [1] have proven that the Jacobian matrix of the 

load flow equations will become singular when a power system experiences voltage 

collapse; the minimum singular value of the Jacobian matrix can be used as a 

Voltage Collapse Proximity Indictor (VCPI) to predict voltage collapse. The VCPI 

proposed in this study can be described as: 
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VCPl =a MIN 
(J) 

cym, N(J) =Min 1 (71, C725 ... ý Cyn) 

J=UIV 

E= diag[(yj9C72ý***9Gnl 

Where, 

J is Jacobian matrix of the load flow equation, 

(Tj is the singular value of J, 1=1,2, ... n, a .. jý, is the minimum singular value. 
U and V are orthogonal matrices. 

Improvement of voltage stability through the minimum singular value was also 

suggested by the same authors in reference [2]. This was based on the study about the 

influence of system power injections on the minimum singular value. This study can 
be summarised by the following equation: 

AcTmin :::::::: CT AS 

Where, 

(2.2.1-2) 

CT C = gir is the vector of system parameters, it is function of J, U, and V. 

S is the vector of power injections to a power system. 

Using this equation, an optimisation algorithm was formularised to maximise the 

minimum singular value through generation dispatch. The optimisation problem was 

subject to all the operation constraints and the balance between generation and 

demand. 

From this equation (2.1.1-2), it can be seen that voltage stability will benefit fTom the 

shunting capacitors as negative reactive power injections to a power system. 

A major difficulty with this method is the Singular Value Decomposition (SVD). The 

numerical computation burden for the SVD is proportional to the cubic power of the 

size of the Jacoblan matrix. Thus, by conventional computer, the SVD computation 

is unacceptably slow. Addressing to this problem, Tiranuchit and Thomas also 
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proposed the SVD computation schemes by parallel processors in reference [3]. The 

simulation results showed that the SVD computation speed was si ificantly 
improved by the proposed schemes. 

The application of this MSV method in the National Grid Company's transmission 
system was presented by Ekwue et. al in reference [4]. It was shown that this method 
was good at accurately assessing voltage stability. 

2.2.1.2 The Power Margins (PM) method 
The power margins method for assessing voltage stability was discussed in reference 
[9 - 14]. This method is based on the fact that there are maximum limits for the 

power which can be transmitted to the load buses in a power system; voltage collapse 

may occur when the power system is loaded near or above these limits. The concept 

of power margins is defined as the differences between the initial load level and its 

maximum limits at one bus or in a whole power system. Two typical methods for 

determining the power margins are going to be reviewed below. 

1. By the load flow simulation 

The method to determine the power margins by load flow simulation was extensively 
discussed by Fishchl, et al. and Tamura in the reference [9-10]. The principle of this 

method is to progressively simulate load flow with increase of system load until the 

maximum loading limits are reached. This is probably one of the most direct ways to 

calculate the power margins, however the non-convergence due to the singular 

Jacobian matrix in the vicinity of voltage collapse is the major problem with this 

method. 

To solve this problem, Lemaitre, et. al in reference [ 11 ] modified the simulation 

method by introducing the linearisation technique for the load flow calculation. To 

enhance the accuracy, the major non-linearity and dynamics in a power system, such 

as generators reaching reactive power limits,, were taken into account. The 

application of this method involves the following procedure: 

SLep 1: simulate linear increase in active and reactive load by 
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[ APL ]= 
aK 

[PL ]. 

(Y-Kis the load increase rate; AQL QL 

Step2: simulate the balance between active power generation and demand; 

Step3: determining variations of network variables (V, 0, Q) by 

approximation: 

IOIK+l 
- 

IOIK + 
AO ] 

(lK 
[ 

A(X 
K 

IVIK+l 
- 

MK + 
AV] 

OýK 
[ 

A(X 
K 

[Q] 
K+l :::::: IQ] 

K+ 
AQ 

(1 K 
[Aoc]K 

where, 

linear 

AQ AO 
, 
[AV 

are the sensitivity coefficients obtained from the Jacobian 
A(x]K'[Aoc]K Aa1K 

matrix. These sensitivity coefficients will be updated each time when a non-linearity 

occurs, e. g. each time a generator reaches its reactive generation limit- CCk can be 

determined by the following equation when a generator reaches it reactive generation 

limit: 

QK + 
AQ 

(lK --": Q MAX 
[Aa]K I 

, is the reactive power linlit of a generator. 

Step4: terminate simulation, when margin in load is considered sufficient or a bus 

voltage becomes unstable (aQ/c9V or c9P/aV becomes negative). 

The power margins then can be determined by: 

AP' CC pi 
K LO 

K=l 

I 

Where, 

N 

(X i AQi Y, 
K QLO 

[K=l 1 

PLo' andQLO1 are the initial active and reactive power injections at bus 1. 

Although the convergence problem is avoided by this method, a dichotomic search is 

nornially needed for detenuining the load increase steps in the vicinity of voltage 

collapse. This may influence the speed of this method. Another shortcoming of this 
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method is that the load distribution and generation participation were not considered, 

which could significantly influence voltage stability in a power system. 

2. By optimisation 

Obadina and Berg in reference [12] formularised the determination of power margins 
into an optimisation problem. The objective of this optimisation is to maximise the 

total MVA load, subject to the power system operation constraints. The optimisation 

algorithm was given as: 

M 
(p2 2 1/2 MAX- STotal i+ Qi) 

Subject to 

(a) Distribution constraints at load buses 

(b) MVar and MW limits on generators 

(c) Generators MW participation 

(d) Power factor constraint for demand 

(e) Limits on controlled voltages and OLTC transformer taps 

Where, M is the number of load buses in a power system. 

By solving this optimisation problem, the maximum MVA demand S before Total 

voltage becomes unstable can be obtained. And power margins can be calculated by 

lim it Q initial SM = STotal - "Total 

Where, S initial is the initial load. Total 

A similar algorithm was also proposed for determining the reactive power margin by 

T. Van Cutsem in reference [14]. In order to consider the influence of active power 

flow but avoid explicitly treating active power/phase angle relationship, a special PQ 

transformation was introduced in this proposal. This transformation assumed that 

active power flow in all network branches is constant. It was believed that this 

assumption only influenced the solution marginally. 

As the power margins determined by the optimisation methods are normally the 

maximum values under the specified operation constraints, they may be too 
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optimistic for prediction of voltage collapse. In addition, solving optimisation 
problems is usually time-consuming, and often involves some tedious exercise for 

fine tuning constraints before a satisfactory solution is obtained. 

2.2.1.3 The multiple load flow solutions method 

As the load flow equations are quadratic in term of voltage magnitude and involve 

sines and cosins of voltage angle, it is possible to have multiple load flow solutions 
for an operation condition. The link between voltage instability and the multiple load 

flow solutions was investigated by Tamura in reference [15]. This study suggested 
that, individuals of a load flow solution pair could have completely different features: 

one being voltage stable, another being voltage unstable. Under heavily loaded 

conditions, the solution pair could become very close so that both of them appeared 
to be operable. In this situation, the system could easilyjump from the stable solution 
to the unstable one following a disturbance. In this study, three criteria were proposed 
for assessing voltage stability of a closely located load flow solution pair. These three 

criteria are: 

Criterion 1 The sign of the determinant of the Jacoblan matrix 

This criterion was based on the method proposed for estimating the power system 

angular stability by Venikov in reference [ 16]. It was given that, 

2m 
detJ = Cdet A= CfjXj 

i=1 (2.2.1-3) 

Where, 

J is the Jacobian matrix of load flow equation, 

C is a constant related to the inertia constants and angular frequencies of all 

generators, 

A is the Jacobian matrix for linearised state equation (the load flow and swing 

equations), 

41 is the i-th eigenvalue of A. 
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It is known that the system stability can be assessed by the sign of the real part of the 

eignevalues. From equation (2.2.1-3) the sign change of the real part of the 

eignevalues may be observed through the sign of det J. Thus assuming the initial 

state So is a stable operation point, by comparing with the sign of det J at So, the 

voltage stability for other statesSI, S2, 
---, SKcan be assessed by 

F(SK) 
F(SO) stable 
F(SO) unstable (2.2.1-4) 

Where, F(SK) 
=sign(detj(SK)l . 

With this criterion,. an unstable state may be overlooked when the real part of even 

number of eigenvalues change sign from negative into positive at the same time, as 
the sign of det J will not be affected. 

Criterion 2 The voltage sensitivity 

The second criterion was based on the voltage sensitivity analysis. It was found that 

the voltage sensitivity to power injections and other network parameters are opposite 
in sign for a load flow solution pair. Thus by comparing the sign of these sensitivities 

(-ýV-' 9-ýV-' ) with those at stable situations, the stable and unstable solutions of a load aQj 0'ýIj 

flow solution pair can be distinguished. 

Criterion 3 The stored energy 

The third criterion was based on the principle of energy balance. It was suggested 

that a power system could be regarded as a LC network. For a frequency (f) variation, 

the stored energy E in the inductance L and capacitance C should possess the 

following property: 

aE 
>0 if Si is a stable load flow solution; af si 

aE 0 if Si is an unstable load flow solution. 
c9f si 
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By this property, the voltage stability of a load flow solution pair can be assessed. 
The formulas for calculating the total stored energy E were also proposed in the 

study. 

The simulation results showed that all the three criteria could identify the stable or 

unstable solution for a load flow solution pair. However, the biggest problem with 
this method is to calculate the multiple load flow solution pairs, which requires heavy 

numerical computation and human intervention. Furthermore, it is rather difficult to 

perform the eigenvalue analysis or to fon-nularise the stored energy for a large power 

system. 

2.2.1.4 The Load Flow Feasibility Region method 

Based on the concepts of the load flow Feasibility Region (FR) and Feasibility 

Margin (FM), a Voltage Collapse Proximity Indicator (VCPI) was proposed by F. D. 

Galiana in reference [19]. In references [17,18] Jaýis and Galiana defined the load 

flow FR as a set of bus injections (P, Q, or V2 at each bus) for which load flow 

solutions exist; and the load flow FM is the proximity of a bus injection vector to the 

FR boundary. The value of this FM measures the angle between a given bus injection 

vector and the nearest injection vector on the FR boundary. Therefore, when FM >0 

indicates that the bus injection vector is inside the FR; while FM =0 implies that the 

injection vector is on the FR boundary, which corresponding to the starting point of 

voltage collapse. 

This VCPI was mathematically written as: 

VCPI((x) = [FMIZ(cc)l]-K 

and 
FMIZO 1= sinIZo, Z, } 

COSIZO, Z, 1 -- 
zo T Z, 

Ilzollllzill 

Z(a) = Zo + aAZ O<a<l 

with ZG) = Zi 

Where, 
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ZO is the given bus injection vector, 

Z, is the nearest injection vector on the boundary of FR, 

AZ is the specified change direction for a given injection vector. 

The application of this VCPI for a simple two-bus system was demonstrated in this 

paper, the simulation results were encouraging. 

As the VCPI does not directly use the load flow calculation, the convergence 

problem associated with the singular Jacobian matrix near voltage collapse seems to 

be avoided. However, this method relies on the boundary of load flow feasibility 

region, which is very difficult to determine for a multiple-bus power system. In 

addition, there is no guarantee that voltage collapse will not occur within the load 

flow feasibility region. 

2.2.1.5 The PQ controllability method 

The concept of PQ controllability was introduced to voltage stability study by 

Schlueter et. al. in reference [20,21,22]. It was suggested that loss of the PQ 

controllability could be a cause for voltage collapse. 

The whole study was based on the following equation which could be derived either 

from the transient stability model or the load flow model: 

AV = S-' VAQL + SVEAE QL 

Where, E is voltage set points at generator (PV) buses. By using this equation, the PQ 

controllability was defined as: 

'A system is called PQ controllable at any time t along the transient stability model 

trajectory or at the equilibrium if 

(i) when AE(t)==O, any non-zero non-negative disturbance AQL (t) causes the PQ state 

AV(t) to become non-negative; and for each j there is a non-zero non-negative 

disturbanceAQL (t) causes JVj(t) to become positive; 
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(ii) when AQL(t)=O, any non-zero non-negative disturbance AE (t) causes the PQ 
state A V(t) to become non-negative; andfor each j there is a non-zero non-negative 
control AE(t) causes A Vj(t) to become positive. ' 

A theorem for assessing the PQ controllability was given in this study as 'the system 
is PQ controllable if SQLV is invertible and SvEis non-negative with no zero rows'. 

Associated with the PQ controllability, the concept of the voltage control area was 
proposed. It was defined as 'a set of load and generator buses where voltage responds 
very similarly (coherently) to the reactive load and generation changes outside this 

voltage control area'. An algorithm for identifying voltage control areas in a power 
system was also presented in this study. 

Utilising these study results to predict voltage collapse was discussed in reference 
[21]. The reactive power reserve within a voltage control area boundary was 

identified as a measure for prediction of voltage collapse. As this reactive power 

reserve represents the limit of the reactive power that could be imported to the 

voltage control area before voltage collapse occurs, it reflects the weakness of the 

voltage control area. It was demonstrated the same algorithm for identifying voltage 

control areas could also be used to determine the reactive power reserve. Using the 

changes in sensitivity matricesSVEand SQLV 5 which would occur as voltage collapse 

developing, was also proposed as other measures for prediction of voltage collapse in 

this study. 

As the deten-nination of the reactive power reserve requires the heuristic knowledge 

and human intervention, it would only be used for the off-line prediction of voltage 

stability. The other measures are actually sensitivity analysis based methods, which 

will be specifically reviewed in a separate section below. 

In this study, it was also proven that the necessary conditions for voltage stability 

derived from the dynamic model are identical to those from the static model. This 

was done by examining the singularity of Jacobian matrices for both the linearised 
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transient stability model and the load flow model at the bifurcation point (voltage 

collapse). This result united the static and dynamic method for voltage stability study. 

2.2.1.6 The sensitivity analysis method 

The sensitivity analysis was one of the earliest static methods proposed for voltage 

stability study. By this method, Venikov in reference [23] developed a criterion for 

assessing voltage stability for a simple two bus power system. This criterion was 

given as 

-ýV-s >0 if Vi is stable. dVj 

Where, V, and Vi are voltages at sources end and load end respectively. 

Borremans et. al in reference [25] proposed the following sensitivity based criteria for 

assessing voltage stability in a multi-bus power system: 

(1) 
Vi 

> 1/(2cos( 
ý- 

Ei 2 

aQL 
>0ý AQG aQG 

PL =PO 

Oli) avi / Vi 
>0ý aQj / Qj PL 

=Po 
PL :! ý, PL 

m.,. and QL:! ý QL max ' 
Where 

Vi and Ej are the voltage and open circuit voltage at bus i, 

ZjjZ4 and ZiLZý are the equivalent source and load impedance at bus i. 

Based on a two bus system, Carpentier in reference [24] developed a set of 

constraints for voltage stability by sensitivity analysis. These constraints are: 

E2 
(1) the constraint on reactive load: QL ": ý QLC - 4X' 

E 
(ii) the constraint on reactive supply: QG < QGC = 2X - 
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Where, E is source voltage and X is the transmission line reactance. 

It was shown that the voltage at the load end of the two bus system satisfies 

VL /E= 
2 

(1 + (1 - QL 1 QLC) 2)ý 

and the ratio VL/E dropped rapidly from 1 to 1/2 as the QL approached the constraint 
QLc from 0. This was believed to be a scenario of voltage collapse. 

By regarding a voltage control area as a bus and the rest of a system as another bus, 

these constraints were extended to a multi-bus power system. And a voltage stability 
indicator was proposed as 

QG 

QL 
I 

(1 - QL /Q Lc )1/2 

It can be seen the value of Z will approach infinity whenQLresearches the constraint 

QLc. Thus, QG/QL becoming infinity was generalised as a criterion for assessing 

voltage stability. The QG., QL here are the total reactive generation and the reactive 

demand in a area or whole power system. 

The sensitivity analysis methods provide a clear and direct insight to voltage stability 

of a power system. However, the sensitivity matrix can be difficult to calculate when 

a power system is close to voltage collapse. This is a major obstacle for the 

application of these sensitivity methods, particularly in a real time environment. 

2.2.1.7 The optimal impedance solution method 

A voltage stability study based on the theory of the optimal impedance solution was 

presented by Chebbo et. al in reference [26,27]. The optimal impedance solution is 

known as that , in a two bus power system, the power transmitted to the load bus from 

the source reaches its maximum level when 

ZS /ZL =I 
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Where, ZS,, ZL are the magnitudes of transmission line impedance and load 

impedance respectively. 

It was believed the voltage at the load bus corresponding to this maximum 
transmission power was the critical voltage for voltage collapse. By the Thevenin's 

theorem, this solution was extended to a multi-bus system in reference [26], and a 
VCPI was proposed as 

VCPI = 
zii 

<- 1. 
zi 

Where, ZjjZPjis the Thevenin's equivalent impedance looking into to the port 

between bus-i and the ground, and ZjZýj is load impedance at bus i. 

ZjjZpj was actually the i-th diagonal element of the system resistance matrix [Z] , it 

can be obtained from the system admittance matrix [Y] by [Z]=[Y]-l. ZjZýj can be 

directly calculated from the load flow solutions as 

V2 cos ý' 
/ýj , Zýj =tan-' i i- 

- pi pi 

Using this VCPI, a linear programming algorithm was proposed in reference [27] to 

maximise voltage stability by reactive generation dispatch. The sparse dual revised 

simplex method was used in the algorithin to minimise the possibility of voltage 

collapse. Four different objective functions were given for the sake of comparison. 

These objective functions are 

(1) Maximise I 
iEj 

(Zjj/Zj); 

(11) Maximise 1.1 (zij /Zj)Vj; 
iEJ 

(111) Maximise Y Vi 
iEj 

(iv) Maximise I Zi 
iEJ 

Where, J is the set of load buses in a power system. 
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All these four objective functions were subject to the same set of system operational 
constraints. The state variables include the reactive generations of generators and the 
voltage magnitudes at load buses. The control variables were the transformer tap 
positions, the generator excitation settings, as well as the shunting reactive 
compensation plant. The simulation results showed that the objective function (11) 

was the best among the four proposed functions in terms of system voltage profile, 
the VCPI values and decision-making time. 

This VCPI was also suggested for deten-nining the critical power (the maximum 
transmission power). But it was found that it was more accurate for single bus than 

for a whole system. The reason for it was that this VCPI uses the linearised system 

model, the load increase in the whole system may not be fully reflected. 

In this study, it was assumed that voltage collapse would occur when the active 

transmission power reached its maximum level. However, voltage stability is also 

strongly influenced by the reactive power. It is likely that voltage collapse occurs 
before the maximum active transmission power is reached. 

2.2.1.8 The impact of the Static Var Compensators (SVCs) 

The impact of SVCs on voltage stability was examined by Hiskens and Mclean in 

reference [30]. The voltage- susceptance diagram was used to analyse the relationship 

between SVC operations and voltage characteristics in a power system. On this 

diagram, it was believed that "the positive slope" was a voltage stable region, and "a 

negative one" was an unstable region. To distinguish the effects of SVC from 

generator and transformer tap changer (due to the different response times), the 

voltage characteristics was examined in the scales of instantaneous, short term and 

long term individually. 

The instantaneous characteristic represented the initial relationship between voltage 

and susceptance at a SVC without considering generator and transformer tap changer. 

The short term characteristic took into account the generator response but not tap- 

changers. The long term one included all these three components. With a voltage 

dependent load model, it was shown that the instantaneous characteristic alone could 
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satisfy a 'positive slope requirement'. This indicated that SVC could have a voltage 
stable operation on the long term voltage- susceptance diagram which had negative 
slopes. The study also showed that the encountering limits of SVCs could lead to 

voltage collapse, especially when the operating points were in negative slope of the 
long term voltage-susceptance curve. 

This study is a typical example of a static analysis for a dynamic subject. One of its 

outstanding contributions is to prove feasibility that SVCs can have a voltage stable 

operation on a negative slope of the long term voltage-susceptance characteristics. 
Practically, this means transmission capability may be improved by utilising the 

SVCs in a power system. 

2.2.2 Dynamic Methods 

In a power system, the voltage stability problem is often regarded as a "slow dynamic 

issue"', and some dynamic analyses have been previously used to study this problem. 

2.2.2.1 The eigenvalue analysis method 

Based on the small disturbance principle, the eigenvalue analysis similar to the one 

for the power system machine stability was applied for the dynamic analysis of 

voltage stability in reference [31,32,33,34]. The model used in these studies 

consisted of a set of differential equations for synchronous generators or motors, and 

a set of algebraic equations for machine excitations and power network as: 

i= f(x, 

Yxý Y) 

(2.2.2-1) 

(2.2.2-2) 

Where, x represents the state variables of machines and excitation systems, y 

represents the stator currents of machines, power injections and voltages at all buses. 

By linearisation and direct substitution, an equation in the forinat shown in 2.2.2-3 

can be derived from the equation (2.2.2-1) and (2.2.2-2): 

dAx 
= (A - BD-'C)Ax = XAx 

dt 

Where, A, B, C and D are system metrics. 

(2.2.2-3) 
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From this equation, it can be found that the static bifurcation occurred when det [D] 

= 0. By assuming that det[D] #0 and D-1 exists, the dynamic properties of voltage 

stability can be examined by monitoring the eigenvalues of X 

Rajagopalan, et al., discussed the basic methodology of the eigenvalue analysis 

method for the study of voltage stability in reference [3 1 ]. Sekine et al in reference 
[32] extended this method by including the induction motor with system load. Lee 

and Lee in reference [33,34] presented a comprehensive eigenvalue method for the 

voltage stability analysis. In reference [33], the dynamic mechanism of voltage 

collapse phenomenon was investigated from the physical point of view. By including 

the synchronous motor as a system load, it was observed that a voltage drop caused 
by interaction between machines and the system network could lead to voltage 

collapse. Study in reference [34] further developed the method by taking into account 

the synchronous machine excitations, transformer tap changers, shunting capacitors 

as well as the power system stabilisers. To enhance voltage dynamic stability, an 

optimisation algorithm for deten-nining the control parameters was also proposed in 

this study. 

It has been seen that the eigenvalue method is a powerful tool for examining the 

dynamic properties of voltage stability. It is also interesting to note that this method 

can also be used to study the static voltage stability around an equilibrium point. 

2.2.2.2 The dynamic simulation method 

The voltage stability study by dynamic simulation was discussed in references [5,35, 

36]. The basic procedure of this method is to numerically solve the dynamic model 

for voltage stability for a given period of time under certain system conditions. As 

voltage stability problem is normally a "slow dynamic event", the typical simulation 

period is the scale of several minuets. 

Kundar in reference [5] described the details of a dynamic simulation method for 

voltage stability analysis. This study was based on an II bus power system, and the 

loss of a transmission line was used as the disturbance. The generator over-excitation 

limits, transformer tap changers and load characteristics were included in the 
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simulation model. Deuse et al. in reference [36] presented a similar study using the 
dynamic simulation program "EUROSTAG". To demonstrate the capability of the 

dynamic simulations, three study cases were given. The first case showed the basics 

of voltage instability by using a model containing an infinite bus feeding to a reactive 
load through a purely reactive line. The second case used a two bus system to 

illustrate the system operation on the lower part of the PV curve, and the effect of 
load characteristics and SVC were also examined in this case. The third one showed 

the influence of automatic transformer tap changers on voltage stability. 

Another voltage stability study by the dynamic simulation was carried out by Lachs 

et al in reference [37]. The simulation was performed following a disturbance of 

losing five lines simultaneously in a 92 bus system. This study covered the cases both 

with and without countermeasures for voltage collapse. It was found that an under- 

voltage load shedding scheme could be more efficient than expected for maintaining 

the voltage stability in a power system. 

In comparison with the load flow simulation, the dynamic simulation methods 

provide more comprehensive and detailed understanding of the voltage stability 

problem. It is especially useful for a post fault analysis following a severe disturbance 

such as transmission line tripping, or sudden generation loss. Two drawbacks of 

those methods are the high stiffness of the differential equations due to long term 

dynamic simulation, and time-consuming numerical computation. The implicit 

integration methods were recommended in reference [5] to cope with the high 

stiffness problem. Reference [35] suggested that the computation efficiency could be 

improved by automatically adjusting the integration time step with solution 

progressing and fast transient decaying. 

2.2.2.3 The impact of the Automatic Tap-changer Control (ATCQ 

The impact of the ATCC on voltage stability was investigated in reference [38,39]. 

The small disturbance method (the eigenvalue analysis) was used in those studies. 

Liu in reference [37] examined the voltage collapse phenomenon caused by the 

operation of the ATCC. This study was based on a simple power system with an 
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ATCC on the transformer between the source (generator) bus and a load bus. The 
dynamics of this ATCC were modelled by 

dn I 
dt T0 

V) 

Where, 

n is the transformer turn ratio related to a tap position, 
VO, V are the target voltage and the controlled voltage respectively. 
T is time constant. 

By solving the equation dn/dt =0 with load flow equations, two equilibrium points 
(ni, n2where nl>n2 ) were obtained. By using the eigenvalue analysis, it was found 

that the equilibrium point n2 is asymptotically stable, and nj is unstable. Thus, the 

stability region was established as 

D=ln: n<n, l. 

Liu and UV in reference [39] extended the study into a power system which has M 

transfonners with ATCC. It was proved that there exist as many as 2m classes of 

equilibriums, only one class could contain a stable equilibrium; in the class with the 

stable equilibrium, there exists a smallest equilibrium, which representing the worst 

case of the voltage stability. The Non-singular Jacobian matrix was used as a 

criterion to assess the stability of the smallest equilibrium. A method was also 

proposed for determining the stability region around the smallest equilibrium in the 

form of hyperboxes union. 

The studies in reference [38,39] mathematically modelled the dynamic impact of the 

ATCC on voltage stability. It theoretically revealed the mechanism of the voltage 

collapse phenomena caused by the operation of the ATCC. 

2.2.2.4 The impact of the static load characteristic 

Vournas and Krassass used a dynamic approach in reference [28] to investigate the 

impact of the static load characteristic on voltage stability. The excitation field 

dynamics of synchronous machines were taken into account in this study. The 

dependence of real and reactive load on voltage were modelled as 
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Those equations were linearised and incorporated into the admittance matrix of 
power system model. 

A single machine power system was firstly examined by using the Heffron-Phillips 

generator model described in reference [29]. In this model, the coefficient K3was 

derived to reflect the voltage stability of a power system. This study showed that K3 

was positive for the constant impedance loads, indicating that the system was voltage 

stable under all operation conditions; K3might become negative for the constant 

power loads, which suggesting that the system voltage controllability limit could be 

fairly close to the nominal voltage level. The voltage stability region as a function of 
the voltage dependent load was formularised in this study. It covered the cases both 

with and without the automatic voltage regulation. 

This study was then extended to a multi-machine power system, and a set of 

approximate voltage stability criteria were developed. By using the extended 
linearisation coefficient matrices, voltage stability could be estimated through the 

eigenvalue analysis of a reduced dimension matrices. This significantly speeded up 

the voltage stability analysis for a large power system. 

A 
Apart from the extensive study of the impact of the static load characteristic on 

voltage stability, this study also provided a feasible means to predict voltage collapse 

by analysing the load characteristics in a power system. 
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2.2.3 Remarks 

Both static and dynamic methods have been used for voltage stability study. The 

examination of voltage stability mechanism and prediction of voltage collapse were 

two focal points. The impact of the ATCC, SVCs, and the load static characteristics 

were also popular subjects in this study area. There was very little research published 

in terms of control or prevention of voltage collapse. 

The static methods are normally used to examine viability of a steady operation state 

(voltage stability) specified by certain operation conditions in a power system. 

System parameters or variables are assumed to be time invariant in these methods. It 

has been seen that static methods are particularly good at examining a wide range of 

system conditions. The load flow analysis is a major tool for those methods. 

One common problem with the static methods is the non-convergence of the load 

flow calculation in the vicinity of voltage collapse. Although some methods were 

proposed to overcome this problem, they were usually a "trade-off' with either the 

speed or accuracy of the decision-making. 

The dynamic methods tend to be used to explore why or how a steady operation state 

(equilibrium point) is reached. As the dynamic methods provide comprehensive and 

detailed insight to the problem, they are particularly useful for the mechanism study 

or special case analysis of voltage stability problems. The model for the dynamic 

methods normally consists of a set of differential equations for system dynamics and 

a set of algebraic equations for power network. 

The major drawback of the dynamic methods is the time-consuming numerical 

computation. In addition, those methods do not always conceptually distinguish 

between voltage stability and power system angular stability, which may cause some 

confusion under certain circumstances. 

Many proposed methods are able to accurately predict voltage collapse. Most of them 

rely on algorithm based numerical computation, their decision-making speed tends to 

be unbearably slow, hence unsuitable for on-line applications. 
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2.3 SECONDARY VOLTAGE CONTROL 

In this section, the previous literature on secondary voltage control will be reviewed 
under four headings: the impact of secondary voltage control on voltage stability, the 

control principle, control system designs as well as control system analyses. 

2.3.1 The impact of secondary voltage control on voltage stability 

Idea of secondary voltage control is to decentralise a power system into several 

regions based on electrical decoupling, and maintain a desired voltage profile through 

controlling the voltage profile for each region independently by a secondary voltage 

control system (Regional Voltage Regulator-RVR) using the regional reactive 

generation. In reference [7,8,41], the impact of secondary voltage control schemes 

on voltage stability was investigated. It was proven that a secondary voltage control 

scheme is not only able to maintain a desired voltage profile, but also improves 

voltage stability in a power system. 

In reference [7,41 ], the following points were concluded as to why secondary voltage 

control schemes improve voltage stability. Firstly a secondary voltage control scheme 

automatically maintains voltage profile of a power system at a desired level. 

Secondly a secondary voltage control scheme moves the voltage control points from 

generator terminal busbars to some strategically selected busbars called "pilot buses", 

so that the constant voltage points are closer to load centre. Most importantly 

secondary voltage control systems co-ordinately utilise reactive generation resources 

in a power system. 

A detailed study about this impact was described by Popovic in reference [7]. This 

study examined the change of voltage stability margin by a secondary voltage control 

scheme in a power system. The voltage stability margin in fonn of "the critical 

regimes" was determined by finding the critical system load level. At this critical 

load level, it was observed that one complex-conjugate eigenvalue pair of the 

lineansed system matrix becomes purely imaginary. Both the analysis and simulation 

results showed that with the secondary voltage control scheme, the voltage stability 

margin was increased in comparison with the situation where only primary voltage 
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control (AVR) was used. It was also shown that the secondary voltage control 

scheme enhanced the loading capability for the power system 

In this study, the local voltage stability in the neighbourhood of "the critical point" 

was also examined using the Hopf bifurcation method. The study concluded that 

although a secondary voltage control scheme might not be able to stop an already 

started voltage collapse, it would extend its transition time, which will allow more 

time for control engineers in the control centre to take some actions. 

An "emergency assist control mode" was proposed in this study for the secondary 

voltage control scheme. When voltage instability is predicted, this emergency control 

mode will be switched on, and the control scheme will use the most influential 

reactive generation to control the voltage at the jeopardised critical buses. The 

numerical simulations in this study demonstrated that this emergency mode was 

particularly beneficial for dumping already initiated voltage oscillations. 

Aiming at improving the ability to prevent voltage collapse, a real-time voltage 

stability index was introduced into the secondary voltage control scheme by 

Arcidiacono, et al in reference [8]. This index was given as: 

Ij (t) = qj (t) +p 
aq j (t) 

Cq(t) 

Where, 

qj(t) is the percentage of reactive generation with respect to its limit in region 

Ij(t) satisfies 0:! ý Ij (t) <1. 

This index was designed to avoid the saturation of secondary voltage regulator. 

When the index indicated that the reactive generation was close to or has reached its 

limit, the shunting capacitors or on-load transformer tap-changer would be used to 

support the voltage. In this way, the local generator units would be automatically 

discharged, consequently the control margins and voltage stability margins would be 

enhanced. 
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The previous studies clearly show that secondary voltage control scheme has 
beneficial impacts on voltage stability. It improves the voltage stability margin, and 
increases the transitional period of an already initiated voltage collapse in a power 
system. 

2.3.2 The Control Principle 

The principle of a secondary voltage control scheme is to decentralise a power 

system into several "voltage independent" regions based on electrical decoupling, 

and control the voltage profile in each region independently using the Secondary 

Voltage Controller, otherwise known as the Regional Voltage Regulator (RVR). 

The RVR controls the voltage profile of a region by maintaining the voltage at pilot 

buses through regulating the reactive generation of the regional control power plants. 

In a power system, the pilot buses are such buses in a region that if their voltages are 

maintained at pre-defined values (references), the voltage at other buses in the region 

will stay within certain limits. The control power plants are the power plants, of 

which reactive outputs have stronger influences on the voltage at the pilot buses than 

other power plants in a region. The control power plants in one region are supposed 

to have limited influences on the voltage at the pilot buses in other regions. 

Clearly the selection of the pilot buses and control power plants is the key task for the 

decentralisation of a power system. Some research work on this subject was 

presented in reference [7,41,42,44,45,46]. Two typical methods using the 

sensitivity analysis and the optimisation modelling will be reviewed in this section. 

2.3.2.1 The sensitivity method 

A sensitivity method for selecting the pilot buses and control power plants was 

proposed by Arcidiacono et al in reference [42]. This method was based on the 

dependence analysis between bus voltages and reactive loads in a power system. 

From the load flow equations and a simple voltage control law 

AQG = A(AVR- AV) (2.3.2-1) 
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the following equations were derived: 

AV=SAQG+SAQL (2.3.2-2) 

AV = SAAVR + SAQL (2.3.2-3) 

Where, 

AQLwere the variation vector of reactive load at all the buses, 

AV and AVR are the variation vector of the voltage at normal buses and reference 

voltage at pilot buses respectively, 

diagl cc iI, Ae R"' ,ai=0 
for non-generator buses, 

and S are the sensitivity matrixes. 

1. Selection of Pilot Buses 

The sensitivity matrix 9 represents the dependence of the voltage variation from the 

reactive load variation at all the buses in a power network. 

Using the matrix 9, a procedure was developed for selecting the pilot buses within a 

whole network as: 

Step 1: Selecting a pilot bus i by finding the smallest diagonal element 

Sii = minj Sii, S(i+, )(i+, ) 
S(i+n)(i+n) 

Step 2: Remove the buses which have coupling coefficients with pilot bus i greater 

than a 

pre-set value i. e. (9ji / _Sjj) > EP ý 

Step 3: Repeat step (1) and (2) for the remaining buses in 9, until the all the elements 

of matrix 9 have been processed. 

In the end of the above process, a group of remained buses in the matrix will be the 

pilot buses. 
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2. Selection of Control Power Plant 

Based on the sensitivity matrix S and the selected pilot buses, a procedure for 

selecting the control power plants was developed as: 

Stepl: rearrange a new sub-matrix Sp from S, which columns corresponding to the 

power plants, and rows corresponding to the pilot buses; 

Step2: for each pilot bus, identify the power plants that have higher sensitivity 

coefficients to the pilot bus than other pilot buses. 

Step3: among the identified power plants, those reactive generation capacities are 

greater than a pre-set limit are selected as the control power plants for each 

pilot bus. 

Both the load disturbance and the voltage interactions between different pilot buses 

were taken into account in the selection procedures for the pilot buses and control 

power plants. This will help to prevent the dynamic interaction between secondary 

voltage controls in different regions. As this method uses the sensitivity analysis, the 

heavy numerical computation is avoided. 

2.3.2.2 The optimisation method 

An optimisation method for selection of the pilot buses and control power plants was 

proposed by Popovic in reference [7]. Targeting on the minimisation of a quadratic 

index of expected value of voltage deviation throughout all load buses in a power 

system, the problem was forinularised as: 

T 
MinE I AVLQx AVL I 
(P) 

Subject to 

AVp =P AVL 

AVL = PMAQL + PBAVG 

AVG =-K AQp 

Where, 

E f. I is the expectation operator, 
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AVp and AVL are the voltage deviation vectors at pilot buses and load bus 

respectively, 

AQL is the reactive load disturbance, 

AQx is a diagonal weighting matrix, 

K is the control law matrix for secondary voltage controller, 
M and B are the sensitivity matrices from the Jacobian matrix of the load flow 

equations, 

P is the pilot bus selection matrix, Pij=l if bus J is the i-th pilot bus, 0 otherwise. 

By solving this optimisation problem, a set of optimal pilot buses could be obtained 
for a power system. 

The selection of the control power plants was also proposed in this study. It was also 
based on sensitivity analysis, and involving a two-stage process: 

STAGE 1: 

Select pilot buses with all power plants in control mode, 

Calculate and normalise the sensitivity matrix between AVp and AQG,, 

A power plant is selected as a control one if its participation factor (AVp/AQG) 

is greater than pre-defined threshold a, 

(iv) Select pilot buses with new set of power plants. 

STAGE 2: 

Consider the maximum VAR demand in the power system by simulation, 

Modify the threshold a and select a new set of control power plants, 

Select a new set of pilot buses based on the new set of control power plants. 

This two-stage joint selection procedure ensures that the selected pilot buses will be 

supported from the most efficient power plants for their voltage control. In the 

meantime, the selected control power plants will also have sufficient reactive 

capacity to maintain a desired voltage at the selected pilot buses. Due to the adoption 

of the optimisation formulation, the pilot buses selected by this method will be the 

optimal with respect to the voltage deviations caused by the random load disturbance. 
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However, the pilot buses are supposed to be those that have strong Influences on the 

voltage at load buses in the same region and limited influences on the voltage at the 
load buses in other regions. This was not transparent in this optimal selection 

method. 

2.3.3 Control System Designs 

A secondary voltage control system normally involves three level regulations. These 

are the Regional Voltage Regulation (RVR), Power Plant Reactive Power Regulation 

(PQR), and Generator Automatic Voltage Regulation (AVR). As AVRs are normally 

built in with the generator units, only RVRs and PQRs are the main issues in the 

design of a secondary voltage control system. 

The RVR is the outer loop of this multi-level control structure. Its direct objective is 

to maintain the desired voltage levels at the regional pilot buses. Co-ordination of the 

regional reactive power generation is integrated into this objective. The PQRs 

provide the inner loop controls to achieve the demanded reactive generation for 

controlling the pilot bus voltages. A PQR targets on either the reactive generation or 

the HV busbar voltage, or a combination of these two at a control power plant. This 

inner control loop also ensures that the demanded reactive generation is evenly 

distributed among the generators within the control power plant. Some Secondary 

Voltage Control systems were designed to directly interface with the AVRs without 

the PQR. 

Both classical control and optimal control designs have been proposed for secondary 

voltage control. Some of these proposals will be reviewed in this section. 

2.3.3.1 The classical control design 

Arcidiacono proposed a classical control design for the RVR in reference [8,42,43]. 

For a power network, the linearised relationship between the pilot bus voltages and 

the reactive generation of the generators was given by: 

AVp = SQAQG = SQDlagf Qjim I Aq (2.3.3-1) 

Where, 
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S is a block diagonal matrix, each of the blocks is diagonal dominant and represents Q 

a region, 

AQG and Aq represent the reactive generation variations at the control power plants 
and the generators respectively. 

By using the following control law, a pure Integral control was applied to the RVR: 

AQG : --:: (SQ)-l R(r) (AVPr 
ef - AVp) (2.3.3-2) 

Aq = (SQDiagýQjim I)-' R(r) (AVPr 
ef - AVp) (2.3.3-3) 

Where, 

R(r) is a diagonal matrix, 
(AVpref- AVp ) represents the voltage variations at the pilot buses. 

In this design, the Aq(desired) = Aq(obtained) was assumed because the reactive 

power loops at PQR level are normally much faster than the pilot buses voltage loop, 

and they are also dynamically decoupled due to the PQR control law. R(, ) is a strictly 

diagonal matrix and can be subdivided into r blocks corresponding to the r regions. It 

showed that the decoupled loops could be obtained by decentralised regional 

controllers, each of them corresponding to a block of matrix SQ* 

A PI control law was also suggested in the reference [8] for each regional voltage 

control loop. The PI law was the standard textbook decoupled forin. But the details 

of control design were not presented. 

In fact that the proportional parameter KP and integral parameter K, of the PI control 

are very important for time domain performance and transient shape specifications in 

the outer loop of RVR. In particular, KP is needed to take into account the AVpj(t) 

kicks in face of network perturbations. It would be useful to investigate the closed 

loop performance of this design such as reference tracking, disturbance rejection, 

integral windup, proportional kick as well as robustness to model mismatch. 
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Florez et al in reference [47] further developed the above RVR design by introducing 

the robust multi-variable PI controller. The general structure of the RVR was 

retained, and the controller had the following equations: 
&I (t) = Vz (t) 

- Vr (t) 

QG(t) = -Kp(t)V, (t) + KI(t)er(t) 

Where, 

V, (t) is the voltage reference given from the tertiary control, 
V, (t) is the vector of the pilot bus voltage, 

QG(t) is the vector of regional reactive powers to be generated (one element/region), 
KP(t) and KI(t) are the proportional and integral matrix coefficients. 

The block diagram for this design was given as shown in Figure 2.3.3 - 1. 

v 
r 11(t) 

(t) 

Figure 2.3.3-1 Robust Multi-variable PI Controller 

The notable advantage of this design is that KP does not operate on the error 

signal -6, (t) = V, (t) - Vý (t), this will protect QG(t) against proportional kick coming 

from V, (t). 

2.3.3.2 The optimal control design 

Based on the Infinite Time Optimal Control, an optimal Regional Voltage Regulator 

was presented by Gomez et al in reference [48,49]. Both centralised and 

decentralised versions of a state-space derivation were given in this study. The 

system equation was described as 

yk, l = yk +[EB+D]'ýýUk+EMAqk 
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Where, 

yk is the vector of output variables comprising pilot bus voltage magnitudes and 

reactive power output, 

Auk is the vector of voltage variations at control power plants, 

Aqk 'Sthe vector of disturbance variables being reactive load changes at load buses, 

E5 B, D, M are the matrices derived from the power system sensitivity equations. 

The cost function was formularised as 

YC)TQY AU)TQU EI y, ) + (Auk+I 11 [(Yk (Yk (AUk+I - AU- 
k=O 

Where yc is the commanded output and the solution procedure of Mita (1985) is 

followed. 

The major difficulty with this formulation is that the cost function involves an 

expectation operator presumably reflecting a stochastic description for Aqk; and the 

solution procedure of Mita has all the hallmarks of being a deterministic optimal 

control solution procedure. Thus, the solution procedures and the cost functions are 

incompatible in the same paper. The complete structure of the problem formulation 

and the correct solution procedure lead to some fairly complicated solutions 

depending on whether an observation equation is utilised. 

Based on the Single Stage Optimisation Method, the use of the "one-step at a time" 

optimisation procedures for the RVR design problem was first described by Paul et al 

in reference [50]. Sancha et al in reference [44,52] has also used the technique in a 

modified form where the main difference between the approaches being the reactive 

power generation management. Paul et al in reference [50] modelled the power 

system as: 

AVP CvAU 

AVps CvsAU 

AQ= CqAU 

Where, 
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AV 
P 

is the vector of pilot bus voltages, 

AVps is the vector of voltages at critical points, 

AQ is the vector of change in reactive power produced by generators, 
AU is the vector of change in voltage set-points of generator regulators (AVRs), 
Cv, Cvs5, Cq are Jacobian matrices correspond to a given control region. 

The Cost Function was then proposed as: 

J= jja(V, 
ý - Vp (k)) - CAU(k)f +q. 

(Iloc(Q 
- Q(k)) -C AU(k) 

2 
ref q 

11 

+h1loVref - U(k)) - AU(k)112 
) 

Subject to 

min ax Vý, :! ýV, (k)+Cv, AU(k)<Vpms p 

aij[Qj(k) + CqJAUi (k)] + bijAUj (k) :! ý cij for all i, j 

JAU(k)j:! ý AUmax 

Where, 

Vc, Qrefý U,, f are set-point values, 

oc, q, and h are cost weighting parameters, 

C, Cvs andCqare sensitivity matrices, 

VPS nun XPS max 
are voltage limits at the critical points. 

The constraint aij[Qj(k)+ CqjAUj (k)] + bijAUj (k) :! ý cij represents generator operating 

domains 0=1 
.., n), and AUmax represents a limit placed on the change in the control 

signal which may be applied in one time step. The procedure was to solve this 

constrained Quadratic Programming problem for AU(k) and then implement an 

update of the power plant voltage regulator reference as: 

U(k+1) = U(k) +AU(k) 

The single stage optimisation approach proposed by Sancha et in reference [44,52] 

further developed the above design by introducing the reactive power generation 

management. This method is also able to implement the different operation schemes 
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such as RVR operating on AVR references, RVR operating on PQR references, and 
RVR operating on both the PQRs and the AVRs. 

A typical forniulation was given as follows: 

Min J=fllotAvp(k)-SvvAvgref(k) 2+q. 110CAq 
g 

(k) -S qvAvgref(k)112 Avgref d(k) 

112 

2 

Subject to 

Vg min :! ý V9 (k) + Avgref (k) < Vg max 

qg j. !: -ý qg (k) + S9 Av qv gref (k) :! ý qg max 

Avgref (k) :! ý IlAvg 
max 

11 

Vc (k) + Sc Av c min cv gref (k) < Vc max 

max 
qmin, 

lz 

- refi 
< rl < Min 

ý 
q- qrefi maxi g 

miz 
for all i in zone, z 

Where, 

vp(k) and vg,, Xk) are the vectors of the pilot bus voltages and the control power plant 

references at time instant k (AVR set-point), 

qgi is the reactive generation of the control power plant 1. 

Svv andSqvare the sensitivity matrices. 

A management scheme of reactive generation was proposed in this algorithm to co- 

ordinate the reactive output of the control power pants in a decentralised region. This 

scheme was introduced by the displacement variable d(k) as 

qgref (k) = qref + Md(k) 
9 

Where, 
ref - qg is the vector of the fixed reactive generation references for the control power 

plants, qgreXk) and qg(k) are the reactive power generation reference and actual value 

at time instant k, 

M is the matrix specifies the slope of the working line for each generator. 
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The above equation is the linear relationship for the desired evolution of reactive 
power in each zone. To manage the evolution of reactive power, the derivation below 

would be minimised: 

Aqg(k) =: q greXk) - qg(k). 

This expands as, 

Aqg(k) =q 
ref + Md(k) -qg (k) 9 

This single-stage cost function would be over a finite horizon from time k up to 
maxIN12, N22, N32 I and involve the future behaviour of the system. It is then very 

important to consider the control principle being used. Implement the current control 

at time t=k, and re-performing the optimisation at time t=k+1 leads to a receding 
horizon optimal control law. However in the algorithm by Sancha, this is not always 

clearly indicated. Furthen-nore it can be proved (Zhang et al in reference [51]) that,, 

this control design will result in an incomplete controllability of the secondary 

voltage control system. 

2.3.4 Control System Analyses 

The purpose of control system analysis is to assess the functionality of a control 

system by a certain control design. Stability analysis is a major content for this 

analysis. As secondary control systems have a hierarchical structure, the integration 

analysis between different level of controls is also very important for the analysis. 

The stability analysis of a control system normally includes the study of the closed 

loop stability and the closed loop performance. The closed loop stability covers the 

Steady State Stability and Robust Stability. For the study of the steady-state stability, 

a small change model around an operating point is used to test that all modes in the 

closed loop systems are asymptotically stable. For the robust stability analysis, model 

perturbations or representations of model uncertainty are used to test that the closed 

loop system remains asymptotically stable. 
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The closed loop performance is about the time domain behaviour of a closed loop 

control system. It includes Reference Tracking, Disturbance Rejection as well as 
Robust Perfon-nance. 

The integration analysis of a secondary voltage control system is mainly concerned 

with the integration between PQR and RVR through a certain integration signal. As 

the integration problem will directly affect the success of a secondary voltage control, 

this analysis is essential for a control design. 

Through the literature review in this section, it has been found that the previous 

publication does not contain any material concerning the control system analysis of 

secondary voltage control systems. This will be one of the major objectives to be 

achieved in this thesis. 
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2.3.5 Remarks 

The previous literature concerning secondary voltage control in power systems has 

been reviewed in this section. The review covered the subjects of the Impact of 

secondary voltage control schemes on voltage stability, the control principle, control 

system designs and control system analyses. 

The previous studies have proven that a secondary voltage control scheme has a 
beneficial impact on voltage stability. It not only improves the voltage stability 

margin in a power system, but also prolongs the transient procedure for an already 

initiated voltage collapse. 

The pilot bus control is the basic principle for a secondary voltage control scheme. A 

number of methods have been proposed for decentralisation of a power system and 

selection of the pilot buses/control power plants. The typical ones include the 

sensitivity method and the optimisation method. It has been noticed that the issues 

concerning the theoretical justification and formulansation of the control principle 

were missing in the previous literature. 

As to the control system design, both classic control and optimal control designs 

have been used for secondary voltage control as some industrial trials by some 

European utilities. Despite some novel ideas and successful pioneer work, a 

systematic study is urgently needed in the area of system design and analysis before 

such a system can be applied to a real power system. 

It has also been noted that the previous literature contains very little material about 

the stability analysis and integration analysis of secondary voltage control systems. 
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2.4 CONCLUSIONS 

The previous literature in the area of voltage stability analysis and control has been 

reviewed in this chapter. The review was divided into two main sections: Voltage 
Stability analysis and secondary Voltage Control. The logic link between these two 

subjects is the fact that secondary voltage control has been recognised as a major 
countermeasure to voltage collapse. 

For voltage stability analysis, it was found that the previous research mainly focused 

on the mechanism study and prediction of voltage collapse. The impact on voltage 
stability from some voltage control devices (e. g. the ATCCs and SVCs) and load 

static characteristics in a power system has also been an active research area. 

Typical methods previously used for voltage stability analysis include static methods 

and dynamic methods. Generally-speaking a static method is good at examining the 

viability of a steady operation state specified by a wide range of system conditions in 

a power system; while the dynamic methods have a strong advantage in exploring 

whether and how a steady operation state (equilibrium points) is reached. 

Many methods have been developed for accurately predicting voltage collapse. Most 

of them rely on algorithm based numerical computations which often require human 

intervention, hence the decision-making speed of those methods tends to be rather 

slow. 

It has been noted that apart from secondary voltage control schemes, there was very 
little published work concerning the control or prevention of voltage collapse. 

The previous study has proven that secondary voltage control is not only able to 

maintain a desired voltage profile, but also improve voltage stability and prolong the 

transient procedure of an already started voltage collapse in a power system. 

Both classic control and optimal control design have been applied for secondary 

voltage control as industrial trials by some European utilities. However, there is an 

urgent need for a systematic study in the design and analysis of such control systems 

before they can be used to a real power system. The theoretical analyses for the 
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closed loop stability and performance of such a multi-level control system is the 

particular area requiring significant ftirther development. 
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CHAPTER 3 FUNDAMENTALS OF VOLTAGE STABILITY 

3.1 INTRODUCTION 

This chapter deals with the fundamental aspects of voltage stability problems. Two 
issues are particularly concerned in this chapter. These are the basic characteristics 
and the detennining factors of voltage stability. The objective of this chapter is to 

establish a theoretical foundation for the rest of research in this thesis. 

To examine the basic characteristics of voltage stability, the study will be starting 
from a two bus simple system, and extended to a multi-bus general power system. 
The V-P and V-Q curves will be used to explore the typical trajectory of voltage 

collapse incorporating the power system major non-linearity and dynamics. 

The voltage stability determining factors of (VSDF) will be identified and defined in 

his chapter. These VSDFs include the Load Pattern (L), the Load Distribution Pattern 

(LD), The Generation Pattern (G) and The Generation Participation Pattern (GP). 

The case study on the EEEE 30 bus system will be presented to illustrate the impact 

of these VSDFs on voltage stability. 

Some important properties of the VSDFs will also be discussed in this chapter. The 

property that the VSDFs uniquely determine the voltage stability of a power system 

will be generalised into a hypothesis, and the theoretical validation will be given for 

the hypothesis. Other properties revealed in this study include the pattem class 

feature of the VSDFs and the similarity of voltage stability when the VSDFs are in 

the same pattern classes. All those study will be backed up by the simulations on the 

IEEE 30 bus power system. 
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3.2 VOLTAGE STABILITY CHARACTERISTICS 

In this section, some basic concepts and characteristics related to voltage stabili in a ty 
power system will be discussed. The discussion will be starting from a two-bus 

power system, and then extended to a multi-bus power system. The V-P and V-Q 

curves will be used to present the relationship between voltage/power at load buses. 
By including the system major non-linearity and dynamics such as the generators 
reaching the reactive generation limits, a typical trajectory of voltage collapse will be 

plotted. 

3.2.1 A Two Bus Power System 

3.2.1.1 The V-P and V-Q curves 
A simple power system consisting of one source bus and one load bus is shown by 

Figure 3.2.1-1. In the steady state, the relationship between the voltage and the power 

received at the load bus can be expressed as: 

ýy2 
L L PL = COS«X + 0) -- cos(0) ZT ZT 

VSVL 

QL = -sin(a + 0) - 
vý 

sin(0) (3.2.1-2) 
ZT ZT 

where, 
PL andQLare the active and reactive power received at the load bus, 

VsZO and VLZ(x are the voltages at the source bus and the load bus respectively, 

ZT"'O is the impedance of the transmission line between the source bus and the load 

bus. 

vs/0 ZT/O VLZ(X 

PL+ I QL 

Figure 3.2.1-1 A two bus power system 
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Based on the equation (3-2.1-1), the V-P curve can be portrayed to show the voltage 
magnitude vs. the active power received at the load bus. Figure (3.2.1-2) displays a 
group of the V-P curves with different values of Vs. Similarly a group of the V-Q 
Curves can be obtained to present the voltage magnitude (simplified as voltage 
hereafter) vs. the reactive power received at the load bus based on equation (3.2.1-2). 
The V-Q curves will have similar shape to the V-P curves. 

Generally the load characteristics can be assumed to have a non-linear relationship 
with the voltage a load bus, thus another curve (load curve) showing the relationship 
between the voltage and load can be plotted on to the PV curves. 

N 

nt 

PL 

Figure 3.2.1-2 The V-P Curves at the load bus 

3.2.1.2 Basic properties of voltage stability at the load bus 

By using Figure 3.2.1 - 1, some basic properties of voltage stability can be examined. 

1. Voltage stability 

In Figure 3.2.1-2, there are two crossing points between the load curve and a VP 

curve. These two points represent the possible operation points for a given source 

voltage and a load. For the point on the upper portion of the PV curve, if there is a 

small disturbance to increase (decrease) the load, the operating point will move to the 

right (left) along the VP curve, and the voltage at the load bus will go down (up). By 
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following the load curve it can be seen that the voltage drop (rise) will result in load 
decrease (increase) which will bring the system back to the original point. Therefore, 
the voltage is stable when the system operating on the upper portion of the VP curve. 
By using the same analysis, it is easy to know that the voltage will become unstable 
when the system operating on the lower portion of the VP curve. 

It can also be seen that on the upper portion of the VP curves, the voltage at the load 
bus can be raised (lowered) by decreasing (increasing) the load or increasing 

(decreasing) the source voltage. Hence, the voltage is controllable when the system is 

operating on the upper portion of the VP curves. 

It is not difficult to find out that the voltage becomes uncontrollable by changing the 
load or the source voltage when the system is operating on the lower portion of a VP 

curve. 

2. The critical state of voltage stability 

From Figure 3.2.1-2, it has been seen that the voltage stability on the upper portion of 

a VP or VQ curve has an opposite property to the one on the lower portion. The 

"knee point" dividing a VP or VQ curve into an upper and a lower portion is called 
'bifurcation point' or 'critical point'. Under heavy loaded conditions, the two 

possible operating points on a given VP or VQ curve may both be very close to the 

critical point. With some disturbance, the system operating on the upper portion 

could easily move cross the critical point to the lower portion of the curve. Therefore, 

this critical point is where voltage collapse starts. The system state corresponding to 

this critical point is called 'critical state', and the load level at this critical state is 

"the maximum power" which can be transmitted from the source bus to the load bus. 

The voltage at the critical state is called 'the critical voltage'. 
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3. The necessary conditions for Voltage collapse 

By perfonning the partial derivative with the equation (3.2.1 - 1) and (3.2.1-2), 

aplav = 0, aQlav =0 

two different 'critical voltages'Vp . VQ. can be obtained: Cnt Cnt 

Vcpr it- 
VS cos(cc + 0) 

(3.2.1-3) 
2 cos(0) 

vc% - 
VS sin(a + 0) 

2 sin(0) 

The V,, it P and V,, itQ are corresponding to the active and reactive maximum 

transmission power respectively, and non-nally 

Vcrit p# Vcrit Q (3.2.1-5) 

The equation (3.2.1-1) (3.2.1-2) (3.2.1-3) revealed a very important nature about 

voltage stability: it is not necessary for both the real and reactive load to reach 

their theoretical maximum transmission level before voltage collapse starts. The 

voltage at the load bus may become unstable when the load reaches either its 

active or reactive maximum transmission power. 

4. Voltage sensitivity 

From the V-P curves, it can be observed that 

aV/c9P <0 when the load voltage is stable, and 

WlaP >0 when the load voltage is unstable. 

Similarly, from the V-Q curves there are 

aV/c9Q <0 when the load voltage is stable, and 

c9V/c9Q >0 when the load voltage is unstable. 
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By considering the necessary conditions for the voltage collapse discussed above, this 

sensitivity property can be re-stated as: 

When the voltage is stable at the load bus, there are both aVlaP <0 and 

aVlaQ<O; when the system experiencing voltage collapse, at least one of 

aVIR <0 and aV/c9Q <0 will hold. aVlaP =0 or aVlaQ =0 whichever comes 

first will determine the critical point of voltage collapse. 

5. The influence of source voltage and line impedance 

Based on the above discussion, it becomes apparent that voltage stability is linked to 

the maximum transmission power and the critical voltage. From equations (3.2.1-1) 

and (3.2.1-2), it is easy to work out that this maximum transmission power and the 

critical voltage are the functions of the source voltage Vs and the transmission line 

impedance Z,. Thus, another simple but important property is revealed: voltage 

stability is related to the source voltage V, and transmission line impedanceZT. 
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3.2.2 A Multi-bus Power System 

3.2.2.1 Voltage stability trajectory 

1. Equivalency of a multi-bus power system 

By looking into the port between a load bus i and ground, a multi-bus power system 

can be equivalent to a simple system as shown in Figure 3.2.1-1. In the equivalent 
system, line impedance will be the 1-th diagonal element ZjjzPj of the system 

impedance matrix Z. The source voltage VsZO will be the open circuit voltage at bus 

i. The source voltage is a function of all the voltage control devices including 

generators, transformers and reactive compensation plant etc. in the power system. 

Based on this equivalency, the discussions and conclusions for a two bus simple 

system can be extended to the multi-bus general power system 

2. A typical voltage stability trajectory 

From the equivalent system, a set of VP and VQ curves can be plotted in the steady 

state for a load bus in a power system. Each of the curves represents the relationship 
between voltage and power injection at the load bus under a given operation 

condition (equivalent source voltage and line impedance). In reality, the voltage at 
the load bus does not always stay on a fixed VP or VQ curve. With change of load 

and other system conditions, the voltage operating point is constantly moving from 

one curve to another. Its trajectory often involves many non-linearities caused by 

events such as generators reaching operational limits, automatic voltage control 

actions, transformer tap changes or reactive compensation plant switching. The 

system dynamics and non-linearity will be reflected through the source voltage and 
line impedance in the equivalent system. 

A typical trajectory of voltage stability including system dynamics and major non- 

linearities is illustrated in Figure 3.2.2-1. This trajectory shows the system operation 

that induces a critical state X' at load bus i from a given initial state X1 . In this A0 

figure, only VP curve is presented, the VQ curve will have a similar shape and 

features. 
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Figure 3.2.2-1 The typical voltage stability trajectory 

3.2.2.2 Voltage stability characteristics 
1. Basic characteristics 

By using the equivalent system and the typical voltage stability trajectory, some basic 

characteristics of voltage stability in a multiple bus power system can be generalised. 

(i) When voltage is stable at a bus, the sensitivity aVloP and aVlaQ are both 

negative at this bus. This is a sufficient and necessary condition. The default 

power convention in this thesis is that load having a positive value, and 

generation having a negative value. 

(ii) When voltage becomes unstable at a bus, at least one of the sensitivity 

coefficients aVlaP and aVlaQ will becomes positive. This is a necessary 

condition. 

(iii) In steady state, there is a maximum power (active PmAx and reactive QmAx) 

which can be transmitted to a load bus in a power system before its voltage 

becomes unstable. The voltage corresponding to this maximum transmission 

power (PMAXor QmAx) is the critical voltage for the load bus. The system state 
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corresponding to the critical voltage or the maximum transmission power is 
known as the cntical state. 

(iv) The maximum transmission power and the critical voltage are also related to the 

running arrangement and operation settings of a power network. Therefore the 

voltage stability of a power system is affected by those factors. 

Voltage collapse may start from one or several buses in a power system. The 

system voltage is regarded as unstable if any bus voltage becomes unstable in 

the power system. 

(vi) The Jacobian matrix of the load flow equations becomes singular when voltage 

collapse starts in a power system. 

(vii) Alen voltage at a load bus is stable, it can be controlled by voltage control 

facilities such as generator terminal voltages, transformer tap changers or 

reactive compensation plant. Load shredding is an efficient but last resort for 

voltage control. 

(viii) When voltage becomes unstable at a load bus, the normal voltage control 

facilities become be ineffective or even aggravate the situation. 

2. Definition of voltage stability 

Having discussed the basic characteristics of voltage stability, the concept of voltage 

stability can be formally defined as: 

Voltage stability is the capability of a power system to maintain the voltage at 

all the buses to an acceptable level subject to certain disturbances. When the 

system voltage becomes unstable (voltage collapse), the voltage at some or all the 

buses will experience a rapidly and uncontrollable drop. 

From this definition, it is known that voltage stability contains contents of both 

stability and controllability. 
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3. Voltage stability margin 

Voltage stability margin measures how close a power system is from voltage 

collapse. Many methods have been proposed to measure this stability margin in the 

form of a voltage collapse proximity indicator (VCPI), such as the minimum singular 

value method, the load flow feasibility margin method (See chapter 2). Among all the 

proposed methods, the one using power margins as a VCPI is the most direct and 

efficient method. 

The power margins are defined as the difference between the initial load level and the 

maximum transmittable power to a load bus through a power network before voltage 

collapse starts. It can be either for a bus or for a whole power system. The power 

margin can be mathematically defined as: 

(1) Power margins for a bus 

APý = PkAx - Po' 

AQ' =' M QMAX - QIO 

Power margins for a system: 
N 

APm -- PmAx -Po =JAP' 
i 

N 

AQM = QMAX - QO = 1, AQ, 
I 

Where, 
N 

PMAX = IIAP" 
i 11 

N 

Q MAX =I AQMAx 
I 

Po APO' 
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N 

Qo =I AQO 
I 

APý and AQ' are the active and reactive power margins for bus i in aN bus power M 

system, 

and Q0 are the active and reactive power injections of bus i at an initial operation 

state, 
PII ýMx and QMAx are the maximum active and reactive load levels at bus i. 
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3.3 THE VOLTAGE STABILITY DETERMINING FACTORS (VSDFS) 

The voltage stability determining factors (VSDFs) will be identified and defined in 
this section. This will be based on the analysis of load distribution and generation 
participation and their impact on voltage stability in a power system. The simulation 
results on the IEEE 30 bus power system will be presented to numerically 
demonstrate the impacts of these VSDFs. The unique property about the VSDFs will 
be discussed and generalised into a hypothesis, of which the theoretical validation 
will be given at the end of this section. 

3.3.1 The Impact of the Load Distribution and Generation Participation 

The load distribution describes how the demand and its changes are distributed 

among the load buses in a power system. The generation participation shows how 

each power plant contributes to the demand and its changes in the system. 

The impact of load distribution and generation participation on voltage stability can 
be examined by analysing their influences on the power margins in a power system. 

The power margins are defined as the difference between the initial load level and the 

maximum transmittable power to a load bus. Based on the equivalent system model 

in last section, it is known that the maximum transmission power is related to the 

running arrangement (equivalent line impedance) and operation conditions 

(equivalent source voltage, etc) of a power network. From network dispatching point 

of view, the running arrangement of a power network has to be made to satisfy the 

load distribution requirements. And reactive generation participation is controlled by 

regulating the HV voltages of power pl4nts, which have a direct impact on the 

"equivalent source voltage". Therefore, it can be concluded that both of load 

distribution and generation participation will have a significant impact on voltage 

stability. 

In addition, the load distribution and generation participation directly affect the load 

flow distribution in a power system, and inappropriate load flow distribution is one 

of the major causes for voltage collapse. 
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The theoretical validation about the impact of load distribution and generation 
participation on voltage stability will be given in Section 3.4 of this chapter. 

3.3.2 Definitions of the VSDFs 

Based on the above analysis, four Voltage Stability Determining Factors (VSDFs) 

can be identified in a power system. These VSDFs are the load pattern, the load 

distribution pattern, the generation pattern and the generation participation pattern. 
The definitions of the VSDFs are as fellows. 

1. The Load Pattern (L) 

The Load pattern describes the load level at all the buses in a power system at a given 

time or for a given period. It can be written in a vector form as: 

L=[I!, e2 
... 

ei 
... 

I! 
N 

L 
IQ 

LQ2 
... 

L? 
... 

LQN ] 

where, 
I, P and IQ are the real and reactive power injections at bus i, 

N is the total number of buses in the power system. 

2. The Load Distribution Pattern (LD) 

The Load distribution pattern describes how a load increase is distributed among the 

all the buses in a power system at a given time or for a given period. It can be written 

as: 

LD LDIP LDP2 ... LD ip ... LDPN LD IQ LDQ2 ... LDý ... LDQN i 

and 

APiL = LD ip APLttal , 
i= 1,2, 

..., 
L AQ = LDi A i=1,2,..., M Q Ltotal ý 

N 
LDip 

N 
JLDý =1. 
1=1 
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Where, 

LDj P and LDjQ are the real and react've load distributlon coefficlents at bus iý 

Ap iL and AQj' are the real and reactive load increase at bus i. 

APLtotal and AQL,,, t,,, are the total real and reactive load increase for the power system. 

3. The Generation Pattern (G) 

The Generation Pattern describes the generation outputs at all the power plants in a 
power system at a given time or for a given period. It can be written as 

G=[GPI GP2 ... G pi 
... GPNGIý GQ2 ... Gý ... GQN I 

Where, 

Gip and GjQ are the real and reactive outputs of power plant i, 

4. The Generation Participation Pattern (GP) 

Generation participation pattern describes how each power plant participates in a 

generation change demanded by a load changes in a power system at a given time or 

for a given period. It can be written as: 

GP GPjp GP P 
... GPip ... GP P GPjQ GP Q 

... GPý ... GPQ 2N2N 

and 

APi G= GPip (ApLtotal + ApLoss )ý 1=152,..., N 

AQ G= GPP (AQ + AQ L.,, ), i= 1 
12, ..., 

m i 

Pp 

N 
JGPý =1. 
i=l 

Where, 

GPiP and GPjQ are the real and reactive participation coefficients at power plant i, 

Ap iG and AQjG are the real and reactive generation increases at the power plant i, 

APIOss and AQ I, ss are the real and reactive power transmission losses caused by the total 

load increase APLtota, and 'W Ltotal in the power system. 
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3.3.3 Case study 

Some simulation results on FEEE 30 bus system are presented in this section to 

numerically demonstrate the impact of the identified VSDFs on voltage stability. 
Four groups of study cases were set up in this simulation to show the impact of each 
type of the VSDFs. The load flow simulation was used to determine power margins 
for each the study case. The details of the IEEE 30 bus power system are listed in 

Appendix 1, and all the simulation results and configuration information for each 

study case are given in Appendix 3 of this thesis. 

1. The impact of the load pattern 

To demonstrate the impact of the load pattern on voltage stability, two comparison 

cases were included in the simulation for the power margins. These two study cases 

as shown in the Table A3-1 (Case30FOl) and Table A3-2 (Case30FO2) of Appendix 

3, have different load patterns but almost the same other VSDFs and system 

conditions,. The simulation results for this study group are suminarised in the table 

below. 
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BUS 
PM(FOI) P (FF0022) Pý! Max load(FOI) 

- 
PM Di (p. u. ) PM Diff 

AP AQ T APa Q AQa Pmax Qmax sp 60 9p RQ 
1 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/a 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
3 1.49 0.74 1.79 1.04 3.89 1.94 0.3 0 0.301 7.71% 15.46% 
4 4.71 2.23 5.80 3.04 12.31 5.83 1.09 0.81 8.85% 13.89% 
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
7 7.94 3.66 9.80 4.96 20.74 9.56 1.86 1.301 8.97% 13.60% 
8 7.13 2.67 30.131 17.28 18.63 6.97 23-00 14.61 123.46% 209.61% 
9 5.58 3.10 20.901 10.24 14.58 8.10 15.32 7.14 105.08% 88.15% 
10 3.60 1.24 10.821 6.38 9.40 3.24 7.22 5.14 76.81% 158.64% 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
12 6.94 3.41 8.56 4.64 18.14 8.91 1.62 1.23 8.93% 13.80% 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 3.84 2.23 4.69 3.04 10.04 5.83 0.85 0.81 8.47% 13.89% 
15 5.08 3.41 6.35 4.64 13.28 8.91 1.27 1.23 9.56% 13.80% 
16 2.17 1.12 2.62 1.52 5.67 2.92 0.45 0.40 7.94% 13.70% 
17 5.58 3.60 6.90 4.88 14.58 9.40 1.32 1.28_ 9.05% 13.62% 
18 20.34 11.10 3.82 1.52 53.14 29.00 16.52 9.58 31.09% 33.03% 
19 14.26 6.82 3.66 3.28 37.26 17.82 10.60 3.54 28.45% 19.87% 
20 7.56 4.15 2.98 0.98 19.76 10.85 4.58 3.17 23.18% 29.22% 
21 4.65 1.98 5.80 2.72 12.15 5.18 1.15 0.741 9.47% 14.29% 
22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.001 n/a n/a 
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.001 n/a n/a 
24 2.91 2.29 3.59 3.12 7.61 5.99 0.68 0.83 8.94% 13.86% 
25 0.62 0.43 0.83 0.56 1.62 1.13 0.21 0.13 12.96% 11.50% 
26 2.17 1.43 2.62 1.92 5.67 3.73 0.45 0.49 7.94% 13.14% 
27 0.00 0.00 0.00 1 0.00 0.00 0.00 0.00 0.00 n/a n/a 
28 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
29 1.67 1.18 2.07 1.60 4.37 3.08 0.40 0.42 9.15% 13.64% 
30 3.47 1.80 4.28 2.48 9.07 4.70 0.81 0.68 8.93% 14.47% 

Total 111.71 58.59 138.01 179.84 1291.91 153.09 26-30 21.25 9.01% 13.88% 

e , 
I I 1 24.95% 1 35.48% 

NB: PM=Power Margins, E; p= 
I APa-AP I, FQ= I AQa-AQ I, ýtp=E; p/Pmax, ýtQ=sQ/Qmax 

Table 3.3.3-1 The impact of the load pattern on voltage stability 
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It can be seen that between the two study cases, the average differences of power 

margins are ýip = 24.95% and ýiQ =35.48%, the maximum differences are 

ýtp =123.46% and VLQ=209-61%. This clearly shows that different load patterns may 
result in significant difference in voltage stability. 

2. The impact of the load distribution pattern 

Similarly three comparison cases were included in this study group to show the 

impact of the load distribution pattern on voltage stability. Those cases were 

configured to have different load distribution patterns, but almost identical other 

VSDFs and system operation conditions as shown in the Table A3-3 (Case30FOlp), 

Table A3-4 (Case30FO6) and Table A3-5 (Case30FO7p) of Appendix 3. The 

simulation results for this study group are summarised below in Table 3.3.3-2 and 

Table 3.3.3-3. 
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BUS 
PM(FOlp) PM(F06) Maxload(FOlp) PMDi (p. u. ) PM Diff (%) 
AP AQ 

-, 
APa AQa Pmax Qmax sp 60 ýLp [IQ 

1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.001 n/a n/a 
2 0.00 0.001 0.00 0.00 0.00 0.00 0.00 0.001 n/a n/a 
3 3.65 1.82 15.00 9.00 3.89 1.94 11.35 7.18 291.77% 370.10% 
4 11.55 5.47 15.00 9.00 12.31 5.83 3.45 3.53 28.03% 60.55% 
5 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/a 
6 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/ 
7 19.46 8.97 15.001 9.00 20.74 9.56 4.46 0.03 21.50% 0.31% 
8 17.48 6.54 15.00 9.00 18.63 6.97 2.48 2.46 13.31% 35.29% 
9 13.68 7.60 15.00 9.00 14.58 8.10 1.32 1.40 9.05% 17.28% 
10 8.82 3.04 15.001 9.00 9.40 3.24 6.18 5.96 65.74% 183.95% 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
12 17.02 8.36 15.00 9.00 18.14 8.91 2.02 0.64 11.14% 7.18% 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 9.42 5.47 15.00 1 9.00 10.04 5.83 5.58 3.53. 55.58% 60.55% 
15 12.46 8.36 15.00 9.00 13.28 8.91 2.54 0.64 19.13% 7.18% 
16 5.32 2.74 15.00 9.00 5.67 2.92 9.68 6.26 170.72% 214.38% 
17 13.68 8.82 15.00 9.00 14.58 9.40 1.32 0.18 9.05% 1.91% 
18 49.86 27.21 15.00 1 9.00 53.14 29.00 34.86 18.21 1 65.60% 62.79% 
19 34.96 16.772 2 15.00 1 9.00 37.26 17.82 19.96 7.72 53.57% 43.32% 
20 18.54 10.18 

7 
8 15.00 9.00 19.76 10.85 3.54 1.18 17.91% 10.88% 

21 11.40 4.86 15.00 9.00 12.15 5.18 3.60 4.14 29.63% 79.92% 
22 0.00 0.00 0.00 1 0.00 0.00 0.00 0.00 0.00 n/a n/a 
23 0.00 0.00 0*00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
24 7.14 5.62 15.00 9.00 7.61 5.99 7.86 3.38 

] 
103.29% 56.43% 

25 
1.52 1.06 15.00 9.00 1.62 1.13 13.48 7.94 832.10 702.65 

26 5.32 3.50 15.00 9.00 5.67 3.73 9.68 5.50 170.72% 147.45% 
27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/ 

j 

28 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/ a 
29 4.10 2.89 15.00 1 9.00 4.37 3.08 10.90 6.11 1249.43% 198.38% 
30 8.51 4.41 15.00 9.00 9.07 4.70 6.49 4.59 71.55% 97.66%1 

Total ý73.89 143.64 00.00 180.00 291.91 153.09 26.11 36.36 8.94% 23.75% 

Ave 
109.42 

% 
113.43 

% 

NB: PM=Power Margins, E; p= 
I APa-AP I, FQ= I AQa-AQ I, Vtp=Ep/Prnax, VtQ=FQ/Qmax 

Table 3.3.3-2 The impact of the load distribution pattern on voltage stability 
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BUS 
PM(F07p) PM(F06) Max load(F07p) PM Di (p. u. ) PM Diff (%) 
AP AQ APa AQa Pmax Qmax sp 60 9p LIQ 

1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.001 n/a n/a 
2 0.00 0.001 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
3 2.45 1.43 15.00 9.00 2.69 1.55 12.55 7.57 466.54% 488.39% 
4 9.80 5.72 15.00 9.00 10.56 6.08 5.20 3.28 49.24% 53.95% 
5 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.001 n/a n/a 
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.001 n/a n/a 
7 9.80 5.72 15.00 9.00 11.08 6.31 5.20 3.28 46.93% 51.98% 
8 12.25 7.15 15.001 9.00 13.40 7.58 2.75 1.85 20.52% 24.41% 
9 12.25 7.15 15.00 9.00 13.15 7.65 2.75 1.85 20.91% 24.18% 
10 7.35 4.29 15.00 9.00 7.93 4.49 7.65 4.71 96.47% 104.90% 
11 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 nJa n/a 
12 12.25 7.15 15.00 9.00 13.37 7.70 2.75 1.85 20.57% 24.03% 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 12.25 7.15 15.00 1 9.00 12.87 7.51 2.75 1.85 21.37% 24.63% 
15 12.25 7.15 15.00 9.00 13.07 7.70 2.75 1.85 21.04% 24.03% 
16 9.80 5.72 15.00 9.00 10.15 5.90 5.20 3.28 51.23% 55.59% 
17 12.25 7.15 15.00 1 9.00 13.15 7.73 2.75 1.85 20.91% 23.93% 
18 49.00 28.60 15.00 9.00 52.28 30.39 34.00 19.60 65.03% 64.49% 
19 24.50 14.30 15.00 9.00 26.80 15.40 9.50 5.30 35.45% 34.42% 
20 24.50 14.30 1 15.00 9.00 25.72 14.97 9.50 5.30 36.94% 35.40% 
21 12.25 7.15 15.00 1 9.00 13.00 7.47 2.75 1.85 21.15% 24.77% 
22 0.00 0.00 0.00 0.00 0.00 0-00 0-00 0.00 n/a n/a 
23 0.00 0.00 0.00 0.00 0.00 0-00 0-00 0-00 n/a n/a 
24 4.90 2.86 15.00 9.00 5.37 3.23 10.10 6.14 188.08% 190-09% 
25 2.45 1.43 15.00 9.00 2.55 1.50 12.55 7.57 492.1% 504.6% 

_ 26 4.90 2.86 15.00 9.00 5.25 3.09 10.10 6.14 192.38% 198.71% 
27 0.00 0.00 0.00 0.00 0-00 0.00 0-00 0-00 n/a n/ 
28 0.00 0.00 0.00 0.00 0-00 0.00 0-00 0-00 n/a n/a 
29 2.45 1.43 15.00 9.00 2.72 1.62 12.55 7.57 461.40% 467.28% 
30 7.35 4.29 15.00 9.00 7.91 4.58 7.65 4.71 96.71% 102.84% 

Total 245.00 143.00 300.00 18 0.00 263.02 152.45 55.00 37-00 20.91% 24.27% 

Ave 
116.47 

% 
121.28 

% 

NB: PM=Power Margins, Fp= I APa-AP I, sQ= I AQa-AQ I, ýtp=cp/Pmax, ýtQ=EQ/Qmax 

Table 3.3.3-3 The impact of the load distribution pattern on voltage stability 
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Between Case30FOlp and Case30FO6, the average differences of power margins are 

ýtp= 109.42% and [tQ=113.43%, the maximum differences are ýtp=832.10% 

and [tQ=702.65%. Between the Case30FO7p and Case30FO6, the average differences 

of power margins are ýip = 116.47% and [tQ =121.28%, the maximum differences are 

ýtp =492.16% and [tQ=504.67%. This shows that different load distribution patterns 

may result in significant difference in voltage stability. 

3. The impact of the generation pattern 

Two study cases are included in this simulation to show the impact of the generation 

pattern on voltage stability. Those cases were configured to have different generation 

patterns, but almost identical other VSDFs and system operation conditions, as 

shown in the Table A3-6 (Case30FO8), Table A3-7 (Case30FO9) of Appendix 3. The 

simulation results for this study group are summarised in the table below. 
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BUS 
PM( M( 08) PM( F09) Max load(F08) PM Di (p. u. ) PM Diff 
AP AQ APa I AQa Pmax Qmax FP EQ ýLp ýLQ 

1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00, n/a n/a 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
3 1.43 0.86 1.65 1.00 1.67 0.98 0.22 0.14 13.17% 14.29% 
4 5.72 3.44 6.601 4.00 6.48 3.80 0.88 0.56 13.58% 14.74% 
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a nJa 
7 5.72 3.44 6.60 4.00 7.00 4.03 0.88 0.56 12.57% 13.90% 
8 7.15 4.30 8.25 5.00 8.30 4.73 1.10 0.70 13.25% 14.80% 
9 7.15 4.30 8.251 5.00 8.05 4.80 1.10 0.70 13.66% 14.58% 
10 4.29 2.58 4.95 3.00 4.87 2.78 0.66 0.42 13.55% 15.11% 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
12 7.15 4.30 8.25 5.00 8.27 4.85 1.10 0.70 13.30% 14.43% 
13 0.00 0.00 0.00 0.00 0.00 0.00 0-00 0-00 n/a n/a 
14 7.15 4.30 8.25 5.00 7.77 4.66 1.10 0.70 14.16% 15.02% 
15 8.58 4.30 9.90 5.00 9.40 4.85 1.32 0.70 14.04% 14.43% 
16 5.72 3.44 6.60 4.00 6.07 3.62 0.88 0.56 14.50% 15.47% 
17 7.15 4.30 8.25 5.00 8.05 4.88 1.10 0.70 13.66% 14.34% 
18 21.45 17.20 24.75 20.00 24.73 18.99 3.30 2.80 13.34% 14.74% 
19 17.16 8.60 19.80 10.00 19.46 9.70 2.64 1.40 13.57% 14.43% 
20 17.16 8.60 19.80 10-00 18.38 9.27 2.64 1.40 14.36% 15.10% 
21 7.15 4.30 8.25 5.00 7.90 4.62 1.10 0.70 13.92% 15.15% 
22 0.00 0.00 0.00 1 0-00 0.00 0.00 0-00 0-00 n/a n/a 
23 0.00 0.00 0.00 0.00 0.00 0-00 0-00 0-00 n/a n/a 
24 2.86 1.72 3.30 2.00 3.33 2.09 0.44 0.28 13.21% 13.40% 
25 1.43 0.86 1.65 1.00 1.53 0.93 0.22 0.14 14.38% 15.05% 
26 2.86 1.72 3.30 2.00 3.21 1.95 0.44 0.28 13.71% 14.36% 
27 0.00 0.00 0-00 0-00 0-00 0-00 0.00 0*00 n/a n/a 
28 0.00 0.00 0-00 

, 
0-00 0-00 0-00 0.00 0,00 n/a n/a 

29 1.43 0.86 1.65 1 1.00 1.70 1.05 0.22 0.14 12.94% 13-33% 
30 4.29 2.58 4.95 1 3.00 4.85 2.87 0.66 0.42 13.61% 14.63% 

Total 143.00 86.00 165.00 100-00 61.02 I 
. 

95.45 22.00 14. Oo l, 13.66% 0 14.67% ý 

Ave 

I 
I- II 113.63% 14.57% 

;o 

NB: PM=: Power Margins, Fp= I APa-AP I, FQ= I AQa-AQ I, ýLp=Ep/Pniax, ýtQ=E; Q/Qmax 

Table 3.3.3-4 The impact of the generation pattern on voltage stability 
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Between Case30FO8 and Case30FO9, the average differences of power margins are 

ýtp = 13.63% and [tQ =14-57%, the maximum differences ýtp =14.50% 

and [tQ=715.47%. This proves that different generation patterns may result in 

different voltage stabilities. 

4. The impact of the generation participation pattern 

In the same way, two simulation cases are presented here to show the impact of the 

generation participation pattern on voltage stability. Those cases were configured to 

have different generation patterns, but almost the same other VSDFs and system 

operation conditions, as shown in the Table A3-3 (Case30FOlp), Table A3-8 

(Case30FO4) of Appendix 3. The simulation results for this study group are 

summarised in the table below. 
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BUS PM( 04) 
AP AQ 

PM(FO1p) 
APa I AQa 

Maxlo d( 04) 
Pmax Qmax - 

PM Diff (p. u. ) 
sp so 

PM D 
Ap go 

1 0.00 0.00 
-- 

0.001 
- 

0.00 0.00 0.00 0.00 0.00 n/a n/a 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a _ n/a 
3 2.42 1.21 3.65 1.82 2.66 1.33 1.23 0.61 46.24% 45.86% 
4 7.68 3.64 11.55 5.47 8.44 4.00 3.87 1.83 45.85% 45.75% 
5 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.001 n/a n/a 
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
7 12.93 5.96 19.46 8.97 14.21 6.55 6.53 3.01 45.95% 45.95% 
8 11.62 4.34 17.48 6.54 12.77 4.77 5.86 2.20 45.89% 46.12% 
9 9.09 5.05 13.68 7.60 9.99 5.55 4.59 2.55 45.95% 45.95% 
10 5.86 2.02 8.821 3.04 6.44 2.22 2.96 1.02 45.96% 45.95% 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
12 11.31 5.56 17.02 8.36 12.43 6.11 5.71 2.801 45.94% 45.83% 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 6.26 3.64 9.42 5.47 6.88 4.00 3.16 1.83 45.93% 45.75% 
15 8.28 5.56 12.46 8.36 9.10 6.11 4.18 2.80 45.93% 45.83% 
16 3.54 1.82 5.32 2.74 3.89 2.00 1.78 0.92 45.76% 46.00% 
17 9.09 5.86 13.68 8.82 9.99 6.44 4.59 2.96 45.95% 45.96% 
18 33.13 18.08 49.86 27.21 36.41 19.87 16.73 9.13 45.95% 45.95% 
19 23.23 11.11 34.96 16.72 25.53 12.21 11.73 5.61 45.95% 45.95% 
20 12.32 6.77 18.54 10.18 13.54 7.44 6.22 3.41 

- 
45.94% 45.83% 

21 7.58 3.23 11.40 4.86 8.33 3.55 3.82 1.63 45.86% 45.92% 
22 0.00 0.00 0.00 0.00 0-00 0-00 0-00 0-00 n/a n/a 
23 0.00 0.00 0.00 0.00 0-00 0-00 0-00 0-00 n/a n/a 
24 4.75 3.74 7.14 5.62 5.22 4.11 2.39 1.88 45.79% 45.74% 
25 1.01 0.71 1.52 1 1.06 1.11 0.78 0.51 0.35 45.95% 44.87% 
26 3.54 2.32 5.32 3.50 3.89 2.55 1.78 1.18 45.76% 46.27% 
27 0.00 0.00 0.00 0-00 0.00 

. 
0-00 0-00 0-00 n/a n/a 

28 0.00 0.00 0.00 0.00 0.00 0-00 0-00 0.00 n/a n/a 
29 2.73 1.92 4.10 2.89 3.00 2.11 1.37 0.97 45.67% 45.97% 
30 5.66 2.93 8.51 4.41 6.22 3.22 2.85 1.48 45.82% 45.96% 

Total 182.03 95.47 273.89 143.64 200.05 104.92 91.86 48.17 45.92% 0 45.91% ý 
Ave 45.90% 45.87% 

;O 

NB: PM=Power Margins,,: Ep= I APa-AP Iý FQ=: I AQa-AQ I, ýtp=sp/Pmax, ýtQ=cQ/Qmax 

Table 3.3.3-5 The impact of the generation participation pattern on 

voltage stability 
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Between Case30FOlp and Case30FO4, the average differences of power margins are 

[t, p=45.90and ýLQ =45-87, the maximum differences are ýtp =46.24% and ýtQ=45.86%. 

This clearly demonstrates that different generation participation patterns may result 

in rather different voltage stabilities in a power system. 

5. Remarks 

The above simulation results clearly demonstrated that the VSDFs have significant 

impacts on voltage stability (power margins) in a power system. In fact, in a steady 

state, these determining factors uniquely determine the voltage stability of a power 

system. This property will be discussed and theoretically validated in next section. 
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3.4 THE UNIQUE PROPERTY OF THE VSDFS 

A hypothesis to generalise the unique relationship between the VSDFs and voltage 
stability is going to be presented and theoreti II ically validated in this section. 

3.4.1 Hypothesis 

In the steady state, the VSDFs have a unique relationship with voltage stability in a 
power system, this unique relationship can be generalised into a hypothesis as: 

HYPOTHESIS: For a power system, voltage stability is directly related to the 

VSDFs, namely the load pattern, the load distribution pattern, the generation 

pattern and the generation participation pattern. In the steady state, these 

factors uniquely determine the voltage stability; once the VSDFs are fixed the 

voltage stability of the power system will remain unchanged. 

3.4.2 Validation of the Hypothesis 

By regarding the voltage magnitude of each bus as a dimension, the state of a power 

system can be presented in a multi-dimensional space. Each point in the space 

represents a set of load flow solution for the power system. Several points can be 

assumed in the multi-dimensional space to represent the critical states for voltage 

collapse. Figure 3.4.2-1 shows such a multi-dimensional space for a three bus power 

system. 

For a power system with n buses, let bus I to M be load buses and bus M+1 to N be 

generator buses. In the steady state, a voltage state K of the power system can be 

descnbed by the load flow equations: 

N 
pk 1] kkk 

Sok -6k -ýk) = -, 
ViViy ii . CO ii ii (3.4.2 

i=l 

Qk 
N 

(8k Vik VjkYijk sin i_ 
6k 

_ýk) (3.4.2-2) 
j=1 

i=l 1,2,3, ..., 
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Where, 

pik and Qi k are the net active and reactive power injection at bus I at the voltage state 
k, 

VkZ6k is the voltage at bus i at the voltage state k, ii 
YjjkZýjkj is the (i, j)th entry of the network bus admittance at the voltage state k. 

VI 

initial state 

to% 
w critical state 

vo 

AV, 

AV2 

v3 

v2 

Figure 3.4.2-1 The voltage state space of a three bus power system 

By recalling the definitions of the VSDFs, it is known that pik and Qik, M, 2, ... 9 
N form the load and the generation patterns, which determines the voltage state 

k. 

Lineansing the load flow equations (3.4.2-1) and (3.4.2-2) at the state K produces: 

Apk 
=[jk] 

Aok 

AQk 

I 

AVk 
(3.4.2-3) 
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where, 

Apk and AQK are the variation vectors of the active and reactive power injections at 
all the buses of the power system at the voltage state k, 

AOk and AVk are the variation vectors of voltage angle and magnitude at all the buses 

of the power system at the voltage state k, 
[ jk ] is the Jocobian matrix at the voltage state k. 

From equation (3.4-2-3), it can be seen that for a set of vector AP k and AQk 

there will be a vector AVk , and the vector Apk 9, &Qk and &Vk can be written as: 

Apk 
ApLk 

ApGk 
(3.4.2-4) 

AQk 
AQU 

- 
AQGk 

(3.4.2-5) 

and 

AV k [AVk 
AVk AVik AVNk 

T 
12 

Where, 

pLk 
[ApLk Lk ApLk' 

... ' 
ApLk T AI, AP2 

im I 

ApGk ApGk 
I 

M+l 

A Lk Lk Q [AQ, 

AQ Gk [AQ Gk 
M+l 

ApGk 
.... 

ApGki, Ap Gk T 
M+2 ý M+ NI 

AQ Lk AQ Lk 
.... AQ Lk T 

2imI 

(3.4.2-6) 

(3.4.2-7) 

(3.4.2-8) 

(3.4.2-9) 

AQGk AQ Gk AQ Gk ]T 
(3.4.2-10) M+2 M+i N 

The vector AV k represents the direction in which the system voltage will move from 

state 

From the definitions of the load distribution and generation participation pattern, it is 

known that 

APiLK=LDPApK (3.4.2-11) i Ltotal 

AQLK = LDQ AQK (3.4.2-12) ii Ltotal 

1=1ý 2,..., m 
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and 

ApGK = GPip (Ap K+ AP i Ltotal Loss (3.4.2-13) 

A GK K Qi= GPý (AQ Ltotal + AQ Loss 
i=M+I, M+2,..., 

Where, 

(3.4.2-14) 

LD=[LGIP, LG2p,..., LGip LGIQ LGQ2,..., LGý is the load distribution pattern at 

the voltage state k. 

GP GPIP, GP P,..., G GP Q, GP Q,..., G 2 
pip 

12 is the generation participation 

pattern at the voltage state K. 

From equations (3.4.2-3) to (3.4.2-14), it is clearly seen that the system voltage 

changing direction AVKat the state k is determined by the load distribution 

pattern and generation participation pattern. 

By knowing that the load pattern and generation pattern detennine a voltage state, 

and the load distribution pattern and generation participation pattern set changing 

directions for a given voltage state, it can be concluded that voltage stability is 

determined by the VSDFs. 

The above analysis can be further extended to validate the unique property of the 

02 VSDFs. as Based on equation (3.4.2-6), a series of AV . AV, AV ... ý AVcit can be 

produced with progressively increasing system load. This series of voltage changing 

vectors will form a trajectory from the initial operation state to a critical state of 

voltage collapse. It is easy to see that this voltage collapse trajectory is uniquely 

determined by the VSDFs. For the different VSDFs, the power system will move 

towards different critical states of voltage collapse. 
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3.5 PATTERN CLASSES OF THE VSDFs 

The pattern class feature of the VSDFs will be discussed in this section. 

3.5.1 Pattern Classes for the Load and Load Distribution 

By analysing load data, it is easy to find out that there exist some pattern classes 

which cover all the likely states of the load and load distribution in a power system. 
This pattern class feature can be explained from the following viewpoints: 

Firstly, the load in a power system does not always change dramatically. It normally 

stays around a certain level for a period of time. The popularly used terminology 

'peak load', 'trough load' and 'day average" are typical examples for this pattern 

class feature. In fact, these are the three major pattern classes for the load pattern in a 

power system. 

Secondly, when the system load does change, it tends to follow certain fixed patterns. 
These changing patterns are related to the factors such as geographical locations, 

weather conditions, seasons, time of a day, industrial demand change as well as 

electricity regulation, pricing policy etc. 

3.5.2 The Pattern Class for the Generation and Generation Participation 

This pattern class feature can also be observed with the generation and generation 

participation patterns. Those pattern classes represent all likely states of the 

generation and generation participation of the power plants in a power system. The 

generator unit commitments, power plant maintenances, generation dispatch 

schedules, power network running arrangements are the common influencing factors 

to the pattern classes of generation and generation participation. 
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3.5.3 Pattern Class Determination 

The pattern class is a natural feature for the VSDFs in a power system. However, to 
identify those pattern classes is a decision-making process. If a power system has a 

relatively stable load and regular load change pattern, only a few pattern classes are 

needed to represent all the likely states of the load and load distribution. A small 

number of power plants and limited generation capacity will require a few pattern 

classes to cover the possible states of generation and generation participation. 

The pattern class deten-nination also depend on how accurate it is required to 

represent the states of the VSDFs. Obviously higher accuracy is required, more 

pattern classes will be needed. For an extreme example, in order to archive one 
hundred percent accuracy, every possible state of the VSDFs has to be a pattem class, 

and the total number of the pattern classes will be infinite. 

Furthermore, as the change of the load or load distribution will normally cause some 

changes in the generation or generation participation pattern, the pattern class 

determination also needs to take into account of the interactions between the VSDFs 

in a power system. 
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3.6 VOLTAGE STABILITY SIMILARITIES IN THE PATTERN CLASS 

3.6.1 The Similarity of Voltage Stability 

In this study, it has also been discovered that a power system has very similar voltage 

stability when the VSDFs stay in the same pattern class. This is another important 

and useful property of the VSDFs. The knowledge based system for prediction of 

voltage collapse presented in chapter 4 is based this similarity feature. 

It must be emphasised here that a pattern class for a set of VSDFs contains four 

different sub-pattern classes associated with the load pattern, the load distribution 

pattern, and the generation pattern and the generation participation pattern. When the 

VSDFs is claimed to be in the same pattern class, all the individual determining 

factors have to remain in their won sub-pattern classes respectively. 

This property can be easily explained by using the hypothesis given in section Error! 

Reference source not found.. From the hypothesis, it is known that in the steady 

state, the VSDFs uniquely determine voltage stability of a power system. When the 

VSDFs of a power system stay in the same pattern class, the load and load 

distribution as well as generation and generation participation will not change 

significantly. Therefore, the voltage stability of the power system will remain similar. 
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3.6.2 Case Study 

Some numerical simulations have been performed on the IEEE 30 bus system to 

show the similarities of voltage stability when the VSDFs are in the same pattern 

class. Three typical pattern classes of the VSDFs were set up in this simulation to 

represent lightly, normally and heavily loaded system conditions. Each pattern class 

contains a group of four or five study cases, and power margins for each of the cases 

were determined by load flow simulations. The simulation results and details of the 

configurations for all the study cases are given in Appendix 3 of this thesis. 

To ensure the study cases within each pattern class having similar but not the same 

VSDFs,, 10% to 20% variations (+/-) were "randomly" made to at least one of the 

four VSDFs between any two cases, so that 

Ippi - PPil 20% 
a 

10%5 IPpa'l 

IpQi 
- PQil 

20% . 
0%, 

a 
IpQil 

where, 
P=[ pp 1, pp 2,... Ppi PQ 1, PQ 2,... PQ 

aaaaaaaI 

P=[ pp 1, pp 2,... Ppi PQ 1, PQ 2,... PQi... 
bbbbbbb 

and0bare the same type VSDF for study case a and b within a pattem class. 

1. Pattern class I- lightly loaded conditions 

(1) Simulation results 

Five simulation cases are included in this pattern class to demonstrate the voltage 

stability similarity under lightly load conditions. The simulation details for this group 

of study cases are listed in Table A3-10 to Table A3 - 14 of Appendix 3. The 

simulation results between every two of the cases are compared and summarised in 

the following tables: 
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BUS 
PM(F07a) 
AP AQ 

PM(F07b) 
APa II AQa 

Max loa 
Pmax I Qmax 

PM Di 
:: j7p 

60 
PM D 

4p LLO 
) 

1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 3 2.48 1.48 2.50 1.50 2.79 1.64 0.02 0.02 0.79% 0.98% 
4 9.92 5.92 10.00 6.00 10.91 6.43 0.08 0.08 0.71% 1.21% 
5 0.00 0.00 0.00. 0.00 0.00 0.00 0.00 0.00 n/a n/a 
6 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/a 
7 9.92 5.92 10.00 6.00 11.54 6.71 0.08 0.08 0.73% 1.22% 
8 12.40 7.40 12.50 7.50 13.88 8.02 0.10 0.10 0.72% 1.30% 
9 12.40 7.40 12.50 7.50 13.58 8.10 0.10 0.10 0.74% 1.23% 
10 7.44 4.44 7.50 4.501 8.20 4.74 0.06 0.06 0.78% 1.27% 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a, 
12 12.40 7.40 12.50 7.50 13.84 8.16 0.10 0.10 0.69% 1.23% 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 12.40 7.40 12.50 7.501 13.24 7.93 0.10 0.10 0.73% 1.24% 
15 14.88 8.88 15.00 9.00 15.98 9.66 0.12 0.12 0.73% 1.24% 
16 9.92 5.92 10.00 6.00 10.29 6.15 0.08 0.08 0.82% 1.32% 
17 12.40 7.40 12.50 7.50 13.23 7.98 0.10 0.10 0.73% 1.25% 
18 37.20 22.20 37.50 22.50 1 40.17 23.98 0.30 0.30 0.74% 1.24% 
19 29.76 17.76 30.00 18.00 31.88 18.91 0.24 0.24 0.77% 1.27% 
20 29.76 17-76 30.00 18.00 30.99 18.55 0.24 0.24 0.76% 1.27% 
21 12.40 7.40 12.50 7.50 13.11 7.76 0.10 0.10 0.75% 1.22% 
22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
24 4.96 2.96 5.00 3.00 5.38 3.31 0.04 0.04 0.68% 1.32% 
25 2.48 1.48 2.50 1.50 2.58 1.56 0.02 0.02 0.72% 1.41% 
26 4.96 2.96 5.00 3.00 5.42 3.28 0.04 0.04 0.74% 1.34% 
27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
28 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
29 2.48 1.48 2.50 1.50 2.82 1.73 0.02 0.02 0.57% 1.27% 
30 7.44 4.44 7.50 4.50 8.17 4.85 0.06 0.06 0.71% 1.28% 

Total 248.00 148.00 249.98 150.0 268.00 159.45 1 1.98 1 2.00 0.744ý 0 ý 1.25% 1 

_Ave 

; 
0 0.73 o 1 1.26% 

NB: PM=Power Margins, sp= I APa-AP I, F-Q= I AQa-AQ I, [tp=Fp/Pmax, ýtQ=EQ/Qmax 

Table 3.6.2-1 Power margins for Case30FO7a and Case30FO7b within 

pattern class I 
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BUS PM( 07c) 
Ap AQ 

PM(F07b) 
APa I AQa 

Maxload(F07b) 
Pmax I Qmax 

PMDi (p. u) 
sp CO 

PMD 00) 
gp 14) 

1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 - 0.00 - n/a n/a 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
3 2.51 1.50 2.50. 1.50 2.79 1.64 0.01 0.00 0.36% 0.00% 
4 10.04 6.00 10.00 6.00 10.91 6.43 0.04 0.00 0.37% 0.00% 
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
7 10.04 6.00 10.00 6.001 11.54 6.71 0.04 0.00 0.35% 0.00% 
8 12.55 7.50 12.50 7.50 13.88 8.02 0.05 0.00 0.36% 0.00% 
9 12.55 7.50 12.50 7.50 13.58 8.10 0.05 0.00 0.37% 0.00% 
10 7.53 4.50 7.50 4.50 8.20 4.74 0.03 0.00 0.37% 0.00% 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
12 12.55 7.50 12.50 7.50 13.84 8.16 0.05 0.00 0.36% 0.00% 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 12.55 7.50 12.50 7.50 1 13.24 7.93 0.05 0.00 0.38% 0.00% 
15 15.06 9.00 15.00 9.00 15.98 9.66 0.06 0.00 0.38% 0.00% 
16 10.04 6.00 10.00 6.00 10.29 6.15 0.04 0.00 0.39% 0.00% 
17 12.55 7.50 12.50 7.50 13.23 7.98 0.05 0.00 0.38% 0.00% 
18 37.65 22.50 37.50 22.50 40.17 23.98 0.15 0.00 0.37% 0.00% 
19 30.12 18.00 30.00 18.00 31.88 18.91 0.12 0.00 0.38% 0.00% 
20 30.12 18.00 30.00 18.00 30.99 18.55 0.12 0.00 0.39% 0.00% 
21 12.55 7.50 12.50 7.50 13.11 7.76 0.05 0.00 0.38% 0.00% 
22 0.00 0.00 0.00 0.00 0-00 0-00 0-00 0-00 n/a n/a 
23 0.00 0.00 0.00 0.00 0.00 0-00 0.00 0-00 n/a n/a 
24 5.02 3.00 5.00 3.00 5.38 3.31 0.02 0.00 0.37% 0.00% 
25 2.51 1.50 2.50 1.50 2.58 1.56 0.01 0.00 0.39% 0.00% 
26 5.02 3.00 5.00 3.00 5.42 3.28 0.02 0.00 0.37% 0.00% 
27 0.00 0.00 0.00 0.00 0-00 0-00 0-00 0.00 n/a n/a 
28 0.00 0.00 0.00 0-00 0.00 0-00 0-00 0.00 n/a n/a 
29 2.51 1.50 2.50 1.50 2.82 1.73 0.01 0.00 0.35% 0.00% 
30 7.53 4.50 7.50 4.50 8.17 4.85 0.03 0.00 0.37% 0.00% 

Total 2 50.9 8 
, 
150.00 249.98 150.00 268.00 159.45 1.00 

. 
0.00 0.37% 0.00% 

Ave . I I 1 1 0.37% 
NB: PM=Power Margins, E; p= I APa-AP I, sQ= I AQa-AQ I, ýtp=Fp/Pmax, ýiQ=E: Q/Qmax 

Table 3.6.2-2 Power margins for Case30FO7c and Case30FO7b within 

pattern class 1 
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BUS 
PM( 07c) 
AP AQ 

PM(F07d) 
APa I AQa 

Max load(F07d) 
Pmax I Qmax 

PM Di (P. u. ) 

sp 
Tco 

PM Diff (%) . 

Rp A. 
1 0.00 0.00 0.00 0.00 0.00 _ 0.00 _ 0.00 - 0.00 n/a n/a 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
3 2.51 1.50 2.49. 1.48 2.78 1.62 0.02 0.02 0.72% 1.23% 
4 10.04 6.00 9.961 5.92 10.87 6.35 0.08 0.08 -0.74% 1.26% 
5 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/a 
6 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/a 
7 10.04 6.00 9.961 5.92 11.50 6.63 0.08 0.08 0.70% 1.21% 
8 12.55 7.50 12.451 7.40 13.83 7.92 0.10 0.10 0.72% 1.26% 
9 12.55 7.50 12.45 7.40 13.53 8.00 0.10 0.10 0.74% 1.25% 
10 7.53 4.50 7.47 4.441 8.17 4.68 0.06 0.06 0.73% 1.28% 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
12 12.55 7.50 12.45 7.40 13.79 8.06 0.10 0.10 0.73% 1.24% 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/al 
14 12.55 7.50 12.45 7.40 13.19 7.83 0.10 0.10 0.76% 1.28% 
15 15.06 9.00 14.94 8.88 15.92 9.54 0.12 0.12 0.75% 1.26% 
16 10.04 6.00 9.96 1 5.92 10.25 6.07 0.08 0.08 0.78% 1.32% 
17 12.55 7.50 12.45 7.40 13.18 7.88 0.10 0.10 0.76% 1.27% 
18 37.65 22.50 37.35 22.20 40.02 23.68 0.30 0.30 0.75% 1.27% 
19 30.12 18.00 29.88 17.76 31.76 18.67 0.24 0.24 0.76% 1.29% 
20 30.12 18.00 29.88 17.76 30.87 18.31 0.24 0.24 0.78% 1.31% 
21 12.55 7.50 12.45 7.40 13.06 7.66 0.10 0.10 0.77% 1.31% 
22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0-00 n/a n/a 
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0-00 n/a n/a 
24 5.02 3.00 4.98 2.96 5.36 3.27 0.04 0.04 0.75% 1.221o 
25 2.51 1.50 2.49 1.48 2.57 1.54 0.02 0.02 0.78% 1.30% 
26 5.02 3.00 4.98 2.96 5.40 3.24 0.04 0.04 0.74% 1.23% 
27 0.00 0.00 0.00 0.00 0-00 0-00 0-00 0-00 nJa n/a 
28 0.00 0.00 0.00 0.00 0-00 0.00 0.00 0-00 n/a n/a 
29 2.51 1.50 2.49 1.48 2.81 1.71 0.02 0.02 0.71% 1.17% 
30 7.53 4.50 7.47 4.44 8.14 4.79 0.06 0.06 0.74% 1.25% 

Total 250.98 150-00 248.98 148.00 267.00 157.45 2.00 2.00 0.75% 1.27% 

Ave I - . . 
0.74% 1.26% 

NB: PM=Power Margins, Ep= I APa-AP I, EQ= I AQa-AQ I, ýtp=cp/Pniax, ýtQ=: E: Q/Qmax 

Table 3.6.2-3 Power margins for Case30FO7c and Case30FO7d within 

pattern class I 
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BUS 
PM( F07) PM(F07a) Max lo d F07a) PM Di ff (p. u. ) PM Diff (%) 
AP AQ 

. 
APa I AQa Pmax Qmax Ep F-0 Ap go 

1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 3 2.77 1.66 2.48 1.48 2.72 1.60 0.29 0.18 10.66% 11.25% 
4 9.07 5.44 9.92. 5.92 10.68 6.28 0.85 0.48 7.96% 7.64% 
5 0.00 0.00 0.00) 0.00 000 0.00 0.00 0.00 0.00 n/a n/a 6 0.00 0.00 0.00) 0.00 00 0.00 0.00 0.00 0.00 n/a n/a 7 11.09 6.64 9.92' 5.92 ý92 

11.20 6.51 1.17 0.72 10.45% 11.06 % 
8 11.34 6.80 12.40 7.40 13.55 7.83 1.06 0.60 7.82% 7.66% 

-9 
13.86 8.31 12.40 1 7.40 13.30 7.90 1.46 0.91 10.98% 11.52% 

10 6.80 4.08 7.44 4.44 8.02 4.64 0.64 0.36 7.98% 7.76% 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/al 
12 13.86 8.31 12.40 7.40 

_ 
13.52 7.95 1.46 0.91 10.80% 11.45% 

13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 11.34 6.80 12.40 7.40 13.02 7.76 1.06 0.60 8.14% 7.73% 
15 16.63 9.97 14.88 8.88 15.70 9.43 1.75 1.09 11.15% 11.56% 
16 9.07 5.44 9.92 5.92 10.27 6.10 0.85 0.48 8.28% 7.87% 
17 13.86 8.31 12.40 7.40 13.30 7.98 1.46 0.91 10.98% 11.40% 
18 34.02 20.39 37.20 1 22.20 40.48 23.99 3.18 1.81 7.86% 7.54% 
19 33.26 19.93 29.76 1 17.76 32.06 18.86 3.50 2.17 10.92% 11.51% 
20 27.22 16.31 29.76 1 17.76 30.98 18.43 2.54 1.45 8.20% 7.87% 

21 13.86 8.31 12.40 7.40 13.15 7.72 1.46 0.91 11.10 11.79 

22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
24 5.54 3.32 4.96 2.96 5.43 3.33 0.58 0.36 10.68% 10.81% 

_25 
2.27 1.36 2.48 1.48 2.58 1.55 0.21 0.12 8.14% 7.74% 

26 5.54 3.32 4.96 2.96 5.31 3.19 0.58 0.36 10.92% 11.29% 
27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
28 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
29 2.27 1.36 2.48 1.48 2.75 1.67 0.21 0.12 7.64% 7.19% 
30 8.32 4.98 7.44 4.44 8.00 4.73 0.88 0.54 11.00% 11.42% 

. 
Total. 251.99 151.0 4ý. 00 148.00 266.02 157.45 3.99 3.04 1.50% 1.93% 
Ave I I 1 1 9.20% 9.33% 

NB: PM=Power Margins, Ep= I APa-AP I , EQ= I AQa-AQ I , ýtp=Fp/Pmax, ýtQ=E; Q/Qmax 

Table 3.6.2-4 Power margins for Case30FO7 and Case30FO7a within 

pattern class I 
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Remarks 

It can be seen from the above tables that both the average and maximum differences 

of power margins between any two cases within pattern class I are well below 2%, 

except for those between Case30FO7 and Case30FO7a (as shown in the Table 3.6.2-4, 

the average differences are 9.20% and 9.3 3 %, the maximum differences are 11.10% 

and 11.79%). The slightly higher figures observed in the Table 3.6.2-4 are due to the 

variations made for load distribution patterns between the two cases. In Chapter 4, a 
compensation method will be discussed for these voltage stability discrepancies. 

2. Pattern class 11 - Normally loaded conditions 

(1) Simulation results 

Four simulation cases are included in this pattern class to demonstrate the voltage 

stability similarity under normally loaded conditions. The simulation details for those 

cases are listed in Table A3-15 to Table A3 - 18 of Appendix 3. The simulation 

results between every two of the cases are compared and summarised in the 

following tables: 
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BUS PM(FO15) 
- AP AQ 
- 

P 015a) 
APa AQa 

Max loa 
Pmax 

(FO15a) 
Qmax 

Pi 
cp 

( u. ) 
60 

PM Diff (%) 
Ap 1 110 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 2 0.00 0.00 0.00 0.00 1 0.00 0.00 0.00 0.00 n/a n/a 3 1.56 0.92 1.64 0.98 2.96 1.64 0.08 0.06 2.70% 3.66% 

4 3.12 1.84 3.28 1.96 7.46 3.94 0.16 0.12 2.14% 3.05% 
5 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/a 
6 0.00 0.00 0.00 0.00 0.00 0.00 . 0.00 0.00 n/a n/a 
7 2.34 1.38 2.46 1.47 9.50 4.72 0.12 0 . 09 1.26% 1.91% 
8 3.90 2.30 4.10 2.45 10.43 4.82 0.20 0.15 1.92% 3.11% 
9 3.90 2.30 4.10 2.45 9.05 5.20 0.20 0.15 2.21% 2.88% 
10 2.34 1.38 2.46 1.47 1 5.65 2.57 0.12 0.09 2.12% 3.50% 
11 0.00 0.00 0.00 0.00 1 0.00 0.00 0.00 0.00 n/a n/a 
12 3.12 1.84 3.28 1.96 1 8.32 4.44 0.16 0.12 1.92% 2.70% 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 4.68 2.76 4.92 2.94 7.71 4.56 0.24 0.18 3.11% 3.95% 
15 3.90 2.30 4.10 2.45 7.79 4.93 0.20 0.15 2.57% 3.04% 
16 3.12 1.84 3.28 1 1.96 4.86 2.77 0.16 0.12 3.29% 4.33% 
17 3.90 2.30 4.10 1 2.45 8.15 5.06 0.20 0.15 2.45% 2.96% 
18 15.60 9.20 16.40 1 9.81 31.16 17.86 0.80 0.61 2.57% 3.42% 
19 7.80 4.60 8.20 4.90 18.55 9.85 0.40 0.30 2.16% 3.05% 
20 7.80 4.60 8.20 4.90 13.69 7.92 0.40 0.30 2.92% 3.79% 
21 3.90 2.30 4.10 2.45 8.23 4.21 0.20 0.15 2.43% 3.56% 
22 0.00 0.00 0.00 1 0.00 0.00 0.00 0.00 0.00 n/a n/a 
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
24 1.56 0.92 1.64 0.98 4.23 3.02 0.08 0.06 1.89% 1.99% 
25 0.78 0.46 0.82 0.49 1.37 0.88 0.04 0.03 2.92% 3.41% 
26 2.34 1.38 2.451 1.47 4.38 2.73 0.11 0.09 2.51% 3.30% 
27 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/a 
28 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/al 
29 0.78 0.46 0.82 0.49 2.31 1.53 0.04 0.03 1.73% 1.96% 
30 1.56 0.92 1.64 0.98 4.72 2.58 0.08 0.06 1.69% 2.33% 

Total 78.00 46.00 81.99 49.01 170.52 95.23 3.99 3.01 2.34% 3.16% 
Ave - 

I 
I I 1 1 2.33% 3.10%. 

NB: PM=Power Margins, cp= APa-AP FQ= --- AQa-AQ ýtp=:: Ep/Pmax, ýtQ=cQ/Qmax 

Table 3.6.2-5 Power margins for Case30F015 and Case30F015a in 

pattern class 11 
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BUS 
PM( 015b) 
AP AQ 

, 

PM( 015a) 
APa AQa 

Maxload(FO15a) 
Pmax I Qmax 

PM Di u. 
Ep 60 

PM Diff 
Ap 14) 

1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
3 1.76 1.06 1.64. 0.98 2.96 1.64 0.12 0.08 4.05% 4.88% 
4 3.52 2.11 3.281 1.96 7.46 3.94 0.24 0.15 3.22% 3.81% 
5 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a a 
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
7 2.64 1.58 2.46 1.47 9.50 4.72 0.18 0.11 1.89% 2.33% 
8 4.40 2.64 4.10 2.45 10.43 4.82 0.30 0.19 2.88% 3.94% 
9 4.40 2.64 4.101 2.41,55 9.05 5.20 0.30 0.19 3.31% 3.65% 
10 2.64 1.58 2.46 1.47 5.65 2.57 0.18 0.11 3.19% 4.28% 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
12 3.52 2.11 3.28 1.96 8.32 4.44 0.24 0.15 2.88% 3.38% 
13 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 5.28 3.17 4.92 2.94 7.71 4.56 0.36 0.23 4.67% 5.04% 
15 4.40 2.64 4.10 2.45 7.79 4.93 0.30 0.19 3.85% 3.85% 
16 3.52 2.11 3.28 1.96 4.86 2.77 0.24 0.15 4.94% 5.42% 
17 3.60 2.16 4.10 1 2.45 8.15 5.06 0.50 0.29 6.13% 5.73% 
18 14.40 8.64 16.40 9.81 31.16 17.86 2.00 1.17 6.42% 6.55% 
19 7.20 4.32 8.20 4.90 18.55 9.85 1.00 0.58 5.39% 5.89% 
20 7.20 4.32 8.20 4.90 13.69 7.92 1.00 0.58 7.30% 7.32% 
21 3.60 2.16 4.10 2.45 8.23 4.21 0.50 0.29 6.08% 6.89% 
22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a a 
24 1.76 1.06 1.64 0.98 4.23 3.02 0.12 0.08 2.84% 2.65% 
25 0.88 0.53 0.82 0.49 1.37 0.88 0.06 0.04 4.38% 4.55% 
26 2.64 1.58 2.45 1.47 4.38 2.73 0.19 0.11 4.34% 4.03% 
27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
28 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
29 0.88 0.53 0.82 0.49 2.31 1.53 0.06 0.04 2.60% 2.61% 
30 1.76 1.06 1.64 1 0.98 4.72 2.58 0.12 0.08 2.54% 3.10%1 

Total 80.00 
, 
48.00 81.99 149.01 170.52 95.23 1.99 1.01 1.17% 1.06% 

Ave _ 4.00% 4.33% 

NB: PM=Power Margins, Ep= I APa-AP I, F-Q= I AQa-AQ I, ýtp=sp/Pmax, ýLQ=FQ/Qmax 

Table 3.6.2-6 Power margins for Case30F015a and Case30F015b in 

pattern class 11 
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BUS PM(FO15b) 
AP AQ 

PM(FO15c) 
APa I AQa 

Max lIoadkIF015c) 
Pmax Qmax 

PM Di ( u. 
Ep 90 

PM Diff 

Ap PQ 
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 3 1.76 1.06 1.76 1.03 2.96 1.63 0.00 0.03 0.00% 1.84% 
4 3.52 2.11 3.52. 2.07 7.32 

- 
3.87 0.00 

1 0.04 0.00% 1.03% 
5 0.00 )0 0.00 ýO 0.001 0.00 0-00 ::::: 

q 
0.00 0.00 0.00 n/a nýa 

6 0.00 0.0)0 

] 

0.001 0.00 0.00 
. 00 0.00 0.00 0.00 0.00 n/a n/a 

7 2.64 5; 8 1. 2.641 1.55 9.04 4.50 0.00 0.03 0.00% 0.67% 
8 4.40 2.64 4.401 2.59 10.15 4.74 0.00 0.05 0.00% 1.05% 
9 4.40 2.64 4.401 2.59- 8.90 5.09 0.00 0.05 0.00% 0.98% 
10 2.64 1.58 2.64 1.55 5.54 2.55 0.00 0.03 0.00% 1.18% 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
12 3.52 2.11 3.52 2.07 9.12 4.82 0.00 0.04 0.00% 0.83% 
13 0.00 0.00 0.00 1 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 5.28 3.17 5.28 3.10 8.38 4.90 0.00 0.07 0.00% 1.43% 
15 4.40 2.64 4.40 2.59 8.50 5.34 0.00 0.05 0.00% 0.94% 
16 3.52 2.11 3.52 2.07 5.27 2.97 0.00 0.04 0.00% 1.35% 
17 3.60 2.16 3.60 

. 
2.12 8.10 5.02 0.00 0.04 0.00% 0.80% 

18 14.40 8.64 14.40 8.46 30.80 17.41 0.00 0.18 0.00% 1.03% 
19 7.20 4.32 7.20 4.23 18.70 9.73 0.00 0.09 0.00% 0.92% 
20 7.20 4.32 7.20 4.23 13.30 7.58 0.00 0.09 0.00% 1.19% 
21 3.60 2.16 3.60 2.12 7.35 3.72 0.00 0.041 0.00% 1.08% 
22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
24 1.76 1.06 1.76 1.03 4.11 2.88 0.00 0.03 0.00% 1.04% 
25 0.88 0.53 0.88 0.52 1.38 0.87 0.00 0.01 0.00% 1.15% 
26 2.64 1.58 2.64 1.55 4.39 2.70 0.00 0.03 0.00% 1.11% 
27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
28 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
29 0.88 0.53 0.88 0.52 2.23 1.47 0.00 0.01 0.00% 0.68% 
30 1.76 1.06 1.76 1 1.03 4.56 2.48 0.00 0.03 0.00% 1.21% 

Total 80.00 48.00 '00 47.02 170.10 94.27 0.00 
. 
0.98 0.00% 1.04% 

Ave 0.00% 

NB: PM=Power Margins, E; p= I APa-AP I, E; Q= I AQa-AQ I, ýtp=E: p/Pmax, ýtQ=: F-Q/Qmax 

Table 3.6.2-7 Power margins for Case30F015b and Case30F015c in 

pattern class 11 
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Remarks 

It can be seen that within pattern class H, the average differences of power margins 
between any two study cases are below 5%, the maximum differences are round 7%. 

3. Pattern class III - Heavily loaded conditions 

(1) Simulation results 

Similarly four simulation cases are included in this pattern class to demonstrate the 

voltage stability similarity under heavily loaded conditions. The simulation details for 

this group of study cases are listed in Table A3-20 to Table A3 - 23 of Appendix 3. 

The simulation results between every two of the cases are compared and summarised 

in the following tables: 
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BUS 
PM( 020) 
AP AQ 

PM( 020a) 
APa AQa 

loa Max loa F020a) 
Pmax Qmax 

PM Di u. ) 
sp EQ 

PM D 
gp go 

1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
3 

2.95 1.75 3.80 2.30 7.10 4.28 0.85 0.55 11.97 12.85 

4 0.00 0.00 0-00 0.00 9.90 5.94 0.00 0.00 0.00% 0.00% 
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0 0 n/a n/a 
6 0.00 0.001 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
7 2.95 1.75 3.80 2.30 17.88 8.79 0.85 0.55 4.75% 6.26% 
8 2.95 1.75 3.80 2.30 15.35 7.03 0.85 0.55 5.54% 7.82% 
9 2.95 1.75 3.80 2.30 13.70 7.80 0.85 0.55 6.20% 7.05% 
10 2.95 1.75 3.80 2.30 10.40 6.26 0.85 0.55 8.17% 8.79% 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
12 2.95 1.75 3.80 2.30 13.88 8.60 0.85 0.55 6.12% 6.40% 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 5.90 3.50 7.60 4.60 33.70 20.80 1.70 1.10 5.04% 5.29% 
15 5.90 3.50 7.60 4.60 35.95 21.70 1.70 1.10 4.73% 5.07% 
16 2.95 1.75 3.80 2.30 8.30 5.00 0.85 0.55 10.24% 11.00% 
17 2.95 1.75 3.80 2.30 11.90 7.52 0.85 0.55 7.14% 7.31% 
18 5.90 3.50 7.60 4.60 22.00 12.70 1.70 1.10 7.73% 8.66% 
19 2.95 1.75 3.80 2.30 14.60 9.50 0.85 0.55 5.82% 5.79% 
20 0.00 0.00 0.00 0.00 4.95 2.97 0.00 0.00 0.00% 0.00% 
21 2.95 1.75 3.80 2.30 12.05 5.82 0.85 0.55 7.05% 9.45% 
22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
24 2.95 1.75 3.80 2.30 8.97 6.37 0.85 0.55 9.48% 8.63% 
25 2.95 1.75 3.80 2.30 7.10 4.50 0.85 0.55 11.97% 12.22% 
26 0.00 0.00 0.00 0.00 6.05 3.63 0.00 0.00 0.00% 0.00% 
27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
28 0.00 0.00 0.00 

. 
0.00 0.00 0.00 0.00 0.00 n/a n/a 

29 2.95 1.75 3.80 2.30 8.20 4.94 0.85 0.55 10.37% 11.13% 
30 2.95 1.75 3.80 2.30 12.16 6.70 0.85 0.55 6.99% 1 8.21% 

Total 59.00 
, 
35.00 176.00 46.00 274.14 160.85 17.00 1 11.00 6.20% 0/1 6.84,6 

Ave 6.45% 7.08% 

NB: PM=Power Margins, F-p= I APa-AP I, F-Q= I AQa-AQ I, ýtp=sp/Pmax, ýtQ=sQ/Qmax 

Table 3.6.2-8 Power margins for Case30FO2O and Case30FO2Oa in 

pattern class III 
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BUS 
PM( 020b) PM(F020) Max load(F020) 

- 
PM Di (p. u. ) PM Diff (%) . 

AP AQ APa AQa Pmax T Q ma x sp SQ lip ýLQ 
1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a a 
2 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/a 
3 2.52 1.53 2.951 1.75 5.95 3.55 0.43 0.22 7.23% 6.20% 
4 0.00 0.00 0.001 0.00 9.00 5.40 0.00 0.00 0.00% 0.00% 
5 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/a 
6 0.00 0.00 0.001 0.00 0.00 0.00 0.00 0.00 n/a n/a 
7 2.52 1.53 2.95 1.75 15.75 7.65 0.43 0.22 2.73% 2.88% 
8 2.52 1.53 2.95 1.75 13.45 6.05 0.43 0.22 3.20% 3.64% 
9 2.52 1.53 2.95 1.75 11.95 6.75 0.43 0.22 3.60% 3.26% 
10 2.52 1.53 2.95 1.75 8.95 5.35 0.43 0.22 4.80% 4.11% 
11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
12 3.08 1.87 2.95 1.75 14.15 8.75 0.13 0.12 0.92% 1.37% 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 6.16 3.74 5.90 3.50 34.90 21.50 0.26 0.24 0.74% 1.12% 
15 6.16 3.74 5.90 3.50 37.40 22.50 0.26 0.24 0.70% 1.07% 
16 3.08 1.87 2.95 1.75 7.95 4.75 0.13 0.12 1.64% 2.53% 
17 3.08 1.87 2.95 1.75 11.95 7.55 0.13 0.12 1.09% 1.59% 
18 6.16 3.74 5.90 3.50 21.90 12.50 0.26 0.24 1.19% 1.92% 
19 3.08 1.87 2.95 1.75 14.95 9.75 0.13 0.12 0.87% 1.23% 
20 0.00 0.00 0.00 0.00 5.50 3.30 0.00 0.00 0.00% 0.00% 
21 2.52 1.53 2.95 1.75 10.45 4.95 0.43 0.22 4.11% 4.44% 
22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
23 0.00 0.00 0.00 1 0.00 0.00 0.00 0.00 0.00 n/a n/a 
24 2.52 1.53 2.95 1.75 7.65 5.45 0.43 0.22 5.62% 4.04% 
25 2.52 1.53 2.95 1.75 5.95 3.75 0.43 0.22 7.23% 5.87% 
26 0.00 0.00 0.00 

. 
0.00 5.50 3.30 0.00 0.00 0.00% 0.00% 

27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a a 
28 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
29 2.52 1.53 2.95 1.75 6.95 4.15 0.43 0.22 6.19% 5.30% 

30 2.52 1.53 2.95 1.75 10.55 5.75 0.43 0.22 4.08% 3.83%1 

Total 56.00 34.00 159.00 135.00 
, 

260.80 1 152.70 1 3.00 0 1 *L 1.15% 0.65% 
rAve 2.72% 2.62% 

NB: PM=Power Margins, Ep= I APa-AP I, sQ= I AQa-AQ I, ýtp=cp/Pmax, ýtQ=sQ/Qmax 

Table 3.6.2-9 Power margins for Case30FO2O and Case30FO2Ob in 

pattern class III 
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BUS 
PM( 020b) 
AP AQ 

PM( 020c) 
APa AQa 

Max joad(F020c) 
Pmax 1 Qmax 

PM Di ) (P. U. 

Fp 60 
PM Diff (1, ') /0, 

gp 1 go 1 0.00 0.00 0.00 0.00, 0.00 0.00 0.00 0.00 n/a n/a 2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 3 2.52 1.53 2.38 1.40 5.38 3.20 0.14 0.13 2.60% 4.06%1 
4 0.00 0.00 0.00 0.00 9.00 5.40 0.00 0.00 0.000/0 0.0 0 OX, 
5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
6 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
7 2.52 1.53 2.39 1.40 15.19 7.30 0.13 0.13 0.86% 1.78%1 
8 2.52 1.53 2.39 1.40 12.89 5.70 0.13 0.13 1.01% 2.28% 
9 2.52 1.53 2.39 1.40 

_1 
1.39 6.40 0.13 0.13 1.14% 2.03% 

10 2.52 1.53 2.38 1.40 8.38 5.00 0.14 0.13 1.67% 2.60% 
11 0.00 0.00 0.00. 0.00 0.00 0.00 0.00 0.00 n/a n/a 
12 3.08 1.87 2.92 1.71 14.12 8.71 0.16 0.16 1.13% 1.84% 
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
14 6.16 3.74 5.83 3.41 34.83 21.41 0.33 0.33 0.95% 1.54% 
15 6.16 3.74 5.83 3.41 

_37.33 
22.41 0.33 0.33 0.88% 1.47% 

16 3.08 1.87 2.92 1.71 7.92 4.71 0.16 0.16 2.02% 3.40% 
17 3.08 1.87 2.92 1.70 11.92 7.50 0.16 0.17 1.34% 2.27% 
18 6.16 3.74 5.83 3.41 21.83 12.41 0.33 0.33 1.51% 2.66% 
19 3.08 1.87 2.92 1.71 14.92 9.71 0.16 0.16 1.07% 1.65% 
20 0.00 0.00 0.00 0.00 5.50 3.30 0.00 0.00 0.000/0 0.00'/o 
21 2.52 1.53 2.38 1.40 9.88 4.60 0.14 0.13 1.42% 2.83% 
22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/al 
23 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
24 2.52 1.53 2.39 1.40 7.09 5.10 0.13 0.13 1.83% 2.55% 
25 2.52 1.53 2.38 1.40 5.38 3.40 0.14 0.13 2.60% 3.82% 
26 0.00 0.00 0.00 0-00 5.50 3.30 0.00 0.00 0.00'/o 0.000/0 
27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
28 0.00 0.00 0-00 0.00 0.00 0.00 0.00 0.00 n/a n/a 
29 2.52 1.53 2.38 1.39 6.38 3.79 0.14 0.14 2.19% 3.69% 
30 2.52 1.53 2.38 1.40 9.98 5.40 0.14 0.13 1.40% 2.41% 

Total 56.00 34.00 53.01 31.05 _ 254.81 148.75 2.99 2.95 1.17%1 1.98% 
Ave 1.28%1 2.14%1 

NB: PM=Power Margins, E; p= I APa-AP I, FQ= I AQa-AQ I, ýtp=F-p/Pmax, ýtQ=EQ/Qmax 

Table 3.6.2-10 Power margins for Case30FO2Ob and Case30FO2Oc in 

pattern class III 
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Remarks 

Same again, within this simulation group (pattern class IH), the average differences 

of power margins between the study cases are well below 10%. A few relatively high 

figures (up to 12.85%) have been observed between Case30F20 and Case30F20a. 
This is due to the severe system non-linerities under heavily loaded conditions. 

4. Case study summaries 

The simulation results from all the three groups (VSDF pattern classes) have 

consistently shown that the power system has very similar voltage stability when the 

VSDFs are in the same pattern class. 

It is emphasised here that the 'similarity' of voltage stability is directly related to the 

pattern class determination for the VSDFs. The more pattern classes, the better the 

VSDFs can be represented, and consequently the more similar voltage stability will 

be for the same pattern class of VSDFs. 

89 



3.7 DISCUSSIONS AND CONCLUSIONS 

In this chapter, some fundamental aspects of voltage stabIlity problems have been 

examined. These include the basic characteristics and the deten-nining factors of 
voltage stability. All the discussions were based on steady state analysis 

The basic characteristics study was initiated by examining voltage stability with a 
two bus simple system, and then extended into a multi-bus power system. The VP 

and VQ curves were used to explore the fundamental properties about voltage 
stability. A typical trajectory of voltage collapse with consideration of power system 
major dynamics and non-linearities was presented in this chapter. 

Following the basic characteristics study, the voltage stability determining factors 

(VSDFs) were identified and defined. These detennining factors are the load pattern, 

the load distribution patterns as well as the generation pattern and the generation 

participation pattern. The unique property of the VSDFs was investigated and 

generalised into a hypothesis. The theoretical validation for the hypothesis was also 

given in this chapter. 

In this study, the pattem class feature was also observed with the voltage stability 

determining factors. It was found that a power system will have similar voltage 

stability when the VSDFs stay in the same pattern classes. 

A large number of study cases were simulated on the IEEE 30 bus power system to 

study the impact of these determining factors. The results of the three testing groups 

under different system loading conditions were presented in this chapter to 

demonstrate the voltage stability similarity for the VSDFs in the same pattem classes. 

The study presented in this chapter has laid a theoretical groundwork for the other 

parts of research in this project. The voltage stability determining factors theory is a 

significant development in revealing the mechanism of voltage stability in the steady 

state. Based on this theory, a knowledge based system for the prediction of voltage 

collapse using pattern recognition technique will be proposed in chapter 4, and a 
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method for improving voltage stability through generation dispatch will be briefly 

discussed as a further study at end of this thesis. 
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CHAPTER 4A KNOWLEDGE BASED SYSTEM FOR PREDICTION OF 
VOLTAGE COLLAPSE USING PATTERN RECOGNITION 

TECHNIQUE 

4.1 INTRODUCTION 

In this chapter, a knowledge-based system is proposed for prediction of voltage 
collapse by using pattern recognition technique. This system is based on the study 
results in chapter 3 that a power system will have similar voltage stability when the 
detennining factors of voltage stability (VSDFs) belong to the same pattern class. 

The principle of this prediction system is to compare a power network to a pre- 
studied system of which voltage stability is known. It consists of a basic knowledge 
based system and a pattern recognition module. The knowledge base of this system 

contains the pre-calculated power margin (PM) results for the prototypes of all the 

pattern classes for the VSDFs in a power system. By using pattem recognition 
technique, the pattern class of the VSDFs for a current state of the power system is 

identified, the solution to the current assessment of voltage stability can be found in 

the knowledge base. 

This chapter starts with a brief review of basic theory about the knowledge based 

systems and pattern recognition techniques. Then the details for the design and 

implementation of the proposed system will be discussed. This prediction system has 

been simulated on the IEEE 30 bus power system, six study cases are presented in 

this chapter. 

The simulation results show that the proposed system is capable of producing rather 

accurate results with speedy decision-making, hence has a good potential for the on- 

line application for prediction of voltage collapse. 
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2. Knowledge Base 

The knowledge base comprises "all known knowledge" related to an application 
domain. It includes facts, laws/rules, descriptions of relations/phenomena, possible 
methods, heuristics and ideas for solving problems in the domain. Presentation of the 
knowledge is the key issue for a knowledge base. The "production rules" in the 
format of 'IF-THEN' have been widely used for the knowledge presentation. 

3. Inference Engine 

The main function of an inference engine is to infer solutions for a target problem 
based on certain inference strategies. It relies on the data in the data base and 

knowledge in the knowledge base. The inference strategies are the heart of the 

inference engine. Generally there are three kinds of inference strategies: the forward 

chaining, the backward chaining and the combination of these two. 

(1) Forward chaining 

The forward chaining strategy searches solutions from data to hypotheses, hence it is 

also called 'data directed' strategy. The forward chaining strategy as shown in Figure 

4.2.1-2 includes following main steps: 

Step 1: access the current data fTom the database; match the conditions of each rule in 

the knowledge base with the data. 

Stgp 2: if the conditions of a rule are matched, add the conclusions of the rule as new 

facts into the data base. 

Stgp 3: use the updated data to repeat step 1 to step 2 until no more new facts can be 

produced. 
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4.2 TECHNICAL BACKGROUND 

In this section, some basic theory about the knowledge based system and pattern 

recognition techniques are going to be reviewed. 

4.2.1 Knowledge Based Systems 
Generally-speaking, a knowledge based system is a computer programme that has 

knowledge in a particular domain and is capable of solving the problems that require 
the knowledge. As such a system behaves like an expert in a specific area, it is also 

called Expert System. 

A typical knowledge based system consists of four basic components: a data base, a 
knowledge base, an inference engine and a man-machine interface. The basic 

structure of a knowledge-based system is shown in 

Figure 4.2.1 - 1. 

Figure 4.2.1-1 The basic structure of a knowledge based system 

1. Data Base 

The data base stores the data of a target system, on which decislon-makIngs will be 

based. Sometimes the database is also used to keep the interim results of inferring 

actions. There are many methods for designing a data base. "Data tables" known as 

"facts' is a most common and direct fortnat for a data base. 
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2. Knowledge Base 

The knowledge base comprises "all known knowledge" related to an application 
domain. It includes facts, laws/rules, descriptions of relations/phenomena, possible 
methods, heuristics and ideas for solving problems in the domain. Presentation of the 
knowledge is the key issue for a knowledge base. The "production rules" in the 
format of 'IF-THEN' have been widely used for the knowledge presentation. 

3. Inference Engine 

The main function of an inference engine is to infer solutions for a target problem 
based on certain inference strategies. It relies on the data in the data base and 
knowledge in the knowledge base. The inference strategies are the heart of the 

inference engine. Generally there are three kinds of inference strategies: the forward 

chaining, the backward chaining and the combination of these two. 

(1) Forward chaining 

The forward chaining strategy searches solutions from data to hypotheses, hence it is 

also called 'data directed' strategy. The forward chaining strategy as shown in Figure 

4.2.1-2 includes following main steps: 

Sto 1: access the current data from the database; match the conditions of each rule in 

the knowledge base with the data. 

Stgp 2: if the conditions of a rule are matched, add the conclusions of the rule as new 

facts into the data base. 

Stgp 3: use the updated data to repeat step I to step 2 until no more new facts can be 

produced. 
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Figure 4.2.1-2 The flow chart of the forward chaining strategy 

(2) Backward chaining 

The backward chaining strategy searches for data to prove or disprove a hypothesis, it 

is also called 'goal directed' strategy. Its working procedure involves: 

Stpp 1: propose a set of hypotheses (conclusions), check if the proposed hypotheses 

are in the data base. If they are, then inference is finished. Otherwise go to 

step 2. 

Step 2: search the rules in the knowledge base. For the rules of which conclusions are 

matched to the hypotheses, treat their conditions as new hypotheses go to step 

I until no more new hypotheses are produced. 

The flow chart for this backward chaining strategy is shown in Figure 4.2.1-3. 

1= 1+1 
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Figure 4.2.1-3 

(3) Combined chaining 

No 

The hypotheses 
is true 

End 

The flow chart of the backward chaining strategy 

The pure forward chaining strategy may lead to unfocused questioning, whereas the 

sole backward chaining tends to be rather relentless in its goal-directed questioning. 

To copy with those problems, a new strategy is designed by combining the above two 

strategies, called the 'combined chaining'. 

For a questioned problem, the combined chaining strategy uses the forward chaining 

to help to propose a set of hypotheses. Then, backward chaining will be used to 

verify the proposed hypotheses. This combined chaining strategy is usually used 

under following three conditions: 

There are insufficient facts in the data base, such that no rules can be fully 

matched by the data. 

The data or inferred hypotheses have low credibility. There may be more than 

one solution searched out. 

Yes 
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(ill) To confirm whether there are any or more solutions. This is specifically 
targeting on the relentlessness problem of the backward chaining. 

The above inference strategies are three basic ones. There are many others strategies 
for solving special or complicated problems, such as the fuzzy logic strategy for 

tackling uncertain issues. 

4. Man-Machine Interface 

The man-machine interface provides communication media between users and the 

knowledge-based system. It can also provide the user with an insight into the 

problem-solving process executed by the inference engine. A common method to 

implement this function is to retrace the reasoning steps that lead to questions or 

conclusions. 

It must be pointed out that in the area of Artificial Intelligence, there are different 

opinions concerning the structures of knowledge-based systems. For instance, the 

data base is sometimes merged with the knowledge base, the man-machine interface 

is often regarded as part of inference engine, etc. What have been reviewed in this 

section are some basic concepts to illustrate the principle of a knowledge-based 

system. 
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4.2.2 Pattern Recognition 
The function of pattern recognition is to assign a new object on the basis of a set of 
measurements to one of the known groups (pattern classes). A typical pattern 
recognition task involves data acquisition, pattern analysis, and pattern classification. 

1. Data acquisition 
The main function of data acquisition is to gather analogue data from physical 
sources and converting them into a digitised-fon-nat. Those digitised data will be kept 
in a data base for further processing. This is normally the first phase of a pattern 
recognition task. 

2. Pattern analysis 

After data acquisition, the data will be analysed for some recognisable structures or 
features that can be formulated for further systematic investigation. The pattern 

analysis usually includes feature extraction and selection, and pattern class 
determination. This is the second phase for a pattern recognition task. 

(1) Feature extraction and selection 
So-called 'features' are normally variables which are used to describe the state of a 
target object (pattern). These variables can be extracted from the collected data. 

Selection of appropriate features is crucial to the success of a pattern recognition 

task. There may be a large number of features that could be used to describe the state 

of an object. If all these features were selected, it would cause massive computation 
burden to slow down the pattern recognition process. However, if too few features 

were selected, the accuracy of the pattern recognition would not be guaranteed. 

(2) Pattern class determination 

Pattern class determination is also called 'cluster' determination. It decides the 

number of classes into which the patterns can be classified. The pattern classes must 

be determined in such way that they are able to represent all the likely states of a 

target object. How many pattern classes are needed depends on the requirement of a 
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pattern recognition task. Compromise between the speed and accuracy often has to be 

made in order to choose a right number of pattern classes. 

(3) Pattern vectors and pattern space 

Each of the selected features can be regarded as a variable in an n-dimensional space, 

where each feature is assigned to a dimension. This space is called feature space or 

pattern space. Thus, a state of the target object or a pattern presents a point in the 

pattern space. When a pattern is described by more than one feature, it is multi- 
dimensional, and can be expressed by a vector X: 

XI X2 
... 

xi XN 

where, 
Xi is the i-th feature, i=1,2, 

..., N, 

N is the total number of features. 

3. Pattern classification 

Pattern classification is the final phase of a pattern recognition task. Its function is to 

best match the analysed information to a known class of patterns. This is achieved by 

using some computer algorithms called 'classifiers'. 

As mentioned above, the patterns can be presented as points in a pattern space. All 

the patterns belonging to the same class will fonn a distinct cluster (class) in the 

pattern space. The classifier detennines to which class a target pattern belongs. 

(1) Decision functions 

The classifiers are usually designed as a set of functions. Those functions are called 

'decision functions'. Geometrically it is known that in a two dimensional system, one 

decision function separates two classes; and it needs several functions to separate 

three or more classes. The decision functions can be either linear or non-linear. In the 

n dimensional case, a set of the linear decision functions can be written as: 

wox=: o 
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W11 W12 WIN 

W= 
W21 W22 W2N 

... ... ... ... ... 

-WMI 
WM2 WMN- 

where 

xe qqNXI is the vector of pattern features (variables), 

W E=- 93 MXN is the coefficients matrix, 

N is the number of features, 

M is the number of decision functions. 

(2) Classifiers 

Two most popular classifiers are the multi-category classifier and the minimum 
distance classifier. Those two classifiers are briefly introduced below. 

(i) Multi-category classifier 

There are many variants for the multi-category classifier. A basic one is to consider a 

given class as one class and rest of classes as the second class. Following this idea, it 

is easy to see that one decision function is needed to separate two classes. To separate 

N classes, N decision functions will be required. 

(11) Minimum distance classifier 
The principal of the minimum distance classifier is to measure the Euclidean distance 

between a given pattern to the prototypes of each pattern class. The one whose 

prototype is nearest will be identified as the class for the given pattern. The prototype 

or cluster centre represents the typical values of a pattern class. It is usually located at 

an average distance from the all patterns (points) in the cluster it represents. For a 

cluster of N points, the value of a prototype point can be determined by 

1 

where, 
X' is the i-th pattem (point) in the pattem class, i= 1,2, ..., N. 

Thus the Euclidean distance from a given pattern point X to a prototype point Z' can 

be calculated by: 
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D'= lo), (Xl -Z 
2 Zi )2 )2 i2 V2 

1) + (o 2 
(X2 

2 +***+(OK(XK-ZiK +***+(ON(XN -ZN) I 

where, 
D' is the Euclidean distance from a given pattern X to the prototype of a pattern class 

z 

XK is the value of feature K for the given pattern X 

WK iSthe weighting factor for feature K, 

ZI is the value of feature K for the prototype Z'. 

It is easy to see that to distinguish N pattern classes, the Euclidean distance has to be 

calculated N times. 

(3) Training set 

Decision functions have to be "trained" by trying them on a set of patterns for which 

the classifications are already known, and the modifying them until a satisfactory 

result is obtained. This set of known patterns is called the training set. The training 

set can be expressed by matrix as: 

x2xm 

x2xm 

x2xm 

where 
T 

x [xi xi xi is pattern 1 in the training set T, 1=1,2, 12NI 

M is the number of patterns in the training set. 
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4.3 A KNOWLEDGE BASED SYSTEM FOR PREDICTION OF VOLTAGE COLLAPSE 
In this section, the principle and basic structure of a knowledge based for prediction 
of voltage collapse system will be discussed. 

4.3.1 System Principle 
1. Basic principle 

As discussed in Chapter 3 that the Voltage Stability Determining Factors (VSDFs) 

uniquely detennine the voltage stability for a power system, and the power system 
will have similar voltage stability when the VSDFs stay in the same pattern class. 
Therefore, for a power system, if its pattern classes of VSDFs can be determined, and 
power margins for the prototypes of the pattern classes can be pre-calculated, the 

voltage stability at any moment can be predicted by simply identifying the pattem 
class of VSDFs for the current state of the power system. Based on this idea,, a real 
time system is proposed for fast prediction of voltage collapse by using an Artificial 

Intelligence approach. 

This prediction system consists of a knowledge-based system and a pattern 

recognition module. The knowledge base in the system contains pre-calculated 

voltage stability results (power margins) for the prototypes of all the pattern classes 

of VSDFs extracted for a power system. The data base of this knowledge-based 

system will be linked to a SCADA system and regularly fed with real time data of the 

power system. By using pattern recognition technique, the pattern class of the VSDFs 

for the current state (target state) of the power system can be recognised, and the 

power margins results for identified pattern class will be found in the knowledge base 

as the initial solution to the current assessment of voltage stability. 

As mentioned in Chapter 3, a pattern class for the VSDFs contains 4 sub-pattern 

classes associated with 4 different types of VSDFs, hence the prototype for a pattern 

class of the VSDFs will contains 4 segments. 
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2. Solution Compensation 

Although a power system has similar voltage stability when its VSDFs are in the 

same pattern class, the power margins will not be exactly the same. This means that 

the initial solution produced by the knowledge based system may not be sufficiently 

accurate, particularly when there are only a small number of the pattern classes 

determined for the VSDFs. This inaccuracy is largely due to discrepancies of the 

Load pattern and load distribution pattern between the target state and the prototype 

of a pattern class. It can be analysed as the follows: 

From the discussions in Chapter 3, it is known that 

APi = pMAX _ piO = XLDP * ApMAX iiF, 

AQi = QMAX _ QO = XLDQ * AQMAX (4.3.1-2) 
iii Y- 

where, 

API, AQ and APy_, AQz are the active and reactive power margins for a bus 1 and the 

whole system respectively, 
Pio, QiO are the active and reactive power load at an initial operation state for a bus 1, 

Pi MAX Q1 MAX 
and PE MAX 

, QE MAH 
are the maximum active and reactive loads for a load 

bus i and the whole system. 

Xj LDP 
5 

Xi LDQ 
are the active and reactive coefficients of the load distribution pattern at 

bus i. 

By using the "a" to note the results produced by the knowledge based system, a 

similar set of equations are obtained as 

Api ct = Pi ccMAX 
- 

Pi cto = LDP * ApaMAX (4.3.1-3) i Y, 

AQ 0' =Q ""4, x - Q'o = LD Q* AQxmAx (4.3.1-4) 
iiIi Y- 

where, 
LDi P and LDiQ are the active and reactive load distribution coefficients for the 

prototype of the pattern class at bus i. 

From equations (4.3.1 - 1), (4.3.1 - 2), (4.3.1 - 3), (4.3.1 - 4), the error between the 

real power margins and the predicted ones can be calculated as 

61- APi -A i(x p 
X LDP * APmAx -LDP *APcmAx 

iEiI 

(4.3.1-5) 

103 



I=- 

(4.3.1-6) 
XLDP MAX AQ - LD'ý' * AQ 

It is also known that, 
APMAX = PMAX 

- 
PO 

Y- EE (4.3.1-7) 

AQMAX = QMAX _ QO (4.3.1-8) E Y- Y- 

Where, 

pMAX n pMAX 
I 

QMAX n QMAX I 

PO 
n 

PO 

Q0n Q0 
PEO, QFO are the active and reactive power load at an initial operation state for the 

whole system, 

n is the total number of buses in a power system. 

Similarly there are, 

Ap ccMAX p ocMAX 
-p 

aO (4.3.1-9) 

AQ aMAX r) aMAX Q ccO (4.3.1-10) 

where, 
p (xMAX 

n ccMAX Epi 

i=l 

QaMAX 
n aMAX 

I EQi 
i=l 

p ao 
n CEO Pi 

Q oto 
n CEO lQi 
i=l 

When the VSDFs belong to the same pattern class, it can be assumed that the total 

maximum loading level for the power system remain roughly the same, hence 

MAX p aMAX 
21 Y- - 

(4.3.1-11) 

Q AX QMAX, m (4.3.1-12) 
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With substitution using equations (4.3.1 - 7), (4.3.1 - 8), (4-3.1 - 9), (4.3.1 10), 
(4.3.1- 11), (4.3.1 - 12), equations (4.3.1 - 5) and (4.3.1 - 6) become: 

61 = AP - AP cc = XLDP (paO _ po) +, ýJpOEMAX * (XýDP piiiIEEI- LDip) (4.3.1-13) 

81 = XLDQ aO 0)+ AQ ctMAX * (X LDQ (4.3.1-14) = AQ - AQ(xi Y- iI Qi (QE -QZ - LD9) 

Re-ordering equations (4.3.1 - 13) and (4.3.1 - 14) produces: 
APi = Apct + 6i = Apot + XLDP (paO - PO) + AP aMAX * (x LDP 

- LDP) (4.3.1-15) ipiiIEEii 

+ XLDQ aO 0 ccMAX * (XiLD AQ = AQ" + 6' = AQ' i (Qz -Qz)+AQI: Q- LD Q) (4.3.1-16) iQii 

Equations (4.3.1-15) and (4.3.1-16) provide a compensation method to improve the 

accuracy of the initial results produced by the knowledge based system. All the 

parameters involved in these equations are either already in the data base or become 

available as interim results from the solution searching of the knowledge based 

system. 

The application of this compensation method will be demonstrated in the simulation 

section of this Chapter. Accuracy analyses on the simulation results are also included 

in the section. 

4.3.2 System Structure 
The high level structure of this knowledge based system will be outlined in this 

section. The details of each function modules will be further discussed in the section 

of system implementation. 

The proposed system consists of a data base, a knowledge base, an inference engine, 

a pattern recogniser and a man-machine interface. A supporting kit is also included in 

this system. As the basic functions of these modules have been discussed in the 

section 4.2. only a few special points of this system are emphasised below. 

1. The Database 

The data base of the proposed system stores all the required "raw data" for a power 

system. Those raw data include the current and historic load and generation 

information, structural and operational parameters of the power network, weather 
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forecast information, time etc. This data base will be linked or merged with the data 
base for the Supervisory Control and Data Acquisition (SCADA) system for a power 
system. It will be periodically updated. 

2. Knowledge base 

The knowledge base mainly contains two categories of "knowledge". The first 
category includes the pattern recognition related rules, formulas and heuristic 
infon-nation. The second one consists of the power margins for the prototypes of all 
pattem classes for the VSDFs. 

3. Inference engine 
As this knowledge based system relies on the data in the database to reach a solution, 
the forward chaining is chosen as the inferring strategy for the system. 

4. The man-machine interface 

The man-machine interface provides a two way communication between the 

proposed system and users. It takes instructions from users at start, and represents the 

predication results into a user-friendly format with some explanations once a solution 
is reached. It also provides an access for the designers or authorised users to change 

system settings or conduct some further development work. 

5. The supporting kit 

The supporting kit has three major functions. The first one is for on-line application, 

including calculation of the VSDFs for the current state of the power system, 

calculation of the Euclidean distance for the pattem recognition, and the accuracy 

compensation for the initial prediction solution. The second function is the power 

system analysis, which will be called to calculate power margins for a target state 

when the solution can not be reached by the prediction system. This function requires 

user intervention for the decision-making. The third function is the off-training 

package which used to accommodate newly identified pattem classes or other further 
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development work. The structure of this prediction system is shown in Figure 4.3.2-1 

below. 

Figure 4.3.2-1 The structure of the prediction system 
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4.3.3 System operation 
The operation of this knowledge based system involves a two stage process: the off- 
line training and the on-line decision-making. 

The off-line training 

This prediction system is designed with a generic infrastructure, which can be used 
for any power systems. To apply this system to a specific power system, there is a 

need to configure and train the system with the information about the power system. 
As this customisation process is off-line implemented, it is called 'off-line training'. 

The off-line training involves the following activities: 
(1) Pattern Feature selection, 

(2) Pattern class determination,, 

(3) Power margins calculation, 

(4) System training and commissioning. 

The details about this off-line training will be discussed at later stage of this chapter. 

2. The on-line decision-making 

The on-line decision-making fulfils the ultimate function of this prediction system. 

At this stage of operation, the data in the database will be periodically updated. When 

a decision-making is initiated manually or automatically, the system will try to search 

the solutions following the procedure below: 

Stgp 1: Read the data from the database, calculate the VSDFs for the current state; 

Step2: Recognise the pattern class of the VSDFs for the target state; 

Stgp 3: Start the inference engine to search solutions 

Stpp 4: If a solution is reached, perform accuracy compensation calculation, go to 

Step 7. 

Stgp 5: Ask user if the power system analysis is required? If the answer is yes, the 

software in the supporting kit will be called to calculate power margins, go to 

Step 6. If not, feed 'No solution reached' to the man-machIne interface. 
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Step 7: The man-machine interface presenting the final results in a required format 

(tables), end the decision-making. 

The on-line decision-making process is shown in the flow chart Figure 4.3.3-1. 

Read Data and 
Calculate VSDFs 

Pattem class 
recognition 

Infer solutions 

'S earch--, 
Successful? 

No 
se supporti < ssoftware? No 

I Yes 

Reorganise and 
present the results 

Yes 

Calculate 
power margins 

Figure 4.3.3-1 The flow chart of the on-line decision-making process 
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4.4 SYSTEM IMPLEMENTATION 

This section deals with the details about implementing the knowledge based system 
for prediction of voltage collapse. 

4.4.1 The Pattern Recognition Module 
Implementation of the pattern recognition module involves the following three steps: 
I. Pattern feature selection, 
2. Training set creation, 
3. Pattern classification (recognition). 

1. Pattern Feature Selection 

As discussed in Section 4.2, appropriately selecting a set of pattern features is critical 
to the success of a pattern recognition function. The features shall be selected in such 

way that, on one hand they are capable of sufficiently describing the state (pattern) of 

a target object to secure the accuracy of the results; on the other hand the features 

shall not be too many in order to achieve a good decision-making speed. 

For this application, a pattern of VSDFs can be accurately described by their 

coefficients as defined in Chapter 3. However, it is impractical to select all those 

coefficients as pattern features, as a real power system can easily have over a 

thousand buses, and the total number of VSDF coefficients will be as many as eight 

times of the bus number. 

It is known from the discussions in chapter 3, that the state of the VSDFs is strongly 

influenced by the environmental and operational conditions of a power system. The 

seasons of a year, hours of a day, weather conditions, power system operation 

arrangement are the typical influencing factors. Therefore, those influencing factors 

together with some key VSDF coefficients can be used as the pattern features for the 

VSDFs. Based on this consideration, the following pattern features are proposed for 

each type of the VSDFs: 
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(1) The pattem features for the load pattern 

Load levels at some heavy loaded buses, 

Month of a year, from January to December, 

Day of a week, i. e. Monday to Sunday 

(iv) Time of a day, i. e. the real time: Hours: Minutes 

(V) Weather condition, including fine, cloudy, raining or snowing, 
(vi) Temperature, in T, 

(Vii) Power system running arrangement (network topology) numbered by 

1,2,3..., 

By using those selected features, the load pattern can be represented by 

x 
P=lXpl 

Xp2 
*** 

Xpi 
**' 

XpN 
PiT 

where, 
Xpi is the i-th feature for the load pattern, 1=1,2, ..., 

Npý 

Np is the total number of selected features for the load pattern. 

(2) The pattern features for the load distribution pattern 

Most the pattern features selected for the load distribution pattern are the same as 

those for the load pattern except the first one, which is the load distribution 

coefficients at some selected buses. Those load distribution coefficients can be 

calculated by using current and historical load data as: 
pp 

Lp 
Li (t) - Li (tl) 

Di (t)= 
NL 

LD9 (K)= 
L? (t) L? (tl) 

INL Q(t)-L? (tl)) 
-., I=l 

(Li 

where 

Mjp(t), L. Dý(t) are the active and reactive load distribution coefficients for a load 

bus 1 at time instant t, 

i(t), LQi(t) and I! i(t I ), L? (t I) are the active and reactive load at a load bus i at time Lp 

instant t and tj respectively, 
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NL is the total number of load buses in a power system. 
By these selected features, the load distribution pattern can be represented by: 

Xa:::::: 
[Xal 

Xa2 
*** 

Xai 
- 

XaNj 

where, 

X,, i is the 1-th feature for the load distribution pattern, i=l, 2, ..., 
N, is the total number of selected features for the load distribution pattern. 

(3) The pattern features for the generation and the generation participation pattern 

The pattern features selected for the generation pattern and the generation 

participation pattern are almost identical except for the first one: 
(1) Generation outputs of major power plants for the generation pattern, or 

the Generation participation coefficients at major power plants for the 

generation participation pattern, 

(11) Month of a year, from January to December, 

(Ili) Day of a week, i. e. Monday to Sunday 

(iv) Time of a day, i. e. the real time: Hours: Minutes 

(V) Weather condition, including fine, cloudy, raining/snowing, 

(vi) Unit commitment arrangement: numbered by 1,2,3..., 

The coefficients of the generation participation pattern can be calculated as 

GPip (t)- 
Gip (t) - Gpi (tl) 

ING 

- Gp (tl)) 
_,, =, 

(G 
ip (t) i 

GPý (t)- 
Gý. (t) G? (tl) 

ING(G9 (t) - GQ (tl)) 
-ýI=l Ii 

where 

GFOIP (t) ý GPý (t) are the active and reactive generation participation coefficients for a 

generation bus i at time instant t, 

GjP(t), Gý(t)andGjP(tj), Gý(tj) are the active and reactive generation output at a 

generation bus i at time instant t and tj respectively, 

NG ISthe total number of generation buses in a power system. 
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By those pattern features, the generation pattern can be represented as: 
Xr2 

- 
Xri 

"' 
XrNJ 

and the generation participation pattern can be represented: 
T 

xp= 
ýXpl 

XP2 Xpi XpNp 
I 

where, 

Xj-, is the i-th feature for the generation pattern, i=l, 2, 
..., Nr-, 

Nr- is the total number of selected features for the generation pattern. 

Xpi is the i-th feature for the generation participation pattern, i=1 
ý 2, ..., Np, 

Np is the total number of selected features for the generation participation pattern. 

It should be pointed out that in most power systems, the number of power plants is 

much less than the number of load buses. Thus, all the coefficients of generation and 

generation participation patterns may be directly selected as the pattern features for 

these two VSDFs, i. e.: 
XG =G 

Xp = GP 

Where 

G= [Gp, G'ý] 

Gp= [ bp I, GP2 ... Gpi ... Gpn] 

GQ =[GQ1, GQ 2 ... GQ i ... GQ nj 

GP = [GPP, GPq] 

GPP= [ GP Pi 
ý 
GPP2 ... 

GPpi ... 
GPpn] 

GPQ =[GPQI, GPQ 2 ... 
GPQ i ... 

GPQ nj 

Training Set Creation 

The pattern recognition technique is used in this prediction system by comparing the 

states of the voltage stability determining factors (VSDFs) of a real power system 
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(the target state) to a large training set. This training set contains the prototypes of all 
the pattern classes selected to represent all the likely states of the VSDFs of the 
power system. 

As the VSDFs include four different factors, there is a need to create four training 
sub-sets for the pattern recognition in the proposed system. Using load pattern as an 
example, its training sub-set can be expressed in matrix as: 

T 
[XI 

Pp 
X2 

... p 
Xi 

... 
XNCp 

pp 

X1 Pi 
21 xp 

... 
xi NCp 

Pi ... 
XPI 

xI 
2 p 

x2 
2 p 

NCp 
... 

Xi2 Xp2 
p 

xI 
pNp 

... 
x2 

pNp 

... ... ... ... 

... 
xi XNCp 

pNp pN p 

where, 

i x P+ipl 
Xi2 

p 
xi 

Pi Xi 
IT 

... pN P 

is the prototype of the i-th pattem class for the load pattern, I= 1,2, ... NCp, 

Ncp is the number of pattern classes for the load pattern. 
The training sub-sets for the load distribution pattern, generation pattern and 

generation participation pattern have a very similar format. 

3. Pattern Recognition 

The task of pattern recognition in this prediction system is to recognise the pattern 

class of the VSDFs to which a target state of a power system belongs. It is the final 

step of the whole pattern recognition process. Based on nature of the VDSFs, the 

minimum distance is chosen to be classifier for the pattern recognition in this 

application. 

From the technical background, it is known that the minimum distance classifier uses 

the Euclidean distance as the decision function. The Euclidean distance between a 

target pattem and the prototype of a pattem class for is calculated by 

2i222 1 Dl:::::::: [(ol(X, +(ÜK(XK K ZII) + Ü) 2 
(X2 - Z2) + ZK) ++ (x)N (XN - Z1N) 

where, 
D' is the Euclidean distance from a target pattern X to the prototype of pattern class i, 
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Z' is the prototype of pattem class i, 
X=[XI X2 

- 
XK 

- 
XNf 15 

zi 
=[Zi Zi ... Zi ... zi 12K Nf]ý 

XK 'Sthe value of feature K for the target pattern, K=1,2, 
..., Nf, 

Z' is the value of feature K for the prototype of class i, K= Iý2, Nf, K 

Nf is the number of selected features, 

(OK IS the weighting factor for feature K. 

Weighting factors introduced here is to reflect different influencing power that each 
pattern features may have on the pattern recognition. 
The Euclidean distance in the proposed system includes four segments, each 

associated with a type of VSDF. 

4.4.2 The Knowledge Based System 
As shown in Figure 4.3.2-1, the knowledge-based system in this application includes 

a data base, a knowledge base, an inference set, a man-machine interface as well as a 

supporting kit. 

1. The database 

The database in the proposed system has two main functions. One is to store and 

regularly update "raw data" of a power system. The raw data contain all the structural 

and operational information about a power system, including the system parameter 

(e. g. line impedance), network running arrangement, the active and reactive power 

injections and voltage measurement etc. Most of the raw data are directly fed from 

the SCADA system of the power system. Other function of the database is acting as a 

buffer to keep the 'new facts' - the final or interim results produced by function 

modules of the proposed system such as the pattern recognition mechanism or the 

inference engine. 

All the data in this database are organised in the forinat of tables. This type of 

database can be easily developed by using any of the computer languages such as 

database tools 'oracle', the 'sequence' or numerical languages 'FORTRAN, or 
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2. The inference engine 

The forward chaining is selected as the inference strategy in this system for two main 
reasons. Firstly the conditions and conclusions are one to one matching for all the 
knowledge rules in this system, there will not be the case of "multiple solutions" for 

the same set of conditions. Secondly the use of the minimum distance classifier 

minimises the possibility for a target state to be classified into more than one pattern 
class. Therefore, the typical "unfocused questioning situation" for the forward 

chaining will not be a problem for this application. 

The knowledge base 

The knowledge base of the proposed system contains two types of knowledge: 

pattern recognition rules and pre-calculated power margin results for the prototypes 

of all pattern classes of the VSDFs for a power system. These "knowledge" are 

presented by the production rules in the fonnat of 'EF-THEN' as: 

RULES CONTENTS NOTES 
Rule (i) IF D LDk 

= min ID LD05' D LD15 

ýD 
LD201 If LD k has the min E distance, 

Then X'cLDk, K=05,15,20 Then the target state has the 
load dist pattern LD k 

... ... ... ... ... 

Rule IF XL E=- L01 
9 

XG E=- G02 
XLD E=- LD05, XGP (=- GP01 

Then XVSDF C (D I 

If the target state has LO 1, 
G02, LD 05 and GPOI, 
Then it belongs to Pattern 
Class I 

Rule (k) IF XVSDF c(D3 If target state belongs to 

Then PMO = Table 4.5.1 -7 
Pattern Class 3 
Then initial solution as listed 
in Table 4.5.1 -7 
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Bus 
L (p. u. ) I 

LP LQ I 
-LD %) 

LDi-TLDQ 
G( u. ) 

GP 
_L 

GQ 
GP (%) 

GPP I GPQ 
Pmo U. ) 
AP AQ 

1 0.3 0.18 3 3.8 3.2 2.0 33.1 28.8 10.0 8.00 
2 0.9 0.45 11 6 

..... ..... ..... ..... 6.80 3.80 

..... 

..... 
..... 
..... 

..... 

..... 
.... 
..... 

...... 7.9 
..... 
4.5 

..... 
17 

..... 
15 

..... 

..... 
..... 
..... 

L-N 1.2 
..... 

0.6 
..... 
6 

..... 
7.8 

..... 
0 

.... 
0 . ..... 0 

..... 
0 

..... 
7.50 

..... 
3.02 

Tota Total 18.1 100 100 - 20.5 9.6 - F-10-0 132 981 
Table 4.4.2-1 The example for the knowledge in the format of 

"production rules" 

4. The Man-machine Interface 

All the inforination processed within this knowledge based system is digitised or 

specially coded. This includes the interim or final results produced by the inference 

engine or pattern recognition module. The man-machine interface is responsible for 

interpreting those coded information into a user-friendly format. It can also provide 

some explanations regarding why or how the solutions were reached. When the 

explanations are required, the man-machine interface simply gathers together all the 

conditions of the rules used for the solution searching, and presents them out in a 

logic order as they were searched. 

The principle and generic structure of this knowledge based system for prediction of 

voltage stability have discussed in the above sections. More detailed discussions for 

applying such a system to a power system will be presented in the simulation section 

below. 
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4.5 SYSTEM SIMULATION 

The simulation of the proposed system on the IEEE 30 bus power system is presented 
in this section. It covers the contents of simulation configuration, case study and 

simulation evolution. 

4.5.1 Simulation Configuration 
1. Pattern features 

By considering the totally number buses in the IEEE 30 bus power system, all the 

coefficients for the VSDFs are selected as the pattern features. Thus, there is no need 

to introduce any additional pattern features. The VSDFs for the pattern recognition 

purpose in this simulation have exactly the same format as defined in Chapter 3: 

(1) Load pattern K: 

Lk= [Lkp, LkQ iT 

Lkp== [ Lkpl, LkP2 
... 

Lkpi 
... 

LkP30] 

LkQ =[LkQ1, LkQ 2 
... 

LkQ i 
... 

LkQ 3 01 

(2) Load distribution Pattern K: 

LDk=[LDkp, LDk Q]T 

LDkp [LDkp I LDkp2 ... 
LDkpi 

... LDkp30] 

LDkQ [LDkQ 1 LDkQ 2 ... 
LDkQ i. 

.. LDkQ 30] 

Generation Pattern K: 

Gk [ Gk p, GkQ iT 

Gkp= [ Gkpl, GkP2 ... 
Gkpi ... 

GkP30] 

GkQ =[GkQ 19 GkQ 2 ... 
GkQ i 

... 
GkQ 30] 

(4) Generation Participation Pattern K 

GPk-= [GPk p GPk QiT 

GPk p[ GPk pIý GPkp2 
... 

GPkpi 
... GPkp30] 

GPkQ =: [GPk Qj, GPkQ 2 
... 

GPkQ i 
... 

GPkQ 301 
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2. Pattern classes 

Three pattern classes were set up for this simulation. Each of the pattern classes 

represents a typical system loading condition, namely lightly loaded conditions (load 

level less than 5% of the maximum generation capacity), normally loaded conditions 
(load level around 50% of the maximum generation capacity) and heavily loaded 

conditions (around 70% of the maximum generation capacity). 

(1) Pattern class I 

This pattern class is set up to represent the VSDFs under lightly loaded system 

conditions. The prototype of the pattern class 1 includes 

Load Pattern LOI= [LO1 P, LOI QIT 

Load Distribution Pattern LD05 =[LD05p, LD05 QIT 

Generation Pattern G02= [G02p, G02 QIT 

(IV) Generation Participation Pattern GPOI =[GPOIP, GPOI QIT 

Details of the prototype and its associated power margins for pattern class I are given 

in Table 4.5.1 -1 (also see Table A3 -10, Appendix 3): 
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B LOI p. u. ) G02 (p. u. ) LD05 GP01 u Pml ) us P Q P Q P - p. . LOI L01 G02 [GO2 LD05 L60ý Q GPOIP GP01Q APL AQL 1. 0.00 0.00 4.47 -0.79 0.00% 0.00% 23.97% 10.99% 0.00 - 0.00 2 0.00 0.00 4.27 -1.40 0.00% 0.00% 23.92% 17.13% 0.00 0.00 
3 0.24 0.12 0.00 0.00 1.0 0 %Y( 0 0 1.00% 0.00% - 6.00% 2.48 1.48 
4 0.76 0.36 0.00 0.00 4.000%/( 4.00% 0.00% 0.00% 9.92 5.92 
5 0.00 0.00 0.00 0.00 

. 00.. 0.00 %Y( 0.00% 0.00% 0.00% 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 1.28 0.59 0.00 0.00 4.00% 4.00% 0.00% 0.00% 9.92 5.92 
8 1.15 0.43 0.00 0.00 5.00% 5.00% 0.00% 0.00% 12 . 40 7.40 
9 

1 
0.90 0.50 0.00 0.00 5.00% 5.00% 0.00% 0.00% 12.40 - 7.40 - 

10 0.58 0.20 0.00 0.00 3.00% 3.00% 0.00% 0.00% 7.44 4.44 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 1.12 0.55 0.00 0.00 5.00% 5.00% 0.00% 0.00% 12.40 7.40 
13 0.00 0.00 2.14 -1.17 0.00% 0.00% 11.96% 14.95% 0.00 0.00 
14 0.62 0.36 0.00 0.00 5.00% 5.00% 0.00% 0.00% 12.40 7.40 
15 0.82 0.55 0.00 0.00 6.00% 6.00% 0.00% 0.00% 14.88 8.88 
16 0.35 0.18 0.00 0.00 4.00% 4.00% 0.00% 0.00% 9.92 5.92 
17 0.90 0.58 0.00 0.00 5.00% 5.00% 0.00% 0.00% 12.40 7.40 
18 3.28 

- 
1.79 0.00 1 0.00 15.00% 15.00% 0.00% 0.00% 37.20 22.20 

19 2.30 1.10 0.00 0.00 12.00% 12.00% 0.00% 0.00% 29.76 17.76 
20 1.22 0.67 0.00 0.00 12.00% 12.00% 0.00% 0.00% 29.76 17.76 
21 0.75 0.32 0.00 0.00 5.00% 5.00% 0.00% 0.00% 12.40 7.40 
22 0.00 0.00 2.67 -1.63 0.00% 0.00% 14.90% 22.77% 0.00 0.001 
23 0.00 0.00 1.60 -1.12 0.00% 0.00% 8.82% 14.95% 0.00 0.001 
24 0.47 0.37 0.00 0.00 2.00% 2.00% 0.00% 0.00% 4.96 2.96 
25 0.10 0.07 0.00 0.00 1.00% 1.00% 0.00% 0.00% 2.48 1.48 
26 0.35 0.23 0.00 0.00 2.00% 2.00% 0.00% 0.00% 4.96 2.96 
27 0.00 0.00 2.94 -1.52 0.00% 0.00% 16.42% 19.21% 0.00 0.00 
28 0.00 0.00 0.001 0-00 0-00% 0.00% 0-00% 0*00% 0.00 0.00 
29 0.27 0.19 0.00 0-00 1-00% 1-00% 0-00% 0.00% 2.48 1.48 
30 0.56 0.29 0.00 0.00 3.00% 3.00% 0.00% 0.00% 7.44 4.44 

Total 18.02 9.45 18.09 -7.63 100.00% 100.00% 100.00% 100.00% 248-00 148.00 
Table 4.5.1-1 The prototype and its associated power margins 

for pattern class I 

(2) Pattem class IJ 

This pattern class is set up to represent the VSDFs under normally loaded system 

conditions. The prototype of pattern class 2 includes 

(1) Load Pattem L 10 = [L I Op, L1 OQIT 

(ii) Load Distnbution Pattem LD 15 = [LD 15 p, LD15 QIT 
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(ill) Generation Pattern G06 = [G06p, G06Q IT 

(iv) Generation Participation Pattern GP03 =[GP03p, GP03 QIT 

The prototype of pattern class 2 and its associated power margins for pattern class 11 

are detailed in Table 4.5-1-2 (also see Table A3-15, Appendix 3): 

Bus 
LIO u. ) G06 u. ) LD15 GP03 PM (P. U. ) 

LIOP LIOQ G06P G06Q LD15P LD15Q GP03P GP03Q APL AQL 
1 0.00 0.00 36.99 14.92 0.00% 0.00% 37.24% 33.92% 0.00 0.00 
2 0.00 0.00 36.20 14.58 0.00% 0.00% 37.66% 35.58% 0.00 0.00 
3 1.20 0.60 0.00 0.00 2.00% 2.00% 0.00% 0.00% 1.56 0.92 
4. 3.80 1.80 0.00 0.00 4.00% 4.00% 0.00% 0.00% 3.12 1.84 
5 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 6.40 2.95 0.00 0.00 3.00% 3.00% 0.00% 0.00% 2. ý4 1.38 
8 5.75 2.15 0.00 0.00 5.00% 5.00% 0.00% 0.00% 3.90 2.30 
9 4.50 2.50 0.00 0.00. 5.00% 5.00% 0.00% 0.00% 3.90 2.30 

10 2.90 1.00 0.00 0.00 3.00% 3.00% 0.00% 0.00% 2.34 1.38 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 5.60 2.75 0.00 0.00 4.00% 4.00% 0.00% 0.00% 3.12 1.84 
13 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0-00 
14 3.10 1.80 0.00 0.00 6.00% 6.00% 0.00% 0.00% 4.68 2.76 
15 4.10 2.75 0.00 0.00 5.00% 5.00% 0.00% 0.00% 3.90 2.30 
16 1.75 0.90 0.00 0.00 4.00% 4.00% 0.00% 0.00% 3.12 1.84 
17 4.50 2.90 0.00 0.00 5.00% 5.00% 0.00% 0.00% 3.90 2.30 
18 16.40 8.95 0.00 0.00 20.00% 20.00% 0.00% 0.00% 15.60 9.20 
19 11.50 5.50 0.00 0.00 10-00% 10-00% 0.00% 0.00% 7.80 4.60 
20 

, 
6.10 3.35 0.00 

. 
0.00 10-00% 10-00% 0.00% 0.00% 7.80 4.60 

21 3.75 1.60 0.00 0.00 5.00% 5.00% 0.00% 0.00% 3.90 2.30 

22 0.00 _ 0.00 0.00 0.00 0.00% 0-00% 0-00% 0-00% 0*00 0*00 

23 0.00 0.00 0.00 0.00 0.00% 0-00% 0-00% 0-00% 0*00 0,00 

24 . 2.35 1.85 0.00 0.00 2.00% 2.00% 0.00% 0.00% 1.56 0.92 

25 0.50 0.35 0.00 0.00 1.00% 1-00% 0-00% 0.00% 0.78 0.46 

26 , 1.75 1.15 0.00 
, 

0.00 3.00% 3.00% 0.00% 0.00% 2.34 1.38 

27 0.00 0.00 19.90 13-08 0.00% 0.00% 25.10% 30.50% 0.00 0.00 

28 0.00 0.00 0.00 0-00 0.00% 
-0.00% 

0.00% 0.00% 0.00 0.00 

29 1.35 0.95 0.00 0.00 1.00% 
- 

1.00% 0.00% 0.00% 0.78 0.46 

30 2.80 1.45 0.00 0.00 2.00% 2.00% 0.00% 0.00% 1.56 0.92 

Total , 190.10 47.25 93.09 42.58 100-00% 100-00% 100-00% 100-00% 78.00 46.00 

Table 4.5.1-2 The prototype anct its associatea poweir mau ginn, 
for pattern class 11 

(3) Pattem class III 

This pattern class is to represent the VSDFs under heavily loaded system condition. 

The prototype of pattem class 3 includes 
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(i) Load Pattem L20 = [L20p, L20QIT 

Load Distribution Pattern LD20=[LD20p, LD20QIT 

Generation Pattern G20 = [G20p, G20Q IT 

(iv) Generation Participation Pattern GP20 =[GP20p, GP20QIT 

The prototype and its associated power margins for pattern class EII are detailed in the 
table below (also see Table A3-20, Appendix 3): 

B0 us 
L20 (p. u. ) G20 p. u. ) LD20 GP20 PM (P. U. ) 

L20P L20Q G20P G20Q LD20P LD20Q GP20P GP20Q APL AQL 
1. 0.00 0.00 57.90 36.80 0.00% 0.00% 26.04% 27.51% 0.00 0.00 
2 0.00 0.00 57.00 37.00 0.00% 0.00% 27.36% 26.81% 0.00 0.00 
3 3.00 1.80 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 
4 9.00 5.40 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.001 
5_ 0.00 0.00 0.00. 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 12.80 5.90 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 
8. 10.50 4.30 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 
9 9.00 5.00 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 

10 6.00 3.60 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 11.20 7.00 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 
13 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
14 

, 
29.00 18.00 0.00 

. 
0.00 10-00% 10-00% 0.00% 0.00% 5.90 3.50 

15 31.50 19-00 0.00 0.00 10-00% 10-00% 0.00% 0.00% 5.90 3.50 
16 5.00 3.00 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 
17 9.00 5.80 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 
18 16.00 9.00 0.00 0.00 10-00% 10-00% 0.00% 0.00% 5.90 3.5.0 
19 12.00 8.00 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 

20 5.50 3.30 0.00 0.00 0.00% 
-0-00% 

0-00% 0.00% 0-00 0-00 

21 1 7.50 3.20 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 

22 0.00 0.00 37.00 24.00 0.00% 0.00% 17.22% 16.88% 0.00 0.00 

23 0.00 0.00 23.00 16.00 0.00% 0.00% 11.14% 10.92% 0.00 0.00 

24 4.70 3ý. 70 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 

25 3.00 2.00 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 

26 5.50 3.30 0.00 0.00 0.00% 0.00% 0.00% 0-00% 0-00 0-00 

27 0.00 0.00 38.00 28.00 0.00% 0.00% 18.24% 17.87% 0.00 0.00 

28 0.00 0.00 0-00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 

29 4.00 2.40 0.00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 
- - -- 30 - ý. 60 ý. Oo 0-00 0.00 5.00% 5.00% 0.00% 0.00% 2.95 1.75 

T -o tal TO 1-8 T -17-7 212.9 141.8 100.00'/-' --- - 

Table 4.5.1-3 The prototype ana us assuciaLeu puwcj[ max gimn 
for pattern class III 
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Decision function 

As all the coefficients of the VSDFs are selected as pattern features in this 

simulation, the weighting factors in the Euclidean equation are set to "I" for all the 

pattern features. This means that all the pattern features have the same influencing 

power on the pattern recognition. To provide a better distinction and visibility, the 

values of the load distribution pattern and generation participation pattern are 

multiplied by 100 in the calculation for the Euclidean Distance. Thus, the decision 

function used in this simulation has the following format: 

=[(Xrip _ZniP)2+(XITP _ZrliP)2+... +(XrIP _ZrliP)2+... +(XI-IP ZrIiP)2+ Dr" 1122kk 30 - 30 

(XrIQ 
_ 

ZI-IiQ)2 +(XrIQ _ 
ZrIiQ)2 +... +(XFIQ _ 

ZI-IiQ)2 +... +(XrIQ _ ZrIiQ)2 ]Y2 
1122kk 30 30 

(4.5.1-1) 

where, 

Dn' is the Euclidean distance for one of the four VSDFs from a target pattern X to 

the prototype of a pattern class i, 

z rii [Zriip 
Znip 

... 
Zriip 

... 
Zriip, ZriiQ ZriiQ 

... 
ZpQ 

... 
ZIFIiQ 

12k 30 12k 30 

is a VSDF for the prototype of pattern class i, e. g. Load pattern, 

Xri 
[XiP Xrip 

... 
Xrip 

... 
Xrip 

, 
XriQ XnQ 

... 
XrIQ 

... 
XI-IQ 

12k 30 12k 30 

is a VSDF for a target pattern 

ri stands for a specific type of VSDFs, He tL, LD, G, GP 

For example, if the prototype of a pattern class is specified as 

(i) Load Pattern L01 = [LO1P, L01 QIT 

(ii) Load Distribution Pattern LD03 =[LD031% LD03 QIT 

(iii) Generation Pattern GOI = [GOIP, G01 QIT 

(iv) Generation Participation Pattern GP01 =[GPOIP, GP01 QIT 

the Euclidean distances from a target pattern to the prototype of this pattern class 

include the following 4 segments: 

Load pattem segment: 
LOI 

= [(XLP )2 +(X 
LP ) 2... + (X LP )2... +(XLP )2 

-LOIP -LOIP DI -LOlip 2 -LO12P kk 30 30 

+(XLQ -LOIQI 
)2 -4_(X 

LQ 
-LOIQ 

)2... +(XLQ -LOlQ 
)2... +(XLQ -LOIQ 

)2 ]Y2 
122kk 30 30 
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Load distnbution Dattem segment: 

D LD03 
= [(XLDP 

- LD03P )2 +(X LDP 
- LD03P )2... +(XLDP 

- LD03P )2... +(XLDP - LD03 P2 1122kk 30 30) 

+(XLDQ - LD03Q )2 +(X LDQ 
- LD03Q )2... +(XLDQ - LD03Q )2... +(XLDQ - LD03Q )'], y2 1122kk 30 30 

Generation pattem segment: 

D G02 
= [(XGP 

-G02P 
)2 

11 +(X GP 
- 2 G02P )2 

2 ... 
+ (X GP 

k -G02P 
)2 

k ... 
+(XGP 30 -G02P 

)2 
30 

+(XGQ - 
)2 G02Q 1 

+(X gQ 
- 2 

)2 G02Q 2 ... 
+(XGQ - k 

)2 G02Q k 
)2 ]J/2 

... +(XGQ -G02Q 30 30 

Generation participation pattem segment: 

D GPOI 
= [(XGPP 

-GPOlp 
)2 +(X GPP 

-GPOIP 
) 2... +(X GPP 

-GPOlp 
)2 

... 
+ (XGPP 

-GPOlp 
)2 1122kk 30 30 

+ (XGPQ 
-GPO1Q 

)2 +(X GPQ 
-GPO1Q 

) 2... + (X GPQ 
-GPO1Q 

)2... +(XGPQ -GPO1Q 
)2] 

ý2/ 

22kk 30 30 

where, 
xL = 

WP 
xLP xLP xLP xLQ XLQ 

... 
XLQ XLQ 

12-k 30 12k 30 

x LD 
=[X 

LDP X LDP 
... 

XLDP XLDP XLDQ XLDQ -VLDQ -jLDQ 
12k... 30 12 "*-""k -' ""30 

1 

XG = XGP XGP 
... 

XGP 
... 

XGP XGQ XGQ... XGQ... XGQ 
112k 

30 12k 30 
1 

x GP 
= 

[X GPP X GPP X GPP X GPP X GPQ X GPQ X GPQ X GPQ 
12... k' 30 12k- 30 

1 

are the VSDFs for the target state. 

4. Knowledge rules 

The knowledge rules used in this simulation are listed in the following table: 
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RULES CONTENTS NOTES 
Rule I. IF D Lk 

= min fDL01, DLI", D L201 

Then XL c Lk, K==01,10,20 

Rule 2. IF D LDk 
= minfD 

LD05 

5D 
LD 15 

5D 
LD20 

Then XLD E=- LDk, K=05,15,20 

Rule 3. IF D Gk 
min {D G02 D G06 D G201 

Then XG Gk, k= 02,06,20 

Rule 4. IF D GPk 
=: min tD GF01, D GP03 

ýD 
GP201 

Then XGP E=- GPk, k 01,03,20 

Rule 5. IF XL e L01 9 
XG G02 

XLD e LD05 9 
XGP c GPOI 

Then XVSDF e (D I The target state belongs to 
pattern class I 

Rule 6 IF XL E: LIO 
9XG e G06 9 

XLD c LD15 9 
XGP (=- GP03 
Then XVSDF E=- (D 2 The target state belongs to 

pattern class 2 
Rule 7. IF XL E=- L20 9XG E=- G20 XLD E: -: LD20 9 

XGP e GP20 
Then XvsDFc (D 3 the target state belongs to 

pattern class 3 
Rule 8. IF xVSDF (D 1 

Then PMO Table 4.5.1 -5 Initial solution for pattern 
class I 

Rule 9. IF XVSDF (D 2 

Then PMO Table 4.5.1 -6 Initial solution for pattern 
class 2 

Rule 10. IF XVSDF q) 3 

Then pM0 Table 4.5.1 -7 Initial solution for pattern 
class 3 

Rule 11. Run Solution compensation 
calculation 

PMS=PM0+8 
APj = APoj +6 pi ; AQ = AQoj +6 Qi 

See equations (4-3.1 - 15) 
(4.3.1-16) 

Rule 12. un MMI Routine Present the final results 

Table 4.5.1-4 'I'he knowiecige ruies useu in tne simuiation 
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Bus 

1 

PMO (P. U. ) 
APL 
0.00 0.00 

Co 
_ 8p 

sation 8 
8Q 

PMS (P. U. ) 
APL-8P AQL-8Q 

2 0.00 0.00 
3 2.48 1.48 
4 9.92 5.92 
5 0.00 0.00 
6 0.00 0.00 
7 9.92 5.92 
8 12.40 7.40 
9 12.40 7.40 

10 7.44 4.44 
11 0.00 0.00 
12 12.40 7.40 
13 0.00 0.00 
14 12.40 7.40 
15 14.88 8.88 
16 9.92 5.92 
17 12.40 7.40 
18 37.20 22.20 
19 29.76 17.76 
20 29.76 17.76 
21 12.40 7.40 
22 0.00 0.00 
23 0.00 0.00 
24 4.96 2.96 
25 2.48 1.48 
26 4.96 2.96 
27 0.00 0.00 
28 0.00 0.00 
29 2.48 1.48 
30 7.44 4.44 

Total 248.00 148.00 
Table 4.5.1-5 The initial solution (PMo) for the VSDFs belonging to 

pattern class I 
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Bus 
1 

Pmo (P. U. ) 
APL AQL 

0.00 0.00 

Com e me sation 8 
8P7 8Q 777 PMS (P. U. ) 

APL+8p AQL+8Q 

2 0.00 0.00 
3 1.56 0.92 
4 3.12 1.84 
5 0.00 0.00 
6 0.00 0.00 
7 2.34 1.38 
8 3.90 2.30 
9 3.90 2.30 

10 2.34 1.38 
11 0.00 0.00 
12 3.12 1.84 
13 0.00 0.00 
14 4.68 2.76 
15 3.90 2.30 
16 3.12 1.84 
17 3.90 2.30 
18 15.60 9.20 
19 7.80 4.60 
20 7.80 4.60 
21 3.90 2.30 
22 0.00 0.00 
23 0.00 0.00 
24 1.56 0.92 
25 0.78 0.46 
26 2.34 1.38 
27 0.00 0.00 
28 0.00 0.00 
29 0.78 0.46 
30 1.56 0.92 

Total 78-00 . 00 
Table 4.5.1-6 The initial solution (PMo) for the VSDFs belonging to 

pattern class 11 
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Bus 
PMO 

APL 
(P. U. ) 

AQL 
Co sa ion 
8p 8Q 

PMS (P. U. ) 
APL+8p AQL+8Q 

1 0.00 0.00 
2 0.00 0.00 
3 2.95 1.75 
4 0.00 0.00 
5 0.00 0.00 
6 0.00 0.00 
7 2.95 1.75 
8 2.95 1.75 
9 2.95 1.75 

10 2.95 1.75 
I1 0.00 0.00 
12 2.95 1.75 
13 0.00 0.00 
14 5.90 3.50 
15 5.90 3.50 
16 2.95 1.75 
17 2.95 1.75 
18 5.90 3.50 
19 2.95 1.75 
20 0.00 0.00 
21 2.95 1.75 
22 0.00 0.00 
23 0.00 0.00 
24 2.95 1.75 
25 2.95 1.75 
26 0.00 0.00 
27 0.00 0.00 
28 0.00 0.00 
29 2.95 1.75 
30 2.95 1.75 

Total 59.00 35.00 
Table 4.5.1-7 The initial solution (PMo) for the VSDFs belonging to 

pattern class III 
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4.5.2 Case study 
Totally six simulation cases (two test patterns under each configured pattern class) 

are presented in this section. To illustrate the decision-making process, the interim 

results produced by this knowledge based system are provided in some of the study 

cases. Accuracy analysis of the simulation results is made for each study case against 

the power margins determined by the conventional load flow study. 

1. Case Study I 

(1) Test pattern 

In this case, the VSDFs for the testing pattern are set as shown in the table below: 
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Bus xLU. ) XG (13. U. ) xLD x Gp N 

xLP x LQ x GP XGQ x LDP x LDQ x GPP x GPQ 

1 0.00 0.00 4.47 -0.79 0.00% 0.00% 23.89% 11.29% 
2 0.00 0.00 4.27 -1.40 0.00% 0.00% 23.95% 17.07% 
3 0.24 0.12 0.00 0.00 1.10% 1.10% 0.00% 0.00% 
4 0.76 0.36, 0.00 0.00 3.60% 3.60% 0.00% 0.00% 
5 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
7 1.28 0.59 0.00 0.00 4.40% 4.40% 0.00% 0.00% 
8 1.15 0.43 0.00 0.00 4.50% 4.50% 0.00% 0.00% 
9 0.90 0.50 0.00 0.00 5.50% 5.50% 0.00% 0.00% 

10 0.58 0.20 0.00 0.00 2.70% 2.70% 0.00% 0.00% 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
12 1.12 0.55 0.00 0.00 5.50% 5.50% 0.00% 0.00% 
13 0.00 0.00 2.14 -1.17 0.00% 0.00% 11.97% 14.90% 
14 0.62 0.36 0.00 0.00 4.50% 4.50% 0.00% 0.00% 
15 0.82 0.55 0.00 0.00 6.60% 6.60% 0.00% 0.00% 
16 0.35 0.18 0.00 0.00 3.60% 3.60% 0.00% 0.00% 
17 0.90 0.58 0.00 0.00 5.50% 5.50% 0.00% 0.00% 
18 3.28 1.79 0.00 0.00 13.50% 13.50% 0.00% 0.00% 
19 2.30 1.10 0.00 0.00 13.20% 13.20% 0.00% 0.00% 
20 1.22 0.67 0.00 0.00 10.80% 10.80% 0.00% 0.00% 
21 0.75 0.32 0.00 0.00 5.50% 5.50% 0.00% 0.00% 
22 0.00 0.00 2.67 -1.63 0.00% 0.00% 14.92% 22.70% 
23 0.00 0.00 1.60 -1.12 0.00% 0.00% 8.83% 14.90% 
24 0.47 0.37 0.00 0.00 2.20% 2.20% 0.00% 0.00% 
25 0.10 0.07 0.00 0.00 0.90% 0.90% 0.00% 0.00% 
26 0.35 0.23 0.00 0.00 2.20% 2.20% 0.00% 0.00% 
27 0.00 0.00 2.94 -1.52 0.00% 0.00% 16.44% 19.14% 
28 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
29 0.27 0.19 1 0.00 0.00 0.90% 0.90% 0.00% 0.00% 
30 0.56 0.29 0.00 0.00 3.30% 3.30% 0.00% 0.00% 

Total _ 18.02 9.45 18.09 -7.63 100.00% 100.00% 100-00% 100-00% 
Table 4.5.2-1 Test pattern (1) for the case study 1 

This is one of the patterns within study group I (lightly loaded cluster) for the 

simulation of power margin similarity in Chapter 3. The further details about this test 

pattern are given in Table A3-9 of Appendix 3. 
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(2) Euclidean Distance Calculations 

The Euclidean distances to the prototype of each pattern class are calculated by using 
equation (4.5.1-1) as below: 

(1) The Euclidean distance to pattern class 1: 

The 4 segments of Euclidean distance from the testing pattern (1) to the prototype of 
pattern class I (LO1, LD05, G02 and GP01 as shown in Table 4.5.1 - 1) are: 
Load pattern segment DLO' 0 

Load distribution pattern segment D LD03 

- 

0 

Generation pattern segmeniYý 3.94 

Generation participation pattern segment D GPOI 0.33 

Table 4.5.2-2 The Euclidean distance from test pattern (1) to pattern class I 

(ii) Euclidean distance to pattern class 11: 

The Euclidean distance from test pattern (1) to the prototype of pattern class II (L10, 

LD15, G06 and GP03 as shown in Table 4.5.1-2) is: 

Load pattern segment D L12 23.38 

Load distribution pattern segment D LDI 1 11.55 

Generation pattern segment DG09 55.67 

Gener ion participation pattern segment D GP06 1 53.18 

Table 4.5.2-3 The Euclidean distance from test pattern (1) to pattern class 11 

(iii) Euclidean distance to pattern class IH: 

The Euclidean distance from test pattern (1) to the prototype of pattern class In (L20, 

LD20, G20 and GP20 as shown in Table 4.5.1-3) is calculated as: 

Load pattern segment D L12 61.25 

Load distribution pattern segment D LDI 1 25.46 

Generation pattern segment D G09 114.95 

Generation participation pattern segment D GP06 28.37 

Table 4.5.2-4 The Euclidean distance from test pattern (1) to pattern class I. I. I. 

(3) Solution searching 

By using the calculated Euclidean distances and other data in the database, the 

solution is searched in the following steps: 
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Step 1: VSDFs identification 

Applying the knowledge rules to the results in Table 4.5.2-2, Table 4.5.2-3, Table 

4.5.2-4 the following interim results are obtained: 

Rules Applied Reasoning Conclusion 
RULE (1) DLO' =min JDLOI 

,D 
Ll 0, D L201, 

XL eLOI 

RULE (2) D LD03 
= min ID LD05 

,D 
LD15 

,D 
LD20 

XLD cz LD05 

RULE (3) D G02 
= min ID G02, D G06 

ýD 
G20i, 

XG e G02 

RULE (4): D GPOI 
= min tD GPOI 

,D 
GP03 

5D 
GP20), 

XGP c GP01 

Table 4.5.2-5 The interim results I for case study I 

Stgp 2: Pattem class recognition 

Applying the knowledge rules to the interim result l Table 4.5.2-5, produces: 

Rules applied Reasoning Conclusion 

RULE (5) XL cLO1 . 
XLD E=- LD05 5, 

XG E=- G02 9 
XGP E=- GP01 xVSDF E=- (D 1 

Table 4.5.2-6 The interim results 2 for case study I 

Step 3: Initial solution 

By applying the knowledge rules to the interim result 2 in Table 4.5.2-6, the initial 

prediction results are researched as 

Rules applied Reasoning Conclusion 

RULE (7) xVSDF e (D i PMO = 

Table 4.5.1 -5 

Table 4.5.2-7 The interim results 3 (initial solution) for case stuay -t 
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Step 4: Solution compensation 

By running the solution compensation routine (Rule 11) with the interim result 3 in 

the Table 4.5.2-7, the final prediction results are achieved as: 

PMO (P. U. ) Compe me sation 8 PMS (P. U. ) 

Bus 
APLO AQLO 

sp 8Q 
APL: --APLO+B 

p 
AQL 

=AQLO+BQ 
1 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 
3 2.48 1.48 0.25 0.15 2.73 1.63 
4 9.92 5.92 -0.99 -0.59 8.93 5.33 
5 0.00 0.00 0.00 0.00 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00 0.00 
7 9.92 5.92 0.99 0.59 10.91 6.51 
8 12.40 7.40 -1.24 -0.74 11.16 6.66 
9 12.40 7.40 1.24 0.74 13.64 8.14 

10 7.44 4.44 -0.75 -0.44 6.69 4.00 
11 0.00 0.00 0.00 0.00 0.00 0.00 
12 12.40 7.40 1.24 0.74 13.64 8.14 
13 0.00 0.00 0.00 0.00 0.00 0.00 
14 12.40 7.40 -1.24 -0.74 11.16 6.66 
15 1 14.88 8.88 1.49 0.89 16.37 9.77 
16 9.92 5.92 -0.99 -0.59 8.93 5.33 
17 12.40 7.40 1.24 0.74 13.64 8.14 
18 37.20 22.20 -3.72 -2.22 33.48 19.98 
19 29.76 17.76 2.97 1.77 32.73 19.53 
20 29.76 17.76 -2.97 -1.78 26.79 15.98 
21 12.40 7.40 1.24 0.74 13.64 8.14 
22 0.00 0.00 0.00 0.00 0.00 0.00 
23 0.00 0.00 0.00 0.00 0.00 0.00 
24 4.96 2.96 0.49 0.29 5.45 3.25 
25 2.48 1.48 -0.25 -0.15 2.23 1.33 
26 4.96 2.96 0.49 0.29 5.45 3.25 
27 0.00 0.00 0.00 0.00 0.00 0.00 
28 0.00 0.00 0.00 0.00 0.00 0.00 
29 2.48 1.48 -0.25 -0.15 2.23 1.33 
30 7.44 4.44 0.75 0.44 8.19 4.88 

Total 248-00 148.00 0.00 0.00 248.00 148-00 
Table 4.5.2-8 The final (compensated) solution for case study I 
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(4) The results produced by the prediction system 

By running the user interface routine (Rule 12), the final results together with all the 
interim results for the case study I are presented as: 
Bus XL U. ) (P 

x LP XLQ 

G x (P. U. ) 
XGP XGQ 

LD x (0/0) 
XLDP x LDQ 

XG (0/ 
0) 

XGPP XGPQ 
Pms (P. U. ) 

APL AQL 
1 0.00 0.00 4.47 -0.79 0.00% 0.00% 23.89% 11.29% 0.00 0.00 
2 0.00 0.00 4.27 -1.40 0.00% 0.00% 23.95% 17.07% 0.00 0.00 
3 0.24 0.12 0.00 0.00 1.10% 1.10% 0.00% 0.00% 2.73 1.63 
4 0.76 0.36 0.00 0.00 3.60% 3.60% 0.00% 0.00% 8.93 5.33 
5 0.00 0.00 0.00 0.00 0.000/0 0.000/0 0.00% 0.000/0 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 1.28 0.59 *9 0.00 0.00 4.40% 4.40% 0.00% 0.00% 10.91 6.51 
8 1.15 0.4433 0.00 0.00 4.50% 4.50% 0.00% 0.00% 11.16 6.66 
9 0.90 0.50 0.00 0.00 5.50% 5.50% 0.00% 0.00% 13.64 8.14 

10 0.58 (). 20 0.00 0.00 2.70% 2.70% 0.00% 0.00% 6.69 4.00 
1 1 0.00 9 99 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 1.12 0.55 0.00 0.00 5.50% 5.50% 0.00% 0.00% 13.64 8.14 
13 0.00 0.00 2.14 -1.17 0.00% 0.00% 11.97% 14.90% 0.00 0.00 
14 0.62 0.36 0.00 0.00 4.50% 4.50% 0.00% 0.00% 11.16 6.66 
15 0.82 0.55 0.00 0.00 6.60% 6.60% 0.00% 0.00% 16.37 9.77 
16 0.35 0.18 0.00 0.00 3.60% 3.60% 0.00% 0.00% 8.93 5.331 
17 0.90 0.58 0.00 0.00 5.50% 5.50% 0.00% 0.00% 13.64 8.14 
18 3.28 1.79 0.00 0.00 13.50% 13.50% 0.00% 0.00% 33.48 19.98 
19 2.30 1.10 0.00 0.00 13.20% 13.20% 0.00% 0.00% 32.73 19.53 
20 

. 
1.22 0.67 0.00 0.00 10.80% 10.80% 0.00% 0.00% 26.79 15.98 

21 0.75 0.32 0.00 0.00 5.50% 5.50% 0.00% 0.00% 13.64 8.14 
22 0.00 0.00 2.67 -1.63 0.00% 0.00% 14.92% 22.70% 0.00 0.00 
23 

. 
0.00 0.00 _ 1.60 -1.12 0.00% 0.00% 8.83% 14.90% 0.00 0.00 

24 0.47 0.37 0.00 0.00 2.20% 2.20% 0.00% 0.00% 5.45 3.25 
25 0.10 0.07 0.00 0-00 0.90'/o 0.90% 0.00% 0.00% 2.23 1.33 
26 0.35 0.23 0.00 0.00 2.20% 2.20% 0.00% 0.00% 5.45 3.25 
27 0.00 0.00 2.94 -1.52 0.00% 0.00% 16.44% 19.14% 0.00 0.00 
28 0.00 0.00 1 0.00 0.00 0.00'/o 0.00'/o 0.000/0 0.00% 0.00 0.00 
29 0.27 0.19 1 0.00 0.00 0.90'/o 0.90'/o 0.00'/o 0.00% 2.23 1.33 
30 0.56 0.29 0.00 0.00 

1 
3.30% 

. 
3.30% 0.00% 1 0.00% 8.19 4.88 

Total l 18.02 9.45 18.09 1-7.63 1 100.00'/o l 100.0 0.00% 1100 00% 1248.00 1148.00 

Table 4.5.2-9 The final results by the predication system lor case stuay i 
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(5) The results by the conventional load flow study 

For the purpose of comparison, the power margins for the test pattern (1) were 
calculated by using the load flow programme as: 
Bus XL (P. U. ) 

x LP x LQ 
XG (. P. U. ) 

xGP xGQ 

xLD M 

XLP XLQ ' 
XGP (%) 

-XGP - -XGQ 
PM (P. U. ) 

APL AQL 
1 0.00 0.00, 4.47 -0.79 0.00% 0.00% 23.89% 11.29% 0.00 0.00 
2 0.00 0.00 4.27 -1.40 0.00% 0.00% 23.95% 17.07% 0.00 0.00 
3. 0.24 0.12 0.00 0.00 1.10% 1.10% 0.00% 0.00% 2.77 1.66 
4 0.76 0.36 0.00 0.00 3.60% 3.60% 0.00% 0.00% 9.07 5.44 
5 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 1.28 0.59 0.00 0.00 4.40% 4.40% 0.00% 0.00% 11.09 6.64 
8 1.15 0.431 0.00 0.00 4.50% 4.50% 0.00% 0.00% 11.34 6.80 
9 0.90 0.50 0.00 0.001 5.50% 

-5.50% 
0.00% 0.00% 13.86 8.31 

10 0.58 0.20 0.00 0.00 2.70% 2.70% 0.00% 0.00% 6.80 4.08 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 1.12 0.55 0.00 0.00 5.50% 5.50% 0.00% 0.00% 13.86 8.31 
13 0.00 0.00 2.14 -1.17 0.00% 0.00% 11.97% 14.90% 0.00 0.00 
14 0.62 0.36 0.00 0.00 4.50% 4.50% 0.00% 0.00% 11.34 6.80 
15 0.82 0.55 0.00 0.00 6.60% 6.60% 0.00% 0.00% 16.63 9.97 
16 0.35 0.18 0.00 0.00 3.60% 3.60% 0.00% 0.00% 9.07 5.44 
17 0.90 0.58 0.00 0.00 5.50% 5.50% 0.00% 0.00% 13.86 8.31 
18 3.28 1.79 0.00 0.00 13.50% 13.50% 0.00% 0.00% 34.02 20.39 
19 2.30 1.10 0.00 0.00 13.20% 13.20% 0.00% 0.00% 33.26 19.93 
20 1.22 0.67 0.00 0.00 10.80% 10.80% 0.00% 0.00% 27.22 16.31 
21 

. 
0.75 0.32 

. 
0.00 0.00 5.50% 5.50% 0.00% 0.00% 13.86 8.31 

22 0.00 0.00 1 2.67 -1.63 0.00% 0.00% 14.92% 22.70% 0.00 0.00 
23 0.00 0.00 1 1.60 -1.12 0.00% 0.00% 8.83% 14.90% 0.00 0.00 
24 0.47 0.37 1 0.00 0.00 2.20% 2.20% 0.00% 0.00% 5.54 3.32 
25 0.10 0.07 1 0.00 0.00 0.90% 0.90% 0.00% 0.00% 2.27 1.36 
26 0.35 0.23 1 0.00 0.00 2.20% 2.20% 0.00% 0.00% 5.54 3.32 
27 0.00 0.00 1 2.94 -1.52 0.00% 0.00% 16.44% 19.14% 0.00 0.00 
28 , 0.00 0-00 1 0.00 0.00 0.00% 0.00% 0.00% 0-00% 0-00 0-00 
29 0.27 0-19 1 0.00 0.00 0.90% 0.90% 0.00% 0.00% 2.27 1.36 

30 0.56 0.29 0.00 0.00 3.30% 3.30% 0.00% 0.00% 8.32 4.98 
I Total l 18.02 9.45 18.09 1-7. 100.00% 1100.00% 1100.00% 1100.00% 251.99 151.04 

Table 4.5.2-10 The power margins by the load How study lor case stuay i 

135 



(6) Accuracy analysis 

Accuracy analysis was made for the case study I as listed in Table 4.5.2-11. The 
analysis includes both absolute error and relative error for the initial and final 

simulation results against the power margins determined by the conventional load 
flow study. The following formulas are used for calculating the absolute and relative 
errors: 

Absolute Errors: 

SP AP - APX I 

sQ AQ - AQx I 
Relative Errors: 

TIp =I (AP - APx)/ Pmax 

TIQ= I (AP - APx)/ Qmax 

where., 

ep , FQ are the absolute errors for the predicted active and reactive power margins, 

AP 5 AQ are the active and reactive power margins deten-nined by the conventional 
load flow study, 

APx . AQx are the initial or final power margin results produced by the prediction 

system, 

i1p, TjQ are the relative errors for the initial or final results by the prediction system, 

Pmax , 
Qmax are the maximum active and reactive load level for a bus or power 

system determined by the conventional load flow study. 

From Table 4.5.2-11 9 
it can be seen that by using the compensation algorithm, the 

average relative errors are reduced from 8.94% / 9.00% for the initial solution to 

1.48% / 1.89% with the final solution. The maximum relative errors with the 

individual results are improved from 10.03% / 10.36% for the initial solution to the 

1.52% / 1.95% for the final solution. 
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Case Study 2 

Test pattem 

The VSDFs for the testing pattern in this study case are set as: 
Bus X' (p. u. ) 

X LP )ýLQ xGP XGQ 

L X (%) 
XLDP -jýý_Q 

xGP (o/ 
0) -, p-p XGPQ 

1 0.00 0.00 3.92 0.91 0.000/0 0.00% 24.93% 10.03% 
2 0.00 0.00 5.64 1.48 0.00'/o 0.00% 25.82% 18.64% 
3 0.32 0.16 0.00 0.00 1.04% 1.05% 0.00% 0.00% 
4_ 1.00 0.48 0.00 0.00 4.19% 4.19% 0.00% 0.00% 
5 0. o0 0. ool 0.0o 0. o0 0.00% 0.00% 0.00% 0.00% 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
7 1.69 0.78 0.00 0.00 4.19% 4.19% 0.00% 0.00% 
8 1.52 0.57 0.00 0.00 5.24% 5.23% 0.00% 0.00% 
9 1.19 0.66 0.00 0.00 5.24% 5.24% 0.00% 0.00% 

10 0.77 0.26 0.00 0.00 3.14% 3.14% 0.00% 0.00% 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
12 1.48 0.73 1 0.00 0.00 5.24% 5.23% 0.00% 0.00'/o 
13 0.00 0.00 1.88 0.82 0.000/0 0.00% 10.19% 13.49% 
14 0.82 0.48 0.00 0.00 5.24% 5.23% 0.00% 0.00'/o 
15 1.08 0.73 0.00 0.00 6.29% 6.28% 0.00% 0.00% 
16 0.31 0.16 0.00 0.00 4.19% 4.20% 0.00% 0.00'/o 
17 0.81 0.53 0.00 0.00 4.290/o 4.28% 0.00% 0.00'/o 
18 2.94 1.63 0.00 0.00 12.86% 12.86% 0.00% 0.000/0 
19 2.06 1.00 1 0.00 0.00 12.57% 12.57% 0.000/0 0.000/0 
20 1.09 0.61 0.00 0.00 12.57% 12.57% 0.000/0 0.00'/o 
21 0.67 0.29 0.00 0.00 4.29% 4.29% 0.00% 0.00'/o 
22 0.00 0.00 3.53 1.72 0.000/0 0.00% 12.74% 20.09% 
23 0.00 0.00 2.11 1.18 0.000/0 0.00% 9.31% 16.30% 
24 0.42 0.34 0.00 0.00 2.10% 2.09% 0.00'/o 0.00'/o 
25 0.09 0.06 0.00 0.00 1.05% 1.05% 0.000/0 0.00'/o 
26 0.46 0.30 0.00 0.00 2.10% 2.10% 0.00'/o 0.000/0 
27 0.00 0.00 2.81 0.95 0.000/0 0.00% 17.02% 21.45% 
28 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
29 0.36 0.25 0.00 0.00 1.04% 1.05% 0.00'/o 0.000/0 
30 0.74 0.38 0.00 0.00 3.14% 3.14% 0.000/0 0.00'/o 

Total 19.82 10.40 19.89 7.06 100.000/0 100.000/0 100-000/0 0 100-00/0 
Table 4.5.2-12 Test pattern (2) for the case study 2 

The further details about this test pattem are given in the Table A3-14 of Appendix 3. 
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Euclidean Distance Calculations 

(1) The Euclidean Distance to pattern class 1: 

The 4 segments of Euclidean distance from testing pattern (2) to the prototype of 

pattern class I (LOI, LD05, G02 and GP01 as shown 'n Table 4.5.1-1) are calculated 

as: 
Load pattern segment D LOI 1.11 

Load distribution pattern segment D LD03 3.67 

Generation pattern segment D G02 6.40 

Generation participation pattern segment YPOl 5.69 

Table 4.5.2-13 The Euclidean distance from test pattern (2) to pattern class I 

(11) The Euclidean distance to pattem class 11: 

The Euclidean distance from test pattern (1) to the prototype of pattern class H (MO, 

LD15, G06 and GP03 as shown in Table 4.5.1-2) is calculated as: 

Load pattern segment D L12 23.32 

Load distribution pattern segment D LD1 1 12.14 

Generation pattern segment DG09 53.48 

Generation participation pattern segment D GP06 50.01 

Table 4.5.2-14 The Euclidean distance from test pattern (2) to pattern class 11 
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(ill) Euclidean distance to pattern class Ill: 

The Euclidean distance to from test pattern (1) to the prototype of pattern class HI 

(L20, LD20, G20 and GP20 as shown in Table 4.5.1-3) is calculated as: 

Load pattern segment D L12 60.73 

Load distribution pattern segment D LDI 1 26.34 

Generation pattern segment D G09 111.12 

Generation participation pattern segment D GP06 27.18 

Table 4.5.2-15 The Euclidean distance from test pattern (2) to pattern class III 

(3) Solution searching 

By the same solution searching as illustrated in the case study 1, the initial (PMo) and 

the final solutions (compensated) are reached as shown in Table 4.5.2-16 The final 

(compensated) solution for case study 
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PMO (P. U. ) Compe me sation 8 Pms (P. U. ) 

Bus 
APLO AQLO 

sp 
- - 

8Q 
APL": --APLO+8 

p 
AQL 

=AQLO+8Q 
1 0.00, 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 
3 2.48 1.48 0.09 0.06 2.57 1.54 
4 9.92 5.92 0.40 0.24 10.32 6.16 
5 0.00 0.00 0.00 0.00 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00 0.00 
71 9.92 5.92 0.39 0.24 10.31 6.16 
8 12.40 7.40 0.50 0.30 12.90 7.70 
9 12.40 7.40 0.50 0.31 12.90 7.71 

10 7.44 4.44 0.29 0.18 7.73 4.62 
11 0.00 0.00 0.00 0.00 0.00 0.00 
12 12.40 7.40 0.50 0.30 12.90 7.70 
13 0.00 0.00 0.00 0.00 0.00 0.00 
14 12.40 7.40 0.50 0.30 12.90 7.70 
15 14.88 8.88 0.60 0.36 15.48 9.24 
16 

_ 
9.92 5.92 0.40 0.25 10.32 6.17 

17 12.40 7.40 -1.85 -1.10 10.55 6.30 
18 37.20 22.20 -5.55 -3.29 31.65 18.91 
19 29.76 17.76 1.19 0.73 30.95 18.49 
20 29.76 17.76 1.19 0.73 30.95 18.49 
21 12.40 7.40 -1.85 -1.09 10.55 6.31 
22 0.00 0.00 0.00 0.00 0.00 0.00 
23 0.00 0.00 0.00 0.00 0.00 0.00 
24 4.96 2.96 0.20 0.12 5.16 3.08 
25 2.48 1.48 0.10 0.07 2.58 1.55 
26 4.96 2.96 0.20 0.12 5.16 3.08 
27 0.00 0.00 0.00 0.00 0.00 0.00 
28 0.00 0.00 0.00 0.00 0.00 0.00 
29 1 2.48 1.48 0.09 0.06 2.57 1.54 
30 7.44 4.44 0.29 0.18 7.73 4.62 

Total 248-00 148.00 -1.80 -0.95 246.20 147.05 
Table 4.5.2-16 The final (compensated) solution for case study 2 
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(4) The result produced by the prediction system 

The final results for the case study 2 are presented as: 
Bus 

I 

XL (P. U. ) 

FýALPFI XLQ 
-, ý I 

XG (P. U. ) 

x GP XGQ 

x LD N 

xLDP XLDQ 

x GP N 

x GPP XGPQ 
PMS (P. U. ) 

AQ APL L 
1 0.001 0.00 3.92 0.91, 0.00% 0.00% 24.93% 10.03% 0.00 0.00 
2 0.001 0.00 5.64 1.481 0.00% 0.00% 25.82% 18.64% 0.00' 0.00 
3 0.32 0.16 0.00 0.001 1.04% 1.05% 0.00% 0.00% 2.57 1.54 
4 1.00 0.48 0.00 0.00 4.19% 4.19% 0.00% 0.00% 10.32 6.16 
5 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 1.69 0.78 0.00 0.00 4.19% 4.19% 0.00% 0.00% 10.31 6.16 
8 1.52 0.57 0.00 0.00 5.24% 5.23% 0.00% 0.00% 12.90 7.70 
9 1.19 0.66 0.001 0.00 5.24% 5.24% 0.00% 0.00% 12.90 7.71 

10 0.77 0.26 0.00 0.00 3.14% 3.14% 0.00% 0.00% 7.73 4.62 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 1.48 0.73 0.00 0.00 5.24% 5.23% 0.00% 0.00% 12.90 7.70 
13 0.00 0.00 1.88 0.82 0.00% 0.00% 10.19% 13.49% 0.00. 

- 
0.00 

14 0.82 0.48 0.00 0.00 5.24% 5.23% 0.00% 0.00% 12.90 7.70 
15 1.08 0.73 0.00 0.00 6.29% 6.28% 0.00% 0.00% 15.48 9.24 
16 0.31 0.16 0.00 0.00 4.19% 4.20% 0.00% 0.00% 10.32 6.17 
17 

. 
0.81 0.53 0.00 0.00 4.29% 4.28% 0.00% 0.00% 10.55 6.30 

18 2.94 1.63 0.00 0.00 12.86% 12.86% 0.00% 0.00% 31.65 18.91 
19 2.06 1.00 0.00 0.00 12.57% 12.57% 0.00% 0.00% 30.95 18.49 
20 1.09 0.61 0.00 0.00 12.57% 12.57% 0.00% 0.00% 30.95 18.49 
21 0.67 0.29 0.00 0.00 4.29% 4.29% 0.00% 0.00% 10.55 6.31 
22 0.00 0.00 3.53 1.72 0.00% 0.00% 12.74% 20.09% 0.00 0.00 

_ 23 0.00 0.00 2.11 
. 
1.18 0.00% 0.00% 9.31% 16.30% 0.00 0.00 

24 . 0.42 0.34 0.00 0.00 2.10% 2.09% 0.00% 0.00% 5.16 3.08 
25 0.09 0.06 0.00 0.00 1.05% 1.05% 0.00% 0.00% 2.58 1.55 

26 0.4 0.30 1 0.00 0.00 2.10% 2.10% 0.00% 0.00% 5.16 1 3.08 

27 0.00 0.00 2.81 0.95 0.00% 0.00% 17.02% 21.45% 0.00 1 0.00 

28 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 1 0.00 

29 0.36 0.25 0.00 0.00 
, 

1.04% 1.05% 
. 

0.00% 0.00% 2.57 1.54 

30 0.74 0.38 0.00 0.00 3 14% 3.14% 0.00% 0.00% 7.73 4.62 

Total 19.82 10.40 19.89 7.06 100.00% 1100 
. 00% 100.00% 100-00% 246.20 147.05 

Table 4.5.2-17 The final results by the predication system lor case stuay L 
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(5) The results by the conventional load flow study 

For the purposed of comparison, the power margins for test pattern (2) are also 
calculated by the conventional load flow programme as: 
Bus XL( 

X LP 
P. U. ) 

X LQ 
XG (P. U. ) 
ki xýQ 

xLD 

xLP XLQ 

XG (0/0) 

xGP XGQ 

PM U. ) 

APL äQL 
1 0. 

- 
00 0.001 3.92 0.91 0.00% 0.00% 24.93% 10.03% 0.00 0.00 

2 0.00 0.00 5.64 1.48 0.00'/o 0.00% 25.82% 18.64% 0.00 0.00 
3. 0.32 0.16 0.00 0.00 1.04% 1.05% 0.00% 0.00% 2.61 1.57 
4 1.00 0.48. 0.00 0.00 4.19% 4.19% 0.00% 0.00% 10.48 6.29 
5 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
6 0.00 0.001 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 1.69 0.781 0.00 

. 
0.00 4.19% 4.19% 0.00% 0.00% 10.47 6.29 

8 1.52 0.57 0.00 0.00 5.24% 5.23% 0.00% 0.00% 13.09 7.86 
9 1.19 0.66 0.00 0.00 5.24% 5.24% 0.00% 0.00% 13.09 7.87 

10 0.77 0.26 0.00 
. 
0.00 3.14% 3.14% 0.00% 0.00% 7.85 4.72 

11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 1.48 0.73 0.00 0.00 5.24% 5.23% 0.00% 0.00% 13.09 7.86 
13 0.00 0.00 1.88 0.82 0.00% 0.00% 10.19% 13.49% 0.00 0.00 
14 0.82 0.48 0.00 0.00 5.24% 5.23% 0.00% 0.00% 13.09 7.86 
15 1.08 0.73 0.00 0.00 6.29% 6.28% 0.00% 0.00% 15.71 9.43 
16 0.31 0.16 0.00 0.00 4.19% 4.20% 0.00% 0.00% 10.48 6.301 
17 0.81 0.53 0.00 

' 
0.00 4.29% 4.28% 0.00% 0.00% 10.71 6.43 

18 2.94 1.63 0.00 0.00 12.86% 12.86% 0.00% 0.00% 32.13 19.31 
19 2.06 1.00 0.00 0.00 12.57% 12.57% 0.00% 0.00% 31.42 18.88 
20 1.09 0.61 0.00 0.00 12.57% 12.57% 0.00% 0.00% 31.42 18.88 
21 

. 
0.67 0.29 0.00 0.00 4.29% 4.29% 0.00% 0.00% 10.71 6.44 

22 0.00 0.00 3.53 1.72 0.00% 0.00% 12.74% 20.09% 0.00 0.00 
23 0.00 0.00 2.11 1.18 0.00% 0.00% 9.31% 16.30% 0.00 0.00 
24 0.42 0.34 0.00 

. 
0.00 2.10% 2.09% 0.00% 0.00% 5.24 3.14 

25 0.09 0.06 0.00 0.00 1.05% 1.05% 0.00% 0.00% 2.62 1.58 
26 0.46 0.30 0.00 0.00 2.10% 2.10% 0.00% 0.00% 5.24 3.15 
27 0 00 0.00 2.81 0.95 0.00% 0.00% 17.02% 21.45% 0.00 0.00 
28 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
29 0.36 0.25 0.00 0.00 1.04% 1.05% 0.00% 0.00% 2.61 1.57 
30 0.74 0.38 0.00 0.00 3.14% 3.14% 0.00% 0.00% 7.85 4.72 

Total 19.82 10.40 19.89 7.06 100.00% 100.00'/o 100.00ý/10 100.00% 1 249.9 Il iýýi5 

Table 4.5.2-18 The power margins by the load flow study for case study 2 
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Accuracy analysis 

Accuracy analysis for the case study 2 are summarised in the Table 4.5.2-19 below. 

The average relative errors are reduced from 6.04% / 6.50% with the initial solution 

to 1.37% / 1.92% with the final solution. The maximum relative errors with the 

individual prediction results are improved from 14.85% / 14.26% for the initial 

solution to the 1.44% / 2.01 % for the final solution. 
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3. Case Study 3 

(1) Test pattem 

In this case, the VSDFs for the testing pattern are set as shown in the table blow: 
G Bus X(U. ) 

LP XLQ x 
x 11 

xGP 
). 

XGQ 

xL N 

XLDP - ;; -77L--DQ x 

xG N 

XGPP XGPQ 
1 0.00 0.00 35.09 12.31 0.00% 0.00% 38.54% 36.58% 
2 0.00 0.00 36.20 14.40 0.00% 0.00% 36.88% 34.15% 
3 1.32 0.66 0.00 0.00 2.00% 2.00% 0.00% 0.00% 
4 4.18 1.98 0.00 0.00 4.00% 4.00% 0.00% 0.00% 
5 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
7 

_ 
7.04 3.25 0.00 0.00 3.00% 3.00% 0.00% 0.00% 

8 6.33 2.37 0.00 0.00 5.00% 5.00% 0.00% 0.00% 
9 4.95 2.75 0.00 0.00 5.00% 5.00% 0.00% 0.00% 

10 3.19 1.10 0.00 0.00 3.00% 3.00% 0.00% 0.00% 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
12 5.04 2.48 0.00 0.00 4.00% 4.00% 0.00% 0.00% 
13 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
14 2.79 1.62 0.00 0.00 6.00% 6.00% 0.00% 0.00% 
15 3.69 2.48 0.00 0.00 5.00% 5.00% 0.00% 0.00% 
16 1.58 0.81 0.00 0.00 4.00% 4.00% 0.00% 0.00% 
17 4.05 2.61 0.00 0.00 5.00% 5.00% 0.00% 0.00% 
18 14.76 8.05 0.00 0.00 20.00% 20.02% 0.00% 0.00% 
19 10.35 4.95 0.00 0.00 10.00% 10.00% 0.00% 0.00% 
20 5.49 3.021 0.00 0.00 10.00% 10-00% 0.00% 0.00% 
21 4.13 1.76 0.00 0.00 5.00% 5.00% 0.00% 0.00% 
22 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
23 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
24 2.59 2.04 0.00 0.00 2.00% 2.00% 0.00% 0.00% 
25 0.55 0.39 0.00 0.00 1.00% 1.00% 0.00% 0.00% 
26 1.93 1.26 0.00 0.00 2.99% 3.00% 0.00% 0.00% 
27 0.00 0.00 19.80 13.08 0.00% 0.00% 24.58% 29.27% 
28 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
29 1.49 1.04 0.00 0.00 1.00% 1.00% 0.00% 0.00% 
30 3.08 1.60 0.00 0.00 2.00% 2.00% 0.00% 0.00%1 

Totall 88.531 46.221 91.091 39.791 100.00%1 100.00%1 100.00% loo. 
Table 4.5.2-20 Test pattern (3) for case study 3 

This test pattern is one of the patterns within the study goup 2 (nonnally loaded 

cluster) for the simulation of power margin similarity in Chapter 3. The further 

details about this test pattem are given in the Table A3-16 in Appendix 3. 
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(2) Euclidean Distance Calculations 

The Euclidean distances to the prototype of each pattern class is calculated by using 

equation (4.5.1-1) as: 

(i) The Euclidean distance to pattern class 1: 

The 4 segments of the Euclidean distance from the testing pattern (3) to the prototype 

of pattern class I (LOI, LD05, G02 and GP01 as shown in Table 4.5.1-1) are: 

Load pattern segment DLO' 21.87 

Load distribution pattern segment D LD03 8.95 

Generation pattern segment D G02 53.81 

Generation participation pattern segment D GPOI 53.86 

Table 4.5.2-21 The Euclidean distance from test pattern (3) to pattern class I 

(ii) The Euclidean distance to pattern class IJ: 

The Euclidean distance from test pattern (3) to the prototype of pattern class H (MO, 

LD15, G06 and GP03 as shown in Table 4.5.1-2) is: 

Load pattern segment D L12 2.93 

Load distribution pattern segmeýt DLD' 1 0.02 

Generation pattern segment D G09 3.23 

Generation participation pattern segment D GP06 3.63 

Table 4.5.2-22 The Euclidean distance from test pattern k-i) to pattern ciass -t-t 
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(ill) The Euclidean distance to pattern class IU: 

The Euclidean distance to from test pattern (3) to the prototype of pattern class IH 
(L20, LD20, G20 and GP20 as shown in Table 4.5.1-3) is: 

L12 Load pattern segment D 48.40 

Load distribution pattern segment D LDI 1 26.84 

Generation pattern segment D G09 73.13 

Generation participation pattern segment D GP06 37.13 

Table 4.5.2-23 The Euclidean distance from test pattern (3) to pattern class III 

(3) Solution searching 

The solution searching in this case study includes the following steps: 

Step 1: VSDFs identification 

By applying the knowledge rules to the results in Table 4.5.2-21, Table 4.5.2-22 and 

Table 4.5.2-23, the following interim results are obtained: 

Rules Applied Reasoning Conclusion 
RULE (1) D LIO = min fD LOI 

,D 
Ll 0, D L201, XL E=- Ll 0 

RULE (2) D LD15 
= min fD LD05, D LD15 

9D 
LD20i, 

XLD E: LD15 

RULE (3) D G06 
= min fD G02 

,D 
G06 

,D 
G20i, XG E G06 

RULE (4): D GP03 
= min fD GM 

,D 
GP03 

ýD 
GP20i, XGP c= GP03 

Table 4.5.2-24 Interim results 1 for case study 3 
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Step 2: Pattem class recognition 

Applying the knowledge rules to the interim result I in Table 4.5.2-24, produces 

Rules applied Reasoning Conclusion 

RULE (5) XL E=- LIO 9 
XLD E=- LDI 59 XG cz G06 9 

XGP E=- GP03 
1 

XVSDF E=- (D 2 
11 

Table 4.5.2-25 

Stgp 3: Initial solution 

Interim results 2 for case study 3 

By applying the knowledge rules to the interim result 2 in Table 4.5.2-25, the initial 

prediction results are reached as 

Rules applied Reasoning Conclusion 

RULE (7) XVSDF c (D 2 PMO = 

Table 4.5.1 -6 

Table 4.5.2-26 Interim results 3 (initial solution) for case study 3 

Stgp 4: SOlution coMpensation 

By running the solution compensation routine (Rule 11) with the interim result 3, the 

final prediction results are achieved as: 
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PMO (P. U. ) Compe mpe sation 8 PMS (P. U. ) 

Bus 
APLO AQLO 

e- 8Q 
APLýAPLO+S 

p 
AQL 

=AQLO+8Q 
1 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 
3 1.56 0.92 0.03 0.02 1.59 0.94 
4 3.12 1.84 0.06 0.04 3.18 1.88 
5 0.00 0.00 0.00 0.00 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00 0.00 
7 2.34 1.38 0.05 0.03 2.39 1.41 
8 3.90 2.30 0.08 0.05 3.98 2.35 
9 3.90 2.30 0.08 0.05 3.98 2.35 

10 2.34 1.38 0.05 0.03 2.39 1.41 
11 0.00 0.00 0.00 0.00 0.00 0.00 
12 3.12 1.84 0.06 0.04 3.18 1.88 
13 0.00 0.00 0.00 0.00 0.00 0.00 
14 4.68 2.76 0.09 0.06 4.77 2.82 
15 3.90 2.30 0.08 0.05 3.98 2.35 
16 3.12 1.84 0.06 0.04 3.18 1.88 
171 3.90 2.30 0.08 0.05 3.98 2.35 
18 15.60 9.20 0.32 0.21 15.92 9.41 
19 7.80 4.60 0.16 0.10 7.96 4.70 
20 7.80 4.60 0.16 0.10 7.96 4.70 

21 3.90 2.30 0.08 0.05 3.98 2.35 

22 0.00 0.00 0.00 0.00 0.00 0.00 

23 0.00 0.00 0.00 0.00 0.00 0.00 

24 1.56 0.92 0.03 0.02 1.59 0.94 

25 0.78 0.46 0.02 0.01 0.80 0.47 

26 2.34 1.38 0.04 0.03 
- 

2.38 1.41 

27 0.00 0.00 _ 0.00 0.00 0.00 0.00 

28 0.00 0.00 0.00 0.00 0.00 0.00 
- 29 0.78 0.46 0.02 0.01 0.80 0.47 
- 30 1.56 0.92 0.03 0.02 1.59 0.94 

Total 78-00 46.00 1.57 1.03 79.57 47-03 

Table 4.5.2-27 The final (compensatea) soitition ior case stuuy .3 
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(4) The results produced by the prediction system 

By running the user interface routine (Rule 12), the final results together with all the 
interim results for case study 3 are presented as: 

L G LD 
Bus 

X ( 

LP 
P. U. ) 

LQ 
X ( 

GP 
U. ) ) ä 

x (0/0) xG (0/0) PMS (p. 
x x X Q X xLDP XLDQ XGPP XGPQ APL 1 AQL 

1 0.00 0.00 35.09, 12.31 0.00% 0.00% 38.54% 36.58% 0.00 0.00 
2 0.00 0.00 36.20 14.40 0.000/0 0.000/0 36.88% 34.15% 0.00 0.00 
3 1.32 0.66 0.00 0.00 2.00% 2.00% 0.000/0 0.000/0 1.59 0.94 
4 4.18 1.98 0.00 0.00 4.00% 4.0 0'/o 0.000/0 0.00% 3.18 1.88 
5 0.00 0.00 

- 
0.00 0.00 0.00% 

-0.00% 
0.00% 0.00% 0.00 0.00 

6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 7.04 3.25 0.00 0.00 3.00% 3.00% 0.00% 0.00% 2.39 1.41 
8 6.33 2.37 0.00 0.00 5.00% 5.00% 0.00% 0.00% 3.98 2.35 
9 4.95 2.75 0.00 0.00 5.00% 5.00% 0.00% 0.00% 3.98 2.35 
10 3.19 1.10 0.00 0.00 3.00% 3.00% 0.000/0 0.00% 2.39 1.41 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 5.04 2.48 0.00 0.00 4.00% 4.00% 0.00% 0.00% 3.18 1.88 
13 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
14 2.79 1.62 0.00 0.00 6.00% 6.00% 0.00% 0.00% 4.77 2.82 
15 3.69 2.48 0.00 0.00 5.00% 5.00% 0.00% 0.00% 3.98 2.35 
16 1.58 0.81 0.00 0.00 4.00% 4.00% 0.00% 0.00% 3.18 1.88 
17 4.05 2.61 0.00 0.00 5.00% 5.00% 0.00% 0.00% 3.98 2.35 
18 14.76 8.05 0.00 0.00 20.00% 20.02% 0.00% 0.00% 15.92 9.41 
19 10.35 4.95 0.00 0.00 10.000/0 10.00'/o 0.000/0 0.00% 7.96 4.70 
20 5.49 3.02 0.00 0.00 10.00'/o 10.00'/o 0.090/0 0.00% 7.96 4.70 
21 4.13 1.76 0.00 0.00 5.00% 5.00% 0.000/0 0.00% 3.98 2.35 
22 0.00 0.00 0.00 0.00 0.00'/o 0-000/0 0.000/0 0 0.00/0 0-00 0-00 
23 0.00 0.00 0.00 0.00 0.000/0 0-000/0 0-000/0 0 0-00/0 0-00 0-00 
24 2.59 2.04 0.00 0.00 2.00% 2.00% 0.000/0 0.00% 1.59 0.94 
25 0.55 0.39 0.00 0.00 1.000/0 1.000/0 0.000/0 0.00% 0.80 0.47 
26 1.93 1.26 0.00 0.00 2.99% 3.00% 0.000/0 0.00% 2.38 1.41 
27 0.00 0.00 19.80 13.08 0.000/0 0.00% 24.58% 29.27% 0.00 0.00 
28 0.00 0.00 0-00 0.00 0 0-00/0 0 0-()0/0 0 0-00/0 0 ()-00/0 0-00 o*OO 
29 1.49 1.04 0.00 0.00 1.00'/o 1.000/0 0.000/0 0.00% 0.80 0.47 
30 3.08 1.60 1 0.00 0.00 2.00% 2.00% 0.00'/o 0.00% 1.59 0.4 

Total 88.53 46.22 91.09 39.79 100.000/� 100.000/0 100.00% 100.00% 79.57 47.03 
Table 4.5.2-28 The final results by the predication system for case study 3 
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(5) The results by the conventional load flow study 

For the purposed of comparison, the power margins for test pattern (3) are also 
calculated by the conventional load flow programme as: 
Bus L X( 

XLP 
P. U. ) 

XLQ 

XG (P. U. ) 

XGP XGQ 

xLD %) 
-XLP XLQ 

xG 

XGP XGQ 
PM (P. U. ) 
APL AQL 

11 0.00 0.00 
1 
35.09 12.31 0.00% 0.00% 38.54% 36.58% 0.00 0.00 

2 0.00 0.00 1 36.20 14.40 0.00% 0.00% 36.88% 34.15% 0.00 0.00 
3 1.32 0.66 0.00 0.00 2.00% 2.00% 0.00% _ 0.00% 1.64 0.98 
4 4.18 1.98 0.00 0.00 4.00% 4.00% 0.00% 0.00% 3.28 1.96 
5 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 7.04 3.25 0.00 0.00 3.00% 3.00% 0.00% 0.00% 2.46 1.4 
8- 6.33 2.37 0.00 0.00 5.00% 5.00% 0.00% 0.00% 4.10 2.45 
9 4.95 2.75 0.00 0.00 5.00% 5.00% 0.00% 0.00% 4.10 2.45 

10 3.19 1.10 0.00 0.00 3.00% 3.00% 0.00% 0.00% 2.46 1.47 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 5.04 2.48 0.00 0.00 4.00% 4.00% 0.00% 0.00% 3.28 1.96 
13 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
14 2.79 1.62 0.00 0.00 6.00% 6.00% 0.00% 0.00% 4.92 2.94 
15 3.69 2.48 0.00 0.00 5.00% 5.00% 0.00% 0.00% 4.10 2.45 
16 1.58 0.81 0.00 0.00 4.00% 4.00% 0.00% 0.00% 3.28 1.96 
17 

. 
4.05 2.61 0.00 0.00 5.00% 5.00% 0.00% 0.00% 4.10 2.45 

18 14.76 8.05 0.00 0.00 20.00% 20.02% 0.00% 0.00% 16.40 9.81 
19 10.35 4.95 0.00 0.00 10.00% 10.00% 0.00% 0.00% 8.20 4.90 
20 5.49 3.02 0.00 0.00 10.00% 10.00% 0.00% 0.00% 8.20 4.90 
21 4.13 1.76 0.00 0.00 5.00% 5.00% 0.00% 0.00% 4.10 2.45 
22 

. 
0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 

23 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
24 2.59 2.04 0.00 0.00 2.00% 2.00% 0.00% 0.00% 1.64 0.98 
25 0.55 0.39 0.00 0.00 1.00% 1.00% 0.00% 0.00% 0.82 0.49 
26 . 1.93 1.26 0.00 0.00 2.99% 3.00% 0.00% 0.00% 2.45 1.47 
27 0.00 0.00 19.80 13.08 0.00% 0.00% 24.58% 29.27% 0.00 0.00 
28 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 

29 1.49 1.04 0.00 0.00 1.00% 1.00% 0.00% 0.00% 0.82 0.49 

30 
Total 

3.08 
88.53 

1.60 
, 146.22 

0.00 

, 
91.09 

0.00 
39.79 

2.00% 
100.00% 

2.00% 
100.00% 

0.00% 
100.00% 

0.00% 
100.00% 

1.64 
81.99 

0.98 
Fý49-01 

Table 4.5.2-29 The power margins by the load How stucly ior case stuay. 3 

154 



(6) Accuracy analysis 

Accuracy analysis for the case study 3 are summansed in the Table 4.5.2-30. The 

average relative errors are reduced from 2.33% / 3.10% for the initial solution to 

1.41% / 2.04% for the final solution. The maximum relative errors with the 

individual results are improved from 3.29% / 4.33% for the initial solution to the 

1.99% / 2.86% for the final solution. 
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4. Case Study 4 

(1) Test pattem 

The testing pattern of VSDFs for this case study is set as: 
Bus L- X (P. U. ) 

kLP XLQ 

X p. U. ) 

XGP XGQ 

x 

XLDQ 

xG N 

XGPP x GPQ 

0.00 0.00 40.01 17.23 0.00% 0.00% 37.29% 33.93% 
2 0.00 0.00 40.54 17.50 0.00% 0.00% 37.63% 35.57% 
3 1.32 0.66. 0.00 0.00 2.20% 2.20% 0.00% 0.00% 
4 

_ 
4.18 1.98 0.00 0.00 3.60% 3.61% 0.00% 0.00% 

5 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
7 7.04 3.25 0.00 0.00 3.31% 3.29% 0.00% 0.00% 
8 6.33 2.37 0.00 0.00 4.49% 4.49% 0.00% 0.00% 
9 4.95 2.75 0.00 0.00 5.51% 5.51% 0.00% 0.00% 

10 3.19 1.10 0.00 0.00 3.31% 3.29% 0.00% 0.00% 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
12 6.16 3.03 0.00 0.00 4.41% 4.39% 0.00% 0.00% 
13 0.00 0.00 1 0.00 0-00 0.00% 0.00% 0-00% 0-00% 
14 3.41 1.98 0.00 0.00 5.41% 5.39% 0.00% 0.00% 
15 4.51 3.03 0.00 0.00 5.49% 5.49% 0.00% 0.00% 
16 1.93 0.99 0.00 0.00 4.39% 4.39% 0.00% 0.00% 
17 4.95 3.19 0.00 0.00 4.49% 4.51% 0.00% 0.00% 
18 18.04 9.85 0.00 0.00 22.01% 22.01% 0.00% 0.00% 
19 12.65 6.05 0.00 0.00 9.00% 9-00 ozo, 0.00% 0.00% 
20 6.71 3.69 0.00 0.00 9.00% 9.00% 

- 
0.00% 0.00% 

21 4.13 1.76 0.00 0.00 4.49% 4.51% 0.00% 0.00% 
22 0.00 0.00 0.00 0.00 0.00% 0-00% 0.00% 0.00% 
23 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
24 2.59 2.04 0.00 0.00 1.80% 1.78% 0.00% 0.00% 
25 0.55 0.39 0.00 0.00 1.10% 1.10% 0.00% 0.00% 
26 1.93 1.26 0.00 0.00 2.70% 2.71% 

- 
0.00% , 0.00% 

27 0.00 0.00 22.29 15.70 0.00% 0.00% 25.08% 30.49% 
28 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
29 1.49 1.04 0.00 0.00 1.09% 

- 
1.12% 0.00% 0.00% 

30 3.08 1.60 0.00 0.00 2.20% 2.20% 0.00% 0.00% 

Total 99.14, 52.01, 102.84 50.43 100-00% 100-00% 100-00% 100-00% 

Table 4.5.2-31 Test pattern (4) for case study 4 

The further details about this test pattern are given in the Table A3-19 of Appendix 3. 
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Euclidean Distance Calculations 

The Euclidean distances to the prototype of each pattern class are calculated by using 
equation (4.5.1-1) as below: 

(1) The Euclidean distance to pattern class 1: 

The 4 segments of the Euclidean distance from the testing pattern (4) to the prototype 
of pattern class I (LO1, LD05, G02 and GP01 as shown in Table 4.5.1 - 1) are: 

Load pattern segment D LOI 26.31 

Load distribution pattern segment D LD03 12.03 

Generation pattern segment D G02 62.86 

Generation participation pattern segment D GPOI 53.31 

Table 4.5.2-32 The Euclidean distance from test pattern (4) to pattern class I 

(11) The Euclidean distance to pattern class IL 

The Euclidean distance from test pattern (4) to the prototype of pattem class H (LIO, 

LDI 5, G06 and GP03 as shown in Table 4.5.1-2) is: 

Load pattern segment D L12 2.93 

Load distribution pattem segment D LDI 1 4.13 

Generation pattem segment D G09 7.38 

Generation participation pattem segment D GP06 0.06 

Table 4.5.2-33 The Euclidean distance from test pattern (4) to pattern class 11 
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(ill) The Euclidean distance to pattern class Ill: 

The Euclidean distance to from test pattern (4) to the prototype of pattern class Ed 

(L20, LD20, G20 and GP20 as shown in Table 4.5.1-3) is calculated as: 

Load pattern segment D L12 
46.90 

Load distribution pattern segment D LDII 27.09 

Generation pattern segment D G09 66.95 

Generation participation pattern segment D GP06 37.17 

Table 4.5.2-34 The Euclidean distance from test pattern (4) to pattern class III 

(3) Solution searching 

By applying the knowledge rules to the results in Table 4.5.2-32, Table 4.5.2-33, and 

Table 4.5.2-34, the initial and final (compensated) solutions for case study 4 are 

reached as: 
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PMO (P. U. ) Compensation 8 Pms (P. U. ) 

Bus 
1 

APLO 

0.00 

AQLO 

0.00 
8p 

0.00 
8Q 

0.00 

APL-"=, &PLO+8 
p 

0.00 

AQL 
=AQLO+SQ 

0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 
3 1.56 0.92 -0.04 -0.01 1.52 0.91 
4 3.12 1.84 -0.64 -0.35 2.48 1.49 
5 
6 

0.00 
0.00 

0.00 
0.00 

0.00 
0.00 

0.00 
0.00 

0.00 
0.00 

0.00 
0.00 

7 2.34 1.38 -0.06 -0.02 2.28 1.36 
8 3.90 2.30 -0.80 -0.45 3.10 1.85 
9 3.90 2.30 -0.10 -0.03 3.80 2.27 

10 2.34 1.38 -0.06 -0.02 2.28 1.36 
11 0.00 0.00 0.00 0.00 0.00 0.00 
12 3.12 1.84 -0.08 -0.03 3.04 1.81 
13 0.00 0.00 0.00 0.00 0.00 0.00 
14 4.68 2.76 -0.95 -0.54 3.73 2.22 
15 3.90 2.30 -0.11 -0.04 3.79 2.26 
16 3.12 1.84 -0.09 -0.03 3.03 1.81 
17 3.90 2.30 -0.80 -0.44 3.10 1.86 
18 15.60 9.20 -0.42 -0.12 15.18 9.08 
19 1 7.80 4.60 -1.59 -0.89 6.21 3.71 
20 7.80 4.60 -1.59 -0.89 6.21 3.71 
21 3.90 2.30 -0.80 -0.44 3.10 1.86 
22 0.00 0.00 0.00 0.00 0.00 0.00 
23 0.00 0.00 0.00 0.00 0.00 0.00 
24 1.56 0.92 -0.32 -0.19 1.24 0.73 
25 0.78 0.46 -0.02 -0.01 0.76 0.45 
26 2.34 1.38 -0.48 - -0.26 1.86 1.12 
27 0.00 0.00 0.00 0.00 0.00 0.00 
28 0.00 0.00 0.00 0.00 0.00 0.00 
29 0.78 0.46 -0.03 - 

0.00 0.75 0.46 
30 1.56 0.92 -0.04 -0.01 1.52 0.9ý 

Total 78-00 46.00 -9.04 -4.76 68.96 41.24 
Table 4.5-2-35 The final (compensated) solution for case Study 4 
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(4) The results by the prediction system 

The final solution together with all the interim results for the case study 4 are 

presented as: 

Bus 
XL (P. U. ) XG (P. U. ) x LD N xGP (%) PMS (P. U. ) 

XLP XLQ x GP xGQ xLDP xLDQ x GPP XGPQ APL AQL 
1 0.00 0.001 40.01 17.23 0.00% 0.00% 37.29% 33.93% 0.00 0.00 
2 0.00 0.00 40.54 17.50 0.00% 0.00% 37.63% 35.57% 0.00 0.00 
3 1.32 0.66 0.00 0.00 2.20% 2.20% 0.00% 0.00% 1.52 0.91 
4 4.18 1.98 0.00 0.00 3.60% 3.61% 0.00% 0.00% 2.48 1.49 
5 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 7.04 3.25 0.001 0.00 3.31% 3.29% 0.00% 0.00% 2.28 1.36 
8 6.33 2.37 0.00 0.00 4.49% 4.49% 0.00% 0.00% 3.10 1.85 
9 4.95 2.75 0.00 0.00 5.51% 5.51% 0.00% 0.00% 3.80 2.27 
10 3.19 1.10 0.00 0.00 3.31% 3.29% 

-0.00% 
0.00% 2.28 1.36 

11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 6.16 3.03 0.00 0.00 4 . 41% 4.39% 0.00% 0.00% 3.04 1.81 
13 0.00 0.00 0.00 0.00 _ 0.00% 0.00% 0.00% 0-00% 0-00 0-00 
14 3.41 1.98 0.00 0.00 5.41% 5.39% 0.00% 0.00% 3.73 2.22 
15 4.51 3.03 0.00 0.00 5.49% 5.49% 0.00% 

-0.00% 
3.79 2.26 

16 1.93 0.99 0.00 0.00 4.39% 4.39% 0.00% 0.00% 3.03 1.81 

17 4.95 3.19. 0.00 0.00 4.49% 4.51% 0.00% 0-. 00% 3.10 1.86 

18 18.04 9.85 0.00 0.00 22.01% 22.01% 0.00% 0.00% 15.18 9.08 

19 12.65 6.05 0.00 0.00 9.00% 9.00% 0.00% 0.00% 6.21 3.71 

20 6.71 3.69 0.00 0.00 9.00% 9.00% 0.00% 0.00% 6.21 3.71 

21 4.13 1.76 0.00 0.00 4.49% 4.51% 0.00% 0.00% 3.10 1.86 

22 0.00 0.00 0.00 00 0-00 0-00% 0-00% 0-00% 0.00% 0,00 0*00 

23 0.00 0.00 0.00 

10 

0-00 0-00% 0-00% 0-00% 0.00% 0*00 0*00 

24 2.59 2.04 0 0.00 0.00 1.80% 1.78% 0.00% 
- 

0.00% 1.24 0.73 

25 0.55 0.39 0.00 0.00 1.10% 1.10% 0.00% 0.00% 0.76 0.45 
- - 26 1.93 1.26 0.00 0.00 2.70% 2.71% 0.00% 0.00% 1.86 

- 
1.12 

27 0.00 0.00 22.29 15.70 0.00% 0.00% 25.08% 30.49% 0.00 0.00 

28 0 00 0.00 0-00 0-00 0-00% 0.00% 0.00% 0.00% 0.00 0.00 
. - 

29 1 49 1.04 0.00 0.00 1.09% 1.12% 0.00% 0.00% 0.75 0.46 
. 

30 08 3 1.60 0.00 0.00 220% 2.20% 0.00% 0.00% 1.52 0.91 
. 

Total 99.14 52.01 102.84 50.43 100.00% 100.00% 100.00% 
-- 

100.00% 
--A. -- -c -- 

68.96 
---- 

41.24 
Av 7A 

Table 4.5.2-36 The linai resuits Dy tue pi-cuituativil 
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(5) The results by the conventional load flow study 

For the purposed of comparison, the power margins for test pattern (4) are also 
calculated by the conventional load flow programme as: 
Bus XL 

x LP 
U. ) 

xLQ 

XG (P. U. ) 

XGP XGQ 

xLD (%) 

x LP x LQ 
XGP (%) 

xGP XGQ 
PM (P. U. ) 

APL AQL 
1 0.00 0.00 40.01 17.23 0.00% 0.00% 37.29% 33.93% 0.00 0.00 
2 0.00 0.00 40.541 17.50 0.00% 0.00% 37.63% 35.57% 0.00 0.00 
3 1.32 0.66 0.00 0.00 2.20% 2.20% 0.00% 0.00% 1.52 0.90 
4 4.18 1.98 0.00 0.00 3.60% 3.61% 0.00% 0.00% 2.48 1.48, 
5 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
6_ 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 7.04 3.25 0.00 0.00 3.31% 3.29% 0.00% 0.00% 2.28 1.35 
8 6.33 2.37 0.00 0.00 4.49% 4.49% 0.00% 0.00% 3.10 1.84 
9 4.95 2.75 0.00 0.00 5.51% 5.51% 0.00% 0.00% 3.80 2.26 

10 3.19 1.10 0.00 0.00 3.31% 3.29% 0.00% 0.00% 2.28 1.35 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 6.16 3.03 0.00 0.00 4.41% 4.39% 0.00% 0.00% 3.04 1.80 
13 

_ 
0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 

14 3.41 1.98 0.00 0.00 5.41% 5.39% 0.00% 0.00% 3.73 2.21 
15 4.51 3.03 0.00 0.00 5.49% 5.49% 0.00% 0.00% 3.79 2.25 
16 1.93 0.99 0.00 0.00 4.39% 4.39% 0.00% 0.00% 3.03 1.80 
17 4.95 3.19 0.00 0.00 4.49% 4.51% 0.00% 0.00% 3.10 1.85 
18 18.04 9.85 0.00 0.00 22.01% 22.01% 0.00% 0.00% 15.18 9.021 
19 12.65 6.05 0.00 0.00 9.00% 9.00% 0.00% 0.00% 6.21 3.69 
20 6.71 3.69 0.00 0.00 9.00% 9.00% 0.00% 0.00% 6.21 3.69 
21 4.13 1.76 0.00 0.00 4.49% 4.51% 0.00% 0.00% 3.10 1.85 
22 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0-00 
23 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0-00 0-00 

24 2.59 2.04 0.00 0.00 1.80% 1.78% 0.00% 0.00% 1.24 0.731 

25 0.55 0.39 0.00 0.00 1.10% 1.10% 0.00% 0.00% 0.76 0.451 

26 1.93 1.26 0.00 0.00 2.70% 2.71% 0.00% 0.00% 1.86 1.11 

27 0.00 0.00 22.29 15.70 0.00% 0.00% 25.08% 30.49% 0.00 0.00 

28 0.00 0.00 0.00 0.00 0-00% 0.00% 0-00% 0-00% 0.00 0.00 

29 1.49 1.04 0.00 0.00 1.09% 1.12% 0.00% 0.00% 0.75 0.46 

30 3.08 . 
60 0.00 0.00 2.20% 2.20% 1 0.00% 1 0.00% 1.5 q2 0.90 

Total 99.14 52-01 102.84 50.43 100-00% 100.00% 1100 0001c 100 00% c 68 
- 
)R AQ-99 

it A 

Table 4.5.2-37 The power margins i)y tne ioact iiow stuuy iur case stuuy,. t 
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(6) Accuracy analysis 

Accuracy analysis for the case study 4 are surnmarised in the Table 4.5.2-38. The 

average relative errors are reduced from 5.37% / 5.30% with the initial solution to 

0.01% / 0.27% with the final solution. The maximum relative errors with the 

individual results are improved ftom 13-31% / 13.13% for the initial solution to the 

0.02% / 0.39% for the final solution. 
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5. Case Study 5 

(1) Test pattem 

The testing pattern of VSDFs for this case study is set as: 
Bus XL (P. U. ) 

x LP x LQ x GP XGQ 

xLD N 

XLDP XLDQ - 
xGP 

--KGF-P- 
XGPQ 

0.00 0.00 57.90 36.80 0.00% 0.00% 30.03% 29.34% 
2 0.00 0.00 57.00 37.00 0.00% 0.00% 29.99% 30.28% 
3 3.00 1.80 0.00 0.00 4.49% 4.51% 0.00% 0.00% 
4 9.00 5.40 0.00 0.00 0.00% 0.00% - 0.00% 0.00% 
5 

_ 
0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 

6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
7 12.80 5.90 0.00 0.00 4.51% 4.51% 0.00% 0.00% 
8 10.50 4.30 0.00 0.00 4.51% 4.51% 0.00% 0.00% 
9 9.00 5.00 0.00 0.00 4.51% 4.51% 0.00% 0.00% 

10 6.00 3.60 0.00 0.00 4.49% 4.51% 0.00% 0.00% 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
12 11.20 7.00 0.00 0.00 5.51% 5.51% 0.00% 0.00% 
13 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
14 29.00 18.00 0.00 0.00 11.00% 10.98% 0.00% 0.00% 
15 31.50 19-00 0.00 0.00 11.00% 10.98% 0.00% 0.00% 
16 5.00 3.00 0.00 0.00 5.51% 5.51% 0.00% 0.00% 
17 9.00 5.80 0.00 0.00 5.51% 5.48% 0.00% 0.00% 
18 16.00 9.00 0.00 0.00 11.00% 10.98% 0.00% 0.00% 
19 12.00 8.00 1 0.00 0.00 5.51% 5.51% 0.00% 0.00% 
20 5.50 3.30 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
21 7.50 3.20 0.00 0.00 4.49% 4.51% 0.00% 0.00% 
22 0.00 0.00 37.00 24.00 0.00% 0.00% 14.99% 15.14% 
23 0.00 0.00 23.00 16.00 0.00% 0.00% 10.00% 10.09% 
24 4.70 3.701 0.00 0.00 4.51% 4.51% 0.00% 0.00% 
25 3.00 2.00 0.00 0.00 4.49% 4.51% 0.00% 0.00% 
26 5.50 3.30 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
27 0.00 0.00 38.00 28.00 0.00% 0.00% 14.99% 15.14% 
28 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
29 4.00 2.401 0.00 0.00 4.49% 4.48% 0.00% 0.00% 
30 7.60 4.00 0.00 0.00 4.49% 4.51% 0.00% 0.00% 

Total 201.8 117.7 212.90 141.80 100.00% 100.00% 100.00% 100-00% 

Table 4.5.2-39 Test pattern (5) for case study 5 

This test pattem is one of the patterns within the study goup 3 (heavily loaded 

cluster) for the simulation of power margin similarity in Chapter 3. The further 

details about this test pattem are given in Table A3-23 Appendix 3. 
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(2) Euclidean Distance Calculations 

The Euclidean distances to the prototype of each pattern class are calculated by using 
equation (4.5.1-1) as below: 

(i) The Euclidean distance to pattern class 1: 

The segments 4 of the Euclidean distance from the testing pattern (5) to the prototype 

of pattern class I (LO1, LD05, G02 and GP01 as shown in Table 4.5.1-1) are: 

Load pattern segment DLOI 61.25 

Load distribution pattern segment D LD03 25.85 

Generation pattern segment D G02 114.96 

Gene ation participation pattern segment D GPOI ý 32.43 

Table 4.5.2-40 The Euclidean distance from test pattern (5) to pattern class I 

(ii) The Euclidean distance to pattern class H: 

The Euclidean distance from test pattern (5) to the prototype of pattern class H (LIO, 

LD15, G06 and GP03 as shown in Table 4.5.1-2) is: 

Load pattern segment D L12 48.00 

Load distribution pattern segment D LDII 26.09 

Generation pattern segment D G09 71.63 

Generation participation pattern segment D GP06 33.97 

Table 4.5.2-41 The Euclidean distance from test pattern (5) to pattern class 11 
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(Iii) The Euclidean distance to pattern class IM 

The Euclidean distance from test pattern (5) to the prototype of pattern class IH: L20, 
LD20, G20 and GP20 (shown in Table 4.5.1-3) is: 

Load pattern segment D L12 0.00 

Load distribution pattern segment D LDI 1 
3.59 

Generation pattern segment D G09 0.00 

Generation participation pattern segment D GP06 8.14 

tame 4-5.2-42'. ulie Euclidean distance from test pattern (5) to pattern class III 

(3) Solution searching 

The solution searching in this case study involves the following steps: 

Step 1: VSDFs identification 

By applying the knowledge rules to the results in Table 4.5.2-40, Table 4.5.2-41 and 

Table 4.5.2-42, the following interim results are obtained: 

Rules Applied Reasoning Conclusion 

RULE (1) D L20 
= min ID LOI 

ýD 
LIO 

5D 
L20 

XL E=- L20 

RULE (2) D LD20 
= min {D LD05 

,D 
LD15 

5D 
LD201, 

XLD E=- LD20 

RULE (3) D G20 
= min fD G02, D G06 

,D 
G20i, 

XG E=- G20 

RULE (4): D GP20 
= min ID GPOI, D GP03 

5D 
GP20i, 

XGP (-= GP20 

Table 4.5.2-43 Interim results 1 for case study 5 
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Step 2: Pattem class recognition 

By applying the knowledge rules to the interim results I in Table 4.5.2-43, produces: 

Rules applied Reasoning Conclusion 

RULE (5) 
I 

XL E=- L20 
1, 

XLD 
E=- LD20 9 

XG 
E=- G20 9 

XGP 
E=- GP20 

I 
xVSDF 

(=- (D3 
Table 4.5.2-44 

Step 3: Initial solution 

Interim results 2 for case study 5 

By applying the knowledge rules to the interim results 2 in Table 4.5.2-44, the initial 

prediction results are reached as: 

Rules applied Reasoning Conclusion 

PMO = 
RULE (7) XVSDF (=- (D 3 

Table 4.5.1 -7 

Table 4.5.2-45 Interim results 3 (initial solution) for case study 5 

Stqp 4: S. olution coMpensation 

By running the solution compensation routine (Rule 11) with the interim results 3, 

the final prediction results are achieved as: 

170 



Bus 
1 

Pmo (P. U. ) 
APLO AQLO 

0.00 0.00 

Compe me 

8p 
0.00 

sation 8 

SQ 

0.00 

Pms (P. U. ) 
APL=APLO+8 AQL 

p 
=AQLO+8Q 

0.00 0.00 
2 0.00 0.00 0.00 0.00 0.00 0.00 
3 2.95 1.75 -0.30 -0.17 2.65 1.58 
4 0.00 0.00 0.00 0.00 0.00 0.00 
5 0.00 0.00 0.00 0.00 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00 0.00 
7 2.95 1.75 -0.29 -0.17 2.66 1.58 
8 2.95 1.75 -0.29 -0.17 2.66 1.58 
9 2.95 1.75 -0.29 -0.17 2.66 1.58 

10 2.95 1.75 -0.30 -0.17 2.65 1.58 
11 0.00 0.00 0.00 0.00 0.00 0.00 
12 2.95 1.75 0.30 0.18 3.25 1.93 
13 0.00 0.00 0.00 0.00 0.00 0.00 
14 5.90 3.50 0.59 0.34 6.49 3.84 
15 5.90 3.50 0.59 0.34 6.49 3.84 
16 2.95 1.75 0.30 0.18 3.25 1.93 
17 2.95 1.75 0.30 0.17 3.25 1.92 
18 5.90 3.50 0.59 0.34 6.49 3.84 
19 2.95 1.75 0.30 0.18 3.25 1.93 
20 0.00 0.00 0.00 0.00 0.00 0.00 
21 2.95 1.75 -0.30 -0.17 2.65 1.58 
22 0.00 0.00 0.00 0.00 0.00 0.00 
23 0.00 0.00 0.00 0.00 0.00 0.00 
24 2.95 1.75 -0.29 -0.17 2.66 1.58 
25 2.95 1.75 -0.30 -0.17 2.65 1.58 
26 0.00 0.00 0.00 0.00 0.00 0.00 

- 27 0.00 0.00 0.00 0.00 0.00 0.00 
- 28 0.00 0.00 0.00 0.00 0.00 0.00 

29 2.95 1.75 -0.30 -0.18 2.65 1.57 
30 2.95 1.75 -0.30 -0.17 2.65 1.58 

Total 59.00 35-00 0.00 0.00 59-00 35-00 
Table 4.5.2-46 The final (compensated) solution for case study 5 
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(4) The results by the prediction system 

By running the user interface routine (Rule 12), the final solution together with all 
the interim results for the case study 5 are presented as: 

Bus 
XL (P. U. ) 

x LP xLQ - 
XG 

xGP I XGQ 

xLD 
' XLDP x LDQ 

x GP 
PMS (P. U. ) 

xGPP XGPQ APL AQL 
1 0.00 0.00, 57.90 36.80 0.00% 0.00% 30.03% 29.34% 0.00 0.00 
2 0.00 0.001 57.00 37.00 0.00% 0.00% 29.99% 30.28% 0.00 0.00, 
3 3.00 1.80 0.00. 0.00 4.49% 4.51% 0.00% 0.00% 2.65 1.58 
4 9.00 5.40 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 , 0.00 
5 0.00 0.001 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00, 
7 12.80 5.90 0.00 0.00 4.51% 4.51% 0.00% 0.00% 2.66 1.58 
8 10.50 4.30 0.00 0.00 4.51% 4.51% 0.00% 0.00% 2.66 1.58 
9 9.00 5.00 0.00 0.00 4. 

, 
51% 4.51% 0.00% 0.00% 2.66 1.58 

10 6.00 3.60 0.00 0.00 4.49% 4.51% 0.00% - 0.00% 2.65 1.58 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 11.20 7.00 0.00 0.00 5.51% 5.51% 0.00% 0.00% 3.25 1.93 
13 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
14 29.00 18.00 0.00 0.00 11.00% 10.98% 0.00% 0.00% 6.49 3.84 
15 31.50 19-00 0.00 0.00 11-00% 10.98% 0.00% 0.00% 6.49 3.84 
16 5.00 3.00 0.00 0.00 5.51% 5.51% 0.00% 0.00% 3.25 1.93 
17 9.00 5.80 0.00 0.00 5.51% 5.48% 0.00% 0.00% 3.25 1.92 
18 16.00 9.00 0.00 0.00 11.00% 10.98% 0.00% 0.00% 6.49 3.84 
19 12.00 8.00 0.00 0.00 5.51% 5.51% 0.00% 0.00% 3.25 1.93 
20 5.50 3.30 0.00 0.00 0.00% 0.00% 0.00% 0-00% 0-00 0-00 
21 7.50 3.20 0.00 0.00 4.49% 4.51% 0.00% 0.00% 2.65 1.58, 
22 0.00 0.00 37.00 24.00 0.00% 0.00% 14.99% 15.14% 0.00 0.00, 
23 0.00 0.00 23.00 16.00 0.00% 0.00% 10-00% 10-09% 0-00 0-00 
24 4.70 3.70 0.00 0.00 4.51% 4.51% 0.00% 0.00% 2.66 1.58 
25 3.00 2.00 0.00 0.00 4.49% 4.51% 0.00% 0.00% 2.65 1.58 
26 5.50 3.30 0.00 0.00 0.00% 0-00% 0-00% 0-00% 0.00 0*00 
27 0.00 0.00 38.00. 28.00 0.00% 0.00% 14.99% 15.14% 0.00 0.00 
28 0.00 0.00 0.00 0-00 0-00% 0-00% 0.00% 0*00% 0*00 0*00 
29 4.00 2.40 0.00 0.00 4.49% 4.48% 0.00% 0.00% 2.65 1.57 
30 7.60 4.00 0.00. 0.001 4.49%. 4.51%. 0.00% 0.00% 2.65 1.58 

rTotal 
201.81 117.71 212.901 141.801 100.00%1 100.00%1 100.00%1 1.00.00% 59.001 35.00] 

Table 4.5.2-47 The final results by the predication system for case study 5 
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(5) The results by the conventional load flow study 

For the purposed of comparison, the power margins for test pattern (5) are also 
calculated by the conventional load flow programme as: 
Bus XL (P. U. ) 

LP XLQ x 

XG (P. U. ) 

xGP XGQ 

xLD N 

XLP ---; ýT-Q 

-x 

xG N 

XILiF - 
X6Q 

PM 
APL AQL 

1. 0.00 0.00 57-90 36.80 0.00% 0.00% 30.03% 29.34% -0.00 0.00 
2 0.00 0.00 57.00 37-00 0.00% 0.00% 29.99% 30.28% 0.00 0.00 
3 3.00 1.80 0.00 0.00 4.49% 4.51% 0 0 Y(o 0.00% *000 0 0.00% 2.38 , 1.40 
4 9.00 5.40 0.00 0.00 0.00% 0.00% - 0.00% 0 0 0 0 

lo 
% / O 0.00% 0.00 0.00 

5 0.00 0.00 0.00 0.00 0.00% 0.00% 0" 0. % 00 - 0 o / o 
-0.00% -0.00 0.00 

6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 12.80 5.90 0.00 0.00 4.51% 4.51% 0.00% 0.00% 2.39 1.40 
8 10.50 4.30 0.00. 0.00 4.51% 4.51% 0.00% 0.00% 2.39 1.40 
9 9.00 5.00 0.00 0.00 4.51% 4.51% 0.00% 0.00% 2.39 1.40 

10 6.00 3.60 0.00 0.00 4.49% 4.51% 0.00% 0.00% 2.38 1.40 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.001 
12 11.20 7.00 0.00 0.00 5.51% 5.51% 0.00% 0.00% 2.92 1.71 
13 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
14 29.00 18.00 0.00 0.00 11.00% 10.98% 0.00% 0.00% 5.83 3.41 
15 31.50 19.00 0.00 0.00 11.00% 10.98% 0.00% 0.00% 5.83 3.41 
16 5.00 3.00 0.00 0.00 5.51% 5.51% 0.00% 0.00% 2.92 1.71, 
17 9.00 5.80 0.00 0.00 5.51% 5.48% 0.00% 0.00% 2.92 1.70 
18 16.00 9.00 0.00 0.00 11.00% 10.98% 0.00% 0.00% 5.83 3.41 
19 12.00 8.00 0.00 0.00 5.51% 5.51% 0.00% 0.00% 2.92 1.71 
20 5.50 3.30 0.00 0.00 0.00% 0.00% 0.00% 0-00% 0-00 0-00 
21 7.50 3.20 0.00 0.00 4.49% 4.51% 0, . 00% 0.00% 2.384 1.40 
22 0.00 0.00 37-00 24.00 0.00% 0.00% 14.99% 15.14% . 00 0.00 
23 0.00 0.00 1 23.00 16.00 0.00% 0.00% 10-00% 10-09% 0-00 0-00 
24 

. 
4.70 3.70 0.00 0.00 4.51% 4.51% 0.00% 0.00% 2.39 1.40 

25 3.00 2.00 0.00 0.00 4.49% 4.51%. 0.00% 0.00% 2.38 1.40 
26 5.50 3.30 0.00 0.00 0.00% 0-00% 0-00% 0-00% 0-00 0.00 
27 0.00 0.00 38.00 28.00 0.00% 0.00% 14.99% 15. 

- 
14% 0.00 0.00 

28 0.00 0.00 0.00 0-00 0-00% 0-00% 0-00% 0-00% 0*00 0*00 
29 4.00 2.40 0.00 0.00 4.49% 4.48% 0.00% 0.0-0% 2.38 1.39 
30 7.60 4.00 0.00 0.00 4.49% 4.51% 0.00% 0.00% 2* 38 1.40 

Total 201.8 117.7 212.90 141.80 100-00% 100-00% 100.00% 1 oo. oo% 53.01 31.05 

Table 4.5.2-48 The power margins by the load flow study for case study 5 

173 



Accuracy analysis 

Accuracy analysis for the case study 5 are summarised in the Table 4.5.2-49. The 

average relative errors are reduced from 3.49% / 3.54% for the initial solution to 

2.54% / 2.88% with the final solution. The maximum relative errors with the 

individual prediction results are improved from 10.59% / 10.94% for the initial 

solution to the 5.00% / 5.57% for the final solution. 
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Case Study 6 

Test pattem 

The testing pattern of VSDFs for this case study is set as: 

Bus 
XL (p. U. ) XG (p. U. ) x LD N x GP N 

xLp 3ýLQ x GP x GQ x EDP xLDQ xGPP xGPQ 

1 0.00 0.00 64.80 45.49 0.00% 0.00% 24.42% 23.04% 
2 0.00 0.00 62.70 42.55 0.00% 0.00% 33.26% 32.98% 
3 3.30 1.98 0.00 0.00 4.50% 4.51% 0.00% 0.00% 
4 9.90 5.94 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
5 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
7 14.08 6.49 0.00 0.00 4.50% 4.51% 0.00% 0.00% 
8 11.55 4.73 0.00 0.00 4.50% 4.51% 0.00% 0.00% 
9 9.90 5.50 0.00 0.00 4.50% 4.51% 0.00% 0.00% 

10 6.60 3.96 0.00 0.00 4.50% 4.51% 0.00% 0.00% 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
12 12.32 7.70. 0.00 0.00 5.50% 5.51% 0.00% 0.00% 
13 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 
14 31.90 19.80 0.00 0.00 11.00% 10.97% 0.00% 0.00% 
15 34.65 20.90 0.00 0.00 11.00% 10.97% 0.00% 0.00% 
16 5.50 3.30 0.00 0.00 5.50% 5.51% 0-90% 0.00% 
17 9.90 6.38 0.00 0.00 5.50% 5.46% 0.00% 0.00% 
18 17.60 9.90 0.00 0.00 11.00% 10.97% 0.00% 0.00% 

19 13.20 8.80 0.00 0.00 5.50% 5.51% 0.00% 0.00% 

20 6.05 3.63 0.00 0.00 0.00% 0.00% 0.00% 0.00% 

21 8.25 3.52 0.00 0.00 4.50% 4.51% 0.00% 0.00% 

22 0.00 0.00 40.70 27.60 0.00% 0.00% 17.07% 16.49% 

23 0.00 0.00 25.76 18.40 0.00% 0.00% 10.10% 10-99% 

24 5.17 4.07 0.00 0.00 4.50% 4.51% 0.00% 0.00% 

25 3.30 2.20 - 0.00 0.00 4.50% 4.51% 0.00% 0.00% 

26 6.05 3.63 0.00 0.00 0.00% 0.00% 0.0 0 %Y( 00 0 0.00% 

27 0.00 0.00 42.56 32.20 0.00% 0.00% 15.15) '%/o 16.49%j 

28 0.00 0.00 0.00 0.00 0.00% 0.00% )0 00 0 0.0 0 %Y( 0.00% 

29 4.40 2.64 0.00 0.00 4.50% 4.51% 0.00% 0.00% 
A/ 30 8.36 4.40 0.00 0.00 4.50% 4.51% 0.00% 0-00 ' 

I 

0 
Total 221.98 129.47 236.52 166.24 1100-00% 100-00% , 100.00% 0 , 100.00 ý 

Table 4.5.2-50 Test pattern (6) lor case stuay o 

The further details about this test pattern are given in Table A3-24 of Appendix 3. 
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(2) Euclidean Distance Calculations 

The Euclidean distances to the prototype of each pattern class are calculated by using 
equation (4.5.1 - 1) as below: 

(i) The Euclidean distance to pattern class 1: 

The 4 segments of the Euclidean distance from the testing pattern (6) to the prototype 

of pattern class I (LOI, LD05, G02 and GPOI as shown in Table 4.5.1-1) are: 

Load pattern segment DLO' 67.78 

Load distribution pattern segment D LD03 25.86 

Generation pattern segment D G02 130.79 

Generation participation pattem segment D GPOI 30.34 

Table 4.5.2-51 The Euclidean distance from test pattern (6) to pattern class I 

(ii) The Euclidean distance to pattern class 11: 

The Euclidean distance from test pattern (6) to the prototype of pattern class H (LIO, 

LD15, G06 and GP03 as shown in Table 4.5.1-2) is: 

Load pattern segment D L12 54.04 

Load distribution pattern segment D LDI 1 26.10 

Generation pattern segment D G09 86.56 

Generation participation pattern segment D GP06 37.28 

Table 4.5.2-52 The Euclidean distance from test pattern (o) to pattern ciass ii 
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(iii) The Euc i ean istance to pattem class Ed: 

The Euclidean distance to from test pattern (6) to the prototype of pattern class Ed 

(L20, LD20, G20 and GP20 as shown in Table 4.5.1-3) is: 

Load pattern segment D L12 6.55 

Load distribution pattern segment D LDI 1 3.56 

Generation pattern segment D G09 16.28 

Generation participation pattern segment D GP06 10.40 

Table 4.5.2-53 The Euclidean distance from test pattern (6) to pattern class III 

Solution searching 

By applying the knowledge rules to the results in Table 4.5.2-5 1, Table 4.5.2-52 and 

Table 4.5.2-53, the initial and final (compensated) solutions are reached as: 
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Bus 
1 

PMO (P. U. ) 
APLO AQLO 

0.00 0.00 

me Compe 

8p 
0.00 

sation 8 

8Q 
0.00 

PMS (P. U. ) 
APL-APLO+8 AQL 

p : --AQLO+IBQ 
0.00 0 00 . 2 0.00 0.00 0.00 0.00 0.00 0 00 . 3 2.95 1.75 -1.20 -0.70 1.75 1.05 

4 0.00 0.00 0.00 0.00 0.00 0.00 
5 0.00 0.00 0.00 0.00 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00 0.00 
7 2.95 1.75 -1.20 -0.70 1.75 1.05 
8 2.95 1.75 -1.20 -0.70 1.75 1.05 
9 2.95 1.75 -1.20 -0.70 1.75 1.05 

10 2.95 1.75 -120 -0.70 1.75 1.05 
11 0.00 0.00 0.00 0.00 0.00 0.00 
12 2.95 1.75 -0.81 -0.47 2.14 1.28 
13 0.00 0.00 0.00 0.00 0.00 0.00 
14 5.90 3.50 -1.63 -0.95 4.27 2.55 
15 5.90 3.50 -1.63 -0.95 4.27 2.55 
16 2.95 1.75 -0.81 -0.47 2.14 1.28 
17 2.95 1.75 -0.81 -0.48 2.14 1.27 
18 5.90 3.50 -1.63 -0.95 4.27 2.55 
19 2.95 1.75 -0.81 -0.47 2.14 1.28 
20 0.00 0.00 0.00 0.00 0.00 0.00 
21 2.95 1.75 -1.20 -0.70 1.75 1.05 
22 0.00 0.00 0.00 0.00 0.00 0.00 
23 0.00 0.00 0.00 0.00 0.00 0.00 
24 2.95 1.75 -1.20 -0.70 1.75 1.05 
25 2.95 1.75 -1.20 -0.70 1.75 1.05 
26 0.00 0.00 0.00 0.00 0.00 0.00 
27 0.00 0.00 0.00 0.00 0.00 0.00 
28 0.00 0.00 0.00 0.00 0.00 0.00 
29 2.95 1.75 -1.20 -0.70 1.75 1.05 
30 2.95 1.75 -1.20 -0.70 1.75 1.05 

Total 59.00 35.00 -20-18 -11.77 38.82 23.23 
Table 4.5.2-54 The initial and final (compensated) solutions for case study 6 
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(4) The results produced by the prediction system 

By running the user interface routine (Rule 12), the final solution together with all 
the interim results for the case study I are presented as: 

Bus 
XL (, ý. U. ) 

x LP x LQ 

xG 

XGP XGQ 

xLD 

xLDP x LDQ 
xGP 

x GPP x GPQ 
Pms P. U. ) 

APL AQL 
1 0.00 0.00 64.80, 45.49 0.00% 0.00% 24.42% 23.04% 0.00 0.00 
2 0.00 0.00 62.701 42.55 0.00% 0.00% 33.26% 32.98% 0.00 0.00 
3 3.30 1.98 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.75 1.05 
4 9.90 5.94 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
5 0.00 0.00 0.00, 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 14.08 6.49 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.75 1.05 
8 11.55 4.73 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.75 1.05 
9 9.90 5.50 0.00. 0.00 4.50% 4.51% 0.00% 0.00% 1.75 1.05 
10 6.60 3.96 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.75 1.05 
11 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 12.32 7.70 0.00. 0.00 5.50% 5.51% 0.00% 0.00% 2.14 1.28 
13 0.00 0.00 0.001 0.00 0.00% 0.00% 0.00% 0.00% 0.001 0.00 
14 31.90 19.80 0.00 0.00 11.00% 10.97% 0.00% 0.00% 4.27 2.55 
15 34.65 20.90 0.00 0.00 11.00% 10.97% 0.00% 0.00% 4.27 2.55 
16 5.50 3.30 0.00 0.00 5.50% 5.51% 0.00% 0.00% 2.14 1.281 
17 9.90 6.38 0.00 0.00 5.50% 5.46% 0.00% 0.00% 2.14 1.27 
18 17.60 9.90 0.00 0.00 11.00% 10.97% 0.00% 0.00% 4.27 2.55 
19 13.20 8.80 0.00 0.00 5.50% 5.51% 0.00% 0.00% 2.14 1.28 
20 6.05 3.63 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
21 8.25 3.52 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.75 1.05 
22 0.00 0.00 40.70 27.60 0.00% 0.00% 17.07% 16.49% 0.00 0.00 
23 0.00 0.00 25.76 18.40 0.00% 0.00% 10-10% 10-99% 0.00 0.00 
24 5.17 4.07 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.75 1.05 
25 3.30 2.20 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.75 1.05 
26 6.05 3.63 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0-00 0-00 
27 
28 

0.00 
0.00 

0.00 
0.00 

42.56 
0.00 

1 32.20 
0.00 

0.00% 
0.00% 

0.00% 
0.00% 

15.15% 
0.00% 

16.49% 
0.00% 

0.00 
0.00 

0.00 
0.00 

29 4.40 2.64 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.75 1 1.05 

30 8.36 4.40 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.75 1.05 

Total 221.98 129.47 236.52T M6.24 loo. 00% 100.00% 100.00% 100.00% 38.82 23.23 

Table 4.5.2-55 The final results by the predication system lor case stuay o 
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(5) The results by the conventional load flow study 

For the purposed of comparison, the power margins for test pattern (6) are also 
calculated by the conventional load flow programme as: 

L G Bus X ( 

LP 
P. U. ) 

L 
x 
GP GP 

U. ) 

GQ GQ 
X LD N 

LP 
xGP PM U. ) 

x x 
- _ýý 

x X X 

- 
x LQ LQ x Q Q APL AQL 

- - - 1 0.00 0.00 6a 5z (I 64.80 45.49 00 O/n . 00% 
- . 00% 24.42% 23.04% 0.00 0.00 

2 0.00 0.00 62.70 42.55 W. 00% 0.00% 33.26% 32.98% 0.00 0.00 
3 3.30 1.98 0.0 0 0.00 4.50% 4.51% 0.00% 0.00% 1.44 0.86, 
4 9.90 5.94 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
5 0.00 0.00 0.00 0.00 1 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
6 0.00 0-00 0.00 0.00 1 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
7 14.08 6.49 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.44 0.86 
8 11.55 4.73 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.44 0.86 
9 1 9.90 5.50 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.44 0.86 

10 6.60 3.96 0.00 1 0.00 4.50% 4.51% 0.00% 0.00% 1.44 0.86 
ll 0.00 0.00 0-00 1 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
12 12.32 7.70 0.00 1 0.00 5.50% 5.51% 0.00% 0.00% 1.76 1.05 
13 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.00 0.00 
14 31.90 19.80 0.00 0.00 

1 

11.00% 10.97% 0.00% 0.00% 3.52 2.09 
15 34.65 20.90 0.00 0.00 11.00% 10.97% 0.00% 0.00% 3.52 2.09, 
16 5.50 3.30 0.00 0.00 5.50% 5.51% 0.00% 0.00% 1.76 1.05 
17 9.90 6.38 0.00 0.00 5.50% 5.46% 0.00% 0.00% 1.76 1.04 
18 17.60 9.90 0.00 0.00 11.00% 10.97% 0.00% 0.00% 3.52 2.09 
19 13.20 8.80 0.00 0.00 5.50% 5.51% 0.00% 0.00% 1.76 1.05 
20 6.05 3.63 0.00 0.00 0.00% 0-00% 0-00% 0.00% 0.00 0.00 
21 8.25 3.52 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.44 0.86 
22 0.00 0.00 40.70 27.60 0.00% 0.00% 17.07% 16.49% 0.00 0.00 
23 0.00 0.00 25.76 18.40 0.00% 0.00% 10-10% 10-99% 0-00 0.00 
24 5.17 4.07 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.44 0.86 
25 3.30 2.20 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.44 0.86 
26 6.05 3.63 0.00 0.00 0.00% 0-00% 0.00% 0.00% 0*00 0*00 
27 0.00 0.00 42.56 32.20 0.00% 0.00% 15.15% 16.49% 0.00 0.00 
28 0.00 0.00 0-00 0-00 0.00% 0*00% 0*00% 0,00% 0,00 0*00 
29, 4.40. 2.64 0.00 0.00 4.50% 4.51% 0.00% 0.00% 1.44 0.86 
30 8.36 4.40 0.00 

, 
0.00 4.50% 4.51% 0.00% 0.00% 1.44 0.86 

Total 221.98 129.47 236.52 166.24 100.00% 100.00% 100.00% 100.00% 32.00 19.06 

Table 4.5.2-56 The power margins by the load flow study for case stucty 0 
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Accuracy analysis 

Accuracy analysis for the case study 6 are summarised in the Table 4.5.2-57. The 

average relative errors are reduced from 13.08% / 13.21% for the initial solution to 

3.04% / 3.17% for the final solution. The maximum relative errors with the 

individual prediction results are improved from 31.86% / 31.34% for the initial 

solution to the 6.47% / 6.63% for the final solutions. 
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4.5.3 Simulation Evaluation 

1. Simulation configurations 

The IEEE 30 bus power system and its standard data were used for the simulation of 
the proposed system. Three pattern classes under lightly, normally and heavily loaded 

conditions were configured for the voltage stability determining factors (VSDFs). 
These pattern classes represent three typical pattern classes that a power system will 
normally have. Totally six study cases, two under each configured pattern class were 
presented in this section. All the test patterns were set up in such way that at least one 

of its VSDFs have minimum (+/-)10% deviation (randomly applied) from the 

prototype of the pattern class they belong to. This is to ensure that the test patterns 

are within the designated pattern class meanwhile have sufficient distance 

(Euclidean) to the prototype of the pattern class. 

2. Decision making speed 

All six simulation cases show that the proposed system has extremely fast decision- 

making speed. This is fundamentally owed to the use of the knowledge-based method 

and pattern recognition technique, such that the conventional algorithm based 

numeric computation is avoided. 

3. Decision-making accuracy 

Accuracy analyses with each case study show that the proposed system is able to 

produce sufficiently accurate results for prediction of voltage stability. The 

compensation algorithm significantly improves the accuracy of the predicted results. 

The average relative errors for all the case studies were well below 5%. 

4. Remarks 

It must be emphasised here that the decision-making speed and accuracy of this 

knowledge based system are interactive to each another, and both of them are 

sensitively affected by the pattern features selection and pattern class determination. 

In the reality, comprise often has to be made in order to achieve a desired system 

perfonnance. 
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4.6 DISCUSSIONS AND CONCLUSIONS 

A knowledge based system for prediction of voltage collapse using pattern 
recognition technique has been proposed in this chapter. It is based on the theory 
established in chapter 3 that a power system has similar voltage stability when its 
voltage stability detennining factors (VSDFs) stay in the same pattern class. 

The principle of this proposed system is to compare a power network to a pre-studied 

system of which voltage stability (power margins) is known. It has a basic structure 

of a knowledge based system with a pattern recognition module. To apply such a 

system to a power system involves a two stage process: off-line training and on-line 

application. The main task of the off-line training is to develop a knowledge base 

which contains the power margin results for the prototypes of all the pattern classes 

of the VSDFs in the power system. At the on-line application, the pattern recognition 

technique is used to identify the pattern class to which the current state of the power 

system belongs, its voltage stability can be found in the knowledge base. 

The "off-line training" is crucial to the success of this knowledge based system. The 

pattern feature selection and pattern class determination for the VSDFs are two key 

elements in this process. They directly affect the decision-making speed and accuracy 

of the proposed system. Accurate results require a sufficient number of the pattem 

classes, whereas too many of them will cause heavy computation burden and slow 

down the decision-making. In practise, comprise often has to be made in choosing a 

right number of the pattern classes in order to achieve a desired system performance. 

To improve the accuracy of the decision-making, a compensation algorithm was 

developed and introduced in this knowledge based system. The simulation results 

show that the prediction accuracy has been significantly Improved by using the 

compensation algorithm. 

The technical details about designing and developing such a system were intensively 

discussed in this chapter. The Artificial Intelligence approach used in the proposed 
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system has fundamentally changed the way in which voltage stability is assessed for a 
power system. It does not require on-line numerical calculations to produce power 

margins, hence the decision-making time is significantly reduced in comparison with 
the traditional algorithm based methods. The typical convergence problem of the 
Newton-Raphson-like load flow algorithm in the vicinity of voltage instability is also 

avoided in this prediction system. 

In addition, as the power margin solutions produced by proposed system are off-line 

calculated, different algorithms and approaches can be used for the off-line 

calculations. This is a big advantage, especially for the power systems of which 

power margins are difficult to determine. 

The proposed system has been simulated on the IEEE 30 bus power system. Six 

study cases were presented in this chapter. The simulation results show that the 

proposed system is able to reach rather accurate results with a speedy decision- 

making. Therefore, it has a good potential for on-line application for prediction of 

voltage collapse. 
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CHAPTER 5 THE PRINCIPLE OF SECONDARY VOLTAGE CONTROL 
SYSTEMS 

5.1 INTRODUCTION 

As a major counter-measure to voltage collapse in power systems, secondary voltage 

control systems have been intensively investigated in this project. 

This is one of three chapters in this thesis to present this part of research. It deals 

with all the theoretical preparations required for the design and analyse of such a 

voltage control system. Other chapters include chapter 6: the secondary voltage 

control system by a classical control design, and chapter 7: the secondary voltage 

control system by an optimal control design. 

In this chapter, the pilot bus based control principle for secondary voltage control is 

theoretically formularised. A multi-level control structure is defined, and functions at 

each control level are clarified for this control system. All the system plants involved 

in secondary voltage control are systematically modelled and mathematically 

described. This includes the models for generators, power plants and power systems. 

Both the centralised and decentralised control schemes for secondary voltage control 

are discussed in this chapter. It can be seen that the centralised scheme has many 

advantages over the decentralised one in terms of system efficiency, reliability and 

implementation. The design criteria for such a control system are also included at the 

end of this chapter. 
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5.2 THE PRINCIPLE OF SECONDARY VOLTAGE CONTROL 

Voltage control in a power system can be divided into three levels: Primary, 
Secondary (Regional) and Tertiary. The primary control is to control the voltage at 
generator terminals. It will be implemented by the Automatic Voltage Regulator 
(AVR) of a generator. 

Secondary Voltage Control also known as the Regional Voltage Regulation (RVR) is 

to maintain voltage profile in a region of a power system. This can be implemented 

by keeping the voltage of some buses, called pilot buses, at a desired value (target) by 

dispatching the reactive generation of some local power plants, called control power 

plants. 

The tertiary control is to automatically or manually co-ordinate the regional voltage 

controls in a power system. It determines the target voltage for secondary voltage 

control in each region by using actual state of the power network, forecasted optimal 

voltage and reactive reserves. In this way a secure and economic operation of a power 

system will be achieved. 

It is clearly seen that secondary voltage control takes a major role in the voltage 

control of a power system. It receives the targets from the tertiary control and 

maintains the desired voltage profile in a region through the primary control facilities 

(AVR). 

This section deals with the principle of secondary voltage control. The pilot bus 

based control principal and centralised/decentralised control schemes are going to be 

discussed here. 

5.2.1 Pilot Buses and Control Power Plants 

The principle of secondary voltage control is to maintain a desired voltage profile in 

a region of a power system by controlling the voltage of pilot buses at a certain 

values. This is achieved by regulating the reactive generation of the control plants in 

the region. The pilot buses are buses in a region, of which if their voltage is kept at a 

desired reference value, the voltage at most buses in the region will be maintained 
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within a certain bandwidth. The control power plants are power plants in a region, of 
which reactive outputs have a stronger influence on the voltage of pilot buses than 

other power plants. This pilot bus based control principal is based on "the electrical 
decoupling" of a power system, can be mathematically formularised as follows: 

From linearised load flow equations, there are: 

[AQ] = 
[JQv][AV] 

(5.2.1-1) 

Where, 

[AQ] is the reactive power injection variation at all the buses in a power system, 

[AV] is the voltage variation at all the buses in a power system, 

I JQVI is the Jacob matrix between reactive power injection and voltage at all the 

buses in a power system. 

Assuming [JQv] invertible, and [S] = 
IJQV 1-1 then, 

[AV] = [S][AQ] (5.2.1-2) 

By dividing the voltages into the pilot bus group and non-pilot bus group (VP, Vý ), 

and the reactive power injections into the control power plant group and load bus 

group (QG,, QL)- the above equation becomes: 

AVp sp, sp, 
vv 

[AQG 
AV sp sp AQLI P- VG VL 

- (5.2.1-3) 

The voltages of this non-pilot bus group [ Vý ] represent the voltage profile in a 

region or a power system. The pilot bus voltage and voltage profile can be described 

as: 

[Avp [S 
VG 

][AQG + [SPVL ][AQL] p 
(5.2.1-4) 
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[AVp] = 
[Sp 

v(3 

] 
[AQc 

3]+ 

[SPVL ][AQL] 

(5.2.1-5) 

Assumin that by a certain control desi I ip can be 9 ign, the following relationshi 
established: 

IAQ 
G 

]: 
--:: [A JAVp J+ IQIAQLI 

(5.2.1-6) 

where, 
9R 

NGXNP 

[Q]E: 
-: giNGXNQ 

. 

By direct substitution with equation (5.2.1- 6), equation (5.2.1 -5) becomes 

AV-f sfGp+ sp A [Iv, 
][A][AVP 

+ 
-S 

VL 
II 

VG 

-- 

k IAQLI 

[9ilAVP + [X][AQ 
L1 (5.2.1-7) 

where, 

[91] SPG][Aj; 
v 

IN] =[S p 
]+[s 

p 
][Ql 

VL VG 

From the equation (5.2.1-7), the following statements can be made: 

1. It is possible to maintain the voltage profile through controlling the voltages at 

pilot buses; 

2. The success of secondary voltage control relays on a proper methodology for the 

pilot bus/control power plant selection and control system design. A good 

selection of pilot buses/control power plants shall make the absolute value of 

elements in matnx [N] sufficiently small. 

3. A good control design shall efficiently and stubbly keep the voltages of the pilot 

buses at desired value. 
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5.2.2 Centralised and Decentralised Control Scheme 

Generally there are two different schemes for implementing the voltage control in a 
power system: Centralised and Decentralised Schemes. The centrallsed scheme Is to 
control the voltage profile for the whole power system through one central controller. 
The decentralised scheme is to divide a power system into several regions, and the 
voltage profile for a whole power system can be controlled through the Regional 
Voltage Regulators (RVRs). 

The decentralised control scheme has many advantages over the decentrallsed one. 
FI*Lrstly the decentralised control scheme uses separate computers for the RVR in each 

region, it does not have special requirements for the computers; While the centralised 

control scheme uses a central computer for a whole power system, hence requires 

massive CPU and memory resources. 

Secondly the decentralised control scheme has a better reliability than the centralised 

one. Problems with a regional voltage regulation will not have significant impact on 

the voltage control in other regions in a power system. However, single failure with 

the centralised scheme may cause a total loss of the voltage control for a whole 

power system. 

In addition, for the decentralised scheme, the regional voltage control systems can be 

installed and commissioned region by region at different times; while the installation 

of a centralised control system requires an operation outages (out of service) for a 

whole power system, which is rather difficult to plan. 

The decentralisation of a power system is a key task for a secondary voltage control 

scheme. A common methodology for the decentralisation is based on the sensitivity 

analysis using the Jacobian matrix of the load flow equations. The fundamental 

requirements for this decentralisation can be generalised as: 

1. The decentralisation should be based on the natural decoupling of a power system. 

2. A decentralised region should be a set of buses in a power system, of which the 

voltage behaviours are strongly coupled with each other internally and loosely tied 

with the buses external to the region. 
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3. A successful decentralisation algorithm should take into account the possible 

voltage oscillation between the regions and ensure that the voltage control action 
in a region has a negligible effect to other regions. 

4. Each decentralised region should have sufficient reactive generation reserve with 

respect to the specified maximum War demand in the region. 

5.2.3 Multi-level Control Structure 

Secondary voltage control system maintains desired voltages at the pilot buses by 

regulating the reactive generation of control power plants. To mange the required 

reactive generation at a control power plant, a control mechanism is needed to 

automatically allocate the reactive generation among the participated generator units 

called control generators. The reactive generation demanded from each generator unit 

will be finally controlled by the generator AVR system. By considering this 

hierarchical structure and the different dynamic response times, a three level control 

structure is believed to be necessary for a secondary voltage control system. These 

three levels are the Regional Voltage Regulation (RVR), the Power Plant Reactive 

Power Regulation (PQR), and the Generator Automatic Voltage Regulation (AVR). 

The RVR will determine the necessary reactive generation or the voltage at the HV 

busbar (PQR reference) for each control power plant in a region. This is based on the 

voltage variation at the regional pilot bus with respect to a target value (reference for 

RVR). To attain this determined reactive generation/voltage, the PQR is used to 

determine the outputs of the control generators within each control power plant. The 

demanded reactive generation will eventually be fulfilled by the AVRs with the 

control generators. The global structure of this three level voltage control system is 

shown in Figure 5.2-3-1. 
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Figure 5.2.3-1 The three level structure for secondary voltage control 

As the AVR system is regarded as an independent subject in the area of power 

generators, it is not included in the study of this thesis. 

5.3 SYSTEM MODELLING AND DESCRIPTIONS 

Properly modelling and described control plant takes a crucial role for the design and 

analysis of a control system. All the power system components involved in secondary 
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voltage control are systematically modelled and mathematically described in this 
Section. 

5.3.1 System Modelling 

1. Control generators 

The control generators are the generators in a control power plant, which are used to 
produce the demanded reactive generation for a secondary voltage control scheme. A 

control generator has the following model: 

yj K 

V911 
jK 

QGi 
HV bus of control power plant 

Figure 5.3.1-1 The model for a control generator 

Where, 

Vjk is the voltage magnitude of control generator K at control power plant j within 9i 

region i, 

QJgý, is the reactive generation of control generator k at control power plantj in region V 
i5 

Xj' is the equivalent reactance between generator k and the HV busbar of control Ti 

power plantj in region 1. 

2. Control power plants 

The control power plants are the power plants in a decentralised region, which are 

selected to participate in a secondary voltage control scheme. In this thesis, a control 

power plant is simplified to only contain the control generators, its model can be 

defined as: 
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Vj K 
gi 

Figure 5.3.1-2 

vi 
Gi 

, \7j . 
vRi 

Power System 

HV bus of control power plant 

The model for a control power plant 

The PQR design is based on this model. 

Where, 

Qj is the reactive power generation of control power plantj in the region i Gi 

is the voltage magnitude at HV bus of control power plantj in region i, 
V 

GGJ ii 

vi is the voltage at equivalent system bus for the control power plant j in region Rj 

1, 

xi is the equivalent reactance between the HV bus of control power plantj and Ei 

the system bus for the power plant. 

3. Decentrallsed regions and power System 

It is believed in this thesis that one pilot bus per decentralised region is sufficient for 

a secondary voltage control scheme. Within a decentralised region, the buses can be 

divided into one pilot bus, control power plant buses and load buses. The pilot bus is 

known as the bus of which the voltage has a greater influence on the regional voltage 

profile than other buses in a region. The control power plant buses and load buses are 

assumed to only have power generation and load respectively. The power plants 

which are not involved in secondary voltage control are treated as load buses (with 

the opposite sign of power injections to the load buses) in this model. Thus, a power 

system consisting of decentralised regions can be defined to have the model as shown 

in Figure 5.3.1-3 below. The RVR design is based on this model. 
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Figure 5.3.1-3 The model for a power system with decentralised regions 

where, 
VPi5 VPj, VPKare the voltage magnitudes at pilot bus in region i, j, k respectively; 

5.3.2 System Descriptions 

The system descriptions for the plant models used for the design of RVR and PQR 

are presented in this section. 

1 System Descriptions for the RVR design 

For a power system model shown in Figure 5.3.1-3, the system descriptions for the 

pilot bus voltage and voltage profile have already be derived in section 5.2.1, and 

rewritten here: 

(1) Pilot buses 

[AVp ]= [S PVG][AQ 
G]+ 

[S PVL ][AQL] 

(2) Voltage profile 

[AV 
=[SvG][AQc, ]+[SVL 

PI 
pP 

][AQL] 

(5.3.2-1) 

(5.3.2-2) 
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It will be seen in Chapter 6 that the classic PI control design for the RVR is based on 
equation (5.3.2-2). 

(3) Control power plants 

By using the same linearised load flow equations (5.2.1-2) shown in section 5.2.1, 

the relationship between reactive generation and voltage at the control power plants 

can also be derived. By dividing the buses into control power plant group and load 

bus group (VG, VL)i, (QGý QL), the equations (5.2.1 -2) becomes 

AQG]=[JGG JGLI[AVGI 

(5 

IAQL 
J LG J LL AVL 

. 3.2-3) 

Thus, the system description for the control power plants is obtained as 

['W 
G] :- 

[S QQV ][AVG ]+ [S 
QQL 

][ 
AQLI (5.3.2-4) 

where, 
SQ -I [JLG ] 

11 QV]=[JGGI-[JGL][JLL] 

SQ 
QL 

[j 
GL 

]P 
LL 

]-I' 

PLLI is assumed to be invertible. 

From equation (5.3.2-4) and (5.3.2-2), another form of the system description for the 

pilot buses can be obtained: 

[AVp ]= [S Pvv ][AVG ]+ [SI PVL ][AQL] 
(5.3.2-5) 

where, 

SP VV]=[SPVG][SQQV] 

sip P 
VL] = 

[SPVG ][SQL] + 
[SVL] 

Q 

The optimal control design for the RVR described in Chapter 7 is based on equations 

(5.3.2-4) and (5.3.2-5). 

199 



2 System Descriptions for the PQR design 

Two different descriptions for the PQR design are given in this subsection, they are 
for the classic and optimal control designs for the PQR respectively. 

(1) Description for the classic PI control design 

Based on the power plant model shown in Figure 5.3.1-2, the system description for 

the PQR used by the classic control design in chapter 6 can be expressed as: 

[AVgji [I 
col 

]AVRý, A'i AQgi 

where, 
xi + X, Ti Ei 

1 Xi 

Ai. Ei 
VGi (0) 

xi 
Ei 

It is assumed here that, 

Xjl = Xj2 jNj 
v 

Ti Ti 
XTi 

xi 
Ei 

xi 
+X, Ti Ei 

(5.3.2-6) 

Xi Ei 
Xi 

Ei 

xi 
+ X, Ti Ei 

(2) Description for the optimal control design 

By regarding the power plant model shown in Figure 5.3.1-2 as a mini power system, 

the linearised load flow equations for the power plant can be written as: 

AQjgi 

= 
[L L 99 9ý0 AVJ gi 

AQJ Gi_ 
LgL 

G GG 
_AVGi_ 

j 

(5.3.2-7) 

Based on this equation, another set of system descriptions for the power plant can be 

derived: 

= 
[SGj 

i 
][AVgji 

+ 
[SGj 

i AVGj i vv VL 
]AQj 

Gi (5.3.2-8) 

SGi j 
AQ'G i=[ QVi 

1[ AV9'1 (5.3.2-9) 

where, 
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Njg 

AQJ AQjý G 
k=l 

SGj 
vvi -[LGG 

1-1 [LG-0 

Gi 
-[L S 

VLi GG]-I' 

SGj (I_ [I [L Yl ['row INj 

C19 gG 

][LGG ]-'[L 
Qvi row 

]Nj 
gG 

][LGG 

gi 

[[L,,, [L 

Gg 
gi 

It is assumed that the scalarl' - 
[row Li [LgG ILGG 11 0 

gi 

The equations (5.3.2-8) and (5.3.2-9) are the system descriptions for the PQR used by 

the optimal control design in the Chapter 7. 
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5.4 DESIGN CRITERIA FOR A SECONDARY VOLTAGE CONTROL SYSTEM 

Based on the control principle and structure introduced in the section 5.2, different 

control methods can be used to design a secondary voltage control system. A 
successful control design should ensure the control system satisfying two main 
criteria: good stability and integration. 

5.4.1 Control System Stability 

I Closed loop stability 

As secondary voltage control systems are an on-line closed loop systems, essentially 
these systems should have good closed loop stability. The closed loop stability 

generally covers two types of stability: Steady State Stability and Robust Stability. 

(1) Steady State Stability 

Steady State Stability reflects the ability of a control system to copy with the small 

perturbation. To examine the steady-state stability, a small change model around an 

operating point is used to test whether all modes in the closed loop systems are 

asymptotically stable. In other words, all small perturbation will decay to zero if the 

system is steady state stable. 

(2) Robust Stability 

Robust Stability reflects the ability of a control system to copy with the system model 

perturbation. To study this stability, model perturbations or representations of model 

uncertainty are used to test whether the closed loop system remains asymptotically 

stable. 

2 Closed loop performance 

Another important property linked with this stability is the closed loop performance. 

It is about the time domain behaviour of a closed loop control system. This includes 

Reference Tracking, Disturbance Rejection and Robust Perfon-nance. 

(1) Reference Tracking 
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Reference Tracking shows how well a control system to reach the designed 

perfon-nance. It can be examined by using the criteria of settle-time, rise-time, 
maximum overshoot and steady-state error, among others. 

(2) Disturbance rejection 

Disturbance rejection reflects the ability of a control system to reject the 

disturbances. It can be examined by using the criteria of maximum overshoot, steady- 

state error, settle-time, as well as interactions between responses. 

(3) Robust Perfonnance 

Robust Performance can be examined by observing whether the desired performance 

is preserved if model is inaccurate or uncertain, and whether the desired performance 

preserved over a range of operating points. 

3 The stability of a secondary voltage control system 

As a secondary voltage control system has a multi-level control structure, its stability 

shall satisfy the following criteria: 

(1) Good closed loop stability and performance at each control level including 

AVRý PQR, and RVR,. 

(2) Good global stability and perforinance of the whole control system. 
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5.4.2 Control System Integration 

For the multi-level structure of secondary voltage control systems, the whole system 

needs to be integrated by certain signals between different control levels. This 

integration directly affects the success of a secondary voltage control. A good 

integration of such a multi-level control system should ensure: 

1. The offsets with the integration signals between different control levels are 

sufficient small, 

2. All the fast dynamic disturbances will be sufficiently rejected at lower control 

level, and the slow disturbances will be rejected at highest level to guarantee 

an efficient voltage control at pilot buses. 
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5.5 DISCUSSIONS AND CONCLUSIONS 

The issues concerning the principle of secondary voltage control systems in a power 

system have been discussed in this chapter. This work is aimed to prepare a 

systematic and consistent theoretical environment for the design and analyses of 
secondary voltage systems by different control methods. 

In this chapter, the pilot bus based control principle has been theoretically 
fon-nulansed for secondary voltage control. A three-level control has been defined as 

an essential structure for such a control system, and functions at each control level 

are clarified. Merits of the centralised, decentralised schemes for implementing a 

secondary voltage control are also discussed in his chapter. It is shown that the 

decentralise scheme has many advantages over the centralised one in terms of system 

reliability, installation and computer requirements. 

All the control plants (power system components) involved in secondary voltage 

control have been systematically modelled and mathematically described. The system 

descriptions cover the pilot buses, decentralised regions and control power plants, 

which will be used for both classical and optimal control designs for the RVR and 

PQR. 

The design criteria for a secondary voltage control system have also been discussed. 

It is concluded that a good closed loop stability and performance, as well as 

successful system integration are three essential criteria for a secondary voltage 

control system. 

It shall be pointed out that one pilot bus per decentralised region is believed to be 

sufficient for a secondary voltage control. All the control designs and analyses 

presented in this thesis are based on this presumption. However, scheme with more 

than one pilot bus in a region is also feasible, and may be needed when some special 

system performance is required for secondary voltage control. The design and 

analysis for a control system with multiple pilot buses per region will have the same 

principle as for the control system with single pilot bus per region. 
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CHAPTER 6 THE SECONDARY VOLTAGE CONTROL SYSTEM BY A 
CLASSICAL CONTROL DESIGN 

6.1 INTRODUCTION 

Based on the control principle and structure discussed in chapter 5, the secondary 

voltage control system can be designed using two major control methods: the 

classical control and the optimal control. In this chapter, a classical PI control design 

is presented for the secondary voltage control. This includes the design details for the 
PQR, RVR and the integration of this multi-level control system. The closed loop 

stability and performance of this PI based control system are analysed by using the 

traditional frequency domain method. The voltage profile analysis is also performed 

to examine the efficiency of the secondary voltage control system. For the purpose of 

comparison, all the design and analysis include both the centrallsed and decentralised 

schemes. This system has been simulated the IEEE 39 bus power system, some 

simulation results are presented at the end of this chapter. 

As a large number of common symbols and abbreviations are used in the design and 

analysis work in this and next chapter, they are centrally noted and defined in 

Appendix 2 of this thesis. 
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6.2 CONTROL DESIGN 

A classical PI (Proportional and Integral) control design for the secondary voltage 
control is presented in this section. This design covers both centralised and 
decentralised control schemes. 

6.2.1 Centralised Control Scheme 

6.2.1.1 The Design of the Regional Voltage Regulator (RVR) 

From the system descriptIons gIven In the section 5.3.2 of chapter 5, it is known that 

[AVp [Sp. ][AQG + [SPL 
v, 

][AQL] 

Where, 

[AVp] is the voltage variation at all the pilot buses in a power system, 

[AQGI is the reactive power generation variation at all the control power plants in a 

power system, 

[AQL] is the reactive power demand variation at all the load buses in a power 

system, 
[ SPVGI and [ SPVL] are sensitivity matrices. 

By using the control law that all the control power plants having the same 

participation to a reactive power demand change in each region, there is 

Aql = Aq 2= AqJ = AqRi (6.2.1-2) Gi Gi - Gi *** 

Where, 

AqJ is the necessary reactive power generation increment in percentage with Gi 

rated capacity at control power plantj in region i 

Aq Rj is the necessary reactive power generation increment in percentage with 

respect to the rated capacity in region i; 

Considering 

- [A ][Aqc [AQG ] 
Glim 

[AGlim] 
= 

[DGg][Agli�][DGg ]T 
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[AqG] = [DGRI[AqR] 

Equation (6.2.1 - 1) can be re-written as: 

[AVpl = 
[Up][AqR]+ [SPVL][AQL] 

up] = 
[Svpc,, ] [DGg][Ag ]T I 

li,,, 
][DGg [DGR] 

where, 

(6.2.1-3) 

(6.2.1-4) 

NGZ [Aglim diag 11 12 Qjk 
NGZNgz 

lQglimi5 
Qglimi 

5 alimi 
Qglimz 

t, 

Qjk. - is rated reactive power generation capacity of generator k at control power glimi 

plantj in region i; 

[DGg diag ['row IN' 4'row IN 
2 

1'-' 

1lrOwINjj [I 
rOwIN NGZ is structure matrix to 

999 9z 

represent the structure between all the control power plants and all the control 

generators in a power system, 

[Ir,,, ], is the 1 by n unit row matrix; 

As there is only one pilot bus in each region, [UP] is a square matrix. And assuming 

exist, 

[Aq [Up]-'[AVP]-[Up]-'[Sp ][AQL] (6.2.1-5) R]::::::: VL 

Based on equations (6.2.1-1)-(6.2.1-5), the RVR can be designed to have following 

structure: 
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[AV 
prel 

[AqR]=[Uc ][A] G(s) ([AVP,, 
,f]- 

[AVP (6.2.1-6) 

Figure 6.2.1-1 Integral Control for RVR 

the RVR control law is 

Where, 

[AVp,, f ]is the vector of references for all the [AVp ] within a power system, 

[AVJ 

G(s) is the RVR control method, to which two classical control methods can be 

applied, PI control: G (s) =Kp+ -ýý -I , or I control: G(s) =I' 
s TRs 

[Uc] = [Up]-' is the control law matrix. (Assuming [UP] is invertible. ) 

6.2.1.2 The Design of Power Plant Reactive Power Regulator (PQR) 

From the system description for PQR in the section 5.3.2 of chapter 5, there is: 

[AVgýý [Icol ]AVRji -[Ali 
][AQgi 

Then, 

[A 
ij 
ý$Vgý, [Ail ji [AQgi 

'6N 
j 

[Aq R] 

(6.2.1-7) 

(6.2.1-8) 

Where, 

AVJ. 
91 

AQJ gi 

is the vector of voltage variation at all the control generator terminals within 

control power plantj in region i, 

is the vector of reactive generation of all the control generators within control 

power plantj in region i, 

[AQj 
ti 
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is n by 1 unit column matrix, 

[AIJI is the structure matrix for control power plant j in region i. It is made of the 
equivalent reactance for all the control generators within the control power 

plant. 

Based on the equations (6.2.1-7) and (6.2.1-8), the PQR can be designed using the 
integral control as shown in Figure 6.2.1 - 1. 

A7j Ril 

Aq. ý-i I grel 
[refiI [A\j 

[AVI-- 1J, ]H 
's RS 

[A'] 

[AQý- 

Figure 6.2.1-2 The PQR by the integral control design 

The PQR control law is: 

AVuj,, fi 
[Aji ][A] 1 ([AQj 

fý 
[AQj (6.2.1-9) 1c 

TQ s 
gre gi 

Where, 
[AQj ]=[Qjjjý. 

jýqj grefi 9 Gi 

[Q'gli. 
i] = 

[Aýgjjrnj][Icoj ]Njgi 

1 

[V i, -] 
is the vector of references for the terminal voltages of all the control 

gre i 

generators [v ji ] within control power plantj in region i, 
9 

Ii, 
i] is the vector of the references for the reactive generations of all the control Q 

gre 

i 
generators 

[Q 
gi 

] within control power plant i in region i, 

[AJ]-i (Assuming [AJ] is invertible) 

TQ is the desired time constant for PQR. 
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6.2.2 Decentralised Control Scheme 

The main difference between the centralised and decentralised schemes lies at the 
RVR level. Technically the decentralised scheme requires a diagonal control law 

matrix [UC], so that the secondary voltage control system can be decentralised into 

several non-interfering regional control systems. These regional control systems can 
be implemented and used independently in each region. The decentralisation and 
pilot buses selection are supposed to ensure that the sensitivity matrix [UP] is a 
dominantly diagonal matrix. Thus, the [UCI will be diagonal dominant, and can be 

simplified into a diagonal matrix. 

The decentralised scheme will obviously cause further model mismatch. It can be 

tTeated as a special case of model mismatch in the centralised scheme. 

The following two methods can be used to produce a diagonal control law matrix 

[Uc] for the RVRs: 

1. Optimisation method 

The following optimisation algonthm can be fonnalised to produce a diagonal [Uc]: 

z 

Min J(U ji) (Wij - 
1)2 +1 (W 

ij 
)2 (6.2.2-1) 

j;, -i 

where 

[WHUC11UP], 
Wij is the (i-J)th entry of [W] 

, 

Z is the total number of decentralised regions in a power system. 

As this method uses [UP] which requires the information of the whole power system, 

the elements of [Uc] need to be determined at the teitiary level and sent to each 

decentrallsed region. 
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2. By the load flow equation 

By regarding the load flow on the circuits between decentralised regions as power 
injections, the load flow equations for a decentralised region (i) can be obtained. 
From this regional load flow equations (say region i in a power system), there is 

AVpi SPI spi 
VG VL AQGi 

AV spi spi AQLi Pi VG VL 

then, 
spi spi AVP' =[ 

VG][AQGi]+[ vL][AQLi 

onsi enng 

[AQGi] [AGlimi][Aq 
Gi] 

[AqGi] 11 
COI 

I 

NGi Aqj 

Then, 

p Pi AVpi = Ui Aq + Is, ][AQLi (6.2.2-2) 

where, 
UP spi 

I VG][AGliinillIcOlINGi 

Thus, 

uiýl =I/ Uip (6.2.2-3) 

U'jj is the ii-th element in the diagonal matrix [U]. 

This method requires the measurement of load flow on the circuits between the 

regions. 

6.2.3 Global Structure of a Secondary Voltage Control System 

Integrating the above PQR and the RVR together, a secondary voltage control system 

can be established. The global block diagram of this control system is shown in 

Figure 6.2.3-1. 
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6.3 STABILITY ANALYSIS 

This section deals with the stability analysis of the secondary voltage control system 
by the PI control design. The traditional frequency domain(s) method is used to 
examine the closed loop stability and performance of the control system. The analysis 
is divided into general case and special cases. The general case is concerning with the 

system stability with PQRJRVR model mismatches and PQR dynamics; while the 

special case study is to explore some special properties of the control system under 

certain simplifications. 

6.3.1 The Control System with Centralised Scheme 

6.3.1.1 General case (model mismatch + PQR dynamics) 

The model mismatches in the PQR and RVR can be mathematically described as 

[Ajci][A'i]-' : 3ý' 
[']Njgi 

I up 11 uc I# 

[IIZ 
1. The PQR Dynamics 

(1) Transfer Function 

Assuming all the channels have the same time constant TQ in the PQRs, the control 

law equation (6.2.1-9) becomes: 

[AVgl,, ' ([AQj 
f, 
]- [AQj 

ýfj = [Aji 
gre gi c 

][']Nji 

9 TQ s 

From the system description for the PQR in chapter 5, it is known 

[A 'j] -'AV, ý,, [AQ', -'[AVgj,, 
gi 

Therefore, 

+[Aji][Aj]-']-'[Aji][Aj]-'[AQj fi] [AQjgi [STQ [11 
Njgi cc gre 

(6.3.1-1) 
-1 -'[AVRj [STQ [11 

Njgj + [Ajci ][Aji sTQ [A ji ]j 

The closed loop transfer function for the PQR in the control power plant i of region I 

can be obtained from equation (6.3.1 - 1): 
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H, (s) = 
[STQ NN 

j9i Ci ci 
] [Aj I' is the tran + 

[Aj 
i 
][Ai [Ai 

i sfer function for reference 

tracking; and 

H. (s)=-[sTQ[lLj +[AJcj[AJ It'] sTQ[AiJl' is the transfer function for disturbance. Ci gi 

Let [Ajci][Ali]-' =[Tj'j[Ajj][Tj']-l 

where, 

XýNj i Aii di ag /kji', kji' i91 is the eigenvalue matrix of [Aici][Ali]-,. 

Thus, the equation (6-3.1 - 1) can be rewritten as: 

[AQ'gi] 
=[Tij][(Di][Tij]-' 

[AQgrefi I +[dli(s)] (6.3.1-2) 

Where, 

ki 
.I 

kj 
i2 

)ýi NJgi 

diag -1--+ kj2 
+ )ýNjj sTQ + kiil ' sTQ i sTQ 9 

TI [Ai 
i 
]]-'sTQ [Ail -'[AVR d li (s) +[Ai] 

] [S 

Q Njgi ic 

(2) Discussion 

Some properties about the PQR can be examined at this point: 

(i) The PQR poles will occur from 

[STQ[I]Nji 

+ [Aj 
i 
]-'[Ajci T sTQ [1] 

Nji + [Aji ]IV = [0] 
99 

Thus, the closed loop poles for the PQR will be: 

kj 
iI 

si 
TQ 

11,2, 
..., 

Ngi 

Where, 
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N'gi is the number of control generators in control power plantj in region i. 

As the eigenvalues might be complex (in conjugate pairs), there are possible 
oscillation and instability with the PQR. 

(ii) Assuming the mismatch does not cause closed loop instability, then by 
Laplace transforn-lation theory (applying a step signal u(t)=I, t>O) 

LimFR- I (t = LimsFR(s) = Lim sHR (S)U(S) 
t->oo s-->O s->O 

Lim s[sTQ 
[']Nj 

+ 
[Ai t'[Aii ýI 

i 
-'[Ai ]-'[Ai 

ci Ci 

I- 
= 

[']Nj 
s-->O 9s gi 

Lim Fýl t= LimsFD (S)= LimsHD (S)U (S) 
t->oo s->O s-->O 

Lim s sTQ 
[']Nji 

+ 
[A, t'[Aci 

sTQ 
[Aii ]-I I 

ic :- 
[OlNi. 

s->O 9s gi 

Perfect steady state reference tracking and disturbance rejection occur. 

2. The RVR/Global System 

(1) Transfer fimction 

Recalling the system description for a power system in chapter 5: 

[AVp] ý- 
[SPVG IIAQG I+ [SPVL ][AQLI 

Based on this equation and equation (6.3.1-2), the PQRs' transfer function for the 

whole power system can be written as: 

[AQg]=[A 
T(DT-1 

][ AQ 
gref 

]+ [d(s)] 

where, 
.., 

[I 

, 
[TI2 1[ 

(D2 
][TI2 ]-l'. NGZ ][(DNGZ TNGZ 

]-l 

1][T, ']-' TZ z [A 
T(DT-1 diagý [ T11 ][ (DI Iz 

Considenng: 

[AQG] [DGg ][AQ9] 

[AQ 
gmf = 

[A 
gli. 

] [DGg ]T [AqG 

[AqG ]= [DGR] [AqR ] 
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Direct substitution yields: 

[AVp [SPVG ][Dg][A 
TOT-' 

][Aglim][D 
Gg 

]T [D 
GR ][Aq 

R+ (6.3.1-3) 

where, 
[SPG][DG 

'r v [d(s)] + [S' ] [A 
VL QL]' 

Recalling equation (6.2.1-4), 

up 'p 
]T [D 

] 
"::: 

[SVG ] [DGg ] [Agjjý,, ] [DGg 
GR] 

and, 
[DGg ]T [DGg] IIIN 

9 

[DGR][D jT IIIN 
GR 

G 

[AVp] = 
[Up][DGR jT [DGg][Aglim]-'[A 

T(DT-1 
] [Aglim I[ DGg ]T [DGR][Aq 

Rj+ 

[ý(S)] 

Introducing 

I 
ccjl = [1 -1 [Tij 

i 
gi 

[Ajglimi 
rOw 

I 
Ni 

pj Tij ] -'[Ajgli,. 
i] 

[I 
i COI 

]Nj 

gi 

then, 

[AVp] = 
[Up][AR] [AqR] + 

[ý(S)] 
(6.3.1-4) 

where, 

IAR I 
: ý--diag 

N, (s) N2(s) Nz (s) I 

D, (s)'D2(S) ""'Dz(s)j 

N Ne N NJ Gi gi Gi gi 
ef Xet- p ef (TQS + Xjk Nj(s)=jjaj iIi 

C=l f=l j=l k=l 
k;, -f 

N NJ - Gi gi 

Di (s) -- 
fl fl (TQ s+ Xjik), 

j=l k=l 

Deg(D , (s)) > Deg(N i (s)) 
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Rewriting 

[AR]= [ANI[AD]-l 

where, 
[A,, diagtN, (S)IN2(s),..., Nz(s)j, 

[AD diagt DI (s), D2(s),..., Dz (s)l . 

Then, equation (6.3.1-4) can also be re- written as: 

[AVpl = 
[UPI[AN][AD]-l [Aq 

RI+ 

[ý(S)] 
(6.3.1-5) 

Assuming all the RVRs have the same time constant TR, the RVR control Law 

equation (6.2.1-6) becomes: 

[Aq 
R]= 

[Uc ] [1]z G(s) ( 
[AVpref ]- [AVp J) (6.3.1-6) 

From equation (6.3.1-4) and equation (6.3.1-6), 

[AVp [[I]z 
+ [Up ][Ajý -' [UP ][A 

R 
][U c] G(s) [ AVp,, f 

] 
, 
][U c] G(s)] 

(6.3.1-7) 

+[[I]z +[Up ][AR][Uc]G(s)]-I[d(s)] 

Thus, the RVR transfer function between [AVp] and [AVPref] (for reference tracking): 

Hpp (s) = 
[[I]z 

+ [Up ][AR][Uc]G(s)]-'[Up][AR][UCI G(s) 

The RVR transfer function between [AVp] and 
[j(s)] (for disturbance): 

H,,, (s)=[[I]z +[Up][AR ][U c G(s)] (6.3.1-9) 

For the PI control: G (s) =Kp+ 
s 

(6.3.1-8) 

Hpp(s)=[s[l]z +[Up][AR ][Uc](Kps + Kl)]-'[Up][AR ][Uc](Kps + KI) (6.3.1-10) 
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HPD (S) = 
[S[']Z+[Up][ARJ[U'] 

(Kps + Kl)]-l s 

For the pure I control: G (S 
TIs, 

(Kp==O, KI-I/TR) 
R 

Hpp (s) = [TRs[l] 
z+ 

[UP ][AR][UC]]-] [U P ][AR][UC] 

HPD (S) = [TRs[l] 
z+ 

[UP I[AR ][UC ]] -ITRS 

(2) Discussion 

(6.3.1-_li) 

(6.3.1-12) 

(6.3.1-13) 

By using these transfer functions, some general properties about the RVR/global 

control system can be identified at this stage: 

(1) The global stability of this centralised secondary voltage control system is 

related to the RVR control design G(s) and model mismatch I Aici][Ali], 

[up] [uC] 
- 

(11) The stability is also influenced by the PQR dynamics through [ARI- 

It is difficult to derive the poles/zeros polynomial matrix to generalise the 

stability of this control system for the general case. 

(iv) Provided the closed loop is stable, the DC gain is unity for the reference 

tracking, and zero for the disturbance for both PI and pure I control designs, 

this can be examined by 

lim sH pp 
(s) 

I= 
[I]z 

, 
lim sHPD (S) 

1= 
[Olz 

s->O s S-*O s 

6.3.1.2 Special Cases 

In this subsection, the stability of this centralised secondary voltage control system is 

examined under two simplified conditions: neglecting PQR dynamics and Perfect 

Model Match. 

1. Neglecting PQR dynamics 

(1) Transfer Function 

Under this simplification: 
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[AJci lAiJ ýl 
= 

[Tij J(DjJ ITij ]Nj 
I gi 

1,2, N Gi 

Where, 

NGi is the number of control power plant in region i. 

Considenng 

DGg][D 
]T 

= diagfN',, N2N 
NGI 

'.. -, N 
NGZ 

G g, al 

199C, 

9z 

then, 

[AR ]= diagfNg,, Ng2 
,*-5 

Ngi,... 
ý 
Ngzj +N 

91 

Thus, the RVR transfer functions become: 

For the PI control: G (s) =Kp+K, 
s 

-I 
Hpp (s) = 

[s[l]z 
+ [Up ][AN", Iluc ](Kps+K, )] (Kps+K, )[up ][AN 

g 

Iluc I 

= [F] [«[A, ]Kp + [l] z)s + K, [A� ]]-'(Kps + KI)[A� ][F] -' 

=PIEPT, 
(6.3.1-14) 

HPD (S) = 
[SIll 

Z+ 
[Up ][AN,, ][Uc I (Kps + Kj)] -I 

s 

=[F][(([Aý, ]Kp +[I]z)s+K, [A,, ]]-'s[F]-' (6.3.1-15) 

= [F]il[]F]-' 

where, 
[Up][ANg ][UC ]= 

[IF][AcjF] -1 

[Acj = diaglal, C72 I ... I 
CTZ 

I 'Sthe eigenvalue matrix of[Up ][AN 
g 

][Uc 
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F, = diagl- 
(Kps + KI)al (Kps + K, )(72 

........ 
(Kps + K, )cyz 

(cylKp + I)s + KI(TI '(a 
2Kp + I)s + KIcy 

2 ((TzKp +I)s+Klcyz 

diag s 
((YlKp +I)s+K, (Y, 

S 
3ý Kp +1)s+K -1 - ((52 

IC72 +1)s+Kl(yz 

S 

The poles polynomial matrix for both Hpp (s) and HPD(S) is 

[(([A, ]K 
p+ 

[I]z)s + [A, ]K 
1)] 

The zeros polynomial matrix for Hpp(s) is 

[11 
z 

(Kps + KI) 

The zeros polynomial matrix for HPD(S) is 

[I]zs. 

1 

For the pure I control: G (s) = TR S, 
(Kp=O, KI= I /TR) 

Hpp (s) = [F][TRs[l]z +[A,, ]]-' [AýJF]_' 
(6.3.1-16) 

= [IFIS, IF]-, 

HPD (S) [F][TR s[l]z +[A,, ]]-'TRS[F]-l 
(6.3-1-17) 

MIT [IF]-, 

where, 

st = diagfzý 
G13 Cy 2 

CY Z-1 

TR s+ al TRS + CY2 TR s+ CYZ 

, q'= diagf-z 
TRS 

31 

TRS 

...... 

TRS 

TR s+cy, 
TRS + (Y2 TR s+ GZ 

The poles polynomial matrix for both Hpp(s) and Hpp(s) is 

[(TRS[']Z 
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The zeros polynomial matrix for Hpp(s) is RIN 

The zeros polynomial matrix for HPD(S) is [I]zTR S- 

Discussion 

(i) By neglecting PQR dynamics, it can be seen that the global stability of this 
secondary control system is not only determined by the control parameters Kp 

and K, , but also related to the RVR model mismatch and the number of 
control generators in each decentralised region. 

As the eigenvalues of [up ][AN, ][UC ]might be complex, potential oscillation 

is possible with the system outputs. 

(iii) Through the matrices [F] and [F]-', it is known that the interactions between 

RVRs are related to the RVR model mismatch and number of control 

generators in each region. From these matrices, it can also be know that the 

instability in one RVR could cause the instability in other RVRs as well as 

the global control system. 

The above analysis clearly shows that PI control provides with the flexible 

means for improving the control system properties by the selecting the 

controller parameters, while the pure I control does not possess this advantage 

when the time constant of control system is fixed. 

Other properties remain the same as the general case. 
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Perfect model match 

Under this simplification, the model match for both PQR and RVR are assumed to be 
perfect: 

[Up ][Uc]=[I]z, [Alci][Ali]-' 
gi 

(1) Incorporating PQR dynamics 

(i) Transfer Function 

Based on the simplification, there are: 

[AN ]= diagý(TQs + 1)(Ngl -l) Ng, 5 (TQ S+ 1) (Ng2 
-') Ng2 

"**5(TQ 
S+ 1)(Ngz -') N 

gz 
[AD ] = diagl(TQs + )Ng, 

, 
(TQs + I)Ng2 

5... , (TQ S+ )Ngz 
I 

and, 
[A,, ]=diagjNýj, N 

*, 
Ngj,..., Ngzj(T s+l)-'= A 

C, g2 QI Ný 
I(TIS + 1) 

Thus, the global transfer functions for the secondary voltage control system can be 

obtained from equation (6.3.1-10) - (6.3.1-13) above: 

For the PI control: 

Hpp(s)=[s(TQs+l)[I]z +[Up][ANJI Uc j (Kps + Kj)] 

HPD (S) s(T s+ 1)[I]z + [Up ][ANg UC ] (Kps + Kj)] 
Q, 

11 

Recalling, 

[up Iluc I= 

IIIZI [UCI = [UPY 
then, 

(Kp s+ KI) [Up ][ANg ][UC 

s(TQ s+ 1) 

Up ] [TQ 
s2[ l]Z +( ANý ]Kp 

+ [I]z)s + K, ANýý ] (Kps + KI) AN 
g 

][Up 1 

Hpp (s) =11111 

=[UP]F-"[Up]-i 
(6.3.1-18) 

223 



HPD (S) "::::: 
[ UP] [TQs 2[1]Z 

+ ([ANý ]Kp 
+ [I]z)s + K, 

[ANg 11-1 
s(TQs + 1)[I]z[UP]-' 

=IUPI, q"[Upl-, 

(6.3.1-19) 

where, 

diag 
(KpS + KI)Ng, (KpS+K, )Ng2 

TQ S2 +(N 
glKp + 1)S + KINO, 5 TQ S2 + (Ng2Kp + I)S +KIN 92 

(Kps + K, )Ngz 

TQS 2+ (NgzKp + I)s + KNgz 

= diagf. 

( 
Kp 

K, 
T1 

&IN 
gl 

2 
+( 

Kp 
+_ 

1 
)S+l 

31 TQ 

K, KINgl KjNg2 

KP 
s+1) K, 

.., TQ 
-s 

2+ (Kp 
&1 KINgz K, KINgz 

( 
Kp 

2+( 
&P 

+I )S+l 

K, KjNg2 

s(TQ s+ 1) s(TQs + 1) 

TQS 2+ (Ng, Kp + 1)s + KINg, TQS 2+ (Ng2Kp + 1)s + KjNg2 

s(TQs + 1) 

I TQS 2+ (NgzKp + I)s + K, Ngz 

s(TQ s+ 1) 
1 

KINg, 

s2+( 
Kp 

+I )S+l 
TQ 

K, KINg, KjNg2 

diag 
TQ 

KINg, 

s(TQs + 1) 
1 

K, Ngz 

TQ 
2KI 

s +(' +-)s+l 
KNKKN,,, I gz II Oz 

s(TQs +II 
KjNg2 

2+( 
Kp 

+1 
K, KjNg2 
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The poles polynomial matrix for both H, (s) and HPD(S) is 

[TQS 2[1]Z 
+ ([ANý ]Kp 

+ [I]z)s + 
[AN,, ]KI] 

The zeros polynomial matrix for Hpp(s) is 

[AN, ](Kps 
+ KI) 

The zeros polynomial matrix for HPD(S) is 

[I]zs(TQs+l). 

For the pure I control: Kp=O, KI=I/TR 

Hpp (S) = 
[UP ] [TRTQS'[I]z 

+TR[I]ZS+[AN�]]-'[ANg][Up] -1 

=[UP]F-"'[Up]-' 

HPD (S) =[ up ] [TR TQ S2 [ I]Z + TR [IIZ S+ 
[AN 

- 

I]-, 
s(TQ s+ ')[Up]-, 

= [UP 119 ... [UP I -, 
where, 

diag TRTQ 
21 

TR 
)S+l s+ 

Ng, Ng, 

S(TQ S+ 1) 
T, 

diag 
Ng, 

TRTQ 
s2+ 

TR 

S+l 

N,,,, Ng, 
t, 

"T TTT RQ 
S2 +R S+l Qs2+R 

Ng2 Ng2 Ngz Ngz 

The poles polynomial matrix for both H, (S)and H,,, (S) is 

[TR TQ S2[1]Z +T 
R 

[1] 
Z S+[AN 

9 

1] 
; 

1 

TRTQ 
s2+ 

TR 

Ng, Ng, 

s(TQ s+ 1) 
TR 

Ng2 

(6.3.1-20) 

(6.3.1-21) 

1 

s2+ 
TR 

S+l 
Ngz Ngz 

s(TQ s+ 1) 
TR 

Ngz 
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The zeros polynomial matrix for H, (s) is [11,; 

The zeros polynomial matrix for H,,, (s) is [1]z s(TQs+l). 

(ii) Discussions 

(a) In the case of perfect model mismatch with incorporating PQR dynamics, the 
transfer functions of this secondary voltage control system become second order. 

(b) It can be directly spotted from those transfer functions that the dynamic 

interactions between the RVRs are determined by the non-diagonal elements of 
[UP]. Hence, these interactions are heavily influenced by algorithms for the 

decentralisation/pilot buses selection. 

(c) Other properties are same as the general case. 

(d) It is known that a standard second order control system has the following 

charactenstic equation: 

s2 28 
2+s+I=0 

(J) 
n 

(o 
n 

where the pole positions will be s= -(o .6±J (o . 
(I - 6) Y' 

. And with 0<6< I, 6=1 ý 

and 8>1, the system is underdamped, critically damped and overdamped 

respectively. By comparing the characteristic equation of each control loop of this 

secondary voltage control system with this equation, the specification of the 

closed loop poles can be analysed: 

For PI control 

Underdamped/overdamped: Specify 6 and (On, by solving 

2 KINgi 26 
=K+I n TQ (J) 

n 
K, NgjKj 

It can be obtained that, 
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K, =5 Kp =I (2TQ(o. 6 - 1) (6.3.1-22) 
Ngi Ngi 

Critically damped: 6 =1, (on is specified, then 

TQ (0 ', 1 
K, =-, 

KP= 
- (2TQü). - 1) (6.3.1-23) Ngi Ngi 

For Pure I control 

For the pure integral control, Kp = 0, K, =I /TR, then 

Ngi 261 TR 2 

TRTQ '2N 
gi 

TQ 

It can been seen that by pure I control o), and 8 are determined by the time 

constant TR, TQ for the RVR and PQR, as well as the number of control 

generators in each region. There is little choice for improving the control system 

dynamic properties once these time constants are fixed. 

(2) Neglecting PQR dynamics 

(i) Transfer Functions 

Neglecting PQR dynamics in the case of perfect model match, there are: 

[AR]=[ANg 
]9 [UP ][UC ]= [']Z 

- 

Then, the closed loop transfer functions become: 

For the PI control: 

Hpp (s) =: 
[UP ] [([AN? ]Kp + [I]z)s + K, [AN 

, 
]]-'(Kps 

+ KI)[AN, 
][UP] 

-' 

(6.3.1-24) 

=[UP] 
Elup 

I 
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H,,, (s) =I up ] [([A 
NjKp +[Ijz)s+K, [AN 

g 

11-1 
Sli]Z[U 

PI-1 

=[Uplll[upl-, 
where, 

( 
Kp 

s+1) 
K, 

s= diag 
Kp -1 -' K 

( 
K, KINgl 

( 
K, 

(Kp ( 
Kp 

K, 

(6.3.1-25) 

)s+l Kp+I 
KjNg2 K, K, Ngz 

sss 

KINgl KjNg2 KINgz 
il = diag 

Kp 1' Kp Kp 
+ -)S+l )S+l + )s+l K, KIN, 

t', 
K, KjNg2 K, K, Ngz 

The poles polynomial matrix for both Hpp (s) and HPD(S) is 

[([AN, ]Kp 
+[I]z)s+[AN, IKI] 

The zeros polynomial matrix for Hpp(s) is 

[A 
Ng 

l(Kps 
+ KI) 

The zeros polynomial matrix for HPD(S) is 

[I]zs 

For the pure I control: Kp=O, Kl=l/TR 

Hpp (s) [Up [T,, [1], s+ 
[AN 

ý 
]]-'[ANg ][Up] 

-1 

(6.3.1-26) 

[UP F, [UpF, 

HPD (S) [ up ][T 
R 

[11 
ZS+ 

[AN 
g 

I]-, 
S[up 

(6.3.1-27) 

=[uP]-qUpj-' 
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where, 

-II11 F, = diag TR 

S+l 
'TR 

S+l 
""' TR 

S+l 
Ng, Ng, N 

gz 

S 
TR 

S 
IR 

s- 
TR 

N,,, NN 
diag TR 

t, 
-- , TR 

g2 
TR 

9z 

S+l -s+l S+l 
Ng, Ng2 Ngz 

The poles polynomial matrix for both Hpp (s)and HPD(S) is 

[T, [1], s+ 
[AN 

g 

11 

. 

The zeros polynomial matrix for Hpp (s) is [I]z. 

The zeros polynomial matrix for HPD(S) is [IIZS- 

(ii) Discussions 

(a) The above analysis is subject to a very ideal condition: perfect model match, 

neglecting PQR dynamics. Under this condition, the global stability of the closed 
loop voltage control system is guaranteed, because s=- Ng i /TR 

5i=1,2,..., Z, 

Re(s) < 0. 

(b) From this analysis, it can be seen that global stability of this secondary voltage 

control system is related to the number of the control generators in each region. 

The more the control generators, the more stable the control system is. 

Other properties are the same as general case. 
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6.3.2 The Control System with a Decentralised Scheme 

As discussed before, the decentralised control scheme can be regarded as a special 
case of the centralised control scheme: a diagonal control law matrix [UCI for RVRs. 
Adding this condition to the analysis for the centralised scheme, the stability analysis 
for the decentralised scheme can be obtained. 

6.3.2.1 General case 
1. Transfer functions 

The transfer ftuictions for the decentralised scheme can be directly achieved from 

equations (6.3.1-11) - (6.3.1-12) by considering that [Uc] Is a diagonal matrix. 

For PI control 

H,, (s) = 
[s[l]z + [Up ][Uc ][AR](Kps + Kj)]-'[Up][Uc][AR](Kps+Kl) (6.3.2-1) 

H,,, (s) = 
[s[l] 

z+ 
[Up ][Uc ][AR](Kps+K, )]-ls 

For the pure I control: 

Hpp (s) = 
[TR 

s[I]z +[Up][Uc][AR]]-] [Up ][Uc ][AR ] 

H,,, (s) = 
[TR s[Ilz +[Up ][Uc][AR ]1 -1 TRS 

2. Discussions 

(6.3.2-2) 

(6.3.2-3) 

(6.3.2-4) 

It can be seen that the global stability of this decentralised voltage control 

system is also related to the RVR model mismatch[Up][Uc], and PQR model 

mismatch 
1Ajcj][Alj]-'tbrough [ARI = [AN ][AD]-l 

* 

(2) Other discussions are the same as the general case study of the centralised 

scheme. 
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6.3.2.2 Special Cases 

Similarly, the analyses for the special cases for the decentralised scheme can be 

achieved by taking into account the diagonal control law matrix [uCi. 

1. Neglecting PQR dynamics 

The analyses for this special case are same as those for the centrallsed scheme. For 
details, see equation (6.3.1-14)-(6-3.1-17) in subsection 6.3.1.2. Note that in this 

case, 

[Up I[ANg IUC I=: [UP IUCIANg ]=[F][Ajrý1 

2. Perfect model match 

By considering that 

[Up l[Uc] = [I]z, [Alci][A'i]-' = 
I'Ligi 

and [Ucl is a diagonal matrix, the following analyses can be made based on equations 

(6.3-1-18) - (6.3.1-27). 

(1) Incorporating PQR dynamics 

The transfer functions_for the secondary voltage control system by the PI control: 

Hpp(s)=[TQs'[I]z +([AN, Ng 

11-1 
(Kps + Kj)[AN 

, 

]Kp 
+ [I] z)s + K, [A 

,1 (6.3.2-5) 

=6 

HPD (S) TQ s 
2[1]Z +([ AN, ]Kp 

+ [I]z)s + K, 
[ANg 11-1 

s(TQs + 1) 
(6.3.2-6) 

The transfer functions for the secondary voltage control system by the pure I control: 

HPP(s) == 
[TRTQs'[I]z 

+ TR N 
ZS 

+ [AN 
ý 
]]-'[ANg I 

(6.3.2-7) 
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HPD (S) =[TRTQ S2[1]Z + TR [I] 
ZS 

+[AN, ]1-'s(TQs 
+ 1) 

(6.3.2-8) 

(2) Neglecting PQR dynamics 

The transfer functions-for the secondary voltage control system by the PI control: 
H,, (s) = 

[([ANg -, (Kps +A 
]Kp 

+[I]z)s+K, 
[A 

Ný Kj)[ N 
g] (6.3.2-9) 

H,. (s) [([ANý ]Kp 
+ [I]z)S + K, [AN, ]]-'s(TQs 

+ 1) 
(6.3.2-10) 

Tl 

For the pure I control (Kp=O, KI=I/TR): 

H,, (s) [T, [1], s+ 
[A 

Ng 
]]-'[A 

Ng 

(6.3.2-11) 

=e 

HPD (S) 
-[T,, [1], s+ 

[ANJ] 
s(TQs+l) 

(6.3.2-12) 

- iT 

(3) Discussions 

(i) Under this very ideal situation, the interactions between RVRs disappear. 

(ii) The poles/zeros polynomial matrices are same as those in the centralised 

scheme under the same simplification. 

(iii) Other properties are same as those in the case of perfect model match in the 

centralised scheme. 
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6.4 VOLTAGE PROFILE ANALYSIS 

6.4.1 Analysis 

By recalling the voltage profile description (5.3.2-2) given in Chapter 5, 

Sý + Sý 
][AQ, 

l 
v, 

[Avd =I 
][AQ. 

] 
VL 

By considering 

[AQG ]= [AG, 
i. 

][Aq 
G] 

[AGliml = 
[DGgl[Agli�, 1[DGg IT 

[AqG]= [DGR][AqR] 

It can be obtained that, 

[AV-p] Uý][AqR]+[Sý 
][AQL] 

VL 

where, 
[ 

v, 
][AG, 

i. 
][D SýG 

GR] 

The RVR control design equation (6.2.1-5) gives 

-I[Sp ][6ýQL] (6.2.1-5) [Aq R] 

[Up]-I[, AVp]-[UP] 
VL 

Thus, 

Ippp 
U 

][up ]-'[AVPI+ 
[s 

VL 

lu 

-::: [93][Avp 
]+ [N][AQL] 

where, 

1911 = 
lup][up]-i 

[S 
ýVL 

[U 
IU P] 

Vj 
-1 [Sp 

up p [SVL] [WL] 
(6.4.1-1) 
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6.4.2 Remarks 

Equation (6-4.1-1) shows that the voltage profile produced from the 
secondary voltage control system is influenced by both the voltages of pilot 
buses and load disturbances in a power system 

2. A successful methodology for the power system decentralisation and the 

selection of pilot buses/control power plants should ensure that the matrix IN] 

is sufficiently close to [0]. In this way, the load disturbances influence can be 

neglected, and the voltage profile can be well controlled by the secondary 

voltage control system through the pilot buses. This matrix [NJ provides a 

useful measure to assess the algorithms for the decentralisation and pilot 
buses/control power plants selection. 

3. Provided that the load disturbances influence is negligible ([N] -- [0]), the 

voltage profile will have very similar dynamics to the voltages of the pilot 

buses in the power system. 
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6.5 SYSTEM INTEGRATION ANALYSIS 

6.5.1 Integration Issues and Signals 

6.5.1.1 Integration issues 

From the viewpoint of system integration, a secondary voltage control system can be 
simplified as 

[D, ] [DQ] 

[AVprefl 

RVRs 

Figure 6.5.1-1 

FO F, e F VVR s Powe Power PQRs GENs -30 r 
Network Planils, 

. 
14 T 

The simplified block diagram of a secondary voltage 

control system 

Where, 

F: Integration signal, 

FO: the integration signal from RVR controllers without disturbance, 

DR: Slow dynamical disturbance in RVR loop, 

D, Disturbance on 170, 

DQ Fast dynamical disturbance in PQR loop, 

[Vprefl 

For the integration between the RVR and PQR, the following issues need to be 

considered: 

1. System output offset elimination 

Two kinds of reference offsets are concerned here: the PQR reference offset and the 

RVR reference offsets. A successful control design should ensure that the reference 

offsets with both RVR and PQR close loop outputs are sufficiently small. 

[DR] 
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2. Disturbance rejections 

Three kinds of disturbances need to be considered: the fast dynamical disturbances 

within PQR loop DQ, the slow dynamical disturbances with RVR (including the 
power system disturbance DR and the one on the integration signal DI). A good 
integration should have the following properties: 

The fast dynamical disturbance will be sufficiently rejected within PQR 

loops, so that it has a very limited influence on the RVR loops. 

(2) The slow disturbances will be sufficiently rejected within RVR loops so that 

an efficient voltage regulation can be achieved at pilot buses. 

6.5.1.2 Integration Signals 

From the control design in Section 6.2, it is known that, by the classic PI control 

design, the demanded reactive power increment in percentage for each region AqRj is 

the RVR-PQR integration signal: 

F= [AqR]3, Fref = [AqRrf]. 

The RVR controllers determine the demanded reactive power increment in 

percentage for each decentralised region. This will be based on the voltage variations 

at the pilot buses. In each region, as all the control power plants have the same 

participation to the reactive power demand change (the RVR control law), thus 

Aql = Aq 2= Aqj = AqRj (6.5.1-1) Gi Gi - Gi - 

This demanded reactive power increment in percentage for each region is then used 

as the reference for each PQR, and RVR and PQR are integrated with the following 

relationships: 

[AqG]=[AGIi. ]-I[AQG (6.5.1-2) 

[AqR] [DGR ]T [Aq GI 
(6.5.1-3) 

[AGlim 
= 

[DGg ][Agl,,,, ][DGg IT (6.5.1-4) 
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6.5.2 Integration Analysis 

6.5.2.1 The PQR loop 

Recalling the stability analysis in Section 6.3, the closed loop transfer function for 
the PQR at control power plant j of region i can be written as: 

[AQj ]= Higi (s) [AQj 
fi+ Hj gi 9 gre Di 

[Di 
j] (6.5.2-1) 9Q 

where, 

Hj,, i(s)= sT + [Ai -'[Ajci ] [Ai 
90 Qll]Nji Ci][Aii]-'l 9i 

H'gDj (s) sT Qll]Nji + [AjCi ][Aji ]-'I-'sTQ[Aji 
9 

Using equations (6.5.1-1) - (6.5.1-4) and (6.5.2-1), yields: 

[AqR ]=Hqq(s)[Aq 
Rref 

]+ HqD(s)[D QI 

where, 
Hqq (S)= [DGR ]T [DGg ][Agli,. ]-'[AHgg(s) ][Agli. ][DGg ]T [DGR 

HqD(s) = 
[DGR ]T [DGg][Agli. ]-'[AHgD(s) ][DGg ]T [DGR ]; 

[AHgg(s) I= 
diagfHl g, (s), H 21 (S),..., H N 

ý11 (S),..., Hl gi (s), H 2. (s), ... 9H 
Nqii (S)ý 

... 9H 
NGZ (S)j; 

9 99 99 9 991 991 ggz 

[A 2 NGI 12 NGi NGZ 

HgD(s)]=diagfHIDI(s), HgDl(s),..., HgDl(s),..., HgDi(s), HgDi(s),..., H i(S)l .... H 
9 gDi gDZ 

[DQ]=[[D' 
11 ... j[Di i 

[DNGz 

QQ QZ 

It is easy to verify that 

LimsH' 
1 [']Nj. 

S-), o gg i 
(S) 

s 91 

and 

Lim sHqq (S) 

S->O s 

Lim sH', Di(S)- 
[O]Nj 

S--*O 9sGi 

I 

Lim sHqD (S) 
-= 

[Olz 

S->O s 
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Thus, it is known that the reference offset with the PQR closed loop output is 
completely eliminated, and the disturbances with the PQR closed loop are completed 
rejected provided the PQR closed loop is stable. 

6.5.2.2 The RVR loop 

The stability analysis in Section 6.3 also gives the transfer function for the RVR as: 

[ AVp ]=H 
pp 

(s)[ AVPr 
ef 

]+HPD(s)[AD I 

where, 

H,, (s) = 
[[I]z + [Up ][AR][Uc G(s)]-'[Up ][AR][Uc ] G(s) 

Hp. (s)=[[I]z +[Up][AR][Uc G(s)]-' 

[D] = 
[SPG][DGg][H 

v qD 
(s)] [DQ ]+ [SPVLI [DR 

It can also be verified that 

LÜn SH 
pp 

(s) 
1 

=NZ 
s-->O 

and 

Lim sH 
1 

01 Z S-->O PD 
(S) 

s 

Hence, if the RVR closed loop remains stable, perfect reference tracking and 

disturbance rejection occur. As the disturbance [D] contains both the RVR slow 

dynamical disturbance [DR] and the PQR fast disturbances [DQ], it is known that not 

only the slow dynamical disturbance can be rejected, but also the remains of fast 

dynamical disturbances can be rejected if they are not completely eliminated in PQR 

loop. 
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6.5.2.3 Integration between the PQRs and the RVRs 

For the disturbance [Dj] on the integration signal, as it can be subsumed into the slow 
dynamical disturbance [DR]within RVR loops as: 

[AqR] = [Aq 
ROI+[DI] 

[AVP ]= [Up ] [Aq 
R]+ 

[DR] 

=[Up][Aq RII 
]+[Up][Djl+[DR 

= [Up ] [Aq 
RO 

]+ [D] 

where, 

[D]=[Up][D, ]+[DR] 

Therefore, the disturbance [DI] can also be re ected by the RVR control law. j 
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6.5.3 Remarks 

Based on the above integration analysis, following points can be suMMarised: 

By the classic PI control design, the reference offsets with both RVR and PQR 

closed loop outputs can be completely eliminated provided the closed loops are 

stable; 

2. All the disturbances including fast dynamical disturbance [DQI within PQR loops 

and slow disturbances in RVR loops QDJ and [DII) can be successfully rejected 

by this PI based control system. 

3. In addition, the RVR closed loop disturbance rejection can further eliminate 

remnants of the fast dynamical disturbances from PQR if they are not completely 

rejected within PQR loops. 
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6.6 SIMULATIONS 

The simulation of the secondary voltage control system by the classic control design 
is presented in this section. The IEEE 39 bus power system (the New England 
System) is used in this simulation. 

6.6.1 Simulation Configurations 

1. The testing power system 

The EEEE 39 bus power system used for this simulation contains 10 power plants and 
29 load buses. The bus 10 (power plant) is used as slack bus. The operation diagram 

and parameters of this testing system are given in Appendix 1. 

2. The control system 

(1) Control Scheme 

The decentralised control scheme was used for this PI control based secondary 

voltage control system. Each decentralised region has one pilot bus. Apart from the 

slack bus, all power plants were used as the control power plants. 

(2) Pilot buses and control power plants 

By using the sensitivity analysis based method [42], the testing power system was 

decentralised into 6 regions. The pilot bus and control power plants for each 

decentralised region are shown in the table below. 
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AREA PILOT BUS CONTROL POWER PLANTS 

I bus 13 bus 2, bus 8 

2 bus 15 bus I 

3 bus 23 bus 3 

4 bus 30 bus 4, bus 5 

5 bus 33 bus 6, bus 7 

6 bus 38 bus 9 

Table 6.6.1-1 The decentralisation and pilot buses/control power plants 

6.6.2 Simulation Programme 

1. Programme 

The secondary voltage control system was programmed by using the 

Matlab/Simulink. For the sake of simplicity, pure integral control was used in this 

simulation, the proportional control was replaced by a tuning factor for the RVR gain 

to avoid overshooting problem of the control output. The discretisation technique 

was used in the programme to implement the integral control. The number of control 

steps needs to be specified at the beginning of the simulation as the total control steps 

for both PQR and RVR. 
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2. Settings for the secondary voltage control 

(1) Voltage reference for the pilot buses 

The pilot bus voltages were set with the following reference values: 

Pilot buses 13 15 23 30 33 38 

VPref 1.009 1.003 1.014 0.982 1.036 1.022 

Table 6.6.2-1 The voltage references for the pilot buses 

(2) Disturbances 

A reactive load increase (20MVA) was given to all the 29 load buses to simulate the 

voltage disturbances. The voltage variations at the pilot buses were calculated by 

running a load flow study. The RVR and PQR controls were performed to correct the 

voltage variations by regulating the reactive outputs of the Control Power Plants. 
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6.6.3 Simulations Results 

Figure 6.6.3-1 to Figure 6.6.3-3 list the simulation results with different control steps 
(discrete control actions within a given time interval in seconds) and the gain tuning 
factors. 

0 

0 

Decentralised Control Scheme by Classical Control: 

a=0.2, Tq=5s, C ontrol step s= 190 

Figure 6.6.3-1 Simulation results 1- the secondary voltage control system 

by classical control design 

1.04 

1,03 

1.02 

1101 

I 

0.99 

0.98 

. OPP 

Bus 33 

Bus 38 

Bus 23 

Bus 13 

Bus'15 

Bus 30 

0-97k 
0 50 100 1 So 200 

CONTROL STEPS 
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1.04 

1.03 
Bus 33 

Bus 38 
.. 1.02 ................ 

0 Bus 23 

1.01 

Bus 13 

0 

0.99 

Bus 30 

0.97 
0 50 100 150 200 

CONTROL STEPS 

Decentrulised Control Scheme by Classical Control: 
a=0.4 Tq = 5s, Control steps = 190 

Figure 6.6.3-2 Simulation results 2- the secondary voltage control system 

by classical control design 
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1.05 

N. 2 
0 
Go02 
w 
LO2 

0 so 100 150 200 
CONTROL STEPS 

Decentralised Control Scheme by Classical Control: 
a=0.6 Tq= 5s, Control steps = 190 

Figure 6.6.3-3 Simulation results 3- the secondary voltage control system 

by classical control design 
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6.6.4 Remarks 

From the simulation results, it can be seen that a successful secondary voltage control 

system can be achieved by the classic control design. 

The gain tuning factor for RVR has direct impact on the control output (voltages of 

the pilot buses). This proves that the proportional control Is crucial for achieving a 

good closed loop performance. 

The above simulations also show that closed loop stability and performance of the 

control system are related to the control steps in the discretised control system. A 

good closed loop stability and performance require a large number of the control 

steps, while too many of them will slow down the control system. In practice, 

comprise is needed to determine a proper number of control steps. 
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6.7 DISCUSSIONS AND CONCLUSIONS 

A classical PI control design for the secondary voltage control system has been 
discussed in this chapter. It includes the design details for the PQR, the RVR as well 
as their integration of this multi-level control system. 

The closed loop stability and perfonnance of this classical control based system have 
been systematically examined by using the traditional frequency(S) domain method. 
It is believed that this is the first systematic analysis for such a voltage control 
system. The transfer functions for reference tracking and disturbances were 
generically derived for both the PQRs and the RVRs, and some specific properties 
for those two sub-systems were examined in the special cases under certain 
simplifications. The following points can be abstracted from the analysis: 

1. A satisfactory closed loop stability and perfortnance can be achieved by the 

classical control designs for such a secondary voltage control system. 

2. The global stability of this multi-level secondary voltage control system is 

related to the RVRJPQR model mismatch, the PQR dynamics as well as the 

number of control generators in each region. 

3. There are dynamic interactions between the RVRs in different decentrallsed 

regions. These interactions are mainly caused by the RVR model mismatch. 

The number of control generators in each of the regions has also an impact on 

the interactions. 

4. Generally, the more control generators in each of the regions, the more stable 

the closed loop control system is, however the bigger RVRs interactions may 

occur. This suggests that a compromise might be needed for determining the 

number of control generators in each region. 

5. The PI control design for RVR is superior to the pure I control design. This is 

because that by PI control, the stability and other dynamic properties of the 

control system can be improved by properly selecting the parameters Kp and 

KI. The Pure I control design does not possess this advantage. 
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Voltage profile analysis shows that, with a proper decentralisation of a power system 
and selection of pilot buses/control power plants, the voltage profile (regional and 
global) can be efficiently regulated by the secondary voltage control system. 

It has also been observed from this analysis that voltage profile will have very similar 
dynamics to the voltages at pilot buses. Through this analysis, a useful measure 
(matrix [N]) was produced for assessing the decentralisation of a power system and 

the selection of the pilot buses/control power plants. 

In the integration analysis, it has been seen that with the classic PI control design, all 

the reference offsets and disturbances can be sufficiently eliminated within this 

secondary voltage control system. 

The simulation on the IEEE 39 bus system numerically demonstrated that this 

classical control design is able to produce a satisfactory control results for the 

secondary voltage control in a power system. 
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CHAPTER 7 THE SECONDARY VOLTAGE CONTROL SYSTEM BY AN OPTIMAL CONTROL DESIGN 

7.1 INTRODUCTION 

In this chapter, an optimal control design is presented for the secondary voltage 
control. In this design, both the RVR and PQR are forrnularised as constrained 
optimal control problems. The Receding Horizon principle is used in this optimal 
control system. 

To prepare for the optimal control design and analysis, the discrete system 
descriptions and error equations are established in the beginning of this chapter. 
Then, the design for both the PQR and the RVR are discussed. The control design 

covers both the centralised and decentralised scheme. 

As the validation of the closed loop stability for an optimal control system in the 

presence of all the constraints has always been an unsolved problem, the stability and 

integration analyses for this optimal control based secondary voltage control system 

have been intensively examined as a major task in this chapter. A constructive time 

domain analysis method is proposed and successfully used for the analyses. 

The optimal control design for the secondary voltage control has been simulated on 

the IEEE 39 bus power system, some of the simulation results are included at the end 

of this chapter. 
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7.2 DISCRETE SYSTEm DESCRIPTIONS 

To use an optimal control for the secondary voltage control, it is essential to have the 

discrete system descriptions. Based on the system descriptions established in chapter 
5, their discrete version can be obtained by discretisation. 

7.2.1 Discrete System Descriptions for the RVR 

By discretising the equations (5.3.2-4) - (5.3.2-5) in Chapter 5, the discrete system 

descriptions for the RVR can be achieved with the following time interval: 

T= tkl - tk T> 2-3 sec. 

7.2.1.1 Pilot Buses 

1. The pilot bus voltage descriptions 

Iv 
G(k)] (7.2.1-1) Vp(k+l)]=[l ]Np [Vp (k)] + [S Pvv ][AV 

Where, 

[§' ] is the actual systems sensitivity matrix used in defining any control law, 
VV 

IýIVVI is for the model system sensitivity used in system mis-match analyses, 

Np, NG are the number of pilot buses and control power plants respectively. 

The pilot bus voltage system model is shown in Figure 7.2.1 -1. 

AVG(k) V-(k +1) Vp(k) 

Figure 7.2.1-1 The model pilot bus linear discrete system 
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2. System Controllability 

Rank N= rank[ [Sýv], [Sývj 
...... 

[Sýv] I= rank [Sýv] 
:! ý min (Np, NG) 

Thus the number of modes of the pilot bus subsystems which can be assigned 
(arbitrarily) depends on the rank of the sensitivity matrix [Sýv]. 

For the system mismatch study, the linear system for the pilot bus voltage is given by 

Vp(k+l)]-[l INP[Vp(k)]+[§p ][AV, 
, 
(k)] +[DP (k)] (7.2.1-2) vv R 

for which the system diagram is shown in Figure 7.2.1-2. 

AV 
G 

(k) 
-P Yp(k + 1) 
S" P Delay `ýIo 7vv 

One Step 

Vp(k), 

I 

Figure 7.2.1-2 The actual pilot bus linear discrete system 

3. The Error Equations for the Pilot Bus Voltages 

Using the linear equation (7.2.1-2), two error equations can be established, one for 

use in control design which uses the model sensitivity matrix [Sýv] 
1, and one for use in 

system mismatch study which uses the actual sensitivity matrix VV 
FP I- 

Error System I (For Design) 

ep(k + 1)= [Vpref ]- [Vp (k + 1)] 

sp [vpe [I]Np Vp (k) - vv 
][AVG(k)] 

sp 
ep (k + 1) = [I]Np ep (k) -I vv 

][AVG(k)] (7.2.1-3) 
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Error System 2 (For AnalysisA 

'&P (k + 1) =[ VPref ]- [Vp (k + 1)] 

Vp (k) -[ vv 
[VPref 

11INp SP ][AV, (k)] - 
[Dp 

R 

-&p (k + 1) = '&p (k) - 
[§p ll1Np 

VV 
][AVG(k)] 

- 
[Dp (7.2.1-4) R 

7.2.1.2 Control Power Plants 

1. The Discrete Descriptions Of The Reactive Power Generation 

The discrete descriptions for the reactive generation of the control power plant are: 

[QG (k + 1)] -':: IIING [QG (k)] + [SQv ][AVG 
Q, (k)] (7.2.1-5) 

[QG (k + 1+ý ['ING [QG (k)] + [§& ][AVG(k)] 
+ [DRQ ] (7.2.1-6) 

[SQ ] 
and 

[gQQv ] 
are the model and actual sensitivity matrices obtained from the QV 

Jacobian matrix. The system diagram is shown in Figure 7.2.1-3. 

IQG(k+l) IQG(k)] 
[AVG(k)] 44%, 

SQ 
+ One Step 14%, 

*00, QV Delay 1 #01 

M 
Nb 

Figure 7.2.1-3 The reactive power generation model 

System Error Equations 

By considering that the reactive generation references will be revised at each control 

step (see subsection 7.3.1.1), two error equations for the control design and analysis 

can be written as: 
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e,, (k + 1) = [QGref (k + Ol - [QG (k + 1)] 

[QGref (k)] + M[Ad(k)] - [QG (k)] - 
[SQ ][AVG(k)] 

QV 
eQ (k) + M[Ad (k)] - 

[SQv ][AVG(k)] [11NG 
Q 

'6Q (k + 1)= UING -6Q (k) + M[Ad (k)] - 
[ý& ][AVG (k)] - 

[D G] 
R 

7.2.2 Discrete System Descriptions for the PQR 

(7-2.1-7) 

(7.2.1-8) 

Similarly the discrete system descriptions for the PQR can be produced based on 
their analogue forms in chapter 5. For control power plant J, in region i of a power 

system, the three system descriptions for the PQR are: 

7.2.2.1 Power plant high voltage bus 

1. Discrete System Descriptions 

vi [S Gj 
. Gi(k+l)=Vlj(k)+ý AV j (k) (7.2.2-1) G Vvi 

I 

gi 

I 

vi [§Gj. ][ (k+l)=Vli(k)+ vvl AVgji(k)]+[DvG'i (k)] (7.2.2-2) Gi G 

where, 
[gGj 

is the actual systems sensitivity matrix; Vvi 
I 

JSý. 
Ij 

is the model system sensitivity. 

System Error Equations 

ev(k+1) = ev(k)-[SGj i 
][ AVgý, (k)] (7.2.2-3) 

GG vv 

[§Gj. ] '&Gv(k + 1) =&Gv (k) -I vvý 
[AVvý (k)] - 

[DGvij(k)] (7.2.2-4) Gi 
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3. System Controllability 

As V' is a scalar, and [Sýj] , 
qxNý 

Gi . the system is controllable provided [Sý] 
-;, -[0]. 

7.2.2.2 Reactive power generation 

1. 

where, 
[§Gj 

i QV 

SCQIM 

2. 

3. 

Discrete System Descriptions 

Qi Gi 

i(k+l)=Ql, Gi (k) + [SQvi ][AVvý (k)] 

Qj i(k + 1) = QJ i(k) + [9 Gj 
- ][AVi (k)] + [DQj (k)] GG Qvi gi Gi 

(7.2.2-5) 

(7.2.2-6) 

is the actual system sensitivity matrix which is for system mis-match 

analyses, 

is the model system sensitivity matrix which is for defining any control law. 

System Error Equations 

eQG (k + 1) = eQ (k) - [SGQIi ][AVgji (k)] (7.2.2-7) 

eQ (k + 1) = eQ (k) - [§QGjvi 1[ AVvý (k)] - 
[D Qi (k)] (7.2.2-8) Gi GG 

System Controllability 

As Qj is a scalar, and 
qxN'9', the system is controllable provided 

[ SCQIV'I I#[ 01 
Gi 

[S 9QVI I 

7.2.2.3 Composite system 

1. Discrete System Descriptions 

Joining the above two descriptions for PQR, produces: 

Gi 
j ji(k) 

+ 
[SVVil 

, i(k+l) 
VG 

yG (k + 1) -_ 

(VG 
[AV,. ý 

ýQjj(k+l) Qj i (k) S Gi 'I 
(k)] 

GGI Qvi 

(7.2.2-9) 
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V i(k+l) 
§Gj. 

Vj (k) 
+ VVI vl DG, (k) YG (k + 1) j (k) + Qj §Gj 

[AVg 
QGi (k + 1) Gi (k 

QV iiD Qj (k) 
(7.2.2-10) 1 

Gi(k) 
or 

2. 

where, 

y,, (k + 1) y, , 
(k) + [SG ][AVgji (k)] (7.2.2-11) 

YG(k + 1) yG (k) +j (k)] + DG 
[k ][AVgi 

, 
(k) (7.2.2-12) 

The Composite System Error Equations: 

ev (k +I eG(k + 1) =G)= eG(k) - 
[SG ][AVgji 

(k)] (7.2.2-13) 
(eQ 

(k + 1) G 

-&G(k + 1) = 
(k + 1) 

= -&G(k) - 
[§G][AVj (k)] - 

DG 

('&GQ 

(k + 1)) gi , 
(k) (7.2.2-14) 

SGj 
s Vvi 

G SGJ 
Qvi 

I §Gj 
i §G 

§VGvj I 
Qvi 

DG 
= 

[DGvl, 

DGý 
i 

3. The Composite System Controllability 

The dimension of the composite sensitivity matrix SG i 2XNj where N', >1, is S( 
gi 

) 

91 - 

the number of the control generators within control plant j in region i. 

Thus, the rank condition for the composite system controllability is: 

rank(N) =rank(SG) :! ý min(2, Ng, 

For the real system sensitivity matrices, this will be rank (SG) =2 so that the PQR 

composite system can be completely controllable. 
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7.3 CONTROL DESIGN 

The optimal control design presented in this section covers both centralised and 
decentralised control schemes. 

7.3.1 Centralised Scheme 

7.3.1.1 The RVR Design 

As discussed before, the RVR aims to maintain a desired voltage value at the pilot 
bus in each region by regulating the reactive power generations of the regional I 
control power plants. This RVR system is formularised as an optimal control 
problem. The control targets in this design include both the pilot buses voltages (the 
first priority) and the reactive generation of the control power plants. This is achieved 
by minimising the quadratic deviations of the pilot buses voltages and the control 
plants reactive power generations with respect to their references. The target for the 

reactive generation is for the best co-ordination of the reactive generations among the 

control power plants. 

1. Reactive Generation Co-ordination 

In a decentralised region of a power system, the control power plants may have 

different reactive generation capacities, and their impacts on the voltage control can 

be different. Therefore , it is necessary to have a co-ordination among the control 

power plants in order to 

(a) efficiently use reactive generation source to achieve a best voltage control effect, 

(b) maximise local reactive generation reserve or best follow the planned reactive 

generation schedule; 

(c) minimise unnecessary reactive power transfer to reduce the voltage control 

oscillation. 
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(1) The Reactive Generation Zones 

To implement the reactive generation co-ordination, a decentralised region can be 
further divided into several reactive generation zones. The control power plants in the 
same zone are electrically close. In each of the zones, a pre-established schedule with 
reference values are set up for the reactive generation of the control power plants. 
With respect to the reference value for each control power plant, the best co- 
ordination can be obtained at each control step by minimising the reactive power 
generation for the voltage control. 

(2) The Displacement Variables 

To achieve the reactive generation co-ordination, a displacement free variable d is 

introduced to each reactive generation zone. With this d variable, the reference values 
for the reactive power generation of the control power plants can be revised at each 

control step based on their basic values as 

[QGref I 
--"' 

[QGref 
0] + M[d] (7.3.1-1) 

where, 

[QGrefO] ,- gqNdxl is the vector of the basic reference values for the reactive 

generation for all the control power plants in a power system, 

Me qqNG xNd is the schedule matrix containing the slopes for revising the reference 

values for the reactive generation for all the control power plants. The entry 

(i, j) is non-zero if the control power plant i belongs to the zone 

Nd is the number of the reactive generation zones in a whole power system. 

Discretizing the equation (7-3.1), yields: 

[QGTef (k + 1)] = [QGref (k)] + M[Ad(k)] (7.3.1-2) 

This equation is used for revising the reactive generation references at each control 

step. 
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In this optimal control, this variable d will limit the difference between the reactive 

power generation and its reference. It also has upper and lower bounds, for each zone 
these bounds can be wntten as: 

Max 
Qj - Qj G mini Gref i, < di (k) + Adi (k):! ý Min 

Mý I 

Where, 

Qj - Qj G maxi Gref ivi 

Mý 
I 

NdýVj Ez- NGi 

[QGminj, [Ql, 
ný, ý] are the vector of control power plants reactive generation limits. 

2. Formulation 

Based on the equations (7.2.1 - 1) to (7.2.1-8) and (7.3.1-2), the optimisation problem 

for the RVR can be fonnularised as: 

Min JR = 
llcc[AVP(k)]-[Svpv][AVGf (k)]ý12 

[AVG,, 
ýf 

(k)], [Ad(k)] 

- 
[SQ ][AVGref(k)]Jý 2+ 

811[Ad(k)]112 
, 
(k)]) 

I 
+ qoIla([QG,, f + M[Ad(k)] - [Qc, QV 

(7.3.1-3) 

Subject to: 
[VG 

min 
[VG(k)] 

+ [AVG,, 
ýf 
(k)]:!! ý [VG 

m,,,, 
] 

, 
(k)] + [SQv][ AV ]:! ý [Q 

G max [Q 
G min 

[Q 
GQ Ggref (k) 

[AV 
Gref (k+! ý [JAVG 

max 

1] 

[Vcmin ]:! ý [V, (k)] + [S'cv] [A VGref (k)] :! ý [Vc 

max] 

(, Qi - Qj 'ý ( QJ _Qj 
Max --- 

G- mini Gref i< d- (k) + Adi (k):! ý, Min 
G maxi 

i 

Gref i 

M 
mi 

Vic Nd'Vjc NGi 

where, 

259 



Nd is the number of the zones in a power system, 
[d(k)] the vector of displacement for each generation zone at time instant k. Its 

dimension is (Nd XI)5 

8a weighting factor, 
[VGmin]ý[VGmax] 

are the vector of control power plant HV bus voltage limits within 
the power system, 

[QGinin], [ Q, ma, 
] are the vector of control power plants reactive generation limits 

within the whole power system, 
[V'ý I is the vector of critical bus voltages, 

[S C is the sensitivity matrix between the critical bus voltages and the control CV 
I 

power plant high voltages for the whole power system, 
[Vcmin ], [Vc.,, ] are the vector of the critical bus voltage limits for the whole power 

system, 

is a weighting factor which determines the closed loop regulator time 

constant, 

q is a weighting factor between pilot bus voltages and reactive power 

generation. 

Remarks 

It is not difficult to see that in the cost function J, the first two items are the voltage 

deviation of the pilot buses and the reactive generation deviation of the control power 

plants at time instant K+1 with a de-tuning factors (x and q. The third item is simply a 

part of the control. These three items together form a basic quadratic programming 

problem for the RVR. 
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7.3.1.2 The PQR Design 

1. Formulation 

Similarly the PQR can also be formularised as an optimal control problem. This 
optimal control is to minimise the quadratic deviations of the HV bus voltages and 
the reactive generations at the control power plants with respect to their references. 

Based on equations (7.2.2-1) to (7.2.2-8) in Subsection 7.2.2, the PQR optimal 
control problem can be formularised as below. The reactive power term in the 

objective function is weighted by a factor PO to reflect the importance level to the 

voltage term. 

, i(k) -[SGi il[AVgj Min 
IJAVGj 

'i 
(k)]ýJ' +p0 IIAQj 

i (k) -[ 
SGj 

j][AVgjj(k)]ýý' (7.3.1-4) 
[AV! vv G QV 

oi(k)] 

Subject to: 

[j 
(k) +[ AVgý, j Vgmini ]:! 

ý 
[V,, ý, 

, 
(k+! ý 

[Vgmaxi 

[Qj. 
j,,, jj:! ý-[Qj (k)]+[SGi ][AVgý, (k+5[Qj 

9 gi Qvi gmaxi 

[JAVgýý(k)j]:! ý AVgjmaxi 

<Q 
Igmi 

< 8, Vk, me Ni 
Qjk Qjm .- 

gi 
ghmi glimi 

where 

j3 are the variable limits in the vector form, [Vgmini I [Vgmaxi ]ý [Qgniini ]" [Qgmaxi j 

Qjk jm 
gi, 

Qgi are the reactive generations of generator k and generator m in the same 

control power plant j in the region i, 

IS Gj is the sensitivity matrix between reactive generations and voltages for the 
Qvi 

I 

control generators in control power plant 

Q Jk and Q are the maximum or minimum limits for Qjk, Qjm 
ghmi glimi gi gi I 

6 is a pre-established tolerance value. 
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Discussions 

From the costing function, it can be seen that this PQR control is a typical quadratic 
programming problem with constraints. And the last constraint ensures that the 
demanded reactive power generation is evenly shared among the control generators 

within a control power plant. 

7.3.2 Decentralised Control Scheme 

For the decentralised control scheme, the PQR control structure will remain the same 

as the centralised one. Applying the RVR optimal control law to each decentrallsed 

region i =1,2, ..., 
Z, the decentralised RVR control design can be obtained as: 

Min J II(xAVpi(k)-[Sp 
j][AV 

2 

[AVGrefi(k)], [Adj(k)j 
R vv Gref i(k)lll 

+qolla([QGrefi ]+Mj[Aclj(k)]-[QGi(k)])- SQ i][AV 
2 

]112 1 

QV Grefi (k)]Il + 811[Adi (k) 

(7.3.2-1) 

Subject to: 

, fi 
(k)] [VG 

mini 
[VGi(k)] + [AVG,, 

ýý 
[VGmaxi 

[Q 
G min i 

[QGi (k)] +[ SQ il[ 
AVGgef', (k)] ! 5ý[QGmaxij 

QV 

[A VG,, f, (k)]:! ý [JAVGmaxi 11 

[Vcmini ]: 5:, [V, 
i (k)] + [Sccvi] [A VGrefi (k)]:! ý- [Vcrnaxi 

Qj Q) 
mini --- 7 

Gref i di (k) + Adi (k):! ý Min 
Mý 

where, 

Q] - Qj 
maxi Gref i 

mij 

Vie NdOVje NGi 

Ndi is the number of the zones in the decentralised region i, 
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[di(k)] the vector of displacement for generation zone in region i. 
mi is a NGixNdimatrix containing the slope of working line for control power 

plants in region i, 

8a weighting factor, 
[VGn-ýni]ý[VGmaxi] 

are the vector of control power plant HV bus voltage limits in 

region i, 
[QGminj5[QGmaxi] are the vectors of control power plants reactive generation limits in 

region 1, 

[VC the vector of critical bus voltages in region 1. 

Sp iS 
cvi ] [S Qvi ] are the sensitivity matrices between the pi lot bus voltages, critical VV CQI 

bus voltages, the control power plant reactive generations and the HV voltage 

of control power plant in region i, 
[Vcmini]5[Vcmaxij 

are the vectors of the critical bus voltage limits in region i, 

cc is a weighting factor which determines the closed loop system time constant, 

q is a weighting factor between pilot bus voltages and reactive power 

generation. 

It is emphasised that in the cost function here, the AVpi(k) is a scalar rather than a 

vector. This is because that that there is only one pilot bus in each decentralised 

region. 
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7.4 STABILITY ANALYSIS 

7.4.1 Technical Background 

To analysis the stability of this optimal control based system, it is useful to review 
some basic concepts about the modem control theory. 

7.4.1.1 Dynamic system equation and controllability 

For a linear discrete state space system: 

1: x(k + 1) = Ax(k) + Bu(k) x(k)6 gin u(k)c 91' 

The system is completely controllable if all the system modes are accessible from the 

input u(k). This can be tested by the rank condition 

rank [N]= rank [B, AB, A2B,..., An-IB] = n, 

where, n= order of the system. 

Note that if the dynamic system condition is pair (A, B) stabilizable, then all the 

uncontrolled modes of the system must be asymptotically stable, and hence have 

modules less than unity. 

7.4.1.2 The Receding horizon principle 

This is the principle that although an optimal control sequence has been obtained 
from the current instance to N steps ahead, only the current optimal control u(K ) is 
implemented. 

7.4.1.3 Null controllability 

The concept of null controllability plays an important role in discussions of 

constrained problems. System Z is asymptotically null controllable using controls in 

set UE 93m if and only if for each x(o) E 9P, there is an input sequence fu(k))' k=O 

such that x(k+l) -> 0 E; qqn as k ->oo. Further if for each x(o), there is a finite input 

sequence fu(k)INO for some N such that x(N+I) =0 then I is known as null k= 

controllable. (Sontag, 1984). 
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Basically this concept is needed to see If It is possible to move from any (initial) state 
x(o) to the origin in a finite number of steps. 

7.4.1.4 Null controllability theorem 

Consider the discrete linear dynamic system: x(k+l) == Ax(k) + Bu(k) with xO =x 

where pair (A, B) is completely controllable. Denote by ki E C, the eigenvalues of A, 

then: 

If ki lie in the closed unit disc (jkj- I :! ý 1), then for all x* c 9R' and for all E>o, 

there exists integer N finite, and a sequence of controls Ju(k) C= 9im; k=0,1,2,..., 

N-I I with juj(k)j:! ý F, j'=I,... m such that if xo =x*, then x(N) = 0. 

(ii) If at least one ki lies outside the closed unit disc (1k, I>1 for some, i), then for all 

F, >0 and every sequence of control f u(k) c 91m; k=0, N- 11 with juj (k) I :! ý 

6, j=I 
lmý if X0 =x* then x(N) # OF, gin. Proof (Tsirukis and Moran, 1992) 

Part (1) of the theorem guarantees the existence of a control sequence, of bounded 

magnitude which can move the system from any x* to the origin. The required 

conditions are: 
Iki (A)J:!! ý 1; i=1,..., n 

(b) Pair (A, B) completely controllable. 

Part (11) of the theorem states that this is not true if just one Ai (A) lies outside the 

unit disc. 

7.4.1.5 Introducing the constraints 

Practical constraints are generally hard constraints for control inputs and are soft 

constraints when levied on system states or outputs. The usual practical constraints 

are: 

Input magnitude constraints: 
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u'. " (k) ui (k) umax II 

Input rate constraints: 

min max ui (k) Aui (k) Aui (k) 

State magnitude constraints: 

min max xi (k) :! ý xi (k) :! ý xi 

Output magnitude constraints: 

min 
:!, ý ymax yj (k) yj (k) i (k) 

or equivalently using y(k) =: Cx(k) 

I=1, 
---, 

i=1,..., m; k=0,1,... 

i=1, 
- .., 

i= 

n 
min yj (k) lCijxj(k) ym'(k) 

j=l 

7.4.1.6 Formal constraints and feasibility 

All of the above input and state (output) constraints become (in vector notation): 

Du(k)::! ý d 

Hx(k) <h 

Oý 1,... 

k=1,2,... 

For stability purposes, these constraints are assumed to be specified on the infinite 

time horizon. The control optimisation uses a finite time control 

sequence Ju(k + *)IN-1 , hence the control constraints are reduced to a finite set at each J j=0 

optimisation, namely, 

Du(k+j):! ý d j= (), ..., 1, k=0, l,... 

The state constraints on k=Iý2,..., oo may be unfeasible particularly for small k, as 

many examples have been able to demonstrate. Obtaining a set of feasible 
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constraints is essential for a global stability result, otherwise no controller exists for 
the problem. For difficult systems (those which are unstable) unfeasible state 
constraints pose a parti easible cular problem, since the existence of af solution is a 
precursor to a closed loop stable system. 

proposed in te iterature. 

Two patticular solutions have been 

1. Constraint Deletion (Rawlings and Muske, 1993) 

In this approach, for small time index k<k, the state constraints are deleted so that 

the state constraints become feasible on the infinite time interval 

hence 

Hx(k): fý- h kjýkj+l,... Ioo 

2. Constraint softening (Zheng and Morari, 1995) 

In this approach, the unfeasible state constraints are managed by the introduction of a 

slack variable il "softens" these constraints: 

Hx(k):! ý d +Tl(k) 

The slack variable which also appears in the cost function: 

JsJk+ 11 
T (k)Qil(k) 

The optimisation is also with respect to the slack variable. 

7.4.1.7 The Quadratic Programming Problem 

All the control optimisation problems result in a Quadratic Programming (QP) 

problem, and it is useful to review the fundamentals of such problems. A formal 

definition of a QP problem is given as (Fletcher, 1987): 

minimise J(x) XT Gx + 2gTX 
W. r. t. x 
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Subject to aTx=b i 

and CTx:! ý d iii=1,..., nj 

where x, a^- E: 93 

The matrix G can always be arranged to be symmetric, but it is its definiteness which 
impacts on the nature of the solution (after allowing for possibilities that the problem 
may be unfeasible or the solution unbounded). Assuming a solution xO exists, then if 
G ý! 0, xO is a global solution and if G>0 then xO is also a unique solution. 

In the situation where on-line QP optimisation occurs, it seems essential to ensure 
that the QP routine is numerically robust. Extending the minimum error norm cost 
function to incorporate a positive-definite control cost is one useful way of ensuring 
this robustness. 

7.4.1.8 Closed Loop Stability 

Proving closed loop stability in the presence of "hard" actuator/input/control 

constraints and "soft" output/state constraints has only recently been identified as an 

urgent research issue. The reason for this interest is the successful industrial 

application of finite and infinite receding horizon model based predictive control in 

both unconstrained and constrained varieties. Despite this application success, the 

search for guaranteed properties is of considerable practical and theoretical value. 

Four questions are under investigation: 

(1) Under what conditions is the control problem feasible on the infinite time 

axis? 

(ii) Under what conditions is the closed loop control problem asymptotically 

stable? 

What are the stability robustness properties of optimisation controllers? Is 

stability preserved with model mismatch? How much model mis-match can 

be tolerated? 
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(iv) What are the performance robustness and di ies isturbance rejection properti 
when model mismatch is present? 

7.4.2 Stability Analysis for the Centralised Control System 

7.4.2.1 The RVR 

Re-writing the RVR control design for the centralised control scheme: 

Min = 
II(x[AVP (k)] - 

[Sp I[AVc 2 
JR 

vv Jref(k)]ýj [AVC, 
ref(k)], 

[Ad(k)] 

+qojjCý([QGref ]+M[Ad(k)]-[QG(k)])-[SQ ][AVG 2 
]112 

QV ref 
(k)jjj + 611[Ad(k) 

I 

Subject to: 

[VG 
min] 

ýý [VG(k)] + [AVCiref(k)]:!! ý 
[VG. ] 

,gf 
[QG 

min 
1:! ý [QG (k)] + [SQV][AVG 

Q 
[Q 

G max 

AV (k)]:! ý, [JAVc 
Gref max 

c [V,, 
mi,, 

]:! ý [V, (k)] + [S,, 
v] 

[A (k+! ý [V, VGref 
max 

(Qj Qj (Qj Qj 
Max G mini Gref i di (k) + Adi (k):! ý Min G maxi GTef i 

Mý 
1 

VIe Nd ýV Jc NGi 

1. Controllability/Null controllability 

Recalling the discrete system descriptions of pilot buses and control power plants: 

[Vp (k + 1)] = [I 
]Np [Vp (k)] + [S'v ][AVG(k)] v 

ep(k + 1) = [I]Npep(k)- Sp I[AV, (k)] I 
vv 

Q (k Q 
(k)] 

G+ 
ING [QG(k)]+ [S QV ][6ýVG 

(7.4.2-1) 

(7.4.2-2) 

(7.4.2-3) 
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eQ (k + 1) -: - eQ (k) + M[Ad (k)] - 
[SQQV ][AVG (k)] 

FING 

Q (7.4.2-4) 

Regarding both WG(k) and Ad(k) as the control variables, two different composite 
systems can be formed by combining the equations(7.4.2-1), (7.4.2-2), and (7.4.2-3), 
(7.4.2-4): 

Composite system I y(k y(k) +SR[AU(k)] + I)- [, ]Np+NG 
R (7.4.2-5) 

Composite system 2 eR(k + 1) 
Np+Nc e R(k)-SR[AU(k)] (7.4.2-6) 

where, 

[V, (k + 1)] 
C y(k + 1) A= qjNp+NG 

= [QG (k + 1) z 
(e, (k + 1) 

c eR(k + 1) Az gqNp+NG 

= ýeQ(k + 1)) 

sp o 
vv 9j(Np +Nc, )X (NC, +Nd). S'R 

SQ 0 
QV 

[AVG(k)l 
. U(k) A= 9ING +Nd 

= [Ad(k)] 

(1) The composite system I 

sp o 
vv q)(Np +NG)X (NG +N d) SR 

SQ -M 
E=- 

QV 

This system is made directly by combining the pilot bus subsystem and the control 

power plant subsystem. It can be known that: 

p 

Rank(S 11 RY: Rank 
svv 

0 =NG SQ QV 
Np + NG (system order), 

therefore, the composite system I is not completely controllable. 

This tells that it is not feasible to control both the pilot bus voltages and the reactive 

generation of the control power plant by directly combining the two sub-systems. The 

reason is that in the viewpoint of a power system, these two sub-systems are linear 
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independent. This can be proven using the system descriptions for the control 
design: 

The system description for pilot buses gives 

[AVP(k)] 
= 

[Vp(k + 1)] - [I ]Np[Vp(k)] = [S'vv][AVG(k)] 

And the system description for control power plants gives 

[AQG (k)] = [QG (k + I)l - 
[IIN [QG (k)] = 

[SQ ][AVG (k)] 
G QV 

Assuming SQ is invertible, it is known from equation (5.3.2-5) 1 
QVI 

[AVP (k)] - 
[SP 

QV 
-1 [AQG ] 

--2 
[0] (7.4.2-7) VVISQ 

] 

Hence, the pilot bus subsystem and the control power plant subsystem are linear 

independent. 

(2) The composite system 2 

This is actually the error system of the composite system I revised with the reactive 

power co-ordination scheme. The displacement variable d is introduced into this 

system through the reactive generation co-ordination. The optimal control design for 

RVR is based on this system. 

Sp 0 

As Rank(SR)= Rank vv < NG + Nd > Np + NG (normally Nd>Np), the 
SQ QV -M_ 

system is completely controllable. 

Furtheimore, the eigenvalues magnitudes I ý'l GN 
p +NG 

)I 
= 1,1=1,2, -.., 

(NP+NG) 
. 

frOM 

the Null controllability theorem in Subsection 7.4.1.4, it is known that the system is 

also null controllable. This shows that it is possible to move the errors with all 

system modes to zero in a finite number of steps. 
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Note that the reason why the composite system 2 is controllable is that, by using the 
displacement variable d, the control references for the reactive generation of the 
control power plants will be revised at each control step. Effectively the reactive 
power generation sub-system is revised so that it is no longer linear independent with 
the pilot bus sub-system. 

With consideration of the disturbances DR, the composite system 2 for model 
mismatch analysis can be obtained as: 

'&R(k + 1) : ý-- ll]Np+NG -&R(k) - 
§R[AU(k)] 

- DR(k) (7.4.2-8) 

where, 

p -P o 
DR 

DR svv 
G gi(Np+NG)X(N(3+Nd) 

DG SQ -M R- QV 

2. Stability Analysis 

Rearrange the costing function for the RVR: 

JR= ýý(x[AVP(k)j 
- 

[Sp ][AVG,, 
ýf 

(k)]ýý2 
vv 

+qo cc([QG 
2 

)]112 
+ M[Ad(k)] - [QG, (k)]) - 

[SQV ][AVGref(k)] 
+ 61ý [Ad(k 

Q 

=ýýaep(k)-[Sp 
][AVGref(k)] 2 

vv 

SQ 
2 j112 

+qoýýaeQ(k)+aM[Ad(k)j-[ Qv][AVGref(k)]ýý + 611 [Ad(k) 

J 
-,:: (oce - SU(k))T q(oce (k) - SU(k)) + UT (k)RU(k) 

R, R(k) R 

where, 

= 

[SP 010 (Np+NG)X(Np+NG) 
s vv c 9q 

(Np+NG)X(NG+Nd) 

; q= 
Np E 

SQ 0cm o qol NG 
QV 

II 
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= 
(NG+Nd)X(NG+Nd) 

. ÖlNd 

1 

GE: 91 

AVGref (k 
C qjNp+NG U(k) A 

=( Ad(k) 

Hence, 

e, (k)) Np+N 
R(k) A ýeQ(k)) 

[Ad(k)] C=- qqNd 

JR --- : CC 
2 

CR 
T 
(k)qe R (k) - 2ccU(k)S T 

qeR(k) + UT (k)[S T 
qS + R]U(k) 

(1) Without considering the constraints: 

For optimality 

1 ajR 

=: _OCS 
T 
qeR(k) + 

Is T 
qS + R]U(k) 

2 all(k) 

U(k) CC[ST qS + R]-l sT qeR(k) 

KeR(k) 

Where, K= a[STqS + R]-I ST q is the unconstrained control law. 

(2) By considering the constraints 

Using the unconstrained control law, the feasibility of the control design is assumed 

to ensure that there exists a= cco so that 

U(k) = cco 
[So T 

qSO + Rý 1 SOT qeR(k) 

- KoeR(k) 

will obey all the active constraints. Where, KO= a 
O['NG 

0][SOT 
qSO +R]-'SOT q is 

the constrained control law, this is equivalent to a detuned sub-optimal control law. 

Recalling the composite error equation for model mismatch analysis: 
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eR(k + 1) ll]Np+NG '&R(k)- kU(k) 

- DR(k) 

By considering 

U(k) = Ko'&(k) 

then, 

'&R(k)- kKO-6R(k) 
-D eR(k + 1)= ll]Np+NG 

R(k) 

::::: 
['Np+NG 

- "'Ok 
[SOT 

qSO + Rt I SO T 
q]iýR(k) - DR(k) 

=(DR 
'&R(k) 

- DR(k) 

and 

n 
ý&R(k 

+ n) = ((DR )n '&R(k) -I ((DR)j-'DR(k+n-j) 
j=l 

Where, (DR = 
['Np+NG 

- OýOk 
[SOT 

qSO + R]-l SO T 
q] 

For (a) closed loop stability and 

(b) disturbance rejection for a disturbance of finite duration, 

it is required that 

Llm((DR (7.4.2-9) 
n->oo 

By eigenvector-eignevalue decomposition: 

(DR= FAF-1 

where, 

A= diag Jý. I 
((DR)ý 4^2((DR)-.. d'Np+NG ((DR)l 

I 
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Xi (OR), i=l, 2,..., Np+NGare the eigenvalues of the matrix (DR, 

F, e :: 
gi(Np +NG)X(Np +NG). 

Thus, the equation (7.4-2-9) becomes: 

Lim((DR)" = LimF(A)F-1 = Lim]Fdiagf(. kl ((DR ))n, (,, 
l OR ))n 

-'l(kl((DR))nlF-l =0 n->oo n->oo n-*oo 

Therefore, a necessary and sufficient condition for the closed loop stability and 
disturbance rejection is 

1ý-j ((DR ý<1, i=l, 2, ---, 
NP+NG 

where 

0) SU Q 
- (Sp 

Sp + qO 
(SQ ýT 

(xOqO 
(SQV YM (I)R 'Np+NG (XO ZQ vv vv QV QV 

QV -M 
- 

(xoqoMTSQ cc 2 
qOMTM 

L QV 0+ 6'Nd 

(Sp 
qO 

(SQV 
vv Q 
0 -ocoqoMT__ 

(7.4.2-10) 

3. Discussions 

The composite system I is direct combination of the pilot bus and reactive 

power generation sub-systems. As these two subsystems are linear 

independent, the composite system I is not completely controllable. This 

shows that it is unfeasible to design a controller to achieve the desired control 

targets with this composite system. 

With the reactive generation co-ordination scheme, the composite system 2 (in 

the form of errors) can be re-structured based on the two sub-systems. It has 

been seen that this composite system 2 is completely controllable and null 

controllable. This guarantees that it is possible to design a controller to move 
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all the output of the system modes to the reference values in the finite number 
of steps. As the optimal control design for the RVR is based on this 

composite system 2, the feasibility of this control design is theoretically 

ensured. 

(3) The stability analysis shows that, when the condition jkj((DRý < 1, i= 1, 

Np+NG, is satisfied, the system will be closed loop stable, and the satisfactory 

reference tracking and disturbance rejection will be well achieved with all the 

outputs of the system modes. The outputs include the pilot buses voltages 

and the reactive generation co-ordination scheme. 

SP 0 

In the case of perfect model mismatch, vv SR 
-= 

SR 
SQ _M QV 

-sp0 (Sp YSP 
+qo(SQV 

YSGV 
-(xoqo(SQVYM 

--I 
vv vv vv QQQ (DR 'Np 

+NG - Gýo 
SQ -M 

TSQ 2 
OMTM 

- 
QV (xoqoM Qv (xoq + 

6'Nd 

L 

(sp 
qo 

(SQV 
vv Q 
0- (xoqoMT 

This shows that the closed loop properties of this control system are related to model 

mismatch of the control design. 

7.4.2.2 The PQR 

Re-writing the PQR control design: 

Min J= G 
JýAVGjj (k) - 

[SGj 
j][AVgjj(k)]ýý2 vv + po ýýAQj 

i (k) - G 
[SGj, ][AV, ý, (k)] 

12 

QV 
I 

[AVgji(k)] 

Subject to: 

j [Vgji (k)] +[ AVgý, (k)] :! ý 
[Vg 

max i 
j [Vgmini 

Qj mini 
]:! ý [Qj (k)] + [Sj 

i 
][AVvý (k)]: ýý [Qj 

9 gi QV gmaxi 
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[JAVgji (k)j]:! ý AVgjmaxi 

Qjk Qjm 
< gi gi 

Qjk jm glimi 
Qglimi 8ý Vk, mE=- N' gi 

1. Controllability/Null controllability 

Recalling the composite discrete system descriptions for PQR: 

YG(k + 1)= 1112 
YG(k) + SG[AVgji (k)] (7.4.2-11) 

eG(k + 1)= 1,12 
eG(k) -SG[ AVý, (k)] (7.4.2-12) 

where, 

VGji(k+l gi ev(k + 1) qj2 YG(k + 1) A 912Nj 
eG(k + 1) AG 

(Qj 

i (k + 1)) eQ(k+l) GG 

[SGi 
VVi 9[12XNjý, SG 

SGi 
Qvi 

As Rank(SG)= 2, the system is completely controllable. 

Furthermore, the eigenvalues magnitudes 1ý, 
j 

(12)l =: 1ý i=l, 2, therefore the system is 

also null controllable. Thus, from the error equation (7.4.2-12) it is known that it is 

possible to remove the system errors in a finite number of control steps. 

2. Stability Analysis 

Rearrange the costing function 

J= JýAVGjj (k) - 
[SGj 

i 
][AVý, ý (k)]ýý2 + p,, ýJAQj 

i (k) - 
[SGj J[AVgýjk)]ýý 

G vv G QV 

Ilev(k) 
- 

[SGi 
j][AVgýjk)]ýJ' +p(, 

jýeQ(k)-[SGj 
j][AVj; j(k)])ýý' G vv G vv 

)) T p(e -SG AVgl J (e (k)-SGAV,, j 
i (k G (k) GG0 
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Where, 

p= 
12 0C 

gi 4X4 
[() 

PO'21 

Hence, 

JG = eG 
T (k)PeG(k) - 2(AVgý, (k))T SGT PeG(k) + (AV., j, ))T[SCTpSC ý (k) (k ]AVv 

(1) Without considering the constraints 

For optimality 

I ai 

.G _=_S 
T Pe TpSG 

2 c9AVI 
G G(k) 

+ SG 

3A (k) =0 
gi(k) 

=[S(; 
TpSG -'SGT AVgli (k) PeG 

, 
(k) 

= KGeG(k) 

W, Jý-G =[S 
TpS -'SGTp here , -, 

] is the unconstrained control law. G3 G 

(2) By considering the constraints 

Using the unconstrained control law and tuning factors (x, 

AVtý, (k) = ccK GeG(k) 

OC[SCTpSC -1 T SG PeG(k) 

The feasibility of the control design is assumed to ensure that there exists oc=ao so 

that 

AVgli (k) = cc 0 KGeG(k) 

= (XO[SGTpSG]-l SG T PeG(k) 
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[AVgji (k) ]=K oGeG(k) 

will obey all the active constraints. Thus, KO =aK= CCO[SGTpSG Tp G0Gj] 
-1 SG is the 

constrained control law. 

Recalling the composite error equation for model mismatch analysis: 

eG(k + 1) ='&G(k)- 
[§G][AVgji (k)] - DG(k) 

By considenng 

[AVgji (k)] = KOG'&(k) 

then, 

- 
§GKO -6G 

-DG 
12' 

,G, 
(k) (k) -6G(k+ 1) :' &G(k) 

[12 
- CCO§G 

[SG TpS 
G 

]-I SG Tp] &G(k) - DG(k) 

(DG&G(k) - DG(k) 

and 

n 

(k '&G(k 
+ n) = ((DG )n '&G(k) - ((DG)j-'Dc - 

Where, T -1 T P]&G(k) (DG 
[12 

-()CO§G[SG 
PSG] SG 

For (a) closed loop stability and 

(b) disturbance rejection for a disturbance of finite duration, 

it is required that 

D-->-o 
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Hence, a necessary and sufficient condition for these requirements is 

1, k, i ((D, )1 1, i= Iý2. 

Where, 

Vi 
[(SGi 

0ý0 gQGVj VVi Y SGj 
i+ Po 

(SGj 
SGj 

i 
Gi 

PO(SGj (DG 12 vv QVI QV 
[(S 

vvj (ýv 

Discussions 

By this PQR control design, the system is completely controllable and null 

controllable. This theoretically ensures that all the outputs of system can be 

moved to the demanded reference values by the control law in the finite number 

of control steps. 

(2) When the conditionlki ((D)l < 1, i=l, 2. is satisfied, the system closed loop is 

asymptotically stable, and satisfactory reference tracking and disturbance 

rejection occur. 

(3) In the case of perfect model match, = 
[SP 

v then SG 
Sv Q 

QV 

0 

[S Gj ] 
(SGj 

i)TSGj i+ PO(SGj i)TSGj 
Vvi (')G 'Np+NG (X 

S Gj vv vv QV QV 
Qvi 

S Gi 
i)T PO(SGj 

)TI] 
vv Qvi 

Therefore, the system closed loop properties are related to the model mismatch 

of the control design. 
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7.4.3 Stability Analysis for the Decentralised Control System 

For the optimal control design, as the decentralised scheme has the same PQR design 

as the centralised one, only the RVR closed loop stability for a decentralised region 
and a whole power system need to be examined In this stability analysis. 

7.4.3.1 Closed Loop Stability of a Regional RVR System 

As the RVR control design for a decentralised region is the same as the one for the 

whole system in the centralised scheme, by directly using the analysis results for the 

centralised scheme in subsection 7.4.2.1 
. following discussions can be made: 

Re-writing the decentralised RVR design: 

Min aAVpi (k) - sp 
2 

[AVGrefi(k)], [dj(k)] 

f ýý [ 
VVi][AV. refi 

(k)]ýj 

Subject to: 

+qoý([QGrefi ]+Mi[di(k)]-[QGi(k)])- SQvi][AVGrefi(k)] 
2+ 

611[di (k)]112 
IQf 

Gmini 
[VGi(k)] 

+ [AVG,, 
ýfj 

(k)] ýý 
[VGmaxi [v 

[Q 
G min i 

[QGi (k)] + [SQvi][ AVG,,, 
efi (k)] ýý [QG 

max i Q 

[A VGrefi (k)]:!! ý [JAVGmaxi 1] 

c [Vcmini ]:! ý [Vci (k)] + [Scvi] [AVGrefi (k)] :! ý [V, 
max 

i 

Max nuni 
- Qj Qj 

mi 
Gref i< dj:! ý Min maxi 

i 

Qj Gref ivi 

mi 
i 

NdOVJ E=- NGi 

(i) This control design is based a composite system derived from the pilot bus and 

reactive power generation sub-systems. A reactive generation co-ordination 

scheme is introduced in this design to avoid the linear independent problem 

between these two subsystems. As the system is completely controllable and null 

controllable, it is possible to move all the output of the system modes to the 

references values by the control law in the finite number of steps. 

281 



(ii) When the conditionjkj((DRý <1, i=: I, 2, ----) (1+NG), is satisfied, the system will be 

closed loop stable, and the satisfactory reference tracking and disturbance 

rejection will be achieved with all the outputs of the system modes. This 

includes the pilot bus voltage and the reactive generation co-ordination scheme. 

Where, 

--I 
P 

iysp 
QGQ gvpvi 0 (SVV 

Vvi + qo 
(SQvi Y SQvi -ocoqo(SQViYM 

(VRi = 'Npi+NGi - CCO Q2 Sývi m ccoqoMTSQ o(OqOMTM + 6'Nd 

Qvi 

vviy qo 
(SQQvi Y Sp 

0- ocoqoMT 

Sp 0 
vv 

(iii) hi the case of perfect model mismatch, SR :::::: SR 
ýQ _M SQV 

p svvi 
(1)Ri:: --: 'Npi+NGi -()to SQ 

Qvi 
L 

P 
iysp SQ G 0 (SVV 

Vvi + qo 
( 

Qvi Y SQvi 
TSQ 

-M ccoqoM Qvi 

Q 
-ocoqo(SQViYM 
2 

OMTM + ocoq 6'Nd 

(p 
qo 

Q Svvi 
(SQvi 

0 ocoqoMT 

This shows that the system closed loop properties are related to the model 

mismatch of the control design. 

282 



7.4.3.2 Global Stability of the Decentralised Secondary Control Scheme 

The secondary voltage control with the decentralised scheme for a whole power 

system can be regarded as a special case in the centralised scheme with a block 

diagonal matrix SP I 
VV 

sp sp 
vv diag J[S Pvv, ]" [S PVV2 15... 

II Vvz 

By considering this difference, the following points can be concluded using the 

stability analysis for the centralised scheme: 

The decentralised control scheme causes further model mismatch, however if 

the conditionlXi((DR)l <'I i= 1,2, ..., Np+ NG is satisfied, a closed loop 

stability for the whole power system can still be achieved by the control 

design. 

Through the non diagonal elements of the matrix (DR, the interactions between 

the RVRs in different regions can be examined. 

Gii) The other proPerties are the same as those in the centralised case. 
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7.5 INTEGRATION ANALYSIS 

7.5.1 Objectives and Background 

1. Objectives 

The basic requirements for the integration of a multi-level secondary control system 
have been clarified for the classical control design in Subsection 6.5.1. The objective 

of this integration analysis is to see whether the system by this optimal control design 

satisfies those requirements. 

2. Integration Signals 

In the optimal control design, the variations of control power plant high voltage AVG 

and reactive power generation AQG are used as the signals to integrate the RVR and 

PQR systems: 

IF = [AVG AQG]T 

Fref 7-- [AVGref AQGref]T 

The RVR controllers determine the demanded high voltage vanations and reactive 

power generation variations for each of the control power plants. This will be based 

on the voltage variations at pilot buses. And each control power plant uses these 

determined variation values as the references for its PQR system. In this way, the 

RVR and PQR systems are integrated to fulfil secondary voltage control as shown in 

Figure 6.5.1 - 1. 

7.5.2 Integration Analysis 

The stability analysis in section 7.4 gives 

'6(k + n):: ý ((DR )n '&(k) - 

for the RVR closed loop. 

n. 
-I I D(k 

.. d 

((') 
R 

j=l 
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It is known that when 

ki((D)l < 1, i= +NG) 

the RVR closed loop is asymptotically stable, and the satisfactory reference tracking 
and disturbances rejection with the all outputs of the composite system 2 will be 

achieved. 

For the PQR closed loop, the stability analysis also gives 

eG (k + n) = 
((DG)n -& 

G(k) 
)j-'D(k +n- 

It is also known that if Iki ((Dý < 1,1 = 1,2, then "M((DG )n 
= 0, the PQR closed loop is n-->oo 

asymptotically stable, and the reference tracking and disturbance rejection are 

satisfactory. 

These results show that if PQR and RVR closed loops are stable, the reference offset 

with the outputs of the loops will be sufficiently eliminated, and all the disturbances 

in the PQR and RVR loops will be sufficiently rejected after certain number of 

control steps. 

For the disturbance on the integration signals Dj, as it can be subsumed into the 

disturbances with RVR closed loop DR: 

e(k + 1)=[']Np+NG e(k)-rSRIU(k)+D, I-DR 

Z-ý, +D e (k) - 
rSR JU(k)] 

- 
IT 

R) 
ll]Np+NG qSR 

this disturbance will also be rejected when the RVR system is stable. 
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7.5.3 Remarks 

The following points can be summarised from the above integration analysis: 

(i) Generally the reference offsets with both PQR and RVR system can be 

sufficiently eliminated by the optimal control provided that their closed loops 

are stable. 

(ii) The disturbances including the fast dynamic ones within the PQR loops and 

slow dynamic ones in the RVR systems, as well as those on the RVR-PQR 

integration signals will be sufficiently rejected subject to the same condition 

as in item (1). 
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7.6 SIMULATIONS 

The optimal control design for the secondary voltage control has been simulated on 
the IEEE 39 bus power system. Some of the simulation results are presented In this 

section. 

7.6.1 Simulation Configurations 

1. Testing System 

The details of the EEEE 39 bus power system are listed in Appendix 1. Its 

configurations are the same as the simulation for the classical control design in 

chapter 6. 

2. Control Scheme 

(1) Control Scheme 

The decentralised control scheme was used for this simulation. Each decentralised 

region was designed to have one pilot bus. Apart from bus 10 (slack bus), all the 

power plants were chosen as the control power plants. 

(2) Pilot buses and control power plants 

The IEEE 39 bus power system was decentralised into 4 regions by an optimisation 

method [7]. The pilot bus and control power plants for each decentralised region 

were selected as shown in Table 7.6.1-1. 

AREA PILOT BUS CONTROL POWER PLANTS 

I busl3,, 15,23 bus 1,21,318 

3 bus 30 bus 4, bus 5 

4 bus 33 bus 6, bus 7 

5 bus 38 bus 9 

Table 7.6.1-1 The Pilot buses and control power plants for the optimal 

control design 

287 



7.6.2 Simulation Programme 

1. Programme 

this optimal control based secondary voltage control system was programmed by 

using the Matlab/Simulink. The Matlab optimisation toolbox was used to solve the 

constrained QP algorithm. The number of control steps needs to be specified in the 
beginning of the simulation. This number of control steps is the total control steps for 
the RVR. A tuning factor is also required for the RVR gain to reduce the 

overshooting problem of the control output. 

2. Simulation Settings 

(1) Reference values 

The voltage references set for the pilot buses Vpref are: 

Pilot buses 13 15 23 30 33 38 

VPref 1.0304 1.0050 1.0142 0.9909 1.0450 1.0502 

Table 7.6.2-1 The voltage references for the pilot buses 

The reference values for the difference between the reactive generations of two 

power plants are: 

Power Plant i- 2-8 4-5 6-7 
Power plant j 

AQGref 0.5301 -0.1200 0.10093 

Table 7.6.2-2 The references for the reactive generation (differences) 
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(2) Disturbances 

A reactive load disturbance (I OOMVA) was introduced to load bus 28 and 21 of the 
test system. The voltage variations caused by those disturbances at pilot buses was 
calculated by running a load flow programme. The RVR and PQR took control 
actions to correct the voltage variations. 

7.6.3 Simulations Results 

Figure 7.6.3-land Figure 7.6.3-2 list some simulation results with different control 

steps (discrete control actions within a given time interval in seconds). 

1.06 
p Bus 38 

- 1.04 . ............... ......... -Bus-33. ...... ........ 

Bus13 

0 1.02- 
> 

Bus 23 

BusI5 

0 

Bus 30 

0.98 .......................... 

0.96 
0 10 20 30 40 50 60 

CONTROL STEPS 

Decentralised Control Scheme by 0-ptimal Control 
Tq= 5s, Control steps = 50 

Figure 7.6.3-1 Simulation results I- the secondary voltage control system 

by the optimal control design 
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1.06 
Bus 38 

.......... Bus 33 

Bus 13 
1.02 ....... 0 

Bus 23 

Bus 15 
F-I 

Bus 30 

0.98 .... ........ 

0.96- 
0 20 40 60 80 100 120 

CONTROL STEPS 

Decentralised Control Scheme by Optimal Control 
Tq=5s, C ontrol stop s= 1()o 

Figure 7.6.3-2 Simulation results 2- the secondary voltage control system 

by optimal control design 

290 



7.6.4 Remarks 

The following points can be summansed from the simulation results: 

From the simulation results, it can be seen that a successful secondary voltage 

control system can be achieved by the optimal control method. 

2. The gain tuning factor is crucial for achieving a good closed loop perfonnance 

(the voltages of the pilot buses). This point is in consistent with the system by 

classical control design. 

The simulation also shown that closed loop stability and performance of the 

control system are related to the control steps used for the discrete control. A 

comprise may be needed to determine a proper number of control steps in order 

to achieve a satisfactory control output with a good control speed. 
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7.7 DISCUSSIONS AND CONCLUSIONS 

An optimal control design has been presented for the secondary voltage control 
system in this chapter. Both the RVR and PQR were forinularised as constrained 
quadratic programming (QP) problems. The Receding Horizon principle is used in 
this control design. A co-ordination scheme is introduced in the design to optimise 
the reactive generation. It has been seen in the stability analysis that this co- 
ordination scheme is crucial for the system controllability. 

A time domain method was proposed and successfully used to analyse the closed 
loop stabilities and performance of this optimal control system. The analysis covers 
both the centralised and decentralised control schemes. The following points can be 

generallsed from the analyses: 

(1) It is unfeasible to design a RVR controller by directly combining the pilot bus 

and reactive power generation sub-systems. Such a system is not completely 

controllable because of the linear independent relationship between the two 

sub-systems. 

With the reactive generation co-ordination scheme, the revised system based 

on the pilot bus and reactive power generation sub-systems becomes 

completely controllable and also null controllable. This provides with a 

theoretical guarantee for the feasibility of the RVR control design. 

By the optimal control design, when the condition 
O'i ((DR)l ýý 1ý i=I, 2 

Np+NG) is satisfied, the RVR closed loop system will be asymptotically stable 

with obeying all the constraints, and the satisfactory reference tracking and 

disturbance rejection will occur the control system. 

(IV) By the same control design, the satisfactory closed loop stability, reference 

tracking and disturbance rejection can be achieved with the PQR when the 

condition 1ý'i ((DG )I <11 1=17 2 is satisfied. 
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(v) It has been seen that the closed loop properties for either the individual PQR 

and RVR or the global system are related to the model mismatch of the 

control design. The decentralised control scheme will cause a further model 
mismatch. By the non-diagonal elements of the matrix (DR, the interactions 

between the RVRs in different regions can be monitored in the decentralised 

control scheme. 

The integration analysis shows that, by the optimal control design, all the reference 

offsets and disturbances with this multi-level voltage control system can be 

sufficiently eliminated. Thus a good integration can be achieved with this control 

design. 

The simulations with the EEEE 39 bus power system numerically demonstrate that 

satisfactory closed loop stability and performance can be produced from the 

secondary voltage control system by the optimal control. 

It is concluded that the optimal control in the form of constrained quadratic 

programming can be used for the secondary voltage control in a power system. 

Satisfactory closed loop stability and performance can be achieved from a secondary 

voltage control system by this optimal control design. 
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CHAPTER 8 GENERAL CONCLUSIONS AND FURTHER STUDIES 

8.1 OVERVIEW 

Under the title of Voltage Stability Analysis and Control, three major objectives were 
set up in this PhD project: the fundamental study, the on-line prediction method, and 
the prevention measures for the voltage collapse phenomenon. 

The fundamental study is to examine the mechanism of voltage collapse, and identify 

the determining factors to this phenomenon. This was aimed to lay a theoretical 
foundation for the rest of research in this project. The on-line prediction method and 
prevention measures are particularly targeting on the "early prediction and 
prevention" strategy to tackle the rapid and "uncontrollable" nature of the voltage 

collapse phenomenon. 

Previous literature in the areas of the three objectives was reviewed in chapter 2. 

Following this literature review, the research directions and methodologies were 
further identified for each of the study objectives. 

The work on the fundamental study was presented in chapter 3 of this thesis. The 

basic characteristics of voltage collapse were examined, and the theory concerning 

the voltage stability determining factors (VSDFs) was established. Based on the 

results in the fundamental study, a knowledge based system for the on-line prediction 

of voltage collapse was proposed in chapter 4. The design and development of this 

knowledge based system were intensively discussed in this chapter. 

As a prevention measure to voltage collapse, the secondary voltage control system 

was systematically investigated in Chapter 5,6, and 7 of this thesis. This part of 

study covers the details of system modelling, design and analysis of such a multi- 

level control system in power systems. 

All the studies in this project were supported by the simulations on the IIEEE 30 or 39 

power system. The study results were published in the different international 

conferences or academic forums [51] [54] [55] [56]. The major achievements with 

each part of research will be further summansed in section 2 of this chapter. 
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Improving voltage stability through generation dispatch was also briefly examined in 
this project. An algorithm aimed at this purpose was proposed to determi ine the 
generation participation pattern upon system load increase. This study together with 
some preliminary simulation results on the IEEE 6 bus (Ward-Hale) system was 
published in the IEE 2nd International conference on Advances in Power system 
Control, Operation and Management, 1993 Hong Kong [53]. As this work was not 
originally planned within the study scope of this PhD project, it is presented in this 

chapter as a further study. 

8.2 GENERAL SUMMARY 

All the research work and major achievements of this project are summarised under 
three headings: the voltage stability deten-ninIng factors, a knowledge based system 
for prediction of voltage collapse, and the secondary voltage control systems. 

8.2.1 The Voltage Stability Determining Factors 

To establish a theoretical foundation for the research in this project, some 
fundamental aspects of voltage stability problems were examined in chapter 3 of this 

thesis. The investigation started with a two bus simple power system, and was 

extended into a multi-bus power system. The V-P and V-Q curves were used to 

explore the basic characteristics of voltage stability. Based on this fundamental study 

of voltage stability problems, a typical trajectory of voltage collapse was plotted with 

consideration of power system major dynamics and non-linearity. 

Following the basic characteristics study, the voltage stability determining factors 

(VSDFs) were identified and defined for a power system. These determining factors 

are the load pattern, the load distribution pattern as well as the generation pattern and 

the generation participation pattern. The unique property of the VSDFs was 

discussed and generalised into a hypothesis, of which the theoretical validation was 

given in this chapter. 

The pattern class feature was also observed with the voltage stability determining 

factors in this study. It was found that a power system has similar voltage stability 

when the VSDFs are in the same pattern class. 
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The simulation was performed on the IEEE 30 bus power system to show the impact 
of the voltage stability determining factors. Three groups of case studies representing 
different system loading conditions were presented in this chapter to demonstrate the 
pattern class feature of the VSDFs. 

The theory about the voltage stability determining factors is a significant 
development in revealing the mechanism of voltage stability in the steady state. 
Based on this theory, a knowledge based system was proposed in chapter 4 for on- 
line prediction of voltage collapse using pattern recognition technique. 

8.2.2 A Knowledge Based System for Prediction of Voltage Collapse 

A knowledge based system for prediction of voltage collapse using pattern 
recognition technique was presented in chapter 4 of this thesis. It is based on the 
theory established in chapter 3 that a power system has similar voltage stability when 
its voltage stability determining factors (VSDFs) stay in the same pattern class. 

The principle of this proposed system is to compare a power network to a pre-studied 

system of which voltage stability (power margins) is known. Its basic structure 
includes a knowledge based system and a pattern recognition module. To apply such 

a system to a power system involves a two stage process: the off-line training and the 

on-line application. During the off-line training, the power margins for the prototypes 

of all the pattern classes of the VSDFs are determined by using conventional 

algorithms. Those results will be extracted into the "IF-THEN" rules to form a 

knowledge base. In the real time, the pattern recognition technique is used to identify 

the pattern class of the VSDFs for the current state in the power system, the solution 

to the current prediction of voltage collapse can be found in the knowledge base. The 

implementation and development of such a system were intensively discussed in this 

chapter. 

To improve the accuracy of the decision-making, a special compensation algorithm 

was developed and introduced in this knowledge based system. The simulation 

results show that the compensation algorithm significantly improves the prediction 

accuracy. 
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The Artificial Intelligence approach used in the proposed system fundamentally 
changed the way in which voltage stability is assessed. It does not directly require the 
algorithm based calculations to determine the power margins, hence the decision- 
making time is significantly reduced in comparison with the traditional methods. 
The typical convergence problem of the Newton-Raphson- like load flow algorithm 
in the vicinity of voltage instability is also avoided with this method. 

in addition,, as the power margins in the knowledge base of the proposed system are 
off-line calculated, different algorithms and approaches can be used for the 
calculation. This is a big advantage, especially for the power systems whose power 
margins are difficult to determine. 

The proposed system has been simulated on the IEEE 30 bus power system. The 

simulation results show that the proposed system is able to reach rather accurate 

results with a speedy decision-making. Therefore, it has a good potential for on-line 

applications for prediction of voltage collapse. 

8.2.3 The Secondary Voltage Control Systems 

The study on the secondary voltage control systems was presented in chapter 5,6, 

and 7 of this thesis. This part of research is summarised here in three sections: the 

control principal, the classical control design and the optimal control design. 

1. The Control Principle 

The principle of the secondary voltage control is to decentralise a power system into 

several regions, and control the regional voltage profile through maintaining the 

voltages of some pilot buses at certain targets. This is achieved by regulating the 

reactive generations within each region. 

The issues concerning the principle of the secondary voltage control have been 

discussed in Chapter 5. This is aimed to prepare a systematic and consistent 

theoretical environment for the design and analyses of such a control system by 

different control methods. In this chapter, the pilot bus based control principle was 

theoretically formulansed based on power system analysis. All the plants (power 
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system components) involved in the secondary voltage control were systematically 
modelled and mathematically described. A three level control (Regional -RVR, 
Power plant-PQR. and Generator-AVR) was defined as an essential structure for the 

secondary voltage control, and the functions at each control level were clarified. 

Both the centralised and the decentralised schemes for implementing the secondary 
voltage control were discussed in this chapter. It was clearly seen that the 
decentralised control scheme has many advantages over the centralised one. The 

design criteria for a secondary voltage control system were also given in this chapter. 

It shall be pointed out that one pilot bus per decentralised region is believed to be 

sufficient for a secondary voltage control scheme. All the control design and analyses 

presented in this thesis are based on this presumption. However, the multiple pilot 
buses per region scheme is also viable, and indeed may be necessary for the 

secondary voltage control when some special perforn-lance is required. Its design and 

analysis are principally the same as for the single pilot bus scheme. 

298 



2. The Secondary Voltage Control System by a Classical Control Design 

A complete design and analysis of a secondary voltage control system by the 
classical PI control were presented in chapter 6. The control design equations for 
each control level (RVR and PQR) as well as their relationship were fully 

established. As a generator normally has a integrated Automatic Voltage Regulator 
(AVR), the control system at this level was not included in this study. Through the PI 

control signal, the three control levels were integrated to fulfil the global function of 
the secondary voltage control. 

The traditional frequency domain(s) method was used for the stability analysis of this 
PI control based system. The analysis shows that satisfactory closed loop stability 
and performance can be achieved by the control design. The analysis also shows that 

the RVR/PQR closed loop properties and the interactions between the RVRs are 

related to the model mismatch of the control design. The decentralised control 

scheme will cause a further model mismatch. 

One interesting finding in the stability analysis was that, the more control power 

plants in a region, the more stable the closed loop control system is, however the 

bigger RVR interactions will occur. This indicates that a compromise is needed for 

determining the number of control power plants in each region. 

To assess the global effect of this secondary voltage control system, the voltage 

profile of a whole power system was analysed. The analysis reveals that the voltage 

profile has very similar dynamics to the voltages at pilot buses; the efficiency of the 

secondary voltage control system is related to the decentralisation of a power system 

and the selection of pilot buses/control power plants. 

From the integration analysis, it has been seen that with the classic PI control design, 

all the reference offsets and disturbances are sufficiently eliminated in the multi-level 

voltage control system. Hence the whole control system can be well integrated by 

this PI control design. 
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This secondary voltage control system was simulated on the IEEE 39 bus power 
system. The simulation results numerically demonstrated that the classical control 
design is viable for the secondary voltage control system. 

3. The Secondary Voltage Control System by an Optimal Control 

The secondary voltage control system by an optimal control was presented in chapter 
7 of this thesis. Based on the Receding Horizon principle, both the RVR and PQR 

were formularised as the constrained quadratic programming problems. To optimise 
the reactive power generation, a co-ordination plan was also introduced in the RVR 
formulations. The stability analysis shows that this co-ordination plan is crucial for 

the system controllability. 

For the optimal control, the validation of the closed loop stability in the presence of 

all the constraints has never been properly solved. In this study, a constructive time 

domain analysis method was proposed and used for the optimal control design for the 

secondary voltage control system. The stability analyses show that by this optimal 

control design, the satisfactory closed loop stability and performance can be achieved 

for both the RVR and PQR with obeying all the constraints. This is subject to the 

conditions Jý, 
i OR)J < i=15 2 

...... 
Np+NG (for RVR), and 1/ki(OG)1<1ý i=15 2 (for 

PQR). 

It has also been seen that the RVR/PQR closed loop properties are affected by the 

model mismatch of the control design. The decentralised control scheme will cause a 

further model mismatch. By directly substituting the power system sensitivity 

matrices into the equation (DR and (DG, the RVR closed loop stability and 

performance can be monitored. For the decentralised control scheme, the interactions 

between the RVRs in different regions can also be examined by the non diagonal 

elements of the matrix (DR. 

In the stability analysis, the controllability for the structure of the RVR and PQR has 

also been fully justified. It can be seen that with this control design, it is unfeasible to 

achieve a controllable RVR by directly using the pilot bus and reactive power 
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generation sub-systems. By introducing the reactive generation co-ordination plan, 
the revised system has become completely controllable and also null controllable. 
This has theoretically guaranteed the feasibility of the RVR system by this optimal 
control design. 

The integration analysis in this study also shows that by this optimal control design, 

all the reference offsets and disturbances within this multi-level voltage control 
system can be sufficiently eliminated. Thus a good integration can be achieved with 
the optimal control design. 

The simulation on the IEEE 39 bus power system demonstrates that this optimal 

control design is also viable for the secondary y voltage control. 

8.2.4 General Conclusions 

Based on the summary above, it can be concluded that the study objectives set up for 

this PhD project have been fully achieved. The study activities and major 

achievements can be highlighted as: 

9 Through examining the mechanism of voltage collapse phenomenon, a theory 

about the voltage stability detennining factors was established; au 

9 Aimed at on-line application, a knowledge based system was proposed for 

prediction of voltage collapse using pattern recognition technique; 

* As a counter-measure to voltage collapse, the design and analysis of the 

secondary voltage control systems by both classical and optimal control were 

systematically investigated. 
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8.3 FURTHER STUDY - IMPROVE VOLTAGE STABILITY BY GENERATION 
DISPATCH 

Improving voltage stability through generation dispatch was briefly examined In this 
research project. Some preliminary results from this study are presented in this 

section. 

8.3.1 The Principal of the Method 

In chapter 3, the voltage stability deten-nining factors was identified for a power 

system. These factors are the load pattern, the load distribution pattern, the 

generation pattern and the generation participation pattern. It has been validated that 
in the steady state, those factors uniquely determine voltage stability of a power 

system. 

Following this theory, it is easy to see that those determining factors can be 

potentially used to control voltage stability. However, the load and load distribution 

patterns are largely determined by the customers of a power system. It will be very 

difficult to change those two factors apart from load shredding which would be rather 

expensive if possible at all. The generation and generation participation patterns on 

the other hand, are relatively easy to be modified through generation dispatch. Based 

on this consideration, a sensitivity based method is proposed in this study to improve 

voltage stability through generation dispatch. 

8.3.2 An Algorithm for Determining the Generation Participation Pattern 

The key issue with the proposed method for the generation dispatch is to determine 

the generation participation patterns upon a load change in order to maintain good 

voltage profile. 

1. Sensitivity analysis 

For a power system, the linearised the load flow equations can be written as: 

' 
AP]=[Jpo Jpv AO] (8.3.2-1) 

IAQ] 
No JQv][AV 

where 
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JPO JPV 

is the full Jacobian matrix, JQO JQV 

I 

AP and AQ are the vectors of active and reactive power injections at all the buses, 

AV and AO are the vectors of voltage magnitudes and angles at all the buses, 

Jp. 0 is the sensitivity sub-matrix between active power injection and voltage angels, 
JPV is the sensitivity sub-matrix between active power injection and voltage 

magnitudes, 

JQO is the sensitivity sub-matrix between reactive power injection and voltage angels, 
JQV is the sensitivity sub-matrix between reactive power injections and voltage 

magnitudes. 

Equation (8.3.2-1) can be decomposed into the following two equations: 

[AP] = [Jpo][AOI + [Jpv][AVI (8.3.2-2) 

[AQI=[JQO][AOI+[JQV][AVI (8.3.2-3) 

Without loss of generalities, it can be assumed that [Jpv] and [JQv] are invertible. 

Thus, from equations (8.3.2-2) and (8.3.2-3), there are 

[AV]= [Jpv]-'[AP] - 
[Jpvl-'[Jpo][AO] (8.3.2-4) 

[AV] = 
[JQV]-'[AQ] 

- 
[JQVI-'[JQ,, ][AO] (8.3.2-5) 

Where, 

[Jpvl -, [Jpvl 
[Jpvl-, [Jpvl 

From equation (8.3.2-4) and (8.3.2-5), the following equation can be produced: 

[AV]=[ [Jpvl-[JQo] -1 lipolljQvl 1 -1 [AP] 

+[ [j(ýv]-[jpc)]-'[JQO][Jpv] 

Rewnte equation (8.3.2-6) as 

(8.3.2-6) 
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[AV]: 
-:: 

[JA ][6ýpj + [JB][6Q] (8.3.2-7) 

Where, 

[JAI: --: [ 
[JPV]-[JQO]-'[JPO][JQV] ]-' 

[JB]:::::: [ [JQV]-[JPOI-'[JQO][JPV] 

In MatriX VA] and[ JB ], each row is corresponding to the voltage magnitude at a 
bus, and each column is corresponding to the power injections at a bus. By removing 
the columns corresponding to the non power plant buses from the matrices, the two 

new matrices J and 
[^A] [jB]can be obtained. The elements in these two matrices 

represent the relationships between system voltage and active, reactive power outputs 
of power plants respectively. 

In matrix J element 
(JBjj 

shows the effect of the change of reactive generation at 
rBIý 

power plant i on the voltage at bus 1. The summation of all the elements in this 

column j reflects the effect of changing reactive generation at power plant j on the 

system voltage profile. The elements in matrix 
rJA ]show the similar effects on 

system voltage by changing the active generations at power plants. 

2. The algorithm 

From the above analysis, it can be seen that different generation dispatch will result 

in a different voltage profile, hence different voltage stability in a power system. In 

order to maintain good voltage profile, the power plants with higher summation of 

^B]should be the elements in the corresponding column within the matrix 
['A] 

or 
[i 

given higher priorities for generation dispatch. Based on this consideration, an 

algorithm for deten-nining the generation participation coefficients is developed to 

improve voltage stability as: 

i=M- 
P ; OP/I)ýP 

i=1 
M PQ ; OQ/I; % 

1=1 
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where, 

? 2p N (A )ji 

N 

Q 13 
)ji 

and are the generation participation coefficients for the active and reactive PQ 

output at power plant i, 

M is the total number of power plants in a power system, 
N is the total number of buses in a power system. 

In order to balance the load and generation for both reactive and active power in a 
power system, it may not be always possible to use both the active and reactive 
generation participation coefficients determined by the algorithm. As reactive power 
has a much stronger impact on system voltage than active power (normally 3 times 

more), in the conflict situation, the reactive participation coefficients will be treated 

with priority for the generation dispatch, the active ones will be used in a slack 

manner. 

3. Application of the algorithm 

For a given load increase (APL, AQL), the application procedure of the proposed 

algonthm includes the following steps: 

Stpp 1: calculate the elements Of[i and[IB] for the current state of a power system. 
^B] 

Step 2: calculate the generation participation coefficients and for each power PQ 

plant (1) by using the proposed algorithm. Detennine the generation increase 

for each power plant as: 

AP' 7- P'p (APL +6P) 

Pi (AQL +6Q) Q 

1= 1ý 2,... 

(6p and 6Q are the adjustable factors to reflect the transmission loss) 
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Step3: update operational conditions and run load flow simulation to verify the 
calculated generation change before committing dispatch actions. 

As the proposed algorithm is based on the sensitivity analysis of the lineansed load 
flow equations, the load increase has to be sufficiently small in order to achieve 
satisfactory results. For a big load increase, the total load increase may have to be 
divided into several small fractions, and run through the application procedure with 
each fraction successively. 

It is known that a power system has different non-linearity at different operational 
points. With load increasing, this non-linearity will become more and more severe. 
Under heavily loaded conditions, it is necessary to run the algorithm more often with 
much finer load increase fractions than the normally loaded situations. 

8.3.3 Simulations 

The proposed algorithm has been tested on the Ward-Hale 6-bus power system. 
Some of the simulation results are presented in this section. The detailed information 

about this 6 bus power system is given in Appendix 3 of this thesis. 

1. Simulation configurations 

Three study cases were set up to demonstrate the efficiency of this algorithm for 

improving voltage stability. All the three cases are under exactly the same operation 

conditions apart from the generation participation pattern. The first two cases are 

given with the fixed generation participation pattern for generation dispatch, while 

the proposed algorithm was used for the generation dispatch in the third case. The 

power margins for the three cases were detennined by using the same load flow 

programme. 
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2. Simulation results 

(1) Study case 1 

In this case, a fixed participation pattern is used for generation dispatch. The system 
conditions and simulation results of power margins are summarised in the Table 
8.3.3-1 below: 

Initial Initial 
Load Dist Gen Par PM (p. U. ) Bus load Gen 

PLO ý QL 0 PG 0 QGO LDP L op PQ APL AQL 
1 0.30 0.18 0.00 0.00 20.00% 20.00% 0.00% 0.00% 0.090 0.054 

00 2 0.50 0.05 0.00 0.00 30.00% 30.00% 0.00% 0.00% 0.135 0.081 

3 0.00 0.00 0.00 0.00 20.00% 20.00% 0.00% 0.00% 0.090 0.054 

4 0.50 0.13 0.00 0.00 30.00% 30.00% 0.00% 0.00% 0.135 0.081 

5 0.00 0.00 1.37 0.38 0.00% 0.00% 100-00% 100-00% 0.000 0.000 

6 0.00 0.00 0.00 0.00 0.00% 0.00% 0.00% 0.00% 0.000 0.000 

Total 1.30 0.36 1.37 0.38 100.00% 100.00% 100.00% 100.00% 0.450 0.270 

Table 8.3.3-1 The simulation results for study case I 

307 



Study case 2 

This is another case, in which a fixed participation pattern Is used for generation 
dispatch. The system conditions and simulation results of power margins are 
surnmarised in the Table 8.3.3-2. 

Initial Initial 
Load Dist Gen Par PM (p. U. ) Bus load Gen 

PLO I QL 0 PGO QGO LDP LDQ op PQ APL AQL 

1 0.30 0.18 0.00 0.00 20.00% 20.00% 0.00% 0.00% 0.168 0.102 

2 0.50 0.05 0.00 0.00 30.00% 30.00% 0.00% 0.00% 0.252 0.153 

3 0.00 0-00 0-00 0.00 20.00% 20.00% 0.00% 0.00% 0.168 0.102 

F4 0.50 0.13 0.00 0.00 ý 30.00% 30.00% 0.00% 0.00% 0.252 0.153 

5 0.00 0.00 0.69 0.19 0.00% 0.00% 50.00% 50.00% 0.000 0.000 

6 0.00 0.00 
I 

0.69 
I 

0.19 0.00% 0.00% 
I 

50.00% 
I 

50.00% 
I 

0.000 
I 

0.000 

Total 1 1.30 10.36 1 1.38 
. 
0.38 

. 
100.00% ý100.00% ý100.00% 1100.00% ý 0.840 

. 
0.510ý 

Table 8.3.3-2 The simulation results for study case 2 

Study case 3 

In this case, the proposed algorithm was used for the generation dispatch. Four steps 

of load increase were made before the system reaches its maximum load level. The 

proposed algorithm was used for generation dispatch at each of the load increase 

steps successively. The simulation results of this study case are summarised in the 

Table 8.3.3-3 and Table 8.3.3-4. 
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Bus 
Initial load Initial en Load Dist PM (P. U. ) 
PL 0 QL 0 PGO QGO LDP LDQ APL AQL 

1 0.30 0.18 0.00 0.00 20.00% 20.00% 0.180 -0.110 

IV 2 0.50 0.05 0.00 0.00 30.00% - 30.00% - 0.270 - 0.165 
3 0.00 0.00 0.00 0.00 20.00% 20.00% 0.180 0.110 
4 0.50 0.13 0.00 0.00 30.00% 30.00% 0.270 0.165 
5 0.00 0.00 0.69 0.19 0.00% 0.00% 0.000 0.000 
6 0.00 0.00 0.69 1 0.19 0.00% 0.00% 0.000 0.000 

Total 1.30 0.36 1.38 1.0.38 ý 100.00% 1- 100.00% 0.900ý 0.550ý 

Table 8.3.3-3 The simulation results for study case 3 

Step 1 Step 2 Step 3 Step 4 
Gen 

AP=0.25 AQ=O. 15 AP=0.25 AQ=O. 15 AP=0.25 AQ=O. 15 AP=O. 15 AQ=O. 10 
Bus 

pp PQ pp PQ pp PQ pp PQ 

5 32.00% 51.11% 30.88% 51.14% 30.38% 51.13% 32.72% 50.45% 

6 
1 

68.00% 
1 

48.89% 
1 

69.12% 
1 

48.86% 
1 

69.62% 
1 

48.87% 
1 

67.28% 
1 

49.55% 
1 

Table 8.3.3-4 The generation participation coefficients for study case 3 

Remarks 

From the simulation results, it is clearly seen that, the power margins of the testing 

system has been much improved by using the proposed algorithm for generation 

dispatch. 
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8.3.4 Discussions and Conclusions 

A brief study on improving voltage stability through generation dispatch has been 

presented in this section. This is also based on the theory about voltage stability 
determining factors of which two are generation related 

Based on the sensitivity analysis of the Jacobian matrix of load flow equations, an 
algorithm was developed for determining the generation participation pattern with 
respect to maintain good voltage stability. The application of this algorithm for 

generation dispatch upon a load increase has also been discussed in this section. 

The proposed algorithm has been tested on the Ward-Hale 6 bus power system. The 

simulation results show that the power margins of the testing system have been 

significantly improved by using this algorithm for generation dispatch, in comparison 

with other dispatch strategies. 

The same algorithm may also be used to improve voltage stability under no load 

change conditions. This will involve "re-dispatching" generations among power 

plants for the existing load. Furthermore, by following the same principle, a method 

can be developed for the under voltage load shredding scheme in a power system. 

Those are the interesting and useful subjects for further development in the area of 

voltage stability control. 
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APPENDIX I SIMULATION SYSTEM DATA 

ALI THE IEEE 39 Bus POWER SYSTEM 

1. The Single Line Diagram 

D 

-10 

CV) 

(D 

7, 
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The Bus Data 

Bus No. P load Q load P gen V max - 
Vmin Vo 1 0.092 0.046 5.732 1. 0 9 L-O . 2 0.000 0.000 2.500 1.1 0 9 1 0 - . . 3 0.000 0.000 6.500 1.1 0 9 1 0 . . 4 0.000 0.000 6.320 0 9 1 0 . . 5 0.000 0.000 5.080 0.9 1 0 . 6 0.000 0.000 6.500 0.9 1 0 . 7 0.000 0.000 5.600 0.9 -1 1 . 8 0.000 0.000 5.400 1.1 0.9 1.0 

ý 
9 0.000 0.000 8.300 1.1 0.9 1.0 

1 

10 11.04 2.500 10.00 1.1 0.9 1.0 
11 0.000 0.000 0.000 1.1 0.9, -1.0 
12 0.000 0.000 0.000 1.1 -0.9 - 1.0 
13 3.220 0.024 0.000 1.1 0.9 1.0 
14 5.000 1.840 0.000 1.1 0.9 - 1.0 
15 0.000 0.000 0.000 1.1 0.9 1.0 
16 0.000 0.000 0.000 1.1 0.9 1.0 
17 2.338 0.840 0.000 1.1 0.9 1.0 
18 5.220 1.760 0.000 1.1 0.9 1.0 
19 0.000 0.000 0.000 1.1 0.9 1.0 
20 0.000 0.000 0.000 1.1 0.9 1.0 
21 0.000 0.000 0.000 1.1 0.9 1.0 
22 0.085 0.880 0.000 1.1 0.9 1.0 
23 0.000 0.000 0.000 1.1 0.9 1.0 
24 0.000 0.000 0.000 1.1 0.9 1.0 
25 3.200 1.530 0.000 1.1 0.9 1.0 
26 3.294 3.2.30 0.000 1.1 0.9 1.0 
27 0.000 0.000 0.000 1.1 0.9 1.0 
28 1.580 0.030 0.000 1.1 0.9 1.0 
29 0.000 0.000 0.000 1.1 0.9 1.1 
30 6.800 1.030 0.000 1.1 0.9 1.0 
31 2.740 1.150 0.000 1.1 0.9 1.0 
32 0.000 0.000 0.000 1.1 0.9 1.1 
33 2.475 8.460 0.000 1.1 0.9 1.0 
34 3.086 -0.922 0.000 

-1.1 
0.9 1.0 

35 2.240 4.720 0.000 1.1 0.9 1.1 
36 1.390 0.170 0.000 1.1 0.9 1.1 
37 2.810 0.755 0.000 1.1 0.9 1.0 
38 2.060 0.276 0.000 1.1 0.9 1.1 
39 2.835 0.269 -0-000 1.1 0.9 1.1 
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3. The Branch Data 

Bus from Bus to 
_Type 

R x B Ratio 
- - 12 2 1 0 0.018 1 0 1 025 . 16 1 1 0 0.025 0 1 07 . 20 3 1 0 0.02 0 1 07 

- . 29 4 1 0.0007 0e0142 0 1 07 . . - 30 5 1 0.0009 0.018 0 1.009 . 
32 6 1 0 0.0143 0 1.025 
33 7 1 0.0005 0.0272 0 1 
35 8 1 0.0006 0.0232 0 1.025 
39 9 1 0.0008 0.0156 -0 - 1.025 
11 12 0 0.0035 0.0411 0.3493 0 
11 10 0 0.001 0.025 0.3750 0 
12 13 0 0.0013 0.0151 0.1286 0 
12 35 

-0 
0.007 0.0086 . 0.0730 

13 14 0 0.0013 0.0213 0.1107 0 
13 28 0 0.0011 0.0133 0.1069 0 
14 15 0 0.0008 0.0128 0.0671 0 
14 24 0 0.0008 0.0129 0.0691 0 
15 16 0 0.0002 0.0026 0.0217 0 
15 18 0 0.0008 0.0112 0.0738 0 
16 17 0 0.0006 0.0092 0.0565 0 
16 21 0 0.0007 0.0082 0.0694 0 
17 18 0 0.0004 0.0046 0.0390 0 
18 19 0 0.0023 0.0363 0.1902 0 
19 10 0 0.001 0.025 0.6000 0 
20 21 0 0.0004 0.0043 0.0365 0 
20 23 0 0.0004 0.0043 0.0365 0 
22 21 1 0.0016 0.0435 0 1.006 
22 23 1 0.0016 0.0435 0 1.006 
23 24 0 0.0009 0.0101 0.0862 0 
24 25 0 0.0018 0.0217 0.1830 0 
25 26 0 0.0009 0.0094 0.0855 0 
26 27 0 0.0007 0.0089 0.0671 0 
26 29 0 0.0016 0.0195 0.1520 0 

26 31 0 0.0008 0.0135 0.1274 0 

26 34 0 0.0003 0.0059 0.0340 0 

27 28 0 0.0007 0.0082 0.0659 0 

27 37 0 0.0013 0.0173 0.1608 0 

29 30 1 0.0007 0.0138 0 1.06 

31 32 0 0.0008 0.014 0.1283 0 

32 33 0 0.0006 0.0096 0.0923 01 

33 34 0 0.0022 0.035 0.1805 01 

35 36 0 0.0032 0.03231 0.2565 

320 



Bus from Bus to Type T, from T' R X B Ratio 
36 37 0 1 36 0.00141 0.0147 0.1198 0 
36 38 0 0 

j1 r 

36 0.00431 0.0474 0.3901 0 
36 39 0 36 0.0957 0.0625 0.5145 0 i 

3 9 39 0 38 0.0014 1 0.0151 1 0.1245 0 

A1.2 THE IEEE 30 Bus POWER SYSTEM 

1. The Single Line Diagram 

See next page. 
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The Bus Data 

Bus Type P load Q load Gs Bs Base kV Vmax Vmin 
1 3 0 0 0 0 135 1.05 0.95 
2 2 0 0 0 0 135 1.10 0.95 
3 1 2.4 1.2 0 0 135 1.05 0.95 
4 1 7.6 3.6 0 0 135 1.05 0.95 
5 1 0 0 0 0.19 135 1.05 0.95 
6 1 0 0 0 0 135 1.05 0.95 
7 1 3.8 1*9 0 0 135 1.05 0.95 
8 1 0.5 0.3 0 0 135 1.05 0.95 
9 1 0 0 0 0 135 1.05 0.95 
10 1 5.8 2 0 0 135 1.05 0.95 
11 1 0 0 0 0 135 1.05 0.95 
12 1 11.2 7.5 0 0 135 1.05 0.95 
13 2 0 0 0 0 135 1.1 0.95 
14 1 6.2 3.6 0 0 135 1.05 0.95 
15 1 8.2 5.5 0 0 135 1.05 0.95 
16 1 3.5 1.8 0 0 135 1.05 0.95 
17 1 9 5.8 0 0 135 1.05 0.95 
18 1 2.80 1.90 0 0 135 1.05 0.95 
19 1 3.00 3.00 0 0 135 1.05 0.95 
20 1 2.2 1.7 0 0 135 1.05 0.95 
21 1 7.50 3.20 0 0 135 1.05 0.95 
22 2 0 0 0 0 135 1.1 0.95 
23 2 0 0 0 0 135 1.1 0.95 
24 1 4.7 3.7 0 0.04 135 1.05 0.95 
25 1 0 0 0 0 135 1.05 0.95 
26 1 3.5 2.3 0 0 135 1.05 0.95 
27 2 0 0 0 0 135 1.1 0.95 
28 1 0 0 0 0 135 1.05 0.95 
29 1 2.4 1.9 0 0 135 1.05 0.95 
30 1 5.6 2.9 0 0 135 1.05 0.95 
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The Branch Data 

Bus from Bus to R X B Ratio 
2 

- 
02 0.06 0.03 0, 

- 1 3 605 0.19 0.02 0 
2 4 0.06 0.17 0.02 0 
3 4 0.01 0.04 0 0 
2 5 0.05 0.2 0.02 0 
2 6 0.06 0.18 0.02 0 
4 6 0.01 0.04 0 0 
5 7 0.05 0.12 0.01 0 
6 7 0.03 0.08- -0.01 0 
6 8 0.01 0.04 0 0 
6 9 0 0.21 0 0 
6 10 0 0.56 0 0 
9 11 0 _ 0.21 0 0 
9 10 0 0.11 0 0 
4 12 0 0.26 0 0 
12 13 0 0.14 0 0 
12 14 0.12 0.26 0 0 
12 15 0.07 0.13 0 0 
12 16 0.09 0.2 0 0 
14 15 0.22 0.2 - 0 0 
16 17 0.08 0.19 0 0 
15 18 0.11 0.22 0 0. 
18 19 0.06 0.13 0 0 
19 20 0.03 0.07 0 0 
10 20 0.09 0.21 0 0 
10 17 0.03 0.08 0 0. 
10 21 0.03 0.07 0 0 
10 22 0.07 0.15 0 0 
21 22 0.01 0.02 0 0- 
15 23 0.1 0.2_ 

_0 
0- 

22 24 0.12 0.18 0 0- 
23 24 0.13 0.27 0 0 

24 25 0.19 0.33 
_ 

0 0- 

25 26 0.25 0.38_ 0 0 

25 27 0.11 0.21 
_ 

0 0 

28 27 0 0.4 
_ 

0 0- 

27 29 0.22 0.42 
_ 

0 0 

27 30 0.32 0.6_ 0 0 

29 30 0.24 0.45 
_ 

0 0 

8 28 0.06 0.2_ 
_0.02 

0- 
- 6 28 0.02 0.06_ 

_0.01 
0 
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4. The Generator Data 

Bus p QQ Qmax Qmin V Mbase Pmax Pmin 
1 23.54 0 0 150.00 -20 1.01 100 80 0 
2 20.00 0 0 60.00 -20 1.01 100 80 0 
13 12.00 

t 

0 44.70 -15 1.00 100 40 0 
22 15.00 0 62.50 -15 1.00 100 50 0 

23 9.00 0 40.00 -10 1.00 100 30 0 
27 20 5O O 48.70 -15 1.00 100 55 ol 
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A1.3 THE WARD-HALE 6 Bus POWER SYSTEM 

1. The Single Line Diagram 

6 

2 

P 

2. The Bus Data 

3 
4 

Bus P Load Q Load P Gen Q Gen Vmax Vmin 
1 1 0.30 0.18 0.00 0.00 1.05 0.95 
2 1 0.50 0.05 0.00 0.00 1.10 0.95 
3 1 0.00 0.00 0.00 0.00 1.05 0.95 
4 1 0.50 0.13 0.00 0.00 1.05 0.95 
5 2 0.00 0.00 0.50 0.00 1.10 0.90 
6 3 0.00 0.00 0.00 0.00 1.10 0.90 

3. The Branch Data 

Bus from Bus to R x B Ratio 
1 5 0.282 0.640 0.00 0.00 
2 1 0.000 0.300 0.00 1.25 
2 3 0.097 0.407 0.06 0.00 
2 6 0.123 0.518 0.06 0.00 
3 4 0.000 0.133 0.00 1.10 

3 6 0.080 0.370 0.06 0.00 

4 5 
__ýý. 

723 F 
-- q_ 1.050 

_ 
0.00 0.00 
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APPENDIX 2 DEFINITIONS AND NOTATIONS IN THE STUDY OF 
SECONDARY VOLTAGE CONTROL SYSTEMS 

This appendix includes the definitions and notations commonly used in the study of 
secondary voltage control in this thesis. By following the structure of a secondary 
voltage control system, these notations are categorised into Control Generatorsq 
Control Power Plants and Decentralised Regions as well as a whole power system. 

A2.1 CONTROL GENERATORS 

is the voltage magnitude of control generator IK at control power plant j in 9i 

region i 
jk is the reference value OfVjk. Vg'refl 

91 
r' 

Q jvý is the reactive power generation of control generator k at control power plantj 

in the region i; 

Qjk is the reference value for Qjý gref i gi 

Aqjý is the necessary reactive power generation increment in percentage with gi 

respect to the rated capacity of control generator k at control power plantj in 

region 1; 
jk jk Aqgref 

i is reference value for Aq 
g, 

Qjk. - is rated reactive power generation capacity of generator k at control power glimi 

plant j in region i; 

X 
Tjk i is the transformer reactance between control generator k and the high voltage Ti 

bus of control power plantj in region i; 

N'gi the number of control generators at control power plantj in region i; 

Ngi the number of control generators at control power plantj in region i; 

N9 the total number of control generators in a power system; 

Ii 
are the vectors of Vgj, ý for control power plant J, region i and the vgý, 

1, [Vgi 1, Ivg 11 

whole power system respectively; 
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Vj], [Vg,, 
ýf 

] 
are the vectors Of Vjkf ], [V 

I 
for control power plant region i grefi gr, fl gre I 

and the whole power system respectively; 

are the vectors of Qjý for control power plant J, region I and the 91 
[Qj 11 [Qgil, [Qgl 

whole power system respectively; 

are the vectors of Qjk for control power plant j, region 
[Qj 

efi]5 
[Qgrefijý[Qgrefj 

grefi gr 

and the whole power system respectively; 

AqJg 1, [Aqgil, [Aqg] 
are the vectors of AqJgý, for control power plant j, region i and iD 

the whole power system respectively; 

Aqj fl], 
[Aq [Aq are the vectors of Aq jk for control power plant gre grefi 

] 

gref 

I 
gref, 

region i and the whole power system respectively; 

Ajg 
lim i diag Qjl (-)j2. QjNg-. 

glimi ý <-glimi glimi 

11 12 Qjk NGiN NGi 
[Aglimi I 

=diag QglimAglimO-ý 
gliMO-Alimi 

gi 

no, Qllimi, Q12 jk 
NGZNgNZGZ [Aglim di, g, 0 limi Q 

C, glimi 
Qglimz 
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A2.2 CONTROL POWER PLANTS 

Vj is the voltage magnitude at HV bus of control power plantj in region i Gi 

Vj is the reference value of VI-- Gref i Gi ý 

Qj is the reactive power generati 1 ion i; Gi ion of control power plantj in the reg" 

Qj is the reference value of Qi Gref i Gi 

AqJ is the necessary reactive power generation increment in percentage with rated Gi 

capacity at control power plantj in region i; 

AqJ is the reference value of AqJ Gref i Gref i 

xi is the equivalent reactance between high voltage bus of control power plantj Ei 

in region i and the power system ; 
vi is the voltage at equivalent system bus for the control power plantj Ri 

in region 

NGi is the number of control power plants in region i 

NG is the total number of control plant in the power system; 

IVGil, IVG] are the vectors of VIj for region i and a whole power system G 

respectively; 

[VGref il, IVGref] are the vectors of VGJ,,, fi for region i and the whole power system 

respectively; 

IQGil, IQG] are the vectors of QJ i for the region i and the whole power system G 

respectively; 

[QGref ib IQGref] are the vectors of Qj f- for the region i and the whole power Gre i 

system respectively; 

[AqG ib [AqG] are the vectors of Aqj for the region i and the whole power system Gi 

respectively; 

Gref i 
for the region i and the whole power [Aqc, ref I [AqGref] are the vectors of AqI 

system respectively. 
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A2.3 DECENTRALISED REGIONS 

VPi is the voltage magnitude at pilot bus in region 

VPref i is the reference value for Vpi ; 

Vi 
. 

is the voltage magnitude for a non-pilot bus j in region i; 
PI 

QRi is the necessary reactive power generation in region 1 

QRrefi is the reference value of 
QRj ; 

Aq p. is the necessary reactive power generation increment in percentage with 

respect to the rated capacity in region i; 
AqRrefiis the reference value of AqRj ; 

Qj is the reactive power load at the load bus in region i; Li 

IVPI, IVPrefl, [AQR], [AQRrefb [AqRl- [AqRref] are the vectors of Vpi , Vpref i, AQRi, 

AQRrefi, AqRj, AqRxefi for the whole power system respectively; 

V- 
-I are the vectors of Vi for region i and the whole power system 

Pil, 

[VP 

Pi 

respectively; 

Mil 7 [QL] are the vectors of QJi for region i and the whole power system L 

respectively. 
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A2.4 A POWER SYSTEM 

z is the number of decentralised regions in the power system; 
[V] is the vector of voltage magnitude at all buses in a power system 
[A 

x 
],, is n by n diagonal matrix, [A 

xIý, = diag Ix 1, X2, ... ' Xi, --- Xn 1; 

[111, is the n by n unit matrix; 
is the n by I unit column matrix; 

[Irowln is the I by n unit row matrix; 

DGg] = diag ['row IN' 

1 1, 
['row IN 

2 
[lrowINj 

'***' 
[I 

TOwIN NGZ is structure matrix to 
99 gi gz 

represent the structure between all the control power plants and all the control 

generators in a power system; 
[DGR] 

= diag 
11CO1INGj'11Co1ING2"**5 11CO]ING"' 11CO1INGZ 

is structure matrix to 

represent the structure between all the control power plants and all the 

regions in a power system; 

['6kQGI = 
[DGgj['6kQg] 

= 
[DGR I[AQR] 
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APPENDIX 3 

A3.1 ABBREVIATIONS 

L: Load pattem 

LD: Load disthbution pattem 
G: Generation pattern 

SIMULATION RESULTS 

GP: Generation Participation Pattern 

LDP: Load distribution coefficient for active power 
LDQ: Load distribution coefficient for reactive power 
GPP: Generation participation coefficient for active power 
GPQ: Generation participation coefficient for reactive power 
PLO: Initial active load (Load pattern active coefficients) 
QLO: Initial reactive load (Load pattern reactive coefficients) 
Pgo: Initial active generation (Generation pattern active coefficients) 
QgO: Initial active generation (Generation pattern reactive coefficients) 
PLF: Critical (Maximum) active load 

QLF: Critical (Maximum) reactive load 

PgF: Critical (Maximum) active generation 

QgF: Critical (Maximum) reactive generation 

PM: Power margins 

AQL= QLF -QLO: Reactive power margins 

AQg = QgF - QgO: Generation increase (Active power) 

APL = PLF - PLO: Active power margins 

APg = PgF - PgO: Generation increase (Active power) 
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A3.2 IMPACT OF THE VSDFs ON VOLTAGE STABILITY 

1. Impact of the Load Pattern (L) 

Table A3-1 and Table A3-2 list the power margin simulation results on the EEEE 30 
bus system with different Load Patterns but the same other VSDFs under the same 
operation conditions. 

20 Impact of the Load Distribution Pattern (LD) 

Table A3-3,, Table A3-4 and Table A3-5 list the power margin simulation results on 
the IEEE 30 bus system with different Load distribution Patterns but the same 

other VSDFs under the same operation conditions. 

3. Impact of the Generation Pattern (G) 

Table A3-6 and Table A3-7 list the power margin simulation results on the EEEE 30 

system with different Generation Patterns but the same other VSDFs under the 

same operation conditions. 

4. Impact of the Generation Participation Pattern (GP) 

Table A3-3 and Table A3-8 list the power margin simulation results on the IEEE 30 

system with different Generation Participation Patterns but the same other 

VSDFs under the same operation conditions. 
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A3.3 VOLTAGE STABILITY SIMILARITY IN THE PATTERN CLASSES OF THE 
VSDFS 

Some simulation results on the IEEE 30 bus system are given in this section to show 
the similarities of power margins when the VSDFs are in the same clusters (pattern 

classes). Three typical pattern classes of the VSDFs were set up in this simulation to 

represent lightly loaded, normally loaded and heavily loaded system conditions. Each 

pattern class contains five or six study cases which have similar (but not the same) 
VSDFs. Those study cases were configured in such way that between any two of 
them, +/- 10% to +/- 20% variations were "randomly" made to at least one of the 
four VSDFs as 

ppi 
- 

ppi 

20% 
a> 10% 

IPpa'l 

20% ý!! 
11 

ý!: 10%, 
Pa1 Q*l 

where, 

=[ pp 1, pp 2,... Ppi PQ 1, PQ 2,... PQi ... I is a VSDF for the study case a, Pa 
aaaaaa 

=[ pp 1, pp 2,... Ppl PQ 1ý, PQ 2,... PQi ... ] is the same type VSDF for the study case b. Pb 
bbbbbb 

The simulated power margin results together with the configuration information for 

each study case are listed in the tables below. 

In addition, the details of test patterns for the knowledge based system for prediction 

of voltage collapse (Chapter 4) are also included in this section. 
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