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Abstract 

Many biogeochemical and physical processes in the aquatic environment are driven by the 

spectral light absorption properties of the water body and the constituents dissolved and 

suspended within. Improving our knowledge on absorption processes in marine waters is of 

great interest to optical oceanographers as absorption influences the structure of underwater 

light fields. The determination of high quality absorption data are important for accurate 

modelling of underwater radiative transfer processes and the interpretation and derivation of 

ocean colour remote sensing products. Accurate measurements of spectral absorption 

coefficients, however, are challenging because instruments and methods are affected by 

scattering by marine particles and can suffer from significant systematic errors. Röttgers and 

co-workers (2005) introduced a point-source integrating cavity absorption meter (PSICAM) 

in which sample absorption is measured inside an integrating sphere using a totally diffuse 

light field. This set-up has been shown to be insensitive to scattering errors and therefore 

ideally suited for absorption determinations of marine waters.  

Initial characterisation and a sensitivity analysis confirmed the superior performance of the 

PSICAM compared to other spectrophotometric techniques but also highlighted remaining 

limitations in accuracy at UV/blue wavelengths. PSICAM data were subsequently used to 

develop and validate corrections for established absorption measurements, in particular the 

determination of particulate absorption coefficients with the filter pad technique and the 

determination of in situ absorption measurements with submersible AC-9 instruments. The 

latter can be used to populate radiative transfer models and simulate underwater light fields. 

An optical closure study demonstrated consistency between in situ measurements of 

radiometry and inherent optical properties coupled into radiative transfer model outputs, 

confirming high accuracy of input absorption data and output model parameters. The ability 

to model underwater and water-leaving light fields correctly is important for ecosystem 

modelling application and the validation of satellite remote sensing data.  

A preliminary analysis of the potential to simultaneously measure spectral fluorescence and 

absorption was carried out. This demonstrated both the magnitude of inelastic scattering 

effects on current PSICAM performance and potential towards further development of the 

system that could benefit primary production studies.   
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1. Introduction 
 

1.1. Marine Optics background 

The sun provides energy to the oceans through visible and infrared radiation. Water is nearly 

opaque, i.e. absorbs strongly, in the infrared spectral region and therefore plays a key role in 

global solar heating. Visible radiation is also an important source of energy for the marine 

environment, driving photosynthesis and primary production, the basis for the marine food 

web. Sunlight which has passed through the atmosphere is either reflected at the sea surface 

or penetrates the water where it is either absorbed or scattered by its constituents.  

Absorption and scattering are properties of water and the constituents dissolved and 

suspended within. They are independent from the angular structure of the incident light field. 

These so-called inherent optical properties, IOPs, (Preisendorfer, 1961) can provide 

information about organic and inorganic constituents in the water (e.g. Chang and Dickey, 

1999). Constituent concentration and composition determine how light travels through a 

water body. This process is described by radiative transfer (RT) theory which links the 

optical properties of the water body to the angular structure and spectral distribution of 

underwater and water-leaving light fields. Accurate knowledge of IOPs is therefore required 

for the parameterisation of RT simulations to model these light fields (Mobley, 1994).  

Understanding RT processes occurring in the ocean is of great interest to optical 

oceanographers, not only to provide accurate models of the light available underwater but 

also for solving the inverse problem: retrieving information on absorption and backscattering 

and thereby of constituent composition and concentrations from satellite remote sensing 

signals. Satellite remote sensing allows monitoring and mapping of the marine environment 

on large temporal and spatial scales. IOPs directly influence satellite remote sensing signals 

(Eq. 1.1) and accurate measurements of IOPs are required for the interpretation of ocean 

colour satellite data (Lee et al., 2002, Wozniak and Stramski, 2004). For example, Morel and 

Prieur (1977) identified a simplified relationship between the spectral backscattering 

coefficient, bb(λ), the spectral absorption coefficient, a(λ), and the reflectance, R(λ,z), that 

can be sensed from a satellite  
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R(λ,  )   
bb(λ)

a(λ)
 [-] [1.1] 

 

where λ [nm], is the wavelength and z=0 denotes the depth just below the sea surface. 

IOPs and absorption in particular, are also important for our understanding of many 

biological, geochemical and physical processes in the marine environment. For example, 

absorption has an impact on primary production because it determines (1) how much light is 

available for harvesting by algae and (2) how much light can be provided to the 

photosynthetic process, i.e. is absorbed by the algae themselves. Many bio-optical and 

coupled food web models therefore require absorption coefficients as input parameter (e.g. 

Prieur and Sathyendranath, 1981, Gordon, 1992). Other processes which can be linked to the 

absorption properties of marine waters and are relevant to the global climate include solar 

heating (Lewis et al., 1990) and the amount of carbon dissolved in water (Coble, 2007). It is 

clear, therefore, that accurate determination of spectral absorption data are essential for 

correct interpretation and advanced understanding of the optical properties of the marine 

ecosystem and thus will ultimately influence our ability to monitor and predict long-term 

changes in Earth’s climate. Although routinely used, many absorption measurement 

techniques suffer from systematic errors (Section 1.5) typically originating from scattering 

processes adversely affecting measurements. It is therefore necessary to identify and reduce 

uncertainties associated with different absorption measurements which find application in 

marine studies. 

 

1.2. Optical theory 

This section will introduce fundamental optical processes occurring in the aquatic 

environment and give a description of basic absorption measurement techniques, their 

benefits and disadvantages. 

 

1.2.1. Inherent optical properties - IOPs 

Here a short summary on different inherent optical properties and their relationships is 

provided. A more detailed review on different IOPs and their derivation can be found in 

Mobley (1994). 



3 
 

When a beam of light passes through a volume of a turbid medium with a thickness, Δr, 

some of its energy will be absorbed, some will be scattered out of its path and some will be 

transmitted through the volume. The spectral absorption coefficient, a(λ), at any given 

wavelength, λ, is defined as the fraction of incident radiant power, I0(λ), that is absorbed, 

IA(λ), per unit distance. 

 

a(λ)  lim
 r  

IA(λ) I (λ)⁄

 r
 [m

-1
] [1.2] 

 

The spectral scattering coefficient, b(λ), is similarly defined as the fraction of incident power 

scattered, IB(λ), (without regard to its angular distribution) per unit distance. 

 

b(λ)  lim
 r  

IB(λ) I (λ)⁄

 r
 [m

-1
] [1.3] 

 

The total scattering coefficient can be separated into light scattered in forward directions (Ψ 

=  ° - 9 °), bf(λ), and light scattered in backward directions (Ψ = 9 ° - 18 °), bb(λ). 

 

b(λ)   bf(λ)   bb(λ) [m
-1

] [1.4] 

 

The angular distribution of the incident power scattered is described by the spectral volume 

scattering function (VSF), β(Ψ,λ), which is the fraction of incident light scattered at an angle, 

ψ, per unit solid angle, ΔΩ. 

 

β( ,λ)   lim
 r  

lim
    

IB( ,λ) I (λ)⁄

 r  
  [m

-1
 sr

-1
] [1.5] 

 

Integrating the VSF over all directions (solid angles), returns the total power of scattered 

light per unit incident irradiance per unit volume, i.e. the scattering coefficient, b. Similarly, 

integrating the VSF over all angles in the backward direction returns the spectral 

backscattering coefficient, bb(λ). 

 

bb(λ)      ∫ β( ,λ) sin   d 
 

     

 [m
-1

] [1.6] 
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Finally, the spectral beam attenuation coefficient, c(λ), is the sum of the absorption 

coefficient and scattering coefficients. 

 

 ( )   ( )   ( ) [m
-1

] [1.7] 

 

1.2.2. Radiometry 

RT theory describes how the composition of a medium determines the structure of the light 

field within this medium. The fundamental quantity to describe underwater light fields is the 

spectral radiance, L(λ), defined as the amount of radiant energy, Q [W], per unit area, A [m
2
], 

per unit solid angle, Ω [sr].  

 

 (       )  
  

      
 [W

 
m

-2 
sr

-1 
nm

-1
] [1.8] 

 

for a depth, z [m], a zenith angle, θ [rad], and the azimuthal angle, Φ [rad], of the incoming 

light. All other radiometric quantities can be derived from L(λ). 

The spectral irradiance, E(λ), however, is more routinely used because complete angularly 

resolved measurements of L(λ) are more difficult to conduct and not necessarily required for 

the majority of applications. Typically, two types of E(λ) are of interest: the downwelling 

planar irradiance, Ed(λ) (Eq. 1.9), and the upwelling planar irradiance, Eu(λ) (Eq. 1.10), 

distinguishing between all light traveling in the general downwards direction (θ  = 0 -  /2) 

and general upwards direction (θ     /2 -  ) respectively, per unit area. 

 

  (   )  ∫ ∫  (       )               

   

   

  

   

 [W
 
m

-2 
nm

-1
] [1.9] 

 

  (   )  ∫ ∫  (       )               

 

     

  

   

 [W
 
m

-2  
nm

-1
] [1.10] 
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1.3. The absorption process 

Absorption of light is the physical process during which the energy of an incoming photon is 

transferred to a molecule and the photon is annihilated. Every molecule has a series of 

discrete energy levels, each corresponding to a certain rotational, vibrational and electronic 

state. When a photon is absorbed, its energy is stored within the molecule by elevation of 

one of the molecule’s electrons from (typically) the ground state to an excited state (Fig. 

1.1). This energy transition corresponds to the energy, and thus the wavelength, of the 

absorbed photon. Photons absorbed in the visible spectrum will result in energy transitions 

on the electronic level. Photons with a longer wavelength (>   µm) will result in 

intermediate to small energy changes and transitions in vibrational or rotational energy 

states, respectively.  

 

 

Fig. 1.1 Energy level diagram of a molecule showing the absorption of photons 

and subsequent electron transition to different energy levels. Electrons which are 

excited to the second excited state (S2(Bx)) undergo a series of radiationless 

(heat) downward transitions until they reach the excited singlet state (S1(Qy)). 

From this excited singlet state the electron drops back to the ground state by 

emitting a photon. An alternative pathway to release excess energy is through 

non-radiative decay as illustrated on the left. The absorbance spectrum on the 

right shows the absorption peaks corresponding to the two electronic levels 

(Huot and Babin, 2010). 
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The vibrational/rotational levels are sub-levels of the electronic energy levels. In complex 

molecules, such as chlorophylls and other photosynthetic pigments, two separate electronic 

levels can overlap because their vibrational/rotational levels contain the same amount of 

energy. For example, the lowest vibrational/rotational level of the higher electronic state can 

have the same amount of energy as the highest vibrational/rotational level of the lower 

electronic state. In these pigments more than one electronic transition can occur, exciting the 

electron from one of the many rotational/vibrational levels of the ground state to any of the 

rotational/vibrational levels in the electronic energy level 2. Chlorophyll, for example, has 

two main absorption bands, one in the blue corresponding to a transition to a higher 

electronic state and one in the red leading to a smaller energy transition to a lower electronic 

level. When chlorophyll absorbs a blue photon a series of rapid downward transitions 

through the vibrational/rotational levels occurs until the lower electronic state, the excited 

singlet state, is reached. It is the energy contained in this excited singlet state that is used for 

photosynthesis. Hence, all visible photons absorbed by the molecule trigger the same amount 

of photosynthetic activity because they all provide an equivalent amount of energy to the 

photosynthetic process. Molecules that absorb light but are not involved in the 

photosynthetic process can dissipate the up-taken energy via either non-radiative decay 

(heat) or in form on re-emission of radiation (fluorescence, see Chapter 6). The efficiency of 

this radiative process is described by the fluorescence quantum yield, i.e. the number of 

photons emitted as fluorescence per number of photons absorbed. 

 

1.4. Light-absorbing components in the marine environment 

The total absorption spectrum of a natural water sample is defined as the sum of the spectral 

absorption coefficients of all light-absorbing components, i.e. water itself plus all organic 

and inorganic constituents dissolved or suspended within 

 

atotal(λ)   aseawater(λ)   aCDOM(λ)   aphytoplankton(λ)   aNA (λ) [m
-1

] [1.11] 

 

where atotal is the total absorption coefficient,  aseawater is the absorption coefficient of water at 

a given temperature and salinity and  aCDOM , aphytoplankton and aNAP are the absorption 

coefficients of coloured dissolved organic matter (CDOM), phytoplankton (extractable algal 

pigments) and non-algal particles (NAP; residual particulate absorption after extraction of 

algal pigments), respectively. The following sections will introduce the absorption 
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properties, typical ranges and spectral shapes of these different components which determine 

the IOPs of natural water and hence affect the propagation of light underwater. 

 

1.4.1. Absorption by seawater 

Pure water is a blue liquid, absorbing very weakly in the blue and green region of the visible 

spectrum and strongly in the red and NIR (Fig. 1.2). The absorption spectrum shows visible 

shoulders corresponding to harmonics associated with state transitions in the O-H bonds. 

Accurate knowledge of spectral seawater absorption coefficients is extremely important, 

particularly in very clear oceanic waters. Smith and Baker (1981) derived spectral absorption 

coefficients for the ‘clearest’ natural waters (e.g. Sargasso Sea) based on measurements of 

the diffuse attenuation coefficients and laboratory-based measurements. Their estimates at 

wavelengths > 500 nm were later found to compare well with the first measurements of 

purified water absorption coefficients determined by Buiteveld et al. (1994) who used a 

submersible absorption meter (Hakvoort et al., 1994). Observed increased variability in 

UV/blue pure water absorption coefficients is caused by a combination of different factors: 

limited sensitivity of photodiode detectors and low lamp output at these wavelengths and 

high sensitivity to contamination. The increased absorption at UV/blue wavelengths 

observed by Smith and Baker (1981) is presumably due to absorption by salt ions present in 

sea water compared to later studies performed on purified water. More reliable and highly 

accurate measurements have been made using an integrating cavity absorption meter 

(ICAM) by Pope and Fry (1997) who determined absorption coefficients for pure water from 

380-700 nm.  Recent measurements of pure water absorption used an improved ICAM set-up 

for a more accurate determination of absorption coefficients in the UV/short VIS spectral 

region, down to 250 nm (Lu, 2006, Wang, 2008). The final absorption coefficients for pure 

water used for this work were composed from empirical determinations by Wang (2008) 

from 350 – 400 nm, Pope and Fry (1997) from 400-700 nm and Smith and Baker (1981) 

from 700 – 800 nm (following suggestions in Wozniak and Dera (2007) and the review 

conducted in the framework of the ESA-STSE WaterRadiance project (Röttgers et al., 

2009)). 
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 [nm]
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a(


) 
[m

-1
]

0.001

0.01
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1
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Wang 2008
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Smith and Baker 1981

 

Fig. 1.2 Selection of published pure water absorption coefficients from 

UV to NIR wavelengths. Absorption coefficients are plotted on a log-

scale. 

 

1.4.2. Temperature and salinity dependence of water absorption 

The absorption of seawater is known to be temperature and salinity dependent. Light 

absorption by water in the VIS/IR is dependent on the vibrational/rotational energy states of 

the O-H bonds in the water molecule. The water temperature determines the wavelength and 

intensity of the three main vibrational/rotational maxima. An increase in temperature 

(relative to a   °C reference temperature) results in positive temperature coefficients at 

wavelength shorter than the maximum and negative temperature coefficients for wavelengths 

longer than the maximum (Collins, 1925). The presence of salt ions also affects the 

frequency of intermolecular vibrations and thus leads to changes in the absorption spectrum. 

As a result, temperature and salinity differences have to be taken into account and corrected 

for when pure water is used as a reference, even if the absolute water absorption coefficient 

does not have to be known exactly in these cases. A range of studies have investigated the 

spectral temperature (Fig. 1.3) and salinity (Fig. 1.4) dependence of seawater absorption and 

determined required correction coefficients (Collins, 1925, Pegau and Zaneveld, 1993,  
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Fig. 1.3 Published temperature correction coefficients, ΨT, for the 

absorption by pure water. 
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Sullivan et al. 2006
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Fig. 1.4  Published salinity correction coefficients, ΨS, for the absorption 

by pure water. 
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Trabjerg and Hojerslev, 1996, Langford et al., 2001). More recently, correction coefficients 

have been measured and established for specific instrumentation at VIS and NIR 

wavelengths, e.g. submersible sensors (Pegau et al., 1997, Sullivan et al., 2006) and 

integrating cavity approaches (Röttgers and Doerffer,    7, Röttgers et al., 2014b). Changes 

in the spectral absorption with temperature have been shown to be linear between 6 and 80 

°C (Trabjerg and Hojerslev, 1996, Langford et al., 2001, Segtnan et al., 2001, Sullivan et al., 

2006). However, deviations from this linearity might occur at temperatures below 5 °C 

(Raichlin et al., 2004). The salinity dependence of light absorption by seawater was found to 

be independent from temperature (Pegau et al., 1997, Sullivan et al., 2006). The scattering 

properties of seawater also change with salt concentration and temperature as described by 

Zhang and co-workers (Zhang and Hu, 2009, Zhang et al., 2009a, Zhang et al., 2009b, 

Zhang and Hu, 2010), which potentially affects the spectrophotometric determination of 

salinity correction coefficients. 

The spectral absorption of a water sample can be corrected for temperature and salinity 

effects using 

 

 

where acorrected is the corrected absorption coefficient at a wavelength λ [nm], a temperature T 

[°C] and a salinity S [psu]. a is the uncorrected absorption coefficient, T0 and S0 are the 

temperature and salinity of the reference – either at which literature values have been 

determined or of the reference (in case of spectrophotometric measurements), and ΨT [m
-1

 K
-

1] and ΨS [m
-1

 psu
-1

] are the temperature and salinity correction coefficients. For this work, 

instrument-specific coefficients were derived for the PSICAM and liquid waveguide 

capillary cell (LWCC) systems. Correction coefficients by Pope and Fry (1997) were used 

for AC-9 measurements and RT applications. 

 

1.4.3. Absorption by dissolved matter 

Coloured dissolved organic matter (CDOM) exhibits a yellow/brown colour and is generated 

when plant or other organic components decompose. It is a mixture of various large organic 

molecules, mainly humic and fulvic acids, which are defined operationally as all material 

that passes through a  .  µm pore size filter. It should be noted that this includes truly 

dissolved, colloidal and very small particulate matter. However, the contribution of 

scattering by very small particles (<  .  µm) has only recently been investigated (Dall'Olmo 

acorrected(λ,T,S)   a(λ,T,S)   (T  T )  T(λ)   (S  S )  S(λ) [m
-1

] [1.12] 
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et al., 2009, Zhang and Gray, 2015) and scattering by CDOM is still widely considered 

insignificant. Hence, its spectral absorption is predominantly of interest in optical studies of 

marine waters (e.g. Green and Blough, 1994, Siegel and Michaels, 1996). The concentration 

of CDOM is highly variable (Miller et al.,     , Röttgers and Doerffer,    7) and typically 

highest in fresh water systems and rivers and decreasing with distance from shore (D'Sa and 

Miller, 2003). 

CDOM absorption increases exponentially from a low, but not necessarily negligible 

(Röttgers and Doerffer,    7), absorption in the red to high absorption in the blue/UV 

regions and can be described by Eq. 1.13 (Bricaud et al., 1981).  

 

aCDOM(λ)   aCDOM(λ )   e
      (λ λ ) [m

-1
] [1.13] 

 

where aCDOM is the absorption by CDOM at wavelength λ and SCDOM is the exponential slope 

for CDOM with typical values between 0.01 and 0.02. λ0 is the reference wavelength, 

typically 440 nm. aCDOM(440 nm) is commonly used to quantify CDOM concentrations and 

was chosen because 440 nm corresponds roughly to the maximum of the blue phytoplankton 

absorption peak facilitating easy comparison. The spectral slope, SCDOM, can provide 

information on the composition of organic matter where CDOM from terrestrial sources has 

steeper slopes than CDOM of marine origin (Carder et al., 1989).   

aCDOM is measured spectrophotometrically against purified water as a reference, using 

varying pathlengths from 1-10 cm cuvettes in a dual-beam spectrophotometer up to several 

meters in liquid waveguide systems (e.g. D'Sa et al., 1999). The presence of CDOM 

influences primary production as it limits the amount of light available for harvesting by 

marine algae (Carder et al., 1989). Additionally, knowledge of the CDOM absorption of a 

water body is also relevant for the interpretation of ocean colour remote sensing signals 

(Carder et al., 1991, Nelson and Siegel, 2013) and biogeochemical studies (e.g. Nelson et al., 

2010). 

 

1.4.4. Absorption by phytoplankton 

Absorption by phytoplankton depends on pigment composition and the physiological state of 

the organism and extends across the visible spectrum. The pigment composition and, hence, 

the spectral shape of absorption coefficients can vary strongly between species and depends 

on the environmental exposure, such as the light climate they have adapted to. A summary of 
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spectral absorption characteristics of photosynthetic and accessory pigments can be found in 

Kirk (1983). 

The main group of light-harvesting pigments are chlorophylls with absorption peaks in the 

blue and the red which can be found in all aquatic algae. Extracted chlorophyll absorption 

peaks are at approx. 430 nm and 665 nm. In vivo, when chlorophyll is bound to proteins, the 

absorption peaks shift towards longer wavelengths, around 435 nm and 675 nm, respectively. 

In diatoms and green algae chlorophyll dominates the species specific absorption spectrum 

which only varies slightly depending on the auxiliary pigments, e.g. Fucoxanthin in diatoms 

(Stauber and Jeffrey, 1988) and Violaxanthin (Jeffrey, 1968) in green algae. Cyanobacteria, 

on the other hand, rely more heavily on auxiliary pigments such as the phycobiliproteins, 

phycoerythrin and phycocyanin, and have therefore very characteristic absorption (and 

fluorescence) spectra. Auxiliary pigments not only contribute to the light-harvesting process 

by extending the range of the chlorophyll absorption peaks further into the green, but can 

also help to protect the photosynthetic apparatus by increasing heat dissipation. The 

absorption by phytoplankton is further affected by their physiological state because this 

determines how pigments are distributed within a cell (Bricaud et al., 1995). For example, 

pigments can be packaged under high light conditions to reduce the absorbing area and 

thereby the amount of energy taken up in order to minimise cell damage.  

 

1.4.5. Absorption by non-algal particulate material 

Non-algal particulate absorption is the absorption by all particulate material that cannot be 

extracted by either organic solvents or oxidising agents and includes non-photosynthetic 

bacteria, detrital material and suspended inorganic material. Non-algal particulate absorption 

is dependent on the solvent, e.g. methanol (Kishino et al., 1985) or acetone, used to extract 

pigments and organic material. Alternatively, algal and non-algal particulate absorption can 

be separated using an oxidizing agent to bleach the pigments (Tassan and Ferrari, 1995). 

Non-algal absorption decreases exponentially with increasing wavelength and is typically 

most significant near rivers and in benthic boundary layers.  

 

1.5. Absorption measurement concepts 

All absorption measurements are based on the same principle, which is comparing the 

radiant power of light transmitted through a sample, IS, with the radiant power transmitted 
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through a reference, IR. If there were no scattering, the amount of light lost would be solely 

due to absorption by the sample. The output of spectrophotometric measurements is called 

optical density, OD(λ), which is defined as 

  

OD(λ)   log
1 
(
IR

IS
) [-] [1.14] 

 

According to the Lambert-Beer Law, the absorption coefficient can be calculated from 

measurements of the optical density when the pathlength, d [m], of the light beam through 

the sample, i.e. length of the cuvette or capillary cell, is known using 

 

a(λ)   
 .    OD(λ)

d
 [m

-1
] [1.15] 

 

In seawater, however, some scattering is always present and spectrophotometric 

measurements potentially overestimate absorption coefficients because of unaccounted light 

loss due to scattering. As a result, several methods have been developed and tested to 

overcome scattering issues and improve the accuracy of absorption determination of natural 

water samples. 

 

1.5.1. Determination of CDOM absorption 

The determination of CDOM absorption in a spectrophotometer equipped with glass cuvettes 

(Bricaud et al., 1981) is typically less problematic because the amount of scattering has been 

reduced to a minimal level by filtration of the sample. Some scattering materials, such as 

small particulate matter and (micro-) bubbles, however, potentially remain in the sample 

after filtration, which results in measurement uncertainties of unknown magnitude (Zhang 

and Gray, 2015). Standard bench-top spectrophotometers, such as single-beam or dual-beam 

spectrophotometers (Fig. 1.5), have a low sensitivity due to a short pathlength (typically a 10 

cm cuvette).  

CDOM absorption determinations in long-pathlength systems have been shown to be as 

accurate and more sensitive compared to measurements with standard spectrophotometers 

(D'Sa et al., 1999, Miller et al., 2002). Total internal reflection at the walls of the liquid 

waveguide capillary cell (LWCC) returns a portion of the light scattered and thereby 

reduces, but does not completely eliminate, scattering errors in the absorption determination. 



14 
 

 

Fig. 1.5 Diagram of a dual-beam spectrophotometer. The amount of light 

passing through the sample compared to the reference cell provides 

information on the attenuation by sample constituents. Scanning 

monochromatic illumination is used to build up a full spectrum. 

  

LWCC systems (Fig. 1.6) have a higher sensitivity due to longer pathlengths (between 50 cm 

and 5 m) and require only a small sample volume (a few millilitres). LWCC measurements 

are advantageous over cuvette measurements as they are less sensitive to ship movement 

than cuvette measurements. The small sample volume, however, can change temperature 

very quickly which can cause degassing of cold natural samples.  

 

 

Fig. 1.6 Diagram of a liquid waveguide capillary cell (LWCC). Reference 

and sample are injected into the cell alternatingly using plastic syringes. 

Light is passing through the liquids by total internal reflection on the cell 

walls. The difference between the amount of light passing through a 

sample compared to a reference can be used to calculate the absorption by 

sample constituents (World Precision Instruments Inc., 2004). 

 



15 
 

The presence of (micro-) bubbles in the sample can be a major challenge as bubbles affect 

the transmission of light through the sample and can lead to an overestimation in optical 

density (OD). Additionally, air has a higher compressibility relative to water and 

measurements become more sensitive to pressure changes during sample injection when 

bubbles are present in the cell. Other sources of uncertainty can originate from unstable fibre 

connections or contamination of the cell (all very rare; Röttgers, pers. comm.). 

 

1.5.2. Particulate absorption coefficients 

Absorption by particulate matter, such as minerals or phytoplankton, has traditionally been 

measured in bench-top spectrophotometers (Fig. 1.5) by collecting material onto a glass-fibre 

filter (Yentsch, 1957, Yentsch, 1962). This so-called filter pad technique or quantitative filter 

technique (QFT; Mitchell, 1990) benefits from having a controllable sensitivity because 

signal strength can be modified by the amount of material concentrated on the filter paper. 

The filter pad technique, additionally, allows the partitioning of particulate absorption into 

absorption by phytoplankton and non-algal particulate matter, removing light absorbing 

pigments from the filter paper with either an oxidising agent (Ferrari and Tassan, 1999) or an 

organic solvent (Kishino et al., 1985). Alternatively, particulate spectral absorption 

coefficients can be partitioned through numerical decomposition (Bricaud and Stramski, 

1990, Zheng and Stramski, 2013).  

Particulate absorption coefficients can also be determined from measurements of particles in 

suspension which is challenging due to considerable overestimation of absorption 

coefficients even for optically thin suspensions due to backscattering and side-scattering 

losses. Scattering problems can be overcome by using a PSICAM but there are limitations 

which include difficulties to separate algal and non-algal particulate absorption and lower 

sensitivity compared to the filter pad technique. Filter pad absorption measurements are 

therefore expected to be widely used for the determination of particulate absorption 

coefficients in the foreseeable future (Röttgers and Gehnke,   1 , Stramski et al., 2015). 

Filter pad measurements, however, need to be corrected for pathlength amplification and 

scattering offsets of unknown extent (e.g. Bricaud and Stramski, 1990, Roesler, 1998). Over 

the years, a large number of studies have investigated uncertainties in filter pad measurement 

and, to date, no consensus has been achieved (detailed review in Chapter 4). 
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1.5.3. Absorption determination using an integrating cavity 

Many RT modelling and remote sensing applications require information on the total 

absorption by constituents in a water body, i.e. the sum of absorption by all dissolved and 

suspended matter. Total absorption spectra of an unfiltered sample can be measured with a 

high accuracy inside an integrating sphere. As a result of multiple reflections at the cavity 

walls, long pathlengths and high sensitivity are achieved. Scattering effects can be neglected 

if a homogeneous, diffuse light field is created inside the sphere. Pope and co-workers 

developed an integrating cavity absorption meter (ICAM) and used it for the determination 

of pure water absorption coefficients (Pope and Fry, 1997) and natural water sample (Pope et 

al., 2000). Commercial instruments based on the integrating cavity approach are available 

(e.g. Trios OSCAR, the HOBI labs a-Sphere and the Turner Designs flow through ICAM). 

All these instruments were designed as flow through systems, but only a very small number 

of studies using one of these instruments have been published to date (Peperzak et al., 2015, 

Peperzak et al., 2011).  

 

 

Fig. 1.7 Diagram of the PSICAM set-up: the light source is placed in the 

centre of the integrating sphere and a fibre optic collects light with a field 

of view not including the bulb. 

 

Kirk (1997) proposed and theoretically described a point-source integrating-cavity meter 

(PSICAM; Fig. 1.7) which consists of a spherical cavity illuminated with an isotropic light 

source placed at the centre of the sphere. This set-up was later implemented and further 
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investigated by Leathers et al. (2000), Lerebourg et al. (2002) and Röttgers et al. (2005). The 

accuracy of PSICAM absorption coefficients is determined by the quality of its calibration 

which requires that the absorption coefficients of the calibration solution are obtained with a 

different instrument. ICAM configurations typically use broadband, white light illumination 

and hyperspectral detectors, allowing for very short acquisition times at the expense of 

potential detector sensitivity issues and internal straylight. 

 

1.5.4. In situ measurements with reflective tube absorption meters 

Another approach to measure the total absorption of a water body is to determine absorption 

coefficients in situ using submersible reflective tube absorption meters. The most commonly 

used instruments for these in situ IOP measurements are the WETLabs Inc. AC-9 (9 

wavebands; Fig. 1.8) or AC-s (hyperspectral) which allow the simultaneous determination of 

absorption and attenuation spectra. Over the past two decades, these instruments have 

become the commercial standard in the field (NASA Protocols - Volume IV; Pegau et al., 

2003) and have been widely used in studies investigating the propagation of light underwater 

(e.g. Chang et al., 2007, Tzortziou et al., 2006) and in ocean colour remote sensing 

validation activities (e.g. Mitchell et al., 2014).  

 

 

Fig. 1.8 Diagram of an AC-9 submersible attenuation and absorption 

meter (WETLabs Inc., 2013). 
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AC-9 absorption measurements use total internal reflection at the external air-glass interface 

of the cuvette wall to redirects light onto a large area detector and thereby reduce scattering 

losses (Fig. 1.9). This set-up, however, does not collect all light scattered and measurements 

still have to be corrected for scattering errors (Zaneveld et al., 1994). Recent efforts to 

improve AC-9 scattering corrections (Röttgers et al., 2013, McKee et al., 2013) have been 

developed using PSICAM data for validation. 

 

 

Fig. 1.9 Schematic illustration of light interactions and transmission in a 

reflective tube absorption meter. Ray paths ending in the water represent 

absorption, and those extending directly from the source to detector represent 

beam transmittance. Three scattering interactions are indicated: 1) backward 

scattered paths do not reach the detector, 2) paths with forward scattering at 

an angle less than the critical angle experience total internal reflection by the 

tube and reach the detector over an elongated optical path, and 3) forward 

scattered ray paths at certain angles experience partial losses (Pegau et al., 

2003). 

 

1.6. Aim of Thesis 

As discussed above, scattering errors affect different types of absorption methods by varying 

degrees. Results from PSICAM measurements have been very encouraging with regards to 

potentially significant improvements in quality of absorption data from natural waters 

(Röttgers et al.,    7, Röttgers and Doerffer,    7). The availability of quantitative 

absorption data from PSICAM measurements allows re-assessment of the performance of 

commonly used absorption techniques (e.g. McKee et al., 2014, Röttgers et al., 2013). It 

enables the identification of sources of measurement uncertainties and provides the 

opportunity to develop empirical corrections for existing methods. Improving the quality of 

measured absorption data will strengthen our confidence in products derived from satellite 

remote sensing data and modelling applications populated with absorption coefficients. 

This thesis aims to quantify measurement uncertainties in different absorption measurement 

techniques commonly used in oceanographic sciences. Therefore, the performance of 
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PSICAM measurements and associated uncertainties, such as sensitivity to calibration 

procedure and inelastic scattering effects, must first be assessed. Other absorption techniques 

will then be compared against PSICAM data and sources and magnitude of measurement 

errors will be analysed. Similarly, the impact of uncertainties in absorption data on RT 

modelling will be investigated to highlight the importance of accurate determination of 

absorption coefficients for marine waters. 

 

In particular, the following questions will be addressed: 

 How does the PSICAM perform in comparison to other laboratory-based methods? 

Which parameters are PSICAM absorption determinations most sensitive to? Can 

any limitations be observed? 

 What effect do different corrections for filter pad absorption measurements have on 

the quality of particulate absorption coefficients? Is there a significant benefit of 

some geometric configurations over others? 

 How accurately can we currently measure and model underwater light fields? How 

much closer do we get to optical closure using most recent (PSICAM validated) 

corrections for in situ absorption measurements? 

 What effect do inelastic scattering effects have on absorption determinations with a 

PSICAM? What additional information can be gained from developing a scanning, 

monochromatic PSICAM, e.g. combined spectral absorption and fluorescence data?  
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2. Methods and Datasets 

 

This chapter will give detailed descriptions of all measurement and sample handling 

protocols (Section 2.1) used for this work, including measurements with laboratory-based 

and submersible sensors (Section 2.2 – 2.5). It will further outline the composition of 

different datasets, consisting of either algal culture (Section 2.7) or field samples (Section 

2.8). Field data include absorption as well as accompanying IOP and radiometry data and 

were acquired on 3 different research cruises between 2009 and 2015 (Section 2.8).  

 

2.1. Sample preparation and handling 

The determination of accurate absorption coefficients for natural waters is known to be 

challenging. In contrast, measurements of coloured solutions are expected to be reasonably 

straight forward. However, when comparing absorption coefficients measured with a 

spectrophotometer or LWCC system with PSICAM data, it became apparent that the former 

two methods suffer from errors due to the presence of scattering even for coloured solutions. 

These observations do not only raise concerns about the quality of absorption data from 

natural samples obtained with these techniques but also about absorption coefficients 

required for the calibration of the PSICAM and as a result, directly influence the accuracy of 

PSICAM absorption data.  

Sample handling, such as preparation of the solutions, filtration and storage, was found to 

have a large effect on the formation and durability of (micro-)bubbles in the sample which 

scatter light efficiently. Minimising bubbles and hence scattering for ‘true’ solutions is 

therefore key in order to obtain accurate absorption coefficients. The methods described in 

this chapter were found to minimise the formation of bubbles, reduce scattering in samples 

and solutions, and therefore return the highest quality absorption coefficients for the different 

measurement techniques. 
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2.1.1. Preparation of coloured solutions 

A total of three different coloured solutions were used for the characterisation of the 

PSICAM. A black dye, called Nigrosine (Aldrich Chemistry, US), which absorbs broadly 

across the UV/VIS spectrum was used to calibrate the PSICAM. Humic acid (technical 

grade, Aldrich Chemistry) was used as a proxy for natural CDOM, exhibiting the same 

spectral absorption characteristics (exponentially increasing absorption with decreasing 

wavelength), and for validation of PSICAM performance in the blue/green. Lastly, a blue 

CuSO4 (99+% analysis grade, Acros Organics, Belgium) solution was used to validate the 

performance of the PSICAM in the red/NIR range. All samples were made from strongly 

concentrated stock solutions which were filtered into 1L of freshly prepared purified water 

(Milli-Q; water purification system: Simplicity UV, Millipore) in a clean glass bottle. The 

stock was filtered through a  5 mm Spartan filter with a  .  µm pore size using a clean glass 

syringe. Filter and syringe were first rinsed 3 times with 20 mL purified water and later with 

a small volume (as filter blocks easily) of the stock solution before a few drops were diluted 

in the larger volume. Final concentrations used for calibration and validation were generally 

kept low so that the final solution did not exhibit any visible colour. 

 

2.1.2. Storage of natural water samples 

Three different absorption parameters were measured during field work campaigns: (1) total 

absorption of the untreated sample, (2) CDOM absorption of the sample after filtration 

through a  .  µm membrane filter and ( ) filter pad absorption of the particulate material 

collected on a glass-fibre filter. Water samples were collected in Niskin bottles, mainly at 

depths close to the surface (< 10m) but datasets also include a few samples from greater 

depths. Two clean 1L glass bottles were filled with sample – one for the determination of 

total absorption coefficients and a second for CDOM absorption. The total absorption 

spectrum was measured as quickly as possible to avoid large temperature changes and 

alteration of the sample. The CDOM sample was kept in a water bath after filtration (Section 

2.1.4) and measured as quickly as possible and always within a few hours of collection. 

Filter pad absorption measurements were conducted directly after the preparation of the 

sample filter, to minimise artefacts due to sample storage. 
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2.1.3. CDOM filtration 

Filtration under high vacuum is likely to create microbubbles in the filtrate which scatter 

light and can cause large errors in absorption determinations. Pressure filtration was found to 

generate fewer bubbles than vacuum filtration. Hence, pressure filtration, with a syringe, was 

used whenever small volumes (< 40 mL) were needed, i.e. for spectrophotometer and LWCC 

measurements. Absorption measurements in the PSICAM, however, require approx. 400 - 

500 mL of sample volume and syringe filtration was not feasible. Larger sample volumes 

were, therefore, filtered carefully with a vacuum < 0.2 bar regardless of the  SICAM’s 

insensitive to scattering. Experiments with a dual-beam spectrophotometer which are 

generally most sensitive to the presence of scattering material showed that the absorption 

measured before and after low vacuum filtration remained virtually unchanged. This 

supports the assumption that formation of microbubbles during low vacuum filtration can be 

considered negligible. The low vacuum, additionally, minimises potential damage of 

phytoplankton cells and washing-out of pigments which reduces artefacts in filter pad 

absorption measurements and contamination of CDOM samples. 

Natural CDOM samples were prepared by a two-step filtration. First, the sample was filtered 

through a 47 mm GF/F filter (Whatman, Germany) with a typical pore size of 0.5 µm 

(Chavez et al., 1995) and then through a 47 mm Nitrocellulose membrane filter with a 0.22 

µm pore size (GSW , Merck Millipore Ltd., Ireland). The filtration units (funnel and flask), 

filter papers, filter holders and glass bottle were rinsed with purified water followed by 

approx. 200 mL of sample prior to each filtration. 

 

2.2. Determination of absorption by coloured solutions in a dual-beam 

spectrophotometer 

Absorption determinations of liquids in a dual-beam spectrophotometer were only conducted 

on artificial samples in the laboratory. For the initial characterisation of the PSICAM, 

spectrophotometric measurements using a cuvette were used for calibration and comparison. 

The spectrophotometer (UV2501-PC, Shimadzu Corp., Japan) was allowed to warm up and 

stabilise for 1 hour before the first measurement. A baseline was recorded with purified 

water in both cells. The OD was measured spectrally and in triplicate using 10cm quartz-

glass cuvettes alternating purified water and the sample solution, finishing with an additional 
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reference measurement. Each measurement consisted of 5 sample scans and spectra were 

typically obtained with a 2 nm resolution, resulting in a total acquisition time of a few 

minutes. Measurements of purified water were used to monitor the stability of the baseline. 

Sample spectra were corrected for drifts in the baseline by subtracting the corresponding 

reference measurements.  

The temperature of the liquid in both cuvettes was measured at the end of each set of five 

scans, when it was most stable, and used for temperature correction. The first recorded 

spectrum typically showed the largest temperature effect. It was therefore neglected in 

subsequent analysis and the remaining four spectra were averaged. Finally, the spectral 

absorption coefficient, a(λ), was calculated (Eq. 1.15) and corrected for remaining 

temperature differences between reference and sample cell (Eq. 1.12). 

 

2.3. Absorption measurements with a long-pathlength system 

LWCC measurements were mainly used for absorption determination in the field as required 

for the calibration and the characterisation of the PSICAM performance for determination of 

absorption by natural CDOM. 

 

2.3.1. Set-up and measurement procedure 

All long-pathlength system absorption determinations were performed with a 1 m liquid 

waveguide capillary cell (LWCC, World Precision Instruments Inc., US). A 

Deuterium/Halogen lamp with internal shutter (DH-2000-BAL, Ocean Optics Inc., US) was 

used to illuminate the sample in the UV/VIS/NIR spectral region. Fibre optic bundles (Ocean 

Optics Inc.) guided light from the lamp to the LWCC and to the detector, a photo-diode mini 

spectrometer (AvaSpec ULS2048XL, Avantes, Netherlands). 

Reference and sample solutions were injected into the LWCC through a 25 mm Spartan filter 

(Whatman) which had been rinsed with 36 mL of purified water using a 12 mL plastic 

syringe. Three separate syringes were used for absorption determinations: one for the sample 

and two for the injection of purified water in order to minimise contamination of the 

reference (one to rinse, the second to inject clean reference material). No pressure was 

applied to the syringe in the moment a spectrum was recorded and readings were taken 

quickly to minimise temperature change of the sample. Sample and purified water were 
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measured alternatingly starting and ending with the reference. Reference spectra were used 

to check for changes in the baseline and to correct for drifts if necessary. Absorption 

coefficients were calculated according to Eq. 1.15 with d = 1 m. 

 

2.3.2. Temperature and salinity correction for LWCC measurements 

Monitoring and control of sample temperatures inside the LWCC is not feasible. To 

minimise temperature effects and artefacts in NIR absorption coefficients, samples and 

purified water were stored in a water bath for several hours before a measurement. The 

LWCC was filled with purified water to allow the cell material to heat up and reach ambient 

temperature. Sample and reference temperature were recorded just before the injection into 

the cell but measured temperature differences were not representative as sample and 

reference heat up quickly and not necessarily at the same rate. Absorption spectra were 

therefore checked for visible temperature effects after baseline correction and manually 

corrected for small temperature changes (<  .5 °C). 

LWCC measurements are strongly affected by changes in the refractive index caused by 

variations in the salinity of the sample. The presence of salt ions introduces a high frequency 

pattern to the absorption spectra which is very difficult to correct. Bin-averaging of the data, 

however, can remove this feature to some degree. Salinity correction coefficients are 

instrument specific and have to be determined regularly, as they can change with set-up 

(Röttgers, pers. comm.). Coefficients were determined by measuring the absorption of a 

series of different NaCl solutions (> 99.5%, Sigma Chemicals Co.). To minimise 

measurement uncertainties, solutions should theoretically be as highly concentrated as 

possible. For example, Röttgers et al. (2014b) use a single concentration of roughly 70 g L
-1

. 

However, although the changes in pure water absorption increase linearly with salinity, this 

is not necessarily true for instrument specific coefficients. 

Measurements of a series of nine NaCl dilutions showed that LWCC absorption coefficients 

were not linearly related to the NaCl concentration > 60 g L
-1

 (Fig. 2.1), across all 

wavelengths. This is presumably due to a non-linear increase in scattering by salt ions at 

high concentrations (Zhang and Hu, 2009) which is supported by the fact that PSICAM 

measurements at higher NaCl concentrations do not show this non-linear trend (data not 

shown). The presence of salt also has an effect on the refractive index and thereby the 

effective pathlength which is another potential driver for non-linear increase in absorption. 
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Fig. 2.1 Absorption coefficients of 9 different NaCl concentrations 

against the respective mass concentration. Data exhibit a clear non-linear 

trend for higher NaCl concentrations. 
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Fig. 2.2 Salinity correction coefficients for LWCC measurements. 

Absorption spectra are corrected by an offset correction (grey) and a 

salinity dependent slope which is scaled by the concentration (black). 
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If a single concentration is used to derive salinity correction coefficients, it is therefore 

recommended to obtain LWCC salinity correction coefficients at NaCl concentrations < 60 g 

L
-1

, ideally close to the typical sample salinity around 35 g L
-1

. Salinity coefficients will, 

however, have high uncertainties, particularly in the UV/blue region where contamination is 

a major issue. This approach might be a compromise for determinations during time 

sensitive field work campaigns. Alternatively, measurements of a series of different 

concentrations 10 – 60 g L
-1

 can be used to obtain correction coefficients (a slope and offset; 

Fig. 2.2) through linear regression. This regression approach was used for all data presented 

in this thesis.  

LWCC absorption spectra are corrected for salinity using 

 

acorrected(λ,T,S)   am(λ,T,S)   (S  S )  S(λ)   OS(λ) [m
-1

] [2.1] 

 

where acorrected is the corrected absorption coefficients at wavelength, λ [nm], am is the 

measured absorption coefficients, S [psu], is the sample salinity, S0 is the reference salinity 

(= 0, if purified water is used as reference). ΨS [m
-1

 psu
-1

] and OS [m
-1

] are the slope and the 

offset of the salinity correction coefficients. 

 

2.4. PSICAM measurements 

2.4.1. Theory and calculations 

Kirk (1997) and Leathers et al. (2000) developed the equations to obtain spectral absorption 

coefficients in a PSICAM based on RT theory. The nomenclature used in this work was 

modified slightly to fit the practical measurement procedure. 

The absorption determination in the PSICAM is based on measurements of the light intensity 

(irradiance) at the cavity wall when it is filled with either a reference, R, or sample, S, 

material. The ratio of these two diffuse reflected irradiances, IS/IR, is defined as the 

transmission, TSR (Eq. 2.2). I, in general, is proportional to the average number of times a 

photon is reflected by the wall, NC, before being absorbed by the wall or the fluid. 

 

TSR   
IS

IR
   

NC
S

NC
R
   [-] [2.2] 
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NC is dependent on the probability, P0, that a photon coming from the central light source 

reaches the wall directly, on the probability, PS, that a reflected photon will reach the wall 

again and the reflectivity, ρ, of the wall itself. For the PSICAM set-up used here including a 

radiance sensor with a narrow field of view, NC can also be expressed as the sum of the 

number of photons reaching the wall directly and the number of photons returning to the wall 

for a second time, third time etc. (Eq. 2.3). 

 

NC      ρ  S      ρ
   S

    ...       
n 1

 

(ρ S)
n
     

ρ   S

1 ρ S
 [-] [2.3] 

 

Therefore  

 

TSR   
  
S  S

S (1   ρ  S
R)

  
R  S

R (1   ρ  S
S)

 [-] [2.4] 

 

Using a spherical light source with radius, rS [m], to generate the diffuse light field inside a 

cavity with radius r [m], the probability, P0, is calculated using 

 

  (a,r )   exp( ar ) [-] [2.5] 

 

where r0  = r - rs [m]. For a non-scattering solution, PS can be obtained using 

 

 S(a,r)   
1

 a r 
 [1   exp(  ar) ( ar 1)  [-] [2.6] 

 

From Eqs. 2.4 - 2.6 the transmission measured in the PSICAM can be related to the 

absorption coefficients of sample and reference solution using 

 

TSR   exp [ r  (aS   aR) [
1   ρ S(aR,r) 

1   ρ S(aS,r) 

 S(aS,r)

 S(aR,r)
] [-] [2.7] 

 

In order to obtain the absorption coefficient of a sample, aS, the reflectivity, ρ, has to be 

determined during a calibration following the suggestions of Leathers et al. (2000). For the 

calibration the transmittance, TAB, is determined using Eq. 2.2. Therefore, the light 

intensities, IA and IB, are measured inside the cavity for a calibration solution A, usually 

Nigrosine, and a reference solution B, usually purified water, respectively. The absorption 
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coefficients aA and aB of the respective solutions, A and B, have to be known or determined 

spectrophotometrically. Note that aA represents the total absorption, i.e. the absorption 

coefficient of Nigrosine plus the absorption by water and can therefore not be smaller than 

aB. If purified water is used as reference, the absorption coefficient, aB, can be taken from the 

literature (Section 1.4.1). ρ is then given by 

 

ρ   
TAB exp( aBr )  S(aB,r)   exp( aAr )  S(aA,r)

TAB exp( aBr )  S(aA,r)  S(aB,r)   exp( aAr )  S(aB,r) S(aA,r)
 [-] [2.8] 

 

Once ρ has been determined, the absorption coefficient, aS, can be obtained numerically. The 

transmission, Tmeas= IS/IR, for a sample reference pair is determined and, for a known aR, the 

least-squared function G(a(λ)) (Eq. 2.9) is minimised for TSR(a(λ)) and PS(a(λ)) using Eq. 2.7 

and Eq. 2.6.  

 

G(a(λ))  √(TSR   Tmeas)
 
 [2.9] 

 

2.4.2. PSICAM set-up 

The PSICAM set-up (Fig. 1.7) used for the work presented here was built following the 

description by Röttgers et al. (2005, 2007). The cavity was made from OP.DI.MA 

(Gigahertz-Optic, Germany), a highly diffuse reflective material. The material has a 

reflectivity of about 98% according to the manufacturer and is water repellent on short time 

scales so particulate material can be washed off easily. The light source consisted of a 10.0 

mm diameter quartz-glass sphere that was placed in the centre of the cavity which has an 

inner radius of 4.5 cm (i.e. r0 = 0.04 m). An electronically stabilized 150 W halogen lamp 

(CF1000, Illumination Technology) was connected to the small scattering sphere using a 

glass fibre bundle. The light inside the cavity was collected by another quartz-glass fibre 

bundle, entering the cavity parallel to the central light source, and guided to a photodiode 

array detector, AvaSpec ULS2048XL. The small viewing angle of the fibre ensured that no 

light was collected directly from the light source. As any fluid filled into the cavity will enter 

the micro-pores of the wall material eventually, the cavity was pre-soaked by filling it with 

purified water at least 12 hours before any experiments were conducted. The lamp was 

allowed to stabilize for at least 1 hour before first measurements were taken.  
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The stability of the lamp and the light field inside the cavity were assessed and found to be 

within 6% of the transmitted signal from 400 - 700 nm over a time period of 45 mins. 

Towards the edges of the spectrum, absolute noise in the signal increases and in combination 

with dropping signal levels can result in high relative errors of typically up to 10% and a 

maximum of 50% at 350 nm (data not shown). As the light field only has to be stable for the 

time it takes to record a pair of sample and reference measurements – typically a few 

minutes, the stability of the light source is not considered a major source of error in PSICAM 

absorption determinations. Small changes in the lamp output between the calibration and a 

measurement are also not problematic because all intensities are considered relative to 

reference intensity which essentially compensates for small instabilities. The larger 

variability in the UV, however, potentially limits the accuracy of the PSICAM for 

wavelengths < 400 nm. 

 

2.4.3. PSICAM calibration 

The accuracy of the PSICAM is limited by the accurate determination of the reflectivity of 

the inner cavity walls, ρ. Lerebourg et al. (2002) have shown that a 1% error in the 

reflectivity leads to a 10% error in the absorption measured in the PSICAM. Therefore the 

calibration has to be performed extremely carefully. 

A Nigrosine solution was prepared as described in Section 2.1.1. At the beginning of each 

calibration the PSICAM was bleached with a sodium hypochlorite solution (6 - 14% NaOCl, 

Sigma Aldrich Co.) for about 15 mins. Afterwards, the cavity was rinsed thoroughly under 

running tap water and finally twice with purified water. The PSICAM was filled with 

purified water and lamp intensity and integration time were adjusted so that a signal of about 

50,000 counts was achieved. The intensity inside the cavity was measured twice, first when 

filled with purified water and secondly, when filled with the calibration solution. The sphere 

has to be bleached and rinsed every time it is filled with Nigrosine because the dye quickly 

sticks to the walls. After bleaching, another measurement of the light intensity for purified 

water was made to monitor the stability of the system. The reference intensity for each 

sample measurement is obtained by averaging the previous and subsequent purified water 

spectrum. This compensates for potential drifts of the light intensity inside the cavity.  This 

calibration should be performed daily and at least in triplicate (not necessarily consecutively) 

to obtain an accurate reflectivity of the PSICAM. During field work campaigns or longer 

experiments the replicates were spread over the course of a day in order to monitor changes 

in the wall’s reflectivity. During all measurements, the cavity was covered with a thick black 
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cloth to prevent any ambient light entering the sphere from the outside. The temperature of 

each fluid inside the cavity was recorded just before each measurement for temperature 

correction of the pure water absorption. One measurement (either reference or sample) 

typically takes less than 20 seconds and heating of the sample was considered negligible. 

The absorption coefficient of the calibration solution has to be known for the calculation of 

ρ. The absorption of the Nigrosine solution was determined spectrophotometrically, either in 

a standard spectrophotometer with a 10 cm cuvette in 2013 and early 2014. Later this 

approached was revised and measurements were conducted using a LWCC system because 

measurements were found to be less time consuming and more stable on a moving ship. No 

syringe filter was used for the LWCC determination of Nigrosine absorption coefficients 

because this was found to remove absorbing material from the solution, due to its dye 

characteristics. The LWCC was bleached to reduce the risk of contamination after each 

determination of Nigrosine absorption even though Nigrosine did not seem to affect the 

cell’s performance. 

 

2.4.4. PSICAM measurement procedure 

The absorption determination of an unknown sample was performed similar to the PSICAM 

calibration with the exception that no bleaching of the cavity was required. Lamp intensity 

and integration time were adjusted to return a detector response of about 50,000 counts when 

the cavity was filled with purified water. Measurements were conducted in triplicate, 

alternating measurements of purified water and the sample, finishing with a final reference 

measurement. Sample and reference temperatures were noted before each measurement to 

apply a temperature correction during subsequent data processing. For natural samples, the 

total absorption was determined directly after sampling to minimise temperature changes and 

their effects on phytoplankton cells. The salinity of the sample was recorded to correct for 

the salinity dependence of pure water absorption. Finally, the spectral absorption coefficient 

of CDOM was measured in triplicate.  

 

2.4.5. Correction of chlorophyll fluorescence effects 

Absorption coefficients determined for an unfiltered sample were corrected for chlorophyll 

fluorescence effects following the descriptions in Röttgers et al. (2007, 2016). This required 

additional measurements of the intensity inside the cavity which were made using a short 

pass filter, restricting the illumination to wavelengths shorter than 620 nm. The total light 
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emitted by fluorescence, Ifl_tot, can be calculated from the measurements of reference and 

sample intensities, Iref_fl and Isam_fl, with the filter in place using 

 

Ifl tot   
Isam fl 

TSR

  Iref fl [counts] [2.10] 

 

where TSR = IS/IR is used to correct for the amount of fluorescence that is re-absorbed by the 

sample and determined from measurements without the short pass filter.  

A portion of the total fluorescence is absorbed by the sample and the fluorescence signal 

measured by the detector, Ifl_meas, can be approximated by 

 

Ifl meas   Ifl tot    TSR   Isam fl   Iref fl   TSR [counts] [2.11] 

 

The short-pass filter also absorbs a portion, f, of the light provided from 350 – 620 nm and 

measurements have to be corrected for the loss of excitation radiation. f can be calculated 

using 

f   
∑  (Isamfl

  Ireffl)
    nm
λ  5  nm

∑  (IS   IR)
    nm
λ  5  nm

 [-] [2.12] 

 

Using Eq. 2.11, the final fluorescence signal, Ifl, can be calculated as 

 

Ifl   Ifl meas    f [counts] [2.13] 

 

Finally, a corrected transmission, Tfl, calculated using Eq. 2.14 can be used to derive 

corrected absorption coefficients according to Section 2.4.1.  

 

Tfl   
(IS   Ifl )

IR
 [counts] [2.14] 
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2.4.6. Temperature and salinity correction of PSICAM absorption data 

A detailed description of the effects of changing temperature and salinity on PSICAM 

absorption measurements can be found in Röttgers et al. (2014b). Artefacts originate 

predominantly from changes in the refractive index (from sample to reference) which is 

dependent on temperature and salinity. In order to obtain instrument specific temperature 

coefficients a sample of 1  °C purified water was measured against a reference of purified 

water at    °C. Temperatures of both liquids were recorded before each reading was taken 

and temperature coefficients were calculated assuming a linear relationship between 

temperature and changes in absorption. The instrument specific correction coefficients were 

very similar to values of the temperature dependency of pure water absorption (Fig. 2.4; 

Sullivan et al.,     , Röttgers et al., 2014b). 

A series of 6 NaCl concentrations between 10 g L
-1

 and 100 g L
-1

 was used to obtain salinity 

correction coefficients for PSICAM measurements. The absorption of NaCl solutions was 

measured in triplicate against purified water as reference. Changes in absorption were found 

to be linearly related to changes in NaCl concentration and no significant offset was 

observed. 65% of the linear regression coefficients, R
2
, were found to be greater than 0.8 

between 400 - 800 nm. Salinity correction coefficients were found to be in good agreement 

with coefficients obtained for pure water absorption by Sullivan et al. (2006) (Fig. 2.5). The 

recently published coefficients of the salinity dependence of pure water determined with a 

dual-beam spectrophotometer and a  SICAM by Röttgers et al. (2014b) are generally lower 

than values presented here. This is because their values represent coefficients for the salinity 

dependence of pure water rather than correction coefficients for absorption measurements 

which include correction for complex interactions between the instrument and saline 

solutions. They applied a series of corrections to the data in order to remove instrument 

artefacts in the salinity dependency. Correction coefficients used here did, however, capture 

instrument specific features to allow their subsequent correction. 
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Fig. 2.3 Instrument specific correction coefficients for the temperature 

dependence of pure water absorption. Comparison with literature values 

of Sullivan et al. (2006) and Röttgers et al. (2014). 
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Fig. 2.4 Comparison between different recently published salinity 

correction coefficients and the instrument specific coefficients obtain for 

the PSICAM used in this study.  
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2.5. Filter pad absorption measurements 

The OD of particulate matter collected on filter papers was measured in a dual-beam 

spectrophotometer (UV2501-PC, Shimadzu Corp., Japan) using the simple direct 

transmission method (T-method; Yentsch, 19  , Trüper  and Yentsch, 19 7, Mitchell, 199 ). 

The spectrophotometer was allowed to warm up for 1 hour before the first measurement was 

taken. Two reference filters were prepared by running 300 mL of CDOM (filtered seawater) 

through 47 mm GF/F filter paper under a low vacuum. A baseline was recorded with no 

filters in the beams and a reference measurement was taken with the two rinsed filters 

attached to the alcohol-cleaned glass windows placed directly against the exit ports inside the 

spectrophotometer. Varying volumes of sample were filtered through 47mm GF/F filters (~ 

 .5 µm pore size) using a low vacuum of < 200 mbar to reduce breakage of cells and loss of 

pigments. The volume was adjusted for each sample individually to avoid any artefacts due 

to saturation, non-linearity or limited sensitivity. Volumes were chosen so that the maximum 

OD was close to, but did not exceed, 0.4 OD. Funnel and filter paper were kept covered at all 

times to avoid contamination and the absorption was determined directly after filtration. 

Sample filters were hydrated with CDOM in between measurements. The OD of a filter was 

determined in a single scan to minimise artefacts due to heating or bleaching of the filter 

inside the spectrophotometer (alteration of the filter absorption by replicating the 

measurement was observed for multiple scans). Four different measurements were made 

against the same reference filter: (1) a reference to get a measure of the baseline, (2) the 

sample filter, (3) sample filter after bleach treatment and (4) a second scan of the reference 

filter used for (1) to monitor drifts in the baseline. Observed shifts were usually smaller than 

the measurement error. To remove all pigments from the filter, a few drops of dilute sodium 

hypochlorite where added to the filter paper and left until no colour changes could be 

observed anymore and for a maximum of 3 minutes. Incomplete bleaching was observed for 

any of the samples collected for this work. Afterwards the bleach was washed out by rinsing 

the filter with 300 mL of CDOM. 

 

2.6. AC-9 absorption and attenuation measurements 

The WETLabs AC-9 submersible absorption and attenuation meter was used to collect in 

situ profiles of a(λ) and c(λ) on three research cruises in 2009 and 2012 (Section 2.8.1 – 
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2.8.2). A detailed description of the AC-9 set-up and principle can be found in Twardowski 

et al. (1999). Measurements were conducted broadly following the methodology described in 

the AC-9 manual and protocols (WETLabs Inc., 2008, 2011). Absorption and attenuation 

coefficients were determined for nine different wavebands (10 nm FWHM) centred on 412, 

440, 488, 510, 532, 555, 650, 676 and 715 nm. The 25 cm pathlength AC-9 was calibrated 

and refurbished by the manufacturer in 2008 and 2013. Additional calibrations were 

performed before and during each cruise measuring signals when ultrapure water (Milli-Q, 

Millipore) was pumped through the instrument.  

Data were corrected for the temperature and salinity dependence of pure seawater (Pegau et 

al., 1997) and for scattering errors using three different correction methods: (1) the 

proportional correction by Zaneveld et al. (1994), (2) the semi-empirical correction (Röttgers 

et al., 2013) and (3) the iterative method (McKee et al., 2014). A detailed description and 

discussion of the scattering corrections can be found in Chapter 5. 

 

2.7. Algal culture data 

Two different sets of algal cultures were used addressing two questions investigated in this 

work: (1) the AC-IOPs dataset was used to assess the variability and measurement 

uncertainties in filter pad absorption measurements (Chapter 4) and had been collected as 

part of an experiment investigating IOPs of algal cultures and (2) the second dataset was 

used to investigate the magnitude of inelastic scattering effects in PSICAM measurements 

(Chapter 5). All cultures with one exception were provided by the Culture Collection of 

Algae and Protozoa (CCAP, Oban). No information was available on the growth phase in 

which these cultures were sample. 

 

2.7.1. AC-IOPs dataset 

This dataset (AC-IOPs) was collected during a series of laboratory experiments at the 

Scottish Association for Marine Science (SAMS) in Oban in June 2014. Total absorption and 

CDOM absorption of 14 different samples were prepared as dilutions from nine different 

cultured algal species and measured in a PSICAM. Additional data included CDOM 

absorption measured with a LWCC system and filter pad absorption measured with a dual-

beam spectrophotometer.  
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Table 2.1 Details on nine algal species, their origin and culturing conditions, which were used to 

compose the AC-IOP dataset. Cultures were grown at SAMS, Oban, UK, and used for the assessment 

of uncertainties in filter pad absorption determination. 

species type medium source 
Prod./ 

no 
isolation 

Alexandrium 

minutum 

dino-

flagellate 
marine L1 

CCAP, 

SAMS 
1119/50 

2008,  

Scapa, Orkney  

(58° 55'N    °   ' W) 

Alexandrium 

temarense 

dino-

flagellate 
marine L1 

CCAP, 

SAMS 
1119/28 

2008,  

Scapa, Orkney  

(58° 55'N    °   ' W) 

Heterocapsa spp. 
dino-

flagellate 
marine L1 

CCAP, 

SAMS 
1125/4 2011, Argyllshire 

Karenia 

mikimotoi 

dino-

flagellate 
marine L1 SCCAP 

K-0260 1977, 

Oslofjorden, Norway 

Microcystis 

aeruginosa 

cyano-

bacteria 

fresh water 

BG11 

CCAP, 

SAMS 
1450/2 

1954,  

Little Rideau Lake, 

Ontario, Canada 

Pseudonitzschia 

seriata 
diatom 

marine L1 

+ silica 

CCAP, 

SAMS 
1061/42 

2012, 

Loch Creran, Argyll 

Scripsiella sp. 
dino-

flagellate 
marine L1 

CCAP, 

SAMS 
1134/8 

2003, 

LY5 sampling site 

(SAMS) 

Skeletonema 

marinoi 
diatom 

marine L1 

+ silica 

CCAP, 

SAMS 
1077/5 

1956, Long Island 

Sound, Milford Harbour, 

Connecticut 

Synechococcus 

sp. 

cyano-

bacteria 

fresh water 

BG11 

CCAP, 

SAMS 
1479/9 

1989, South Basin, 

Windermere, Cumbria, 

England, UK 

 

Table 2.2 Summary of cultures used to investigate the magnitude of inelastic scattering signals in 

PSICAM measurements – type, medium and origin.  

species type medium source 
Prod./ 

no 
isolation 

Dunaliella 

maritima 

green 

algae 
2 ASW 

CCAP, 

SAMS 
19/1 

1938, 

Lacal Sarat, Romania 

Phaeodactylum 

tricornutum 
diatom F/2 + Si 

CCAP, 

SAMS 
1055/1 

2003, 

Blackpool, England 

Arthrospira 

maxima 

cyano-

bacteria 
ASW:BG 

CCAP, 

SAMS 
1475/9 

1963, 

Lake Tchad, Africa 

Synechococcus 

sp. 

cyano-

bacteria 

fresh water 

BG11 

CCAP, 

SAMS 
1479/9 

1989, South Basin, 

Windermere, Cumbria, 

England, UK 
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The dataset contained a total of nine different algal species which were cultured in the 

Scottish Association for Marine Science (SAMS) by Rebecca Weeks. All cultures were 

grown at 15 °C with a 1 h dark light cycle and in L1 medium (dinoflagellates), L1 medium 

+ silica (diatoms) and in BG fresh water (cyanobacteria). Detailed information on these 

cultures is given in Table 2.1. The concentrated cultures were diluted in filtered seawater (or 

distilled water in case of cyanobacteria) to make up the final sample. 

 

2.7.2. Cultures used for investigating phytoplankton fluorescence 

A second set of cultures included four different types of micro algae which were grown at 

the University of Strathclyde at 1  °C in a 1  hour dark light cycle and varying media (Table 

2.2). Samples were made up by diluting some of the culture in artificial sea water (34 g L
-1

 

ASW; Ultramarine synthetica sea salt, Waterlife Research Ltd.) or distilled water and 

measured within 24h. Spectral absorption and fluorescence data of these samples compose 

this dataset. 

 

2.8. Field data 

2.8.1. Ligurian Sea cruise - 2009 

This dataset (LS) includes 46 profiles of IOP and radiometric data and was used to 

investigate the degree to which optical closure is currently achievable (Chapter 5). 

Additional IOP measurements were made for 62 discrete water samples used for the analysis 

of filter pad absorption measurements in Chapter 4. Collection and initial processing of these 

data were not part of this project. Data from this cruise have been published previously 

(McKee et al., 2013, McKee et al., 2014). Underwater light fields were modelled using 

Hydrolight by Dr. Fethi Bengil. All subsequent analysis and evaluation of optical closure 

performance using this dataset, however, were part of this project. 

Data were collected on board NRV Alliance in the Ligurian Sea in March 2009 (Fig. 2.6). 

Stations ranged from deep, clear oceanic waters (classic Case 1) to shallow, turbid stations 

including some in the plume of the river Arno. Chlorophyll concentrations varied between 

0.29 – 3.31 mg m
-3

, total suspended solids from 0.133 – 3.77 g m
-3

 and aCDOM(440nm) from 

0.012 – 0.19 m
-1

. 
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Fig. 2.5 (a) Ligurian Sea study area, (b) sampling sites of the cruise in the 

Ligurian Sea in March 2009. The dataset includes both deep oceanic and 

shallow coastal waters. 

 

Profiles of absorption and attenuation coefficients were determined with an AC-9 as 

described above (Section 2.6). A WETLabs BB-9 was mounted alongside the AC-9 to make 

concurrent depth profile measurements of backscattering coefficients for surface waters. The 

instrument was calibrated by the manufacturer in 2007 (Moore et al., 2000). Backscattering 

coefficients were calculated based on measurements of the volume scattering function (VSF) 

at an effective scattering angle of 117°, for nine wavebands at 41 , 44 , 488, 51 , 5  , 595, 

650, 676 and 715 nm. Backscattering data were subsequently interpolated to AC-9 

wavelengths and measurements were corrected according to the BB-9 manual (WETLabs 

Inc., 2010), including: correction for pathlength absorption was performed using AC-9 

absorption data corrected with the proportional method (Zaneveld et al., 1994); the total VSF 

was converted to particulate VSF by subtraction of water VSF calculated from Morel (1974); 

βp(117°,λ) was converted to particulate backscattering coefficient, bbp(λ) using a χ-factor of 

1.1, as suggested by Boss and Pegau (2001). It should be noted that no dark signals were 

measured on board. However, particulate backscattering coefficients observed were always > 

0.001 m
-1

 and the effect of drifting dark signals can be considered negligible (Twardowski et 

al., 2007). 

Radiometric data were collected using a free-falling HyperPro profiler (Satlantic Inc., 

Canada) configured with hyperspectral downwards irradiance, Ed(z,λ), and upwards 

radiance, Lu(z,λ) sensors. Both sensors had been characterized and calibrated by the 

manufacturer in early 2008. The profiling radiometer was deployed in a multicast mode to 

sample the surface layer repeatedly at each station to maximise accuracy of light fields in the 

top 10 m (Zibordi et al., 2004). In addition, where possible, a deep cast was collected to 

(a) (b) 
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study light penetration below the surface layer. A full set of radiometric casts was typically 

measured within 20 minutes. During this time the ships angle towards the sun was kept 

constant whilst the vessel was allowed to drift with the current. The final profile for each 

station was calculated as median of all casts with a 1 m resolution. 

A spectral stray-light correction (SLC) was applied to all radiometric data collected with the 

HyperPro following the suggestions of the NASA Carbon Cycle & Ecosystem Joint Science 

Workshop (Voss et al., 2008). The SLC in a spectroradiometer can be described by the 

instrument’s spectral line spread function (SLSF). SLC was performed at the NIST Spectral 

Irradiance and Radiance Responsivity Calibrations using Uniform Sources (SIRCUS) by 

characterizing the scattering properties of spectrographs and imaging systems using five 

continuously tuneable lasers (400 to 800 nm) to reduce the magnitude of errors arising from 

spectral and spatial stray light by one to two orders of magnitude. This additional correction 

leads to slightly lower Ed and Lu values compared to the uncorrected HyperPro data, 

especially at wavelengths in the blue. 

Measurement artefacts in radiometric profile data were reduced following NASA protocols 

(Volume III; Mueller, 2003): the ship was positioned so that ship shadow effects were 

minimised and a deck reference sensor was mounted on the ship’s superstructure measuring 

downwelling above surface irradiance, ES(λ) [W m
-2 

nm
-1

]. All underwater radiometry 

profiles were corrected for changes in the incident solar radiation during a cast sequence by 

normalising to coincident surface irradiance data, ES(t,λ) and then rescaling to the median 

surface irradiance, ES(t, λ), calculated over the duration of the in situ profiles using  

 

Îx(λ,z)  
Ix(λ,z)〈Es(t,λ)〉

Es(t,λ)
 [2.15] 

 

where IX represents any of Ed, Lu or Eu. Surface irradiance data were smoothed in time to 

reduce potential artefacts associated with ship movement. Multicast profiles were merged 

into a single profile before final processing. All radiometric profile data were filtered to 

remove high tilt values and outliers (outside 95% prediction intervals) associated with wave 

focussing effects were also removed. A more detailed description of the processing of 

radiometric profiles can be found in Sanjuan Calzado et al. (2011). 
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2.8.2. West Coast of Scotland cruise - 2012 

Data were collected on board R/V Prince Madog off the West Coast of Scotland prior to the 

period of study in June 2012 (WCS dataset; Fig. 2.7). Subsequent processing and analysis of 

the data has been undertaken as part of this work. The sampling covered various water types 

including moderately turbid coastal waters, reasonably clear, potential Case 1 waters, and a 

coccolithophore bloom on the edge of the continental shelf. Chlorophyll concentrations 

covered a range of 0.71 – 2.51 mg m
-3

, total suspended solids varied between 0.91 – 4.02 g 

m
-3

 and aCDOM(440nm) between 0.08 – 0.22 m
-1

. 

AC-9 measurements were used to determine attenuation and absorption coefficient profiles 

as described in Section 2.6. Profiles of spectral backscattering coefficients were determined 

from BB-9 measurements following the same protocol as on the LS cruise. The instrument 

was re-calibrated by the manufacturer after the cruise in 2013 and the new calibration was 

applied retrospectively. Although retrospective calibration is not ideal, this approach was 

considered to represent the state of the instrument at the time of data acquisition better than 

the previous calibration performed in 2007. All measured backscattering data were 

reasonably high and, hence, not significantly affected by potential drift in the dark counts 

between measurement and calibration. The calculation of bbp(λ) was revised and coefficients 

were calculated using χ = 0.9 according to Sullivan et al. (2005).  

 

 

Fig. 2.6 Station locations for the cruise off the west coast of Scotland 

sampled in June 2012. 
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Radiometric data collected off the West Coast of Scotland in 2012 were measured with 

TriOS RAMSES hyperspectral radiometers giving upwards radiance, Lu(λ,z), upwards 

irradiance, Eu(λ,z), and downwards irradiance, Ed(λ,z). This profiling package was lowered 

to specific depths and data accumulated over a two minute period at each depth. In this case, 

the final radiometry profile was composed of median values of each radiometric parameter at 

each depth step. Data were corrected for changes in the incident surface irradiance (Eq. 

2.15). During re-calibration of all sensors post-cruise, damage to the Es sensor was 

discovered. Post-cruise re-calibration of the Es sensor produced above surface Es(λ) data that 

was subsequently found to be inconsistent with below surface Ed(λ) data, tested by RT 

modelling. This was attributed to further degradation of the sensor between the cruise in 

2012 and the re-calibration in 2015. Therefore, it was necessary to adopt an alternative 

strategy to derive above surface Es(λ) data for input to RT models. This involved 

extrapolating Ed(555, z) up to and through the sea surface and using this value to rescale 

measured Es spectra using 

 

Es, corrected(λ)   
Es(λ) Ed(555,  

 )

Es(555)
 [W m

-2
 nm

-1
] [2.16] 

 

where Es,corrected(λ) is the corrected spectral sky irradiance, Es(λ) is the measured solar 

downwards irradiance and Ed(555,0+) is the above surface irradiance at 555 nm, derived 

from extrapolation of Ed(555,z).  

The performance of this approach was assessed by comparing measured and modelled Ed(λ) 

data at the shallowest depth available. Fig. 2.8 demonstrates that this approach provides 

input Es(λ) data that are consistent with subsurface Ed(λ) data across the full spectral range 

considered here. Although this approach limits one degree of freedom, analysis of optical 

closure for Ed(λ) at depth and for Lu(λ) and other associated products remains valid. 
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Fig. 2.7 Comparison of modelled and measured subsurface Ed values 

verifying the corrections applied to derive Es. Input AC-9 data has been 

corrected using the proportional correction. 

 

2.8.3. UK coastal waters cruise - 2015 

Data were collected on a cruise on R/V Heincke in spring 2015 circumnavigating Great 

Britain (UKWC dataset). The 62 sample sites included stations in the English Channel, 

Bristol Channel, several Scottish sea lochs, the East Coast of Scotland close to the River Tay 

and River Forth estuaries as well as several stations in the central North Sea (Fig. 2.9). Water 

types varied from sediment dominated river plumes, various coastal waters and the start of a 

phytoplankton spring bloom in Loch Fyne.  

In situ IOP profiles of backscattering, absorption and attenuation coefficients were 

determined with BB-9 and AC-9 instruments using the same methodology as on the WCS 

cruise in 2012 (Section 2.8.2). In addition to in situ profiles, absorption spectra of discrete 

water samples (mainly surface waters) were measured on board including total, CDOM and 

particulate absorption determination with two PSICAMs, CDOM absorption measurements 

with a 1 m long-pathlength LWCC system, and filter pad absorption measurement made with 

three different methods: (1) using the T-method in a simple spectrophotometer set-up 

(Section 2.6.) and (2) two additional measurements based on the integrating cavity approach 

(IS-method and QFT-CAM), made by the Helmholtz-Zentrum Geesthacht (HZG). Both 

PSICAMs were calibrated several times a day using fresh aliquots from the same Nigrosine 
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solution. In total 63 spectra of total absorption, 59 CDOM absorption spectra and 51 filter 

pad absorption spectra (made with all three configurations) were collected. Some samples 

and stations were excluded based on concerns about contamination of the samples due to 

residual bleach in the PSICAM cavity. This contamination could be observed as continuing 

decrease UV/blue absorption in replicate measurements. Sample filtration, measurements 

and data processing in the laboratory were conducted completely independently by two 

different research groups. LWCC CDOM absorption spectra were offset corrected to match 

PSICAM data at 700 nm. 

 

 

Fig. 2.8 Locations of stations sampled during a cruise around Great 

Britain on R/V Heincke in April 2015. 
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3. Calibration and validation of a point-source integrating 

cavity absorption meter (PSICAM) 

 

3.1. Introduction 

Obtaining accurate data on constituent absorption for marine waters is generally problematic 

because measurements are affected by scattering by particulate matter. Scattering leads to an 

overestimation of sample absorption and measurements have to be corrected for these 

effects. All commonly used absorption techniques directly operating on suspensions suffer 

from scattering errors to an often unknown extent.  

Absorption measurements with a PSICAM were shown to be virtually unaffected by the 

presence of particulate matter and to benefit from an increased sensitivity due to a long 

optical pathlength (Kirk, 1997, Röttgers et al., 2005). According to these studies, the 

 SICAM, enables the determination of ‘true’ absorption coefficients for natural water 

samples and potentially provides a standard which can be used to validate other absorption 

techniques and identify sources of uncertainties.  

Having previously introduced the different absorption measurement concepts and protocols, 

this chapter will characterise the performance of the PSICAM in particular. Demonstrating 

the accuracy of PSICAM absorption data will form the foundation for further investigation 

of other techniques during this project. The aim is to establish the PSICAM as a credible 

standard which other absorption techniques can be compared against. This chapter will, 

therefore, focus on the determination of robust measurement uncertainties for PSICAM 

measurements and on understanding of the rather complex mathematics that underpin its 

operation. 

The characterisation of the PSICAM includes: 

1) Validating the accuracy of PSICAM absorption coefficients against dual-beam 

spectrophotometer and LWCC system measurements using a range of different non-

scattering samples, from coloured solutions to natural CDOM. 
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2) Testing the sensitivity of PSICAM measurements to the presence of scattering 

material. 

3) Assessing PSICAM measurement uncertainties, in terms of 

 precision of PSICAM measurements of turbid sample absorption and CDOM 

absorption. 

 differences in the standard deviation in triplicate measurements made with the 

dual-beam spectrophotometer, LWCC system and PSICAM. 

 overall uncertainties of the method which is achieved by comparing two 

independent PSICAMs. 

4) Investigating the stability of PSICAM calibrations over time. 

5) Using a theoretical approach to assess the sensitivity of PSICAM measurements and 

calculations to uncertainties in the various input parameters. 

 

3.2. Accuracy of PSICAM absorption measurements 

3.2.1. PSICAM comparison with a spectrophotometer 

The initial validation of the PSICAM was demonstrated using coloured, non-scattering 

solutions. Spectral absorption coefficients of three solutions, Nigrosine, CuSO4 and humic 

acid, were determined and compared to data obtained with a spectrophotometer equipped 

with a 10 cm cuvette.  

Fig. 3.1 shows the agreement for absorption coefficients of 2 Nigrosine concentrations 

measured with the 2 instruments. PSICAM absorption coefficients were within ± 3% of 

spectrophotometer data for the higher concentration and within ± 5% for the lower 

concentration. A general increase in noise could be observed at red/NIR wavelengths. This is 

attributed to the high absorption by water, reducing detectable signals significantly (Fig. 3.2) 

which results in a generally lower signal-to-noise ratio. The temperature and salinity 

dependency of water absorption is also strongest in this spectral region. Although a large 

portion of these temperature and salinity effects can be corrected for, residual artefacts can 

lead to an increased deviation between two instruments. For the spectra shown in Fig. 3.1, 

the deviations exceeded 10% for wavelengths greater than 780 nm which can be attributed to 

these residual temperature effects.  
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Fig. 3.1 Comparison of spectral absorption coefficients of 2 different 

Nigrosine concentrations measured in a PSICAM and a dual-beam 

spectrophotometer with a 10 cm glass cuvette. 
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Fig. 3.2 Intensity spectra measured inside the PSICAM when the cavity is 

filled with pure water and a humic acid (CDOM) sample. 
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Nigrosine solutions, however, are also used to calibrate the PSICAM, so 2 additional 

comparisons are made using solutions absorbing in different spectral regions to eliminate 

potential bias. Humic acid (CDOM) was used to assess the performance in the UV/blue (Fig. 

3.3), with spectra generally showing very good agreement for wavelengths between 400 – 

800 nm, with an absolute deviation of less than 0.01 m
-1

. Fig. 3.3 also shows that the 

PSICAM tends to underestimate other instruments in the UV (typically < 400 nm) by about 

10 - 15%. The increased deviation between the two instruments is due to very low signals, 

typically of a few hundred counts compared to high signals of up to 50,000 counts in the 

green (Fig. 3.2). Signals are low because of a combination of low lamp output, the low 

sensitivity of the photo-diode detector at shorter wavelengths and high sample absorption. 

These in turn lead to a potentially higher sensitivity to internal detector stray light issues or 

baseline drifts. The PSICAM is also highly sensitive to small errors in the calibration at 

wavelengths below 400 nm which might affect the agreement with other instruments at these 

wavelengths adversely.  

The quality of absorption coefficients in the red/NIR region was investigated using a CuSO4 

solution. Fig. 3.4 shows good agreement between the spectrophotometer and the PSICAM 

for absorption coefficients ranging over three orders of magnitude. The dual-beam 

spectrophotometer has a lower sensitivity due to its short optical pathlengths causing a slight 

increase in noise for wavelengths shorter than 500 nm where absorption coefficients were 

very low (occasionally negative). The PSICAM outperformed the spectrophotometer for 

samples with low absorption due to its longer effective pathlength which makes it well suited 

for clear oceanic water with low constituent concentrations. The PSICAM did not return 

negative values even for very low absorption as the standard spectrophotometer does. The 

noise in PSICAM data increased at wavelengths > 700 nm where measured absorption 

coefficients are high (> 3 m
-1

). These high sample absorption coefficients at NIR 

wavelengths in combination with the high absorption of water itself limits the amount of 

light available to a critical level and can result in lower quality absorption data. 

 

3.2.2. LWCC system – PSICAM comparison 

Two datasets of CDOM absorption spectra (350 – 800 nm) collected with both the LWCC 

system and the PSICAM were used for a comparison of these two instruments. The first 

contained 26 spectra measured during the algal culture IOPs experiment (AC-IOPs; Section 

2.7.1) in 2014. The second dataset was collected on the UK coastal waters cruise (UKCW; 

Section 2.8.3) in April 2015 where 58 absorption spectra of natural CDOM were determined. 
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Fig. 3.3 Agreement of humic acid absorption spectre determined with a 

PSICAM and a spectrophotometer (10 cm cuvette). 
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Fig. 3.4 Comparison of absorption coefficients of a CuSO4 solution 

determined using a dual-beam spectrophotometer (10 cm cuvette) and a 

PSICAM. a(λ) is plotted on (a) a log-scale and negative data are not 

shown and (b) on a linear scale. 
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The two methods deviated within 20.2% (Fig. 3.5(a)) and 14.9% (Fig. 3.5(b)) RMedianS%E 

(Eq. 3.1) for algal culture CDOM and natural CDOM, respectively. Absolute deviation 

between the LWCC system and PSICAM were of similar magnitude and spectral shape in 

both datasets. The median absolute deviation was smallest from 450 - 720 nm (< 0.008 m
-1

) 

in both cases and increased towards the edges of the spectrum. In general, widest spread in 

data was observed for low absorption coefficients, i.e. in the NIR. Imperfections in the 

correction for salinity and temperature effects for both measurement techniques are likely 

drivers for the increased average deviation of approx. 0.02 m
-1

, corresponding to a very large 

relative error for wavelengths longer than 720 nm.  

 

           √      [(
             
       

    )
 

] [%] [3.1] 

 

where xLWCC and xPSICAM are the absorption measured with the LWCC system and PSICAM, 

respectively. 
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Fig. 3.5 Comparison of CDOM absorption (350 – 800 nm) determined with a 

LWCC system and a PSICAM (a) as part of the algal culture IOPs experiment 

(AC-IOPs) and (b) during the UK coastal waters cruise in 2015 (UKCW, ).  

 

PSICAM absorption spectra tend to tail off at wavelengths below 400 nm and hence 

systematically underestimate LWCC absorption in the UV/blue. The absolute magnitude of 

the difference between absorption coefficients in the UV was reduced by a factor of 3 from 

2014 to 2015, corresponding to a reduction from 25% to 10%, and can be attributed to the 
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improvement of measurement protocols for both methods. For example, during the work on 

algal culture IOPs in 2014, the applied vacuum was not limited to < 0.2 mbar which 

potentially generates scattering bubbles in the sample and leads to an increase in LWCC 

absorption data. Limited availability of PSICAM calibration data for the AC-IOPS dataset 

(not calibrated daily) is also considered to have a large impact on the agreement between the 

two instruments as PSICAM absorption coefficients are very sensitive to errors in the 

reflectivity in the UV (Section 3.4.1). 

 

3.3. Scattering effects in PSICAM measurements 

The assessment of adverse scattering effects on PSICAM measurements was following 

Röttgers et al. (2005). The transmission of 4 BaSO4 (98% extra pure, Acros Organics) 

suspensions, 2 mg L
-1

, 10 mg
 
L

-1
, 20 mg L

-1
 and 40 mg L

-1
, was measured in the dual-beam 

spectrophotometer and the PSICAM. BaSO4 scatters very efficiently and does not absorb 

significantly at the concentrations used here. BaSO4 concentrations > 10 mg L
-1

 form milky 

white, optically dense suspensions.  
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Fig. 3.6 Effect of adding BaSO4 on the transmission measured in a 

spectrophotometer (10cm cuvette) and in a PSICAM. (a) transmission of 

4 different concentrations as function of wavelength. All PSICAM spectra 

overlay around 1.0. (b) Transmission at 555 nm for different BaSO4 

concentrations. 

 

4 x PSICAM 

 



51 
 

Fig. 3.6(a) shows that the transmission was weakly wavelength dependent and rapidly 

decreased with concentration for measurements in a spectrophotometer. The transmission at 

555 nm measured using a 10 cm cuvette (Fig. 3.6(b)) dropped to 0.1 for the highest 

concentration while the PSICAM transmission was unaffected by the presence of scattering 

material in the sample. Even for low concentrations (2 mg L
-1

) which do not exhibit visible 

scattering, spectrophotometer measurements underestimate the transmission by ~ 5%. This 

highlights the limitations of cuvette measurements for unfiltered marine samples which 

always contain some scattering material. 

 

3.4. Assessment of PSICAM measurement uncertainties 

Having demonstrated the accuracy of PSICAM absorption data and its insensitivity to the 

presence of scattering material, this section will assess measurement precision, i.e. the 

reproducibility, and uncertainties of the method. 

 

3.4.1. Precision of PSICAM determinations 

The standard deviation of triplicates is a measure of the reproducibility or precision of a 

measurement. In order to quantify the precision of PSICAM measurements, the standard 

deviation of all samples, i.e. total absorption and CDOM absorption, collected on the UKCW 

cruise in April 2015 were quantified (Fig. 3.7).  

Looking at the mean standard deviation spectrally, total absorption measurements on average 

exhibited a 2 fold higher values than CDOM absorption measurements due to natural 

variability in subsamples. The variability is less significant when samples only contain very 

small particles as observed during the AC-IOPs experiments, where measurements of small 

cell algae cultures where significantly more stable than of species with larger cells (data not 

shown). Small cells are more likely to stay in suspension and be distributed homogeneously 

in the sample and, hence, result in less variability in subsamples. Standard deviations are 

typically lowest between 450 – 700 nm and increased towards both ends of the spectrum. 

Increased standard deviations at both ends of the spectrum are a result of a combination of 

different effects (Section 3.2.1).  93.7% of all standard deviations calculated from the 

triplicates, of total absorption measurements, were < 0.01 m
-1 

at wavelengths between 350 – 

800 nm (Fig. 3.7(a)).  For CDOM absorption measurements this level of precision was 
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achieved for 96.6% of all absorption determinations (Fig. 3.7(b)), and 84.1% were < 0.005 

m
-1

. 
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Fig. 3.7 Distribution of standard deviations calculated from triplicates of 

(a) total absorption and (b) CDOM absorption determinations made on 

the UKCW cruise in April 2015. Data shown include absorption 

coefficients from 350 – 800 nm 

 

Absorption measurements of the same humic acid solution made with three different 

instruments, the dual-beam spectrophotometer with 10 cm cuvette, a LWCC system and the 

PSICAM, showed that PSICAM measurements have a significantly higher precision and 

reproducibility than the other two systems. Mean absorption spectra are in agreement within 

their uncertainties from 400 – 800 nm across all instruments (Fig. 3.8). PSICAM absorption 

coefficients showed the typical systematic underestimation at wavelengths below 400 nm. 

The standard deviations of these triplicates, however, varied widely between the different 

techniques. Variability in PSICAM absorption measurements is up to one order of magnitude 

smaller than for determinations with the spectrophotometer and LWCC system. The standard 

deviation for this measurement was < 0.01 m
-1

 from 370 – 800 nm. This level of precision 

was not achieved with the other methods. For wavelengths between 480 – 700 nm, standard 

deviations were significantly lower, less than ± 0.004 m
-1

. The standard deviation of the 

LWCC measurements was approximately constant with wavelength, around ± 0.013 m
-1

. 

Observations showed that measurement uncertainties originate predominantly from offsets 

caused by a high sensitivity to bubbles in the system and the amount of pressure applied 

during the injection of the sample which is masking wavelength dependent effects. Standard 
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spectrophotometer measurements had largest associated uncertainties. Standard deviations 

had a minimum of ± 0.013 m
-1

 for wavelengths in the green and increased towards the edges 

of the spectrum with a maximum > 0.04 m
-1

. The high variability in spectrophotometer 

measurements is due to its low sensitivity caused by short pathlengths and incomplete 

correction of temperature effects and potential drifts of the baseline varying during a 

sequence. 
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Fig. 3.8 Precision of triplicate determination of humic acid absorption 

coefficients in the PSICAM, the LWCC system and a dual-beam 

spectrophotometer equipped with 10 cm cuvettes. (a) Averaged 

absorption spectrum (solid line) and corresponding standard deviations 

(dashed lines). (b) Standard deviations for the three different instruments 

as a function of wavelength, λ. 

 

3.4.2. Cross-comparison with another PSICAM 

During the UKCW cruise in spring 2015, 63 total absorption and 59 CDOM absorption 

spectra were determined using two independent PSICAM measurements – one by the 

University of Strathclyde (Strath PSICAM) and a second by the Remote Sensing Group at 

the Helmholtz-Zentrum Geesthacht (HZG PSICAM). Samples were taken from the same 

Niskin bottle but sample filtration and data processing were done separately by the two 

groups using their respective filtration set-ups and protocols. Comparison of these 

measurements allows quantification of the overall uncertainties in the method including the 

filtration process for CDOM. Absorption coefficients from 362 – 726 nm were compared 

and relevant statistical parameters calculated. To avoid artefacts due to differences in the 
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calibration solution, 5 L of a Nigrosine solution, were prepared every morning and two fresh 

sub-samples were used for each calibration of the two different PSICAMs (3-5 times a day). 

The required corresponding measurement of Nigrosine absorption spectra was also made 

independently by the two groups, using long pathlength LWCC systems.  

Total absorption data measured with the two instruments were a close match with an overall 

RMS%E (Eq. 3.2) of 10.6%. The HZG PSICAM, however, returned slightly lower 

absorption coefficients than the Strath PSICAM (Fig. 3.9(a)). The absolute average deviation 

(difference between HZG and Strath absorption data) was less than -0.017 m
-1

 across the 

spectrum (negative indicating the Strath PSICAM returning higher values). Maximum 

absolute deviations of 0.1 – 0.4 m
-1

 were observed at 362 nm for sediment-loaded samples in 

the Bristol Channel where very high absorption coefficients (a(362 nm) = 2.2 – 4.6 m
-1

) were 

observed. The average relative deviation between the two instruments was spectrally flat and 

< 10% for wavelengths shorter 650 nm. The relative deviation was largest in the NIR (up to 

60% at 726 nm), where the sample absorption is very low and measurement uncertainties 

have a relatively large effect.  
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where xHZG and xSTrath are the absorption measured with the HZG PSICAM system and the 

Strath PSICAM, respectively. 

Both groups determined their own temperature and salinity correction coefficients for their 

respective PSICAMs. In both cases, NaCl solutions were used to derive salinity correction 

coefficients. Absorption spectra measured with the Strath PSICAM showed a residual 

artefact (overestimation) in the presence of salt which accounts for most of the deviation 

between the two instruments in the NIR. The observed overestimation might originate from 

unaccounted conversion issues between salinity and NaCl concentrations or changes in the 

reflectivity of the PSICAM cavity due to the different refractive indices of Nigrosine and 

saline solutions. Residual discrepancies between the two PSICAM datasets presumably 

originated from differences in processing protocols which could not be identified despite 

several discussions had. 

The comparison of CDOM absorption data showed a similar trend (overall RMS%E = 

15.1%) and the HZG PSICAM tended to return lower absorption coefficients than the Strath 
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PSICAM (Fig. 3.9(b)). Average absolute deviations in CDOM measurements were typically 

less than -0.009 m
-1 

from 400 – 726 nm, but could reach a maximum of -0.018 m
-1

. Due to 

lower overall absorption of CDOM samples, relative deviations were higher compared to 

total absorption values. The average relative difference between the two methods varied 

between -4.5% and -9% for wavelengths shorter than 595 nm, with an RMS%E < 6.3%. At 

wavelengths > 600 nm, CDOM absorption is extremely low and residual artefacts even after 

correction due to the salinity and temperature dependence of water have a large effect.  
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Fig. 3.9 Comparison of measurements with two independent PSICAMs 

operated by 2 different groups (HZG and Strathclyde). Spectral total 

absorption (a) and CDOM absorption (b) data (362 – 726 nm) were 

measured on the UKWC cruise and are shown on a log-log scale. 

 

 

3.5. Stability of the PSICAM calibration 

In order to obtain accurate absorption coefficients, the reflectivity of the cavity walls, ρ, has 

to be determined with a high accuracy during calibration. Although in theory ρ is only a 

property of the cavity walls, in practice it is a more complex representation of multiple 

aspects of the PSICAM design. It is dependent on the illumination as well as the dimensions 

and state of the cavity.  

During the calibration, ρ is effectively a tuning variable used to match PSICAM data with 

absorption coefficients of the same Nigrosine solution measured with another instrument, 

modelling PSICAM performance. According to Eq. 2.8, ρ is a function of the radii of the 
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cavity and light bulb, r and r0, the absorption coefficient of the calibration solution, aA and 

the transmission determined during the calibration, TAB, and will, therefore, be sensitive to 

uncertainties in these parameters. The dimensions of the cavity, r and r0, are fixed and 

variability in the calibration, hence, originates from the uncertainties in the measurements of 

aA and TAB only. The state of the cavity and the light bulb potentially change within a short 

time period due to contamination, ageing of surfaces or varying amounts of water inside the 

pores of the cavity material. The PSICAM should be calibrated frequently (during heavy use 

every couple of hours) and at least in triplicate every day. On the UKCW, this was achieved 

by obtaining a reflectivity spectrum before each station, up to 4 – 5 times a day which were 

averaged to get a robust daily estimate.  
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Fig. 3.10 Daily averages of reflectivity spectra obtained for calibration of 

the PSICAM during the UKCW cruise in April 2015. Two different 

cavities were used during this cruise. 

 

Fig. 3.10 shows all daily averages derived on the 3 weeks UKWC cruise in April 2015. 

Observed ρ values were close to manufacturer values for the cavity material, between 97 – 

99% from 350 – 700 nm and varied within 0.6% (95% prediction intervals) over the course 

of 3 weeks. For wavelengths > 700 nm, the reflectivity varied more strongly between 0.95 

and 1.  . 95  all calibrations obtained in the NIR were within ± 3.6%. Although a 
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reflectivity greater than 1.0 is unphysical, absorption coefficients calculated with these 

reflectivity values showed very good agreement with LWCC data (Fig. 3.5). It is therefore 

more accurate to consider ρ as a parameter to tune the model which is used to calculate 

PSICAM absorption coefficients, where ρ > 1.0 is compensating for limitations in this 

model. 

This variability is mainly driven by the high sensitivity of ρ to uncertainties in the Nigrosine 

absorption coefficient, aA, determined with a spectrophotometer or long-pathlength system 

(section 3.4.2). The uncertainties in aA are typically largest for wavelengths longer than 700 

nm (Fig. 3.8). Fluorescence by Nigrosine (additional measurements showed emission peaks 

around 650 - 670 nm), although very small, might also affect the determination of ρ because 

fluorescence effects might impact the two measurement systems to varying degrees.  

 

3.6. Sensitivity analysis 

Having established the performance of PSICAM absorption measurements in terms of 

precision and accuracy, this section will discuss the influence of uncertainties in all 

experimentally determined parameters: (1) the sensitivity of ρ to uncertainties in the 

respective input parameters, aA and TAB and (2) the sensitivity of aS to uncertainties in ρ and 

TSR. 

During the course of the analysis, the impact of measurement uncertainties on ρ and aS was 

found to be strongly dependent on the ratio of sample absorption to reference absorption. 

Results shown here are therefore presented dependent on the ratio asample/aref (i.e. aA/aB and 

aS/aR). asample/aref is wavelength dependent: asample/aref ratios close to 1.0 occur in the NIR and 

exhibit a maximum of about 100 for wavelengths < 550 nm (Fig. 1.2). A summary of all 

parameters and symbols used in this section is given in Table 3.1. 
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Table 3.1 Variables used for calculation of PSICAM reflectivity and sample absorption coefficients 

and their associated uncertainties as relevant for sensitivity analysis performed here. 

symbol variable 
derivation and associated 

uncertainties 

aA 

absorption coefficient of calibration 

solution, Nigrosine 

spectrophotometric determination 

with associated measurement 

uncertainties 

aB 

absorption coefficient of reference (pure 

water) during calibration 

literature value, associated 

uncertainties assumed to cancel out 

aR 

absorption coefficient of reference (pure 

water) during absorption measurement 

literature value, associated 

uncertainties assumed to cancel out 

aref 

absorption coefficient of reference in both 

calibration and measurement 
aref  = aB= aR 

aS sample absorption coefficient  
determined in PSICAM, sensitive to 

uncertainties in r, r0, TSR, aR, ρ 

asample 

absorption coefficient of sample in both 

calibration and measurement 
asample  = aA = aS 

IA 

light intensity inside PSICAM cavity when 

filled with calibration solution, Nigrosine 
measurement uncertainties 

IB 

light intensity inside PSICAM cavity when 

filled with reference (pure water) during  

calibration 

measurement uncertainties 

IR 

light intensity inside PSICAM cavity when 

filled with reference (pure water) during  

absorption measurement 

measurement uncertainties 

IS 

light intensity inside PSICAM cavity when 

filled with sample 
measurement uncertainties 

ρ 
reflectivity determined during PSICAM 

calibration 

calculated using/sensitive to 

uncertainties in r, r0, TAB, aA, aB 

r inner radius of PSICAM cavity 
constant, associated uncertainties 

assumed to cancel out 

rs radius of PSICAM light bulb 
constant, associated uncertainties 

assumed to cancel out 

r0 distance from light source to cavity wall 
r0 = r – rs, associated uncertainties 

assumed to cancel out 

TAB 

transmission measured in PSICAM during 

calibration 

TAB = IA/IB and sensitive to 

associated uncertainties (Eq. 3.1) 

TSR 

transmission measured in PSICAM during 

absorption measurement 

TSR = IS/IR and sensitive to associated 

uncertainties (Eq. 3.1) 
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3.6.1. Previous work 

Leathers et al. (2000) used Monte Carlo simulations to investigate the sensitivity of 

PSICAM absorption coefficients, aS, to errors in the parameters, r, r0, TAB, aA, as well as the 

transmission determined during a sample measurement, TSR, and the absorption coefficients 

of the references (in our case purified water) used during calibration and absorption 

measurements, aB and aR. Their analysis suggests determining ρ by measuring the 

transmission of two solutions, A and B, with known absorption coefficients, aA and aB. This 

significantly reduces the overall uncertainty in aS because the effect of error in r and r0, 

cancels out and aS is relatively insensitive to errors in aB and aR, when aB = aR. This approach 

has been applied in the calibration for this work.  

Lerebourg et al. (2002) focused on the calculation of absorption coefficients and the 

sensitivity of aS to the parameters r, TSR, ρ and aR, showing that a 10% error in aS can be 

caused by either a 5% error in aR, a 3% error in r or a < 1 % error in ρ, all of which 

highlights the importance of accurate determination of the calibration solution. 

In order to better understand the impact of combined error sources, a new sensitivity analysis 

was performed here looking at both the determination of ρ and aS. The same reference 

absorption (pure water) was used during the calibration and the absorption determination, i.e. 

aB = aR = aref. The reference absorption coefficients for pure water were taken from the 

literature (Section 1.4.1) and are assumed to introduce no random uncertainty to the analysis. 

This implies that the effects of uncertainties originating from imperfections in the water 

purification system are negligible. Uncertainties in r, r0 and aref were not considered in the 

analysis presented here because they were shown to have a relatively insignificant effect on 

final absorption coefficients when ρ is obtained experimentally (Leathers et al. 2000). 

 

3.6.2. Uncertainties in PSICAM transmission measurements 

Uncertainties in the measurement of the transmission inside a PSICAM, ΔTxy (either TAB or 

TSR), potentially originate from fluctuations in the illumination, changes in the detector’s 

sensitivity (with temperature), contamination of the cavity or changes in the sample due to 

contamination, temperature changes or natural variability. Light source and detector were 

found to be very stable and changes in the cavity or sample were considered main drivers for 
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the magnitude of ΔTxy. The standard deviation of replicate measurements of the transmission, 

σTxy ¸ can be used to get estimates of ΔTxy.  

As Txy is the ratio of two measured intensities, Ix and Iy (either IA and IB for the calibration or 

IS and IR for the absorption determination), measured when the cavity is filled with two 

different solutions, σTxy, is derived from the uncertainties in the two intensity measurements, 

σIx and σIy using  

 

 Txy

Txy

   √(
 Ix

Ix
)
 

 (
 Iy

Iy
)

 

 [-] [3.3] 

 

where σTxy is the standard deviation in the transmission determination of a solution, X, 

against a reference solution, Y. For a calibration determination, X is the calibration solution 

A (Nigrosine) whereas for an absorption determination, X is the sample S. The reference Y 

represents the reference solutions B and R (both purified water), respectively. 
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Fig. 3.11 Median standard deviations of triplicate transmission determinations 

for all total absorption and CDOM absorption measurements made during the 

UKCW cruise as a function of wavelength. 
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According to Eq. 3.3, σTxy should be considered as the relative error of the transmission, Txy. 

ΔTxy was derived from median uncertainties in transmission determination of all total 

absorption and CDOM absorption measurements made on the UKCW cruise. Values were 

found to be relatively independent from the strength of the absorption signal, i.e. the 

magnitude of the transmission. The median σTxy for this dataset was spectrally flat and < 2% 

from 380 – 800 nm with a maximum of 4% at 350 nm (Fig. 3.11). The uncertainty in the 

transmission and its variability increased towards the UV (Section 3.2.1). 

 

3.6.3. Sensitivity of ρ to uncertainties in TAB and aA 

The accurate determination of ρ is affected by the accuracy with which aA can be determined 

in either a LWCC system or a dual-beam spectrophotometer. Standard deviations of the 

triplicate determination of aA provided a measure of the uncertainties, ΔaA. Fig. 3.8(b) shows 

that both LWCC and the dual-beam spectrophotometer are able to obtain absorption 

coefficients of coloured solutions with typical average precision of ±  . 15 m
-1

. Maximum 

uncertainties of ±  . 5 m
-1

 were observed in dual-beam spectrophotometer measurements. 

Both average and maximum standard deviations were used in the calculation of ρ (Eq. 2.8) in 

order to assess their effect on the accuracy of the calibration. Fig. 3.12 shows that ΔaA affects 

ρ strongest for asample/aref close to 1.0, corresponding to the NIR region, where it can result in 

a maximum Δρ of up to 9% for ΔaA = 0.05 m
-1

. This result is in agreement with the observed 

large variability in ρ in the NIR (Fig. 3.10). The average ΔaA of 0.015 m
-1

 propagates into a 

maximum Δρ of 2.5%. For most of the spectrum, asample/aref > 5, Δρ is relatively insensitive (≤ 

0.15%) to uncertainties in the Nigrosine absorption measurement.  

In order to assess the impact of uncertainties associated with TAB on the determination of ρ, 

an initial value of TAB was calculated assuming ρ = 0.98 (Eq. 2.7). Robust estimates for these 

uncertainties, ΔTAB, were derived from the analysis of standard deviations in UKCW 

transmission measurements (Section 3.6.2). ρ was calculated using Eq. 2.8 and (TAB ± ΔTAB) 

with varying values of ΔTAB and finally compared to the initial value of 0.98. The sensitivity 

of the reflectivity to ΔTAB shows a similar trend to ΔaA with a high sensitivity in the NIR (low 

aA/aref) but very little effect on Δρ for most of the spectrum (Fig. 3.13). Average values for 

ΔTAB resulted in Δρ within ±  .5 , but maximum errors were found to be as large as   5  

and – 17%. The impact on Δρ, however, is larger for positive errors in the transmission than 

for negative, especially in the NIR when (TAB + ΔTAB) approaches 1.0, the boundary for 

modelling ρ. 
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Fig. 3.12 The sensitivity of ρ to uncertainties in the determination of the 

Nigrosine absorption coefficient, aA. Data show the effect of absolute 

errors in aA on relative errors in ρ depending on the ratio of aA/aref. 
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Fig. 3.13 The effect of relative errors in the PSICAM transmission 

measurement, ΔTAB, on the calculation of ρ depending on the ratio aA/aref. 
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3.6.4. Sensitivity of aS to uncertainties in TSR and ρ 

Calculation of aS is sensitive to measurement uncertainties associated with both input 

parameters, ρ, and the measurement of the sample transmission, TSR. The sensitivity analysis 

for ρ using realistic estimates of uncertainties in aA and TAB has shown changes in ρ of up to 

10%. Observations of ρ in the field, however, showed significantly lower variation between 

0.3% and 3.6% (Fig. 3.10) and were therefore used as realistic estimates for Δρ.  

Results showed that the determination of aS is highly sensitive to uncertainties in ρ (Fig. 

3.14). A maximum of almost 30% change in aS was found for Δρ = 3.5% and asample/aref of 

approx. 5. This analysis supports the work by Lerebourg et al. (2002) who also observed a 

factor of 10 multiplier from uncertainties in ρ into uncertainties in aS. Fig. 3.14, however, 

also shows very little sensitivity of aS to uncertainties in ρ for asample/aref close to 1.0, i.e. the 

NIR. This explains the good accuracy of PSICAM absorption coefficients in the NIR despite 

large observed variability in NIR ρ.  
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Fig. 3.14 Sensitivity of PSICAM absorption coefficients, aS, to relative 

uncertainties in the determination of ρ as a function of aS/aref. 
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Fig. 3.15 shows that aS is affected by up to ± 3% for typically observed uncertainties in 

PSICAM transmission measurements, ΔTSR, and we can conclude that the sensitivity 

decreases from the NIR to the blue, i.e. as asample/aref increases.  

This theoretical sensitivity analysis shows that it is crucial to determine the reflectivity 

accurately because this has the largest impact on the quality of PSICAM absorption 

coefficients. In contrast to errors in the transmission, errors in the calibration affect the 

absorption coefficients most strongly in the blue/UV where PSICAM values often perform 

less well than other absorption techniques. Although it is challenging to determine robust 

NIR reflectivity values, the relatively large uncertainty in ρ does not strongly affect final 

absorption data. The largest uncertainties in NIR PSICAM absorption coefficients originated 

from temperature and salinity effects which were not fully accounted for by simple linear 

corrections. 
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Fig. 3.15 The sensitivity of aS to uncertainties in the determination of the 

transmission, TSR. Data show the effect of relative errors ΔTSR depending 

to the ratio of aS/aref. 
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3.7. Bootstrap uncertainties 

Uncertainty estimates for an individual PSICAM absorption measurement have been derived 

from both comparisons with other instruments and the sensitivity analysis presented here. 

Combining these new findings, overall uncertainties for PSICAM measurements can be 

determined. As ρ and aS are not measured directly but calculated from various parameters, 

standard deviations of triplicates are not a good representation of overall uncertainties in 

PSICAM measurements. Standard deviation can provide a measure of precision only but 

might not capture systematic measurement uncertainties. In order to derive complete 

uncertainties for each ρ and aS spectrum, it is necessary to propagate all uncertainties in the 

respective input parameters into final spectra. The complexity of the relationships for 

reflectivity and PSICAM absorption coefficients, however, provides a challenge for 

analytical error propagation. The uncertainties for ρ and aS are, therefore, estimated using an 

empirical method, the bootstrap approach. 

Bootstrapping is a statistical method to estimate the accuracy of a quantity by repeatedly 

randomly sampling from an approximating distribution. In this case, distributions of input 

parameters were approximated and distributions of values for ρ and aS were computed 

providing measures for their mean values and overall variability. This method benefits from 

use of high numbers of repeat samples that enables the calculation of robust statistics. 

ρ is dependent on r, r0, aA, aB and TAB. Uncertainties in r, r0 and aB were not considered for 

the bootstrap approach because they do not have associated random measurement 

uncertainties. Measured (aA ± σaA) and (TAB ± σTAB) are assumed to be normally distributed 

and 1,000 random values for these parameters were generated using a normal distribution 

based on the mean and standard deviations of a specific triplicate determination. 1,000 

reflectivity spectra were calculated and found to be again normally distributed. A mean ρ and 

a standard deviation σρ were calculated from this distribution. Once the uncertainty in the 

reflectivity was determined, the same method was used to derive (aS ± σaS) with respect to 

the input parameters (TSR ± σTSR) and (ρ ± σρ). For the calculation of aS, the approach was 

restricted to 200 samples per distribution due to high requirements regarding computational 

time.  
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Fig. 3.16 (a) Reflectivity and (b) CDOM absorption spectra with 

corresponding bootstrap uncertainties. Data were collected at station 16 of 

the UKCW cruise on 08 April 2015. 

 

Examples for a reflectivity and a CDOM absorption spectrum with corresponding bootstrap 

uncertainties (standard deviation) collected at station 16 (ST16) of the UKCW cruise showed 

very small uncertainties for both parameters for most of the spectrum with increasing 

uncertainties toward the edges of the spectrum (Fig. 3.16). Large uncertainties in NIR ρ, did, 

however, not propagate into large uncertainties in the corresponding absorption coefficients. 

This observation is in agreement with findings of the previous sensitivity analysis (Section 

2.4.2).  

Fig. 3.17 shows a summary of different PSICAM measurement uncertainty estimates 

determined for UKCW data, including overall accuracy of the method (from cross-

comparison of two different PSICAMs), estimates of the overall precision over the course of 

the cruise (mean standard deviations), and bootstrap uncertainties for an example station, 

ST16. All three uncertainty estimates were of about the same level, confirming the bootstrap 

approach as robust method to determine realistic measurement uncertainties. All estimates 

were lowest in the visible spectrum (typically < 0.005 m
-1 

between 450 – 700 nm) for both 

total absorption and CDOM absorption determinations and increased towards the edges of 

the spectrum. 
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Fig. 3.17 Summary of different uncertainty estimates for PSICAM 

absorption measurements for (a) total absorption and (b) CDOM 

absorption determinations made during the UKCW cruise.  

Black lines: average spectral deviation between data measured with the 

HZG and Strath PSICAM; light grey lines: average of all standard 

deviations determined for Strath PSICAM measurements; dark grey lines: 

bootstrap uncertainty for an example station (ST16). 

 

3.8. Conclusions 

This chapter demonstrated the performance of the PSICAM for absorption determinations of 

solutions and natural water samples and quantified general measurement uncertainties. The 

accuracy of PSICAM absorption measurements is at least as good as for determinations with 

a dual-beam spectrophotometer or a LWCC system except for wavelengths shorter than 400 

nm where the PSICAM tends to underestimate other methods. PSICAM data quality in the 

UV is limited by low signal levels due to low signal levels and limited detector sensitivity. 

This is problematic in both calibration and absorption determinations. Another source of 

uncertainty in the UV is the high sensitivity of PSICAM measurements to errors during the 

calibration, the determination of the reflectivity. The reproducibility of PSICAM 

measurements is of the same magnitude for CDOM absorption and total absorption 

coefficients. In comparison to measurements with either LWCC systems or dual-beam 

spectrophotometers, the precision (standard deviation) of the PSICAM is up to one order of 

magnitude better due to its long effective pathlength.  

The cross-comparison with another PSICAM showed general discrepancies between the 

instruments of 10 - 15%. The average level of measurement uncertainties in PSICAM 
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determinations was found to < 0.01 m
-1

 in both CDOM absorption and total absorption 

coefficients in the visible spectrum. Towards the edges of the spectrum, uncertainties in 

measured absorption coefficients can, however, be significantly larger. Results showed that 

bootstrap uncertainties which capture the precision of an individual measurement as well as 

systematic errors (for example in the calibration), can be used to determine realistic 

estimates of overall uncertainties in absorption measurements of individual samples. Given 

the long pathlength and scattering insensitivity of the PSICAM, uncertainty estimates 

obtained for worst case scenarios point towards a need to carefully re-evaluation 

measurement uncertainties in other absorption methods. In particular, the accuracy of AC-9 

absorption measurements and the performance of commercial ICAM instruments would be 

of interested as they are accessible to a wide community. 

The long pathlength of the PSICAM and its high precision make it well-suited for accurate 

determination of low absorption coefficients. For untreated samples and samples containing 

particulate material, the PSICAM outperforms other instruments as it shows insignificant 

sensitivity to the presence of scattering material. This enables measurements of absolute 

absorption values that do not rely on scattering corrections which makes the PSICAM ideal 

for the validation or correction of other established absorption techniques. 
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4. Improving particulate absorption data using a combination of 

filter pad and PSICAM measurements 

 

4.1. Introduction 

Having established the performance characteristics of the PSICAM, it can now be used to 

investigate the performance of other absorption measurement methods used to obtain 

commonly used parameters in oceanographic science. One example is the spectral particulate 

absorption coefficient which has been routinely measured for many decades using filter pad 

techniques that are well known to have poorly controlled measurement errors. 

 

4.1.1. Importance of accurate particulate absorption coefficients 

All coastal and oceanic waters contain particles which absorb and scatter light. Knowledge 

on the optical properties of marine particles is therefore important for the parameterisation of 

RT underwater light field model (Mobley, 1994) and the interpretation of ocean colour 

remote sensing signals (Lee et al., 2002, Wozniak and Stramski, 2004). Spectral absorption 

data can be used to gain information on the composition of inorganic and organic material 

(Chang and Dickey, 1999). Light absorption by phytoplankton cells, in particular, has been 

of interest in many biological studies as it can yield information on pigment composition and 

concentration (Hoepffner and Sathyendranath, 1993, Johnsen et al., 1994), as well as the size 

structure of phytoplankton communities (Ciotti et al., 2002) which can be used to populate 

biogeochemical models of phytoplankton and photosynthesis (e.g. Behrenfeld and 

Falkowski, 1997).  

The most common method to determine the spectral absorption of light by particles, ap, is to 

collect the particulate matter on a glass-fibre filter and measure its absorption in a 

spectrophotometer. By varying the particle loading, the filter pad technique is sufficiently 

sensitive even for oligotrophic waters with very low particle concentrations. It also allows 

the partitioning of particulate absorption into absorption by phytoplankton and non-algal 

particulate components. Although the PSICAM is well-suited for the determination of 

absorption by natural water samples (with particles in suspension), there is no established 
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method to use the PSICAM to measure partitioned algal and non-algal components and it has 

lower sensitivity than the filter pad technique for oligotrophic samples. There is therefore an 

ongoing requirement for filter pad absorption measurements and it is essential that major 

sources of error are identified and appropriate correction methods established. 

 

4.1.2. Sources of uncertainty in filter pad absorption measurements 

Great effort has gone into the identification and quantification of measurement uncertainties 

and subsequent improvement of the filter pad absorption methodology. Error sources include 

wetness of the filter, different filter types (Mitchell and Kiefer, 1988), filter-to-filter variation 

even for filters of the same type (Roesler, 1998), storage and freezing of filters (Stramski, 

1990, Sosik, 1999), sample loading (Lohrenz, 2000) and improper filtration along with 

temperature and salinity effects. The major sources of uncertainty, however, are the 

unknown extent of scattering offsets and limitations in the correction for pathlength 

amplification (Bricaud and Stramski, 1990, Roesler, 1998, Lohrenz, 2000).  

Light loss due to sample scattering can result in a systematic error by introducing a positive 

offset of unknown magnitude to measured absorption data. In practise, negative offsets due 

to imperfections in the experimental procedure can also be observed. This is problematic in 

both filter pad absorption and cuvette measurements. Scattering offset effects are commonly 

corrected by applying a null-point correction (subtracting the signal measured at wavelengths 

> 750 nm from the rest of the spectrum) assuming negligible NIR absorption. This 

assumption, however, does not hold in coastal or mineral-rich waters (Tassan and Ferrari, 

2003, Stramski et al.,    7, Röttgers et al., 2014a) and can lead to systematic 

underestimation of particulate absorption coefficients across the spectrum. 

Pathlength amplification occurs when a photon travelling through the sample experiences 

multiple scattering events within the filter/sample matrix. Pathlength amplification will result 

in apparent increased sample absorption and data have to be corrected to obtain quantitative 

absorption coefficients. Measurements are commonly corrected by applying a predetermined 

pathlength amplification factor, β, which is defined as the ratio of optical to geometrical 

pathlength. Accurate determination of β is crucial to convert the optical density (OD) of the 

sample on the filter as measured in a spectrophotometer into quantitative particulate 

absorption coefficients using 
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ap(λ)   
 .    ODf(λ) A

  β
 [m

-1
] [4.1] 

 

where ap is the particulate absorption coefficient [m
-1

] at a given wavelength, λ [nm], ODf is 

the optical density of the sample on the filter [-], A is the filter clearance area [m
2
], and V is 

the volume of sample filtered [m
3
]. β has typically been derived from experiments with algal 

cultures and calculated as the ratio between the optical density of a sample on a filter, ODf, 

and the optical density of the sample as dilute suspension, ODs (Bricaud and Stramski, 

1990), from which a functional relationship is established and subsequently applied to field 

samples. 

An alternative, widely used approach to correct for pathlength amplification uses a 

predetermined function, ODs=f(ODf), to directly convert ODf into ODs. ap is then calculated 

using  

 

ap(λ)   
 .    ODs(λ) A

 
 [m

-1
] [4.2] 

 

This approach was first proposed by Mitchell (1990) who identified a second order 

polynomial as best descriptor for this relationship. Many studies have since adapted this 

approach and observed variability in the pathlength amplification correction dependent on 

phytoplankton species, cell size and shape, OD or wavelength (Mitchell, 1990, Cleveland 

and Weidemann, 1993, Arbones et al., 1996, Finkel and Irwin, 2001).  

 

4.1.3. ODf measurement configurations 

In order to determine an accurate correction for pathlength amplification, it is necessary to 

minimise uncertainties in the determination of ODf and ODs. Over the past few decades, 

several geometric configurations for the measurements of ODf and ODs have been proposed 

and tested.  

There are currently four different set-ups used to determine ODf: the transmittance method 

(T-method), the transmittance-reflectance method (T-R-method) and two measurements 

inside an integrating sphere (IS-method, QFT-ICAM). Trüper and Yentsch (1967) first 

suggested measuring the transmittance through a wet glass-fibre filter relative to an empty, 

wet reference filter. The T-method is by far the simplest and fastest approach and has been 

used as a standard method for decades (NASA protocols; Mitchell et al., 2003). It has been 
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suggested, however, that it suffers from limited control over measurement parameters, such 

as scattering errors, filter-to-filter variation and a high sensitivity to changing wetness of the 

filter (e.g. Mitchell and Kiefer, 1988, Cleveland and Weidemann, 1993, Arbones et al., 1996, 

Lohrenz, 2000). As glass-fibre filters effectively act as diffusors, measurements are 

potentially susceptible to large scattering errors and require null-correction. Scattering errors 

can be reduced by placing the filters at the entrance of an integrating sphere or close to the 

detector window.  

The transmittance-reflectance method proposed by Tassan and Ferrari (1995, 1998) was 

introduced to reduce errors when minerogenic material changes the filter backscattering and 

overcomes some geometric limitations associated with the T-method. It can partially correct 

for measurement errors due to backscattering losses and filter-to-filter differences. In theory, 

the T-R method does not require null-point correction but it might be applied in practice to 

reduce uncertainties originating from imperfections in the measurement set-up. Despites its 

apparent benefits over the T-method, the T-R-method has not been widely used in the past 

mainly because of its complex and laborious measurement protocol and the requirement for 

additional experimental apparatus.  

For the IS-method, filter pads are measured with a dual-beam spectrophotometer with 

scanning monochromatic illumination inside an integrating sphere. In contrast, the QFT-

ICAM uses a broadband white light source similar to the PSICAM. Measuring the 

absorptance of a sample on a filter inside an integrating sphere (IS-method and QFT-ICAM) 

benefits from a significantly reduced scattering error, high sensitivity and improved signal-

to-noise ratio (Maske and Haardt, 1987, Röttgers and Gehnke,   1 , Stramski et al., 2015) 

but has only been used in a limited number of studies (e.g. Neukermans et al., 2014). 

Measurements made with a QFT-ICAM or the IS-method do not require null-correction.  

It is important to note that mean β-factors vary systematically between different geometric 

configurations (Röttgers and Gehnke,   1 ). This means that there is no universal β-factor 

and values determined for one measurement geometry cannot be simply ported onto another. 

All other factors being equal (e.g. availability of relevant equipment), the most favourable 

method is therefore the one with the smallest associated uncertainty in the determination of β 

in combination with either a minimal scattering offset or a quantifiable scattering offset 

correction. 

  



73 
 

 

4.1.4. Measuring ODS 

The determination of β requires an associated measurement of ODs. Accurate determination 

of ODs using a cuvette inside a spectrophotometer is extremely difficult and can be 

significantly affected by scattering losses. Measurement uncertainties can be reduced, but not 

completely eliminated, when placing the cuvette inside an integrating sphere (Babin and 

Stramski, 2004).  For example there is the potential for such a set-up to also exhibit 

pathlength amplification effects.  

At this time, the most effective measurement set-up uses a PSICAM to determine the 

absorption of a sample, effectively without any scattering errors, and provides a standard 

against which filter pad absorption measurements can be validated. PSICAM spectra do not 

require null-correction, and absorption measured at > 750 nm can be considered to represent 

real NIR absorption by the sample. It should be noted that PSICAM measurements do not 

return ODs but rather ap directly (from ap = atotal - aCDOM). Empirical relationships for 

ap=f(ODf) can be derived, similar to ODs=f(ODf), and used to directly convert ODf into 

particulate absorption coefficients (Röttgers and Gehnke,   1 , McKee et al., 2014). 

 

4.1.5. Recent developments in filter pad absorption methodology 

The accuracy of the filter pad method as quantitative technique has remained controversial at 

least partly because of the variety of protocols in use. As a result of continuous 

improvements in instrumentation and methodology, uncertainties in the determination of 

particulate absorption coefficients were the subject of a number of recent publications. 

Stramski et al. (2015) derived individual functional relationships between ODs and ODf for 

three different geometrical configurations (T-method, T-R method and IS-method) using an 

extensive dataset of samples with a variety of optically relevant particle characteristics. They 

recommended the use of a power law function for conversion of ODf into ODs for future and 

historic datasets. The study relied on ODs measurements from cuvettes placed inside an 

integrating sphere. Neeley et al. (2015) performed a multi-analytical approach to get robust 

estimates of uncertainties in ap for selected ocean colour remote sensing wavelengths. They 

incorporated different experimental and analytical methods to derive ap and found large 

variability between the different approaches for different water types.  
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PSICAM data with minimal scattering error and baseline artefacts enables investigation of 

the impact of different error sources in filter pad absorption measurements and can help to 

establish a protocol for the correction for pathlength amplification and scattering offset. To 

date, three studies have used PSICAM data to assess the performance of traditional 

pathlength amplification corrections. All of them found linear relationships between 

particulate absorption coefficients and ODf for individual samples using the T-method 

(McKee et al., 2014) and the IS-method (Röttgers and Gehnke,   1 , Röttgers et al., 2016). 

This suggests that previously observed non-linear relationships might have been affected by 

errors in the determination of ODs. Using PSICAM data for validation, McKee et al. (2014) 

established a linear regression scheme to correct filter pad absorption measurements (T-

method). The slope of the linear function effectively represents a wavelength-independent, 

OD-independent β-factor. The intercept enables correction for scattering offsets without 

assuming zero NIR absorption. 

The aim of this chapter is to investigate uncertainties in filter pad absorption techniques in 

comparison with PSICAM data. Three datasets will be used to quantify the variability in β-

factors determined using a linear regression approach including samples with a variety of 

optical properties. This linear regression method will be compared to historic approaches to 

correct pathlength amplification and scattering effects in quantitative filter pad absorption 

measurements. This work will predominantly focus on the T-method as it is still the most 

commonly used technique and draw comparisons with more involved methods, such as the 

IS-method and measurements with a QFT-ICAM. The ultimate goal is to establish an 

optimised methodology for experimentally determining ap, drawing on the strengths of both 

PSICAM and filter pad absorption techniques. 

 

4.2. Methods 

4.2.1. Datasets 

Variability in corrected filter pad absorption measurements was assessed using three 

datasets: (1) algal cultures (AC-IOPS; Section 2.7), (2) data from the Ligurian Sea (LS; 

Section 2.8.1) and (3) data from UK coastal waters (UKCW; Section 2.8.3). All datasets 

contained at least one PSICAM measurement and one filter pad measurement (T-method) for 

each sample. 
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For 51 samples collected on the UKCW cruise in 2015, a more extensive dataset is available. 

Filter pad data measured with the T-method were collected by the University of Strathclyde 

and 2 additional filter pad absorption measurements were made by the Helmholtz-Zentrum 

Geesthacht (HZG). The latter were based on the integrating cavity approach: (1) using an 

integrating sphere with a spectrophotometer (IS) and (2) using the recently developed QFT-

ICAM. Two independent sets of PSICAM data (Strath PSICAN and HZG PSICAM) were 

also available for this subset from the UKCW cruise (Section 2.8.3). 

 

4.2.2. PSICAM measurements 

PSICAM particulate absorption coefficients were calculated by subtracting the CDOM 

absorption from the total absorption coefficient, both measured with a PSICAM (Section 

2.4). PSICAM particulate absorption coefficients measured independently with the Strath 

PSICAM and HZG PSICAM were found to agree within 7.3% RMedianS%E in the visible 

spectrum (Fig. 4.1). The RMS%E (< 12%; Eq. 3.2) is therefore smaller than for the two 

initial (total and CDOM, 10.6% and 15.1% respectively) measurements suggesting 

compensation of systematic errors in both measurements by subtraction. This level of 

consistency between the two independent datasets is a very encouraging endorsement of the 

performance of the PSICAM approach and also supports results presented in Chapter 3. 
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Fig. 4.1 Comparison of particulate absorption spectra (400-700 nm) of all 

samples collected on the UKCW cruise using the Strath PSICAM and 

HZG PSICAM.  
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4.2.3. Filter pad absorption data 

ODf of particulate matter collected on a filter paper was measured in the Shimadzu dual-

beam spectrophotometer using the T-method, following the protocol described in Section 

2.5. No integrating sphere was used for T-method determinations made in this work. 

Volumes filtered for the three different datasets ranged from 0.05 L to 5 L. Measurements 

with the IS-method were performed following the procedure described in Röttgers and 

Gehnke (2012). All data collected by HZG have been published together with a detailed 

description of set-up and measurement protocols for the recently introduced QFT-ICAM in 

Röttgers et al. (2016). 

 

4.3. Alternative approaches to corrected filter pad absorption measurements 

4.3.1. Historic correction methods 

Numerous studies have investigated the performance of quantitative filter pad absorption 

measurements and acknowledged the susceptibility to errors in the correction for pathlength 

amplification and scattering offsets. Various factors have been identified to affect the 

magnitude of pathlength amplification (see above) and proposed correction methods vary 

strongly. Some studies suggest a dependency of β on ODf (Maske and Haardt, 1987, 

Lohrenz, 2000). Bricaud and Stramski (1990) described the relationship between β and ODf 

using a power function. Mitchell (1990) proposed the use of a second order polynomial to 

describe the relationship between ODf and ODs. This approach was adopted in many 

subsequent studies in which alternative coefficients for this model were derived. Stramski et 

al. (2015) recently found that a power law function is the best descriptor for the relationship 

between ODf and ODs, based on extensive laboratory work using samples with a wide range 

of different optical properties. 

Most investigations used algal cultures to determine a function for the correction of 

pathlength amplification which can then be applied to field samples (Tassan and Ferrari, 

1995, Arbones et al., 1996, Roesler, 1998, Finkel and Irwin, 2001). Some studies suggested 

that a single correction for pathlength amplification might be sufficient if its determination is 

based on a large number of samples with different particle characteristics (Cleveland and 

Weidemann, 1993, Roesler, 1998, Stramski et al., 2015). Others, however, point towards a 

potential dependency on particle characteristics or phytoplankton species, suggesting the 
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selection of an inappropriate correction for pathlength amplification could result in 

systematic errors when applied to field samples. So far, no consensus on an appropriate 

method has been achieved. An overview over the different approaches used to correct filter 

pad absorption measurements is given in Table 4.1. 

 

Table 4.1 Summary of published pathlength amplification correction as functional relationships ODs 

= f(ODf) and scattering offset corrections for the T-method. 

reference pathlength amplification 

correction 

null-correction samples type 

Stramski et al. (2015) ODs = 0.679ODf 
1.2804

 at 750 nm 
artificial 

samples 

Stramska et al. (2003) ODs = 0.33 ODf + 0.983 ODf 
2
 at 750 nm field samples 

Finkel and Irwin (2001) ODs = 0.446 ODf + 0.122 ODf 
2
 - 

 

Roesler (1998) ODs = 1/2 ODf 

wavelength 

dependent 

scattering from 

AC-9 

field samples, 

cultures 

Nelson et al. (1998) species specific at 750 nm  cultures 

Allali et al. (1997) ODs = 0.264 ODf + 0.322 ODf 
2
 at 750 nm field samples 

Arbones et al. (1996) ODs = 0.38 ODf + 0.42 ODf 
2
 at 750 nm 

field samples, 

cultures 

Tassan and Ferrari (1995) ODs = 0.406 ODf + 0.519 ODf 
2
 at 750 nm cultures 

Moore et al. (1995) species specific 
 

cultures 

Cleveland and  

Weidemann (1993) 
ODs = 0.378 ODf + 0.523 ODf 

2
 at 750 nm cultures 

Hoepffner and 

Sathyendranath (1992) 
ODs = 0.31 ODf + 0.57 ODf 

2
 - cultures 

Bricaud and  

Stramski (1990) 
ODs = 1/1.63 ODf (λ)

-1.22 empirical 

relationship 

field samples, 

cultures 

Mitchell (1990) ODs = 0.392 ODf + 0.655 ODf 
2
 at 750 nm cultures 
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4.3.2. Linear regression correction 

Few studies investigating pathlength amplification in filter pad absorption measurements 

have had access to  SICAM data for validation. Röttgers and Gehnke (  1 ) studied the 

variability in β for filter pad measurements using the T, T-R and IS method. For low OD (< 

0.4 for the T-method and < 0.1 for the integrating sphere methods), they observed linear 

relationships between ODf and ap for all configurations which showed no dependency on 

wavelength or OD. Their results suggest that availability of PSICAM data is highly 

advantageous as it enables performance of sample-by-sample correction and cross-

validation. 

McKee et al. (2014) introduced a regression based approach to correct filter pad absorption 

measurements made for the determination of chlorophyll-specific absorption coefficients 

using the T-method. Their analysis also showed linear relationships between PSICAM 

absorption and uncorrected filter pad absorption coefficients. Fig. 4.2 shows the different 

stages of the linear regression filter pad absorption correction for two samples. In a first step, 

the uncorrected filter pad absorption coefficient, au, is calculated using Eq. 4.1 and β = 1.0 

(Fig. 4.2, (a) and (d)). au is plotted against corresponding PSICAM particulate absorption 

coefficients (Fig. 4.2, (b) and (e)) and a linear function is fitted through the data, returning a 

slope, i.e. the pathlength amplification correction factor, β, and an intercept, i [m
-1

], which 

can be used to correct for scattering offsets without assuming zero NIR absorption. 

Regressions were limited to the linear range of the data (deviations from linearity as shown 

in Fig. 4.2 (e) are discussed in Section 4.2.3). au can then be converted into quantitative filter 

pad absorption coefficients, ap, using Eq. 4.3 (Fig. 4.2, (c) and (f)). 

 

ap(λ)   
au(λ)   i

β
 [m

-1
] [4.3] 

 

Röttgers et al. (2016) recently introduced a field instrument to determine the OD of a sample 

collected on a filter pad, the QFT-ICAM. They analysed the performance of this new 

instrument in comparison to the IS-method used in Röttgers and Gehnke (2012) and 

estimated a mean β-factor for both methods. They found comparable mean β values for the 

different techniques, generally 2 fold higher than for the T-method, but observed much lower 

variability in β for the determinations with the QFT-ICAM. 
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Fig. 4.2 (a) and (d) PSICAM data, ap, and uncorrected (β = 1) filter pad data, au, 

of two different samples. (b) and (e) linear regression and corresponding 

coefficients and R
2
 for the same samples. Data ranges for the linear regression 

were limited to 400 – 700 nm for (b) and 440 – 700 nm for (e). (c) and (f) show 

final particulate absorption spectra measured with PSICAM and T-method. Filter 

pad data have been offset corrected and re-scaled using Eq. 4.3 and the 

coefficients derived in (b) and (e) respectively. 
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A common feature of these recent studies is the apparent sample-by-sample dependency in β 

and a linear relationship between ap and au for low ODf. Results suggest that the OD 

dependency of β that was previously observed might be due to insufficient accuracy in 

measurements of ODs due to scattering effects and/or overloading of filters. The comparison 

with PSICAM data enables the correction of measurements on a sample-by-sample basis for 

both β-factor and scattering artefacts. 

 

4.4. Limitations of PSICAM measurements 

The PSICAM is well-suited for determining absorption coefficients for natural water 

samples due to a combination of its insensitivity to scattering and a long effective pathlength. 

PSICAM measurements require little sample preparation and sample alteration due to 

handling is minimised. In contrast, measurements with many other commonly available 

bench-top instruments require filtration or concentration of the sample which might cause 

cell breakage (and associated loss of pigments) and can potentially change the optical 

properties of a sample significantly compared to under in situ condition. 

However, PSICAM measurements outside the visible spectrum have proven to be 

challenging due to very low signal levels with artefacts regularly observed in both the UV 

and NIR (as discussed above). Particularly in the blue/UV the current set-up using a tungsten 

lamp as broadband light source reaches its limits. As this effect can occur in both total 

absorption and CDOM absorption determinations, it can result in large uncertainties in the 

blue/UV spectral region when propagated into final particulate absorption coefficients. In the 

absence of additional measurements, it is very difficult to determine the exact wavelength at 

which absorption coefficients are affected by this systematic error as it changes with 

constituent concentration and measurement configurations. 

As filter pad absorption is measured in a scanning, monochromatic dual-beam 

spectrophotometer and gain settings can be adjusted with wavelength, measurements are less 

susceptible to issues due to low intensity signal levels in the blue/UV. Fig. 4.2 shows data for 

two samples only one of which exhibits PSICAM underestimation in the UV. By plotting 

uncorrected filter pad absorption against PSICAM data (Fig. 4.2, (b) and (e)), there is a clear 

point of deviation in one of the plots (Fig. 4.2(e)) where the effect of PSICAM 

underestimation becomes obvious. These data points can then be excluded from further 

analysis. The linear regression slope and offset is generated using only the linear range of the 
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data, but can be applied to the entire filter pad spectrum. The approach presented here can 

therefore help extend the range of accurate particulate absorption coefficients into the UV 

and NIR (Fig. 4.2, (c) and (f)) and at the same time provide a quality control mechanism for 

PSICAM measurements. The combination of filter pad absorption data measured with the T-

method and PSICAM is recommended for generating best quality particulate absorption 

data. 

  

4.5. Variability in β-factors 

4.5.1. Differences between geometric configurations 

Using the linear regression approach, distributions of β-factors were derived for 

measurements made on the UKCW cruise in 2015 with three different geometrical 

configurations (T-method, IS-method and QFT-ICAM). The coefficient of determination for 

linear regression against PSICAM data was > 0.92 for all samples. Observed median β 

values varied strongly between the different methods and were over 60% larger for the 

integrating sphere methods with median values of 4.5 for the IS-method and 3.9 for the QFT-

ICAM compared to 2.5 for the T-method (Table 4.2).  

 

Table 4.2 Median and 95% prediction intervals for β-distributions derived for three different 

geometrical configurations used for 51 samples collected on  the UKCW cruise in 2015. Data (362 – 

726 nm), where PSICAM sensitivity issues in the blue were observed, were excluded from this 

comparison. 

Method Median 
95% prediction 

intervals 

T-Method 2.5 ± 1.3 

QFT-ICAM 3.9 ± 1.0 

IS-method 4.5 ± 1.7 

 

Mean β-factors varied very slightly from the values (4.56 and 4.06 for IS-method and QFT-

ICAM, respectively) presented in Röttgers et al. (2016) because here the HZG filter pad data 

are compared against the Strath PSICAM rather than HZG PSICAM absorption data. 

Measurements made inside integrating spheres tend to amplify the pathlength more strongly 
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and hence result in larger β than the T-method. Importantly, the apparent variability in β 

(95% prediction intervals, Table 4.2) was similar across all geometries, which suggests that 

the integrating cavity methods might not have a significant intrinsic advantage over the T-

configuration.  

 

4.5.2. Variability within the T-method 

Across the three different datasets, median β values derived for the T-method ranged from 

2.2 for the AC-IOPs dataset to  .  for the B  9 cruise with 95  prediction intervals of ± 1.  

to ± 1.7, respectively (Table 4.3). The median value determined for measurements made with 

the T-method on the UKCW cruise was  .5 ± 1.  (Fig. 4.3). Uncorrected filter pad 

absorption data generally underestimated PSICAM absorption in the NIR which resulted in 

small negative intercepts (positive offset correction) in the linear regression. 69% of all 

intercepts, i, were within ±  .  5 m
-1

. Largest intercepts (< -0.2 m
-1

) were observed for 

samples with high NIR absorption, e.g. in the Bristol Channel or for bottom water samples. 
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Fig. 4.3 Distributions of (a) β-factors (regression slopes) and (b) 

scattering offsets (i, regression intercepts) determined for 51 filter pad 

absorption measurements made on the UKCW cruise using the T-method. 

 

4.5.3. Sources of variability in β-factors 

An experiment was conducted to investigate the magnitude of differences between β-factors 

determined for a single sample sub-sampled onto multiple filter papers. The aim was to 
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assess if the variability within measurements made with the same configuration (Table 4.3) 

can potentially be explained by natural sample variability or variation between individual 

filter papers.  

 

Table 4.3 Median and 95% prediction intervals for β-distributions derived for three different datasets 

and measurements with the T-method. 

Dataset Median 
95% prediction 

intervals 

Algal cultures 2.2 ± 1.0 

BP09 3.2 ± 1.7 

UKCW 2.5 ± 1.3 

 

Two 5 L samples, one natural sample collected from a stream in the Scottish Highlands and 

one from a diluted green algae culture (D. maritima), were divided into five 1 L sub-samples 

and the particulate absorption was measured with the PSICAM and T-method filter pad 

absorption technique. For the natural sample, a high CDOM concentration, aCDOM(440 nm) = 

0.95 m
-1

, resulted in low PSICAM signal levels in the blue, and the linear range was limited 

to data from 480 – 700 nm for all natural sub-samples in this experiment.  

Fig. 4.4 shows the regression plots and associated β-factors for the different sub-samples. 

Observed median β values were (by chance) similar, approx. 2.75, for both the natural 

sample and the algal culture sample. The variability in β of ±  . 5 observed here, which is 

assumed to be due to differences between individual filter pads, does not fully explain the 

overall variability of > ± 1.  in β in the T-method for natural sample datasets. This suggests 

that variability in β is due to a combination of both filter pads and sample variability. 

During the AC-IOPs experiments, samples from 4 cultures were measured 2 - 3 times within 

a 2 week period. β-factors determined for samples of the same species varied strongly and 

showed a tendency to increase over time (Fig. 4.5), suggesting that stable species-specific β 

values are not easily reproduced. A potential explanation for the observed tendency in β to 

increase could be increasing concentrations of bacteria and detrital material due to ageing of 

the cultures which might affect the packaging of cells on the filter paper. Results, however, 

remain somewhat inconclusive due to the limited amount of data available. 



84 
 

PSICAM ap () [m
-1

]

0.00 0.05 0.10 0.15 0.20 0.25

fi
lt

er
 p

ad
 a

U
 (


) 
[m

-1
]

0.0

0.1

0.2

0.3

0.4











PSICAM ap () [m
-1

]

0.0 0.2 0.4 0.6 0.8 1.0

fi
lt

er
 p

ad
 a

U
 (


) 
[m

-1
]

0.0

0.5

1.0

1.5

2.0

2.5

 = 2.6

 = 2.8

 = 2.8

 = 2.9

 = 2.8

natural sample algal culture

(a) (b)

 
Fig. 4.4 Slopes of linear regression applied to uncorrected filter pad 

absorption, au, (Eq. 4.1 with β = 1.0) vs. particulate absorption measured in a 

PSICAM, ap, for 5 sub-samples of the same (a) natural sample and (b) sample 

of D. maritima. Data in (a) is limited to the linear range from 480 – 700 nm, 

data in (b) to 400 – 700 nm. 
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Fig. 4.5 Multiple determinations of β-factors for samples made up using 4 

different algal species within a 2 week time period. SM – Skeletonema 

marinoi, HS – Heterocapsa spp., PS – Pseudonitzschia seriata, AM – 

Alexandrium minutum.  
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4.6. Effect of different filter pad absorption corrections 

The performance of different correction methods for filter pad absorption measurements with 

the T-method was tested on the UKCW dataset. The analysis was limited to the spectral 

range in which linear relationships between au and PSICAM data were observed, and up to a 

maximum range of 362 – 726 nm. Results showed excellent agreement (RMS%E = 3.2%) 

between measurements corrected with the linear regression approach and ap measured with a 

PSICAM (Fig. 4.6(a), Table 4.4). This value, however, masks remaining large individual 

errors, some greater than 100%, for particulate absorption values < 0.5 m
-1

. Any deviation 

from the sample-by-sample approach, such as applying an average slope (Fig. 4.6(b)) or a 

null-correction (Fig. 4.6(c)), leads to larger differences greater than 20%, between the two 

measurements. The linear regression approach improves the agreement of filter pad data with 

PSICAM data in 2 ways: (1) sample-specific β-factors have a positive effect by accounting 

for filter and sample artefacts discussed above and (2) the application of offsets accounts for 

sample dependent scattering artefacts.  

Fig. 4.6 also shows examples of performance of two previously published corrections, the 

earliest (Mitchell, 1990) and most recent work (Stramski et al. 2015). Data correction with 

historic correction methods (Table 4.4) showed lower agreement with PSICAM data, with a 

minimum RMS%E of 20.7% and a maximum of almost 46% for the approach proposed by 

Allali et al. (1997).  

The regression approach to correct NIR scattering offsets resulted in 1 order of magnitude 

smaller intercepts derived from subsequent linear regression applied to the comparison with 

PSICAM data (Table 4.4) and high R
2
 (> 0.95) even when approximated β-factors were 

applied. Null-correcting filter pad absorption data consistently resulted in negative intercepts 

compared to PSICAM measurements, which means that NIR absorption values are 

systematically underestimated. Inappropriate correction of NIR-offsets therefore clearly has 

a strong impact on the overall performance of the quantitative filter pad technique. 

To date, the effect of pathlength amplification and scattering artefacts on bleached filters 

remains unknown and future work is required to investigate if required correction 

coefficients change from measurements of the unbleached filter to the bleached sample. 

However, the absence of a partitioning method for PSICAM measurements, and hence lack 
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of validation data, is currently hindering studies of non-algal particulate absorption 

measurements. 

 

Table 4.4 Slope, intercept and coefficient of determination (R
2
) for linear regression applied to 

corrected filter pad absorption data vs. PSICAM data (in the linear range). Overall agreement is given 

as RMS%E. 

reference 
slope 

[-] 

intercept 

[m
-1

] 

R
2 

 

RMS%E 

[%] 

regression slope + offset 0.99 0.000 0.999 3.2 

regression slope + null correction 1.38 -0.012 0.913 19.7 

average slope + regression offset 0.72 -0.001 0.954 19.6 

average slope + null correction 1.00 -0.012 0.877 20.8 

Stramski et al. (2015) 0.77 -0.017 0.801 42.6 

Stramska et al. (2003) 0.94 -0.018 0.814 29.6 

Finkel and Irwin (2001) 0.96 -0.012 0.871 22.4 

Roesler (1998) 1.04 -0.013 0.877 20.7 

Allali et al. (1997) 0.63 -0.010 0.849 45.7 

Arbones et al. (1996) 0.90 -0.014 0.851 26.9 

Tassan and Ferrari (1995) 0.98 -0.015 0.847 24.4 

Cleveland and Weidemann (1993) 0.92 -0.015 0.845 26.6 

Hoepffner and Sathyendranath 

(1992/1993) 
0.79 -0.013 0.836 34.5 

Bricaud and Stramski (1990) 0.79 -0.016 0.818 38.7 

Mitchell (1990) 0.98 -0.016 0.839 25.2 
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Fig. 4.6 The effect of different filter pad absorption correction methods on 

the agreement between ap derived from PSICAM and filter pad 

measurements from 362 – 726 nm (except where PSICAM data were 

limited to eliminate artefacts due to very low intensity signals), made on 

the UKCW cruise in 2015. (a)-(d) show variations of the linear regression 

correction in comparison to two previously published corrections by (e) 

Mitchell (1990) and (f) Stramski et al. (2015). 
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. 

4.7. Comparison of different geometric configurations 

Fig. 4.7 shows the agreement of corrected filter pad absorption data obtained using the T-

method, the IS method and the QFT-ICAM with ap measured in a PSICAM. Data from all 

four measurements were available for a total of 51 samples. RMS%Es were broadly 

comparable for all three filter pad methods (1.7 - 3.2%) and regression slopes against 

PSICAM data were all within 1.5% of unity (Table 4.5). 

Given the comparable levels of performance, there appears to be no clear benefit to more 

complex approaches over the relatively simple T-method. Correction for scattering effects 

using the regression approach effectively compensates the T-method for the sensitivity to 

scattering errors. This results in insignificant differences in corrected NIR absorption 

between the different configurations (Fig. 4.8) which could be observed for the majority of 

samples from the UKCW cruise with a variety of different constituent compositions and 

concentration ranges, e.g. more sediment loaded waters North of Anglesey (ST19; Fig. 4.8 

(b)) and phytoplankton dominated samples (ST50; Fig. 4.8 (e)).  

There is overall little apparent deviation between data measured with the different 

techniques. However, in some cases (e.g. ST45; Fig. 4.8 (d)), small differences in the 

spectral shape between data obtained with the QFT-ICAM and the other techniques could be 

observed. This can potentially be explained by pigment fluorescence which might affect the 

different geometries to a varying extent. Fluorescence effect might be more of an issue in 

QFT-ICAM measurements because it uses a white light source, cells are concentrated onto a 

filter paper and signals are amplified inside the integrating cavity (also Chapter 6). Largest 

differences between the different techniques could generally be observed at wavelengths < 

350 nm but due to a lack of feasible validation data, quantification of measurement 

performances was not possible. 

The three different geometries returned similar corrected ap which is an indication of 

reasonable performance of filter pad measurements for wavelengths > 360 nm. This 

illustrates how filter pad data can help to extend the spectral range of particulate absorption 

coefficients beyond the range of a typical PSICAM measurement. Cross-validation can also 

be helpful to identify PSICAM data of poorer quality, e.g. in the NIR for ST38 (Fig. 4.8 (c)).  
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Fig. 4.7 The effect of the linear regression filter pad absorption correction 

methods on the agreement ap derived from PSICAM and filter pad 

measurements using different geometric configurations: (a) T-method, (b) 

QFT-ICAM and (c) IS-method. Data presented is a subset of 51 stations 

sampled during the UKCW cruise in May 2015, from 362 – 726 nm (except 

where PSICAM data were limited to eliminate artefacts due to very low 

signal levels). 
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Fig. 4.8 Agreement between particulate absorption coefficients 

determined from measurements with 3 different filter pad configurations 

and a PSICAM for 6 example stations sampled on the UKCW cruise in 

2015. 
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Benefitting from relative simplicity and availability, the combination of T-method and 

PSICAM is capable of producing higher quality ap data than either technique on its own, and  

as good as any of the other filter pad techniques in combination with the PSICAM. None of 

the filter pad techniques offer a satisfactory standalone solution. 

 

Table 4.5 Performance of three different filter pad configurations corrected with the linear regression 

approach compared to PSICAM data (362 – 726 nm) from the UKCW cruise. Data where PSICAM 

sensitivity issues in the blue were observed, were excluded from this comparison. 

method 
slope 

[-] 

intercept 

[m
-1

] 

R
2 

 

RMS%E 

[%] 

T-method 0.988 -0.0004 0.9991 3.2 

QFT-ICAM 1.000 -0.0001 0.9995 1.7 

IS-method 0.999 0.0000 0.9994 2.7 

 

4.8. Conclusions 

The availability of PSICAM data enabled significant progress in the development of the 

methodology to determine quantitative particulate absorption coefficients from filter pad 

measurements. The comparison of filter pad and PSICAM data confirmed previous 

observations of linear relationships (Röttgers and Gehnke,   1 , McKee et al., 2014, 

Röttgers et al., 2016). Fitting a linear function through the data provides regression 

coefficients (slope and intercept) which can be used to correct filter pad absorption 

measurements and match them with PSICAM data on a sample-by-sample basis, resulting in 

agreement within 3.2% RMS%E. The linear regression approach clearly distinguishes 

between pathlength amplification and scattering offset artefacts and has the advantage that it 

can be extrapolated to wavelengths where the PSICAM data are either suspect or otherwise 

unavailable, e.g. filter pad data beyond spectral range of the PSICAM data. The linear 

correction outperforms previously proposed correction methods (RMS%E > 20%) but is 

dependent on the availability of PSICAM data. Unfortunately, this eliminates application to 

historic datasets and imposes a significant additional experimental burden on future work. 

However, improved quality absorption data might be more accessible to the wider 

community in the near future through new commercially available integrating cavity 

absorption meters, such as the Trios OSCAR and the Turner Designs flow-through ICAM. 
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The traditional T-method, despite its theoretically higher measurement uncertainties, does 

not perform significantly worse than more complex configurations. In fact, the simplicity of 

the measurement protocol makes the T-method favourable for future field work campaigns 

where time and labour are limited.  

It has been demonstrated here that filter pad absorption measurements benefit from 

complementary PSICAM measurements to derive appropriate correction coefficients. At the 

same time, PSICAM data have been shown to benefit from the availability of corresponding 

filter pad data as this enables identification of wavelengths at which sensitivity issues occur. 

Cross-validation with filter pad absorption data can provide a quality control mechanism 

which is useful in identifying measurement artefacts and improves the overall quality of 

measured IOPs.   
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5. Optical closure for marine waters from in situ IOP 

measurements 

 

5.1. Introduction 

Similar to the developments made with regards to filter pad absorption data, PSICAM data 

has been used to develop new scattering corrections for submersible AC-9 measurements. 

Two new scattering correction schemes for in situ absorption and attenuation data measured 

with AC-9 instruments have been published recently using PSICAM data for direct 

validation (Röttgers et al., 2013, McKee et al., 2013). This chapter will attempt a different 

approach based on radiative transfer simulations to investigate the impact of these new 

scattering corrections through comparison with in situ radiometry. This will indirectly 

validate the PSICAM performance as the new AC-9 correction being tested, are designed to 

replicate PSICAM performance. Results and analysis presented here were published in 

Lefering et al. (2016). 

 

5.1.1. Limitations in AC-9 measurements 

AC-9 measurements can suffer from significant scattering errors in both the absorption and 

attenuation sensors. Errors in the absorption measurements originate from limitations in the 

reflective tube design which fails to collect all scattered light beyond a critical angle of ~41° 

(McKee et al., 2013). This results in systematic overestimation of absorption coefficients. In 

water, the AC-9 attenuation sensor has a relatively wide collection angle of ~ .9° which fails 

to exclude photons scattered in the forward direction at angles smaller than the collection 

angle of the lens-aperture system. Boss et al. (2009) demonstrated that uncorrected AC-9 

attenuation data were systematically lower by almost a factor of 2 than equivalent 

attenuation data from a LISST100X (Sequoia Scientific), which has a much smaller 

collection angle (~ .  ° in water).  

A variety of scattering corrections approaches for AC-9 absorption measurements have 

previously been proposed, making different assumptions about the spectral nature of 

scattering and volume scattering coefficients and the absorption signal in the NIR. Of these 
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corrections, the proportional correction (Zaneveld et al., 1994) has been most commonly 

used in the past (e.g. Twardowski et al., 1999, Sullivan et al., 2006, Mitchell et al., 2014). 

Two new AC-9 scattering corrections, based on iterative and semi-empirical approaches, 

appear to offer improvements in the quality of in situ absorption and attenuation data which 

is particularly significant for coastal waters with typically high scattering. Recent studies (de 

Carvalho et al., 2015, Sokoletsky and Shen, 2014) showed that different AC-9 corrections 

strongly affect remote sensing signals modelled using RT modelling. It is therefore 

interesting to re-assess the extent to which these new corrections impact on optical closure. 

 

5.1.2. Applications for optical closure 

Here the performance of the two new AC-9 scattering corrections is tested and compared 

with the proportional correction in an optical closure exercise. Optical closure is effectively a 

test for consistency between in situ IOP and radiometry measurements using RT simulations. 

In an ideal scenario, underwater light fields, modelled based on measurements of IOPs, 

precisely replicate radiometric data collected at the same time. Achieving optical closure 

means that both IOP and radiometry measurements as well as the RT model are at least 

mutually consistent.  

In the past, however, optical closure has proven difficult to achieve and has been used to 

identify limitations in in situ IOP data. For example, Chang et al. (2003) identified the 

scattering correction for AC-9 absorption measurements and assumptions about the volume 

scattering function as limiting factors. Their work also showed that the parameterisation of 

chlorophyll fluorescence in the model and the accuracy of radiance measurement are major 

sources of uncertainty in optical closure tests.  Several studies have since investigated the 

effect of particle characteristics, such as the slope of the particle size distribution and the 

shape of the VSF, on optical closure (Mobley et al., 2002, Bulgarelli et al., 2003).  

Most studies test optical closure on apparent optical properties, mainly the remote sensing 

reflectance, Rrs, rather than underwater radiometric measurements. Tzortziou et al. (2006) 

additionally, attempted optical closure for in-water radiometry profiles and showed excellent 

agreement for the surface layer (down to 3m) with percentage deviations of < 18% across the 

spectrum just beneath the surface (1m depth). Their work also highlights the sensitivity of 

RT models to inelastic effects, in particular chlorophyll fluorescence. 

In addition to the assessment of consistency for in situ IOP and radiometry measurements, 

the degree of optical closure achieved can provide a measure of accuracy in modelled 
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underwater light fields based on in situ IOP data. Quantification of uncertainties in RT 

outputs is of great interest for coupled ecosystem modelling and assimilation of ocean colour 

remote sensing data. Fujii et al. (2007) have shown the advantages of integrating optical and 

RT models into existing ecosystem models, particularly in improving modelled subsurface 

light fields as the main driver for many photo-chemical processes. Data from RT models are 

also commonly used to develop satellite remote sensing algorithms (Stramski et al., 1999, 

Lee et al., 2002, Mitchell et al., 2014).  Understanding the practical performance limitations 

for modelling underwater light fields is essential in the context of ensuring that RT models 

are interpreted appropriately. 

This chapter will examine closure results for a range of coastal and oceanic waters and test 

the impact of uncertainties in IOP measurements on both surface reflectance parameters and 

light field parameters at depth. Simultaneous comparison of simulated profiles of downwards 

irradiance, Ed(λ), and upwards radiance, Lu(λ), against in situ observations presents a robust 

test of optical closure. It is insufficient to test against Ed(λ) alone as in most cases this is 

pinned to the above surface irradiance, Es(λ), which is a boundary condition of the RT 

model. The combination of Ed(λ) and Lu(λ) profiles effectively provides an end-to-end test of 

all the major components of the RT model, with successful modelling of these parameters 

ensuring the quality of derived higher level products. As the new AC-9 scattering corrections 

effectively match AC-9 absorption data with PSICAM data, demonstrating optical closure 

using corrected AC- 9 data is an additional indirect validation of PSICAM performance.  

 

5.2. AC-9 scattering correction methods 

This section includes the description of the three AC-9 scattering corrections used for the 

optical closure assessment performed in this work using the LS and WCS datasets. A 

detailed outline of sampling locations, data acquisition and measurement protocols can be 

found in Chapter 2.  

 

5.2.1. The proportional correction 

The proportional correction was described by Zaneveld et al. (1994). It is based on two 

assumptions: (1) negligible NIR absorption and (2) wavelength independent scattering phase 

function. Measured absorption coefficients are corrected using the accompanying attenuation 

measurements of the AC-9 to estimate a wavelength dependent scattering error as follows 
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aac9(λ)   am(λ)   am(715 nm)   
(c

m
(λ)   am(λ))

(cm(715 nm)   am(715 nm))
 [m

-1
] [5.1] 

 

where aac9 is the corrected non-water absorption [m
-1

] at a given wavelength, λ [nm], am is 

the uncorrected (measured) absorption coefficient [m
-1

] and cm is the measured attenuation 

coefficient [m
-1

].  The proportional correction forces all absorption spectra through zero at 

715 nm, the reference NIR wavelength where non-water absorption is assumed to be zero. 

However, it has been shown that this assumption does not hold for waters with an increased 

NIR absorption due to high levels of non-biogenic minerals or CDOM (Tassan and Ferrari, 

2003, Stramski et al.,    7, Röttgers et al., 2014a). The extent to which the scattering phase 

function can be considered wavelength independent also remains a subject of debate with 

significant wavelength dependence having been found in certain highly turbid areas (McKee 

and Cunningham, 2005, Chami et al., 2006b, McKee et al., 2009). 

 

5.2.2. The semi-empirical correction 

The semi-empirical correction by Röttgers et al. (2013) is a development of the basic form of 

the proportional correction. It includes an additional scattering correction for attenuation 

measurements and allows for non-zero NIR absorption values (Eq. 5.2).  

 

aac9   am   [am(715 nm)   aemp(715 nm)] x 

1
ec
cm(λ)   am(λ)

1
ec
cm(715 nm)   aemp(715 nm)

 [m
-1

] [5.2] 

 

where 1/ec is a scattering correction for the attenuation measurement. Boss et al. (2009) 

found an average value of ec = 0.56 for a single wavelength. This attenuation correction is 

used in Eq. 5.2 and for subsequent use of attenuation data in RT simulations testing the 

performance of the semi-empirical correction method. aemp(715 nm) [m
-1

] is determined from 

an empirical relationship (Eq. 5.3). Instead of forcing the absorption spectrum through zero 

at 715 nm, the semi-empirical correction applies an empirical relationship between 

uncorrected AC-9 NIR readings and PSICAM absorption data at this wavelength. The 

PSICAM has a higher sensitivity and accuracy than the AC-9 and can determine very low 

absorption coefficients in the NIR accurately due to the instrument’s long effective 

pathlength. 
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aemp (715 nm)    . 1   [a
m
(715 nm) 

1.1 5
 [m

-1
] [5.3] 

 

5.2.3. The iterative correction 

The iterative correction uses a different approach to correct both absorption and attenuation 

measurements for scattering errors (McKee et al., 2013). Additional backscattering 

measurements are used to calculate particulate backscattering ratios which are then used to 

parameterise the Fournier-Forand phase function (Fournier and Forand, 1994, Mobley et al., 

2002). Estimates of the VSF are used in a model to predict appropriate, wavelength 

dependent scattering errors. Prior Monte Carlo simulations of the absorption and attenuation 

flow cells were used to tune the instrument-specific wall reflectance, accounting for ageing 

and imperfections. An appropriate wall reflectance for this sensor was selected through 

comparison with associated PSICAM data. The limited availability of PSICAM data across 

the community, however, means that this approach is not as widely available for other users 

although this might change with increasing use of commercial ICAM instruments. The 

iterative correction method also makes no assumptions about NIR absorption.  

 

5.3. Radiative transfer modelling 

EcoLight 5.0 (Sequoia Scientific) was used to model underwater light fields, i.e. profiles of 

downward irradiance, Ed(λ), and upwards radiance, Lu(λ). EcoLight is the faster version of 

the more complete RT model Hydrolight and is more suitable for many potential 

applications, such as incorporating RT models into coupled ecosystem models. The 

difference between outputs from EcoLight and a full Hydrolight run tested on one station 

sample on the WCS cruise showed differences less than 2.6 % for Lu and less than 0.5% for 

Ed across the profile and all wavebands considered. 

The model was populated using in situ IOP profiles of absorption, attenuation (AC-9) and 

backscattering (BB-9) data collected and processed using the three scattering corrections 

discussed above. Ed and Lu were computed only for AC-9 wavelengths and depths at which 

radiometry data were available to minimise artefacts due to inter- and extrapolation. 

EcoLight requires information on the shape of the VSF and generates Fournier-Forand 

scattering phase functions from derived particulate backscattering coefficients. The incoming 

solar radiation was parameterised using estimates of percentage cloud cover  and the median 
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above surface downwards irradiance spectra Ēs(λ), averaged over the acquisition time of the 

underwater light field profiles. Modelling of inelastic scattering processes was restricted to 

Raman scattering by water molecules. CDOM and phytoplankton fluorescence were not 

included in the model due to a lack of required depth profiles of constituent concentrations 

and fluorescence quantum yields.  

 

5.4. Optical closure assessment 

Optical closure was tested by comparing RT model outputs of radiometric parameters and 

apparent optical properties with profiles derived from in situ measurements (Fig. 5.1). 

Optical closure performance was assessed for profiles of Ed and Lu for three wavebands in 

the blue, green and red, at 440 nm, 532 nm and 650 nm, respectively.  

PAR(z), the depth resolved photosynthetically available radiation, can be used to quantify the 

overall availability of light for plant growth at a certain depth. It is therefore a parameter of 

great interest in many bio-optical applications and productivity models. PAR is calculated by 

integrating Ed across the visible spectrum (Eq. 5.4) and is therefore less likely to be sensitive 

to wavelength dependent artefacts.  

 

    ( )   ∑
 

  
   (   )   

      

      

 [photons s
-1

 m
-2

] [5.4] 

 

where Ed [W m
-2 

nm
-1

] is the downwelling irradiance at the centre of an AC-9 waveband, λ 

[nm], and depth, z [m].  h = 6.626 x 10
-34

 [N m s] is  lanck’s constant and c = 2.998 x 10
8
 [m 

s
-1] is the speed of light in a vacuum. 

RL(λ,zmin) is the wavelength dependent radiance reflectance at the closest measurement to the 

sea surface, zmin [m], and is calculated using 

 

RL(      )  
  (      )

  (      )
 [sr

-1
] [5.5] 

 

RL was used as a proxy for remote sensing reflectance, Rrs  ̧and can provide information on 

the quality of RT model outputs for applications in validation of ocean colour remote sensing 

data and development of new algorithms. 
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In order to assess the degree to which optical closure has been achieved for a given dataset 

(i.e. by cruise), median and range of best-fit slopes were derived from linear regressions 

applied to each profile (model against in situ measurements). All data were log-transformed 

prior to the analysis as each parameter varied over orders of magnitude with depth. All 

coefficients of determination, R
2
, were found to be > 0.95. Slopes greater than 1.0 indicate 

modelled values decrease too rapidly with depth, i.e. the corresponding attenuation is 

overestimated by the model, and vice versa.  

Root mean square percentage errors, RMS%E (Eq. 5.6) calculated for the original (not log-

transformed) data provide information on the spread between modelled and measured 

datasets.  

 

RMS E √
1

n
∑(

xmodel xmeasured

xmeasured

 1  )
 

n

1

 [%] [5.6] 

 

where x represents either Ed(z, λ), Lu(z, λ), RL(λ), or PAR(z), n is the number of data points, 

xmodel and xmeasured are the modelled and measured value, respectively. 

 

 

Fig. 5.1 Diagram of optical closure assessment, describing the process 

from in situ determinations, subsequent data processing, and final 

comparison of measured RT modelled parameters. 
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5.5. Results 

5.5.1. Comparison of different AC-9 correction methods 

The effect of the different scattering corrections is presented for two example stations 

sampled on the WCS cruise in   1 . ST 5 was located at 5 ° 4 . 17’ N,    ° 1 .585’ W 

and was a reasonably clear station close to Ardnamurchan Point. ST12 was a more turbid 

station located in the upper basin of Loch Linnhe at 5 ° 45.5  ’ N,   5° 1 .544’ W. 

Compared to ST05, ST12 exhibited 2 fold higher absorption and backscattering just below 

the surface, while scattering coefficients were 3 times higher (Fig. 5.2 – 5.4). For these 

stations, the choice of AC-9 scattering correction had only very little effect on measured 

absorption spectra, with effectively constant deviation across the spectrum and a maximum 

of 0.017 m
-1

 (ST12). At longer wavelengths, spectra corrected with the proportional 

correction exhibited consistently lower absorption values due to the assumption of negligible 

absorption at 715 nm. The iterative correction performed poorly at two stations sampled in a 

coccolithophore bloom (data not shown) where it returned negative absorption values at 650 

nm and 715 nm. These stations exhibited very high backscattering coefficients (bbp(440 nm) 

> 0.011 m
-1

). There are several potential reasons for this. One is that the assumptions 

underpinning bb deviation, the so-called χ-factor, are breached in these conditions. This 

feature potentially points towards issues in the selection of scattering phase functions, as the 

Fournier-Forand phase function assumes a power law particle size distribution which may 

not be appropriate in such bloom conditions. 

Larger differences between the different correction methods could be observed for 

attenuation spectra. While the proportional correction does not include a correction for 

attenuation data (and therefore always gives lowest attenuation coefficients), the semi-

empirical correction increases the attenuation by a constant factor of 1.78. The iterative 

correction changes the magnitude of attenuation for every waveband and station individually 

which can lead to strong deviations from the original spectral shape. For both ST05 and 

ST12, the iterative correction returned smaller attenuation values compared to the semi-

empirical correction but this pattern was not consistent across the dataset. 
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Fig. 5.2 Measured AC-9 absorption, a(λ), attenuation, c(λ), spectra and 

calculated scattering (b(λ) = c(λ) - a(λ)) spectra for ST05 (clear water) of 

the WCS cruise. Left: uncorrected measurements. Right: the effect of 

three different AC-9 scattering corrections, proportional, iterative and 

semi-empirical, on the different parameters. 

ST05 – clear water 
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Fig. 5.3 Measured AC-9 absorption, a(λ), attenuation, c(λ), spectra and 

calculated scattering (b(λ) = c(λ) - a(λ)) spectra for ST12 (sea loch water) 

of the WCS cruise. Left: uncorrected measurements. Right: the effect of 

three different AC-9 scattering corrections, proportional, iterative and 

semi-empirical, on the different parameters.  

ST12 – sea loch 
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Fig. 5.4 Spectral particulate backscattering coefficients, bbp(λ), measured 

with a BB-9 for station ST05 (clear water) and ST12 (sea loch water) of 

the WCS cruise (2012), as used to populate the RT model. 

 

Fig. 5.5 shows Ed and Lu profiles for the example stations ST05 and ST12 at 650 nm as this 

waveband is considered to be least susceptible to any inelastic scattering effect. Limited 

differences between the different AC-9 correction schemes could be observed for modelled 

Ed profiles. Modelled Ed(650 nm) values deviated less than 38% from the in situ 

observations and generally with largest percentage differences at greater depths. Profiles of 

modelled Lu(650 nm) were found to be similarly insensitive to the choice of AC-9 scattering 

correction. Overall, RT outputs for this dataset show little sensitivity to the different AC-9 

corrections despite their large effect on attenuation data. As most of the scattered light will 

be scattered in the forward direction, changing the magnitude of attenuation coefficients has 

only very little effect on RT calculations as the impact on the light field structure is minimal 

(Gordon, 1993).  

In the following sections, the performance of the optical closure test is therefore 

demonstrated graphically using data corrected with the proportional correction only as it is 

the easiest to implement and most commonly applied in literature. Statistical descriptors of 

the impact on optical closure are, however, given for all correction methods. 
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Fig. 5.5 Modelled and measured Ed ((a) and (b)) and Lu ((c) and (d)) 

profiles measured at two stations, ST05 (clear water) and ST12 (sea loch 

water), from the WCS cruise. The RT model was populated with AC-9 

data corrected with three different corrections: proportional, iterative and 

semi-empirical. 

 

5.5.2. Ed closure 

Modelled and measured Ed profiles were overall in very good agreement for both datasets 

and across all wavebands 440 nm, 532 nm and 650 nm (Fig. 5.6), with RMS%E across 

profiles between 12 - 38%.  Median and variability in regression slopes decreased 

(approaching 1.0) towards longer wavelengths (Table 5.1 and 5.2). Median regression slopes 
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> 1.0 are an indicator for a tendency of the RT model to underestimate Ed with depth. Similar 

model performance was observed for both datasets which were collected with independent 

radiometry set-ups.  

The different AC-9 corrections exhibited a similar spectral pattern of median slopes, with the 

exception of the semi-empirical correction for Ed determined on the LS cruise (Table 5.1 and 

5.2). The lowest spread in Ed data was achieved using the proportional correction and 

generally for the green waveband for all corrections. Using the proportional correction the 

RMS%E was 15.3% for the LS dataset and 12.4% for the WCS. The spread was highest for 

the iterative correction with 19.7% and 21.4%, for LS and WCS, respectively. RMS%E 

varied typically less than 10% across the different corrections for the datasets analysed here. 

The two coccolithophore stations sampled on the WCS cruise showed the greatest deviation 

of all stations between modelled and measured Ed. The difference was significantly higher in 

the blue (> 40%) than at red wavelength (typically < 10%) and is potentially a major 

contributor to the overall optical closure performance for the WCS dataset at 440 nm.  
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Fig. 5.6 Agreement between modelled and measured Ed(λ,z) for data collected off the 

West Coast of Scotland (WCS; (a) - (c)) and in the Ligurian Sea (LS; (d) - (f)). Results 

are presented for three different wavelengths, 440 nm, 532 nm and 650 nm (from left to 

right). All IOP measurements used as input for the RT modelling were corrected using 

the proportional correction. 
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Table 5.1 Minimum, maximum and median slopes obtained from linear regressions applied to depth 

profiles for all stations of the LS cruise in 2009 and each of the AC-9 scattering corrections. Slope 

values > 1.0 represent a tendency of modelled data to underestimate in situ value. 

 proportional iterative semi-empirical 

LS slopes median min max median min max median min max 

Ed(440 nm,z) 1.14 0.80 1.70 1.16 0.83 1.71 0.97 0.72 1.43 

Ed(532 nm,z) 1.11 0.83 1.64 1.14 0.90 1.68 0.99 0.60 1.47 

Ed(650 nm,z) 1.07 0.96 1.22 1.07 0.96 1.26 1.03 0.93 1.22 

Lu(440 nm,z) 1.09 0.62 1.28 1.14 0.63 1.47 0.92 0.60 1.31 

Lu(532 nm,z) 1.06 0.48 1.23 1.13 0.48 1.47 0.94 0.47 1.53 

Lu(650 nm,z) 1.14 0.89 1.83 1.17 0.91 1.92 1.09 0.85 1.75 

PAR(z) 0.96 0.64 1.26 1.07 0.88 1.40 1.05 0.84 1.39 

 

 

Table 5.2 Minimum, maximum and median slopes obtained from linear regressions applied to depth 

profiles for all stations of the WCS cruise in 2012 and each of the AC-9 scattering corrections. Slope 

values > 1.0 represent a tendency of modelled data to underestimate in situ value. 

 proportional iterative semi-empirical 

WCS slopes median min max median min max median min max 

Ed(440 nm,z) 1.22 1.06 1.43 1.21 1.08 1.36 1.24 1.07 1.60 

Ed(532 nm,z) 1.03 0.90 1.36 1.09 0.96 1.42 1.14 0.96 1.46 

Ed(650 nm,z) 1.01 0.94 1.29 1.04 0.96 1.29 1.05 0.97 1.40 

Lu(440 nm,z) 1.19 1.04 1.35 1.19 1.03 1.35 1.19 1.03 1.50 

Lu(532 nm,z) 1.07 0.91 1.40 1.16 0.94 1.58 1.19 0.94 1.52 

Lu(650 nm,z) 1.11 0.95 1.42 1.15 0.97 1.38 1.14 0.97 1.57 

PAR(z) 1.06 0.92 1.28 1.09 0.99 1.31 1.13 1.00 1.42 
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5.5.3. Lu closure 

Modelled Lu profiles were generally in good agreement with in situ observations (Fig. 5.7). 

Lu median slopes were in the same range as Ed median slopes but lowest for the green 

waveband in both datasets (Table 5.1 and 5.2). The spread in the data was slightly higher 

compared to Ed and RMS%E were < 36% and < 47% for the proportional correction and the 

LS and WCS cruises, respectively. The highest degree of optical closure of Lu, i.e. lowest 

spread in the data, was achieved with the iterative correction with RMS%E < 42% for both 

datasets across all wavebands. Results showed that modelled Lu outputs tend to attenuate too 

quickly. This is to a large extent propagated from the corresponding underestimation of Ed as 

indicated by significantly better optical closure performance of RL (Section 5.3.5). Again, the 

magnitude of median regression slopes for Lu did not differ significantly between the two 

datasets containing independent radiometry data collected using different instruments. This 

points towards remaining errors being associated with issues in the parameterisation of IOP 

inputs rather than in the determination of radiometric profiles in the field. 
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Fig. 5.7 Agreement between modelled and measured Lu(λ,z) for data collected off the 

West Coast of Scotland (WCS - (a), (b) and (c)) and in the Ligurian Sea (LS (d), (e) and 

(f)). Results are presented for three different wavelengths, 440 nm, 532 nm and 650 nm 

(from left to right). All IOP measurements used as input for the RT modelling were 

corrected using the proportional correction. 
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Table 5.3 RMS%E as a measure for overall agreement between modelled and measured data from LS 

and WCS cruises. Comparison between different AC-9 scattering corrections. 

 proportional iterative semi-empirical 

RMS%E [%] LS WCS LS WCS LS WCS 

Ed(440 nm,z) 22.3 33.9 22.8 30.7 20.0 37.9 

Ed(532 nm,z) 15.3 12.3 18.0 13.0 19.7 21.4 

Ed(650 nm,z) 26.1 22.6 28.4 22.4 22.9 25.5 

Lu(440 nm,z) 30.4 46.1 33.0 41.3 36.7 49.0 

Lu(532 nm,z) 18.9 33.8 25.6 37.4 62.9 45.6 

Lu(650 nm,z) 35.9 32.8 40.4 35.0 30.8 40.1 

PAR(z) 21.0 15.1 18.1 14.9 15.8 24.4 

RL(λ,zmin) 24.0 32.6 24.8 32.2 30.2 31.4 

 

 

Lu is generally more susceptible to inadequate parameterisation of the RT model, in 

particular regarding inelastic scattering effects. The non-inclusion of CDOM and chlorophyll 

fluorescence in the simulations can potentially explain the increased deviation in Lu 

compared to Ed. For example, the underestimation was found to be significantly greater at 

676 nm because chlorophyll fluorescence has a greater effect at this wavelength (not shown). 

 

5.5.4. Modelling PAR 

Optical closure for PAR was excellent with median best fit slopes within ± 6% of unity for 

the proportional correction (Fig. 5.8). With a maximum slope of 1.13, the other AC-9 

corrections performed at a similar level. PAR is typically modelled within 15 - 25% 

(RMS%E) of measured values demonstrating that it is a more robust parameter than Ed(λ) 

because it is less susceptible to wavelength dependent artefacts. 
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Fig. 5.8 Correlation of modelled and measured data for PAR(z) for (a) the 

Ligurian Sea (LS) and (b) measured off the West Coast of Scotland 

(WCS). 

 

5.5.5. Modelling remote sensing signals 

The degree of optical closure of RL just below the surface can provide information on 

uncertainties in RT outputs used for validation of remote sensing reflectance. ‘Water 

leaving’ radiances, and hence Rrs, were not assessed here to minimise the effect of 

extrapolation up to and through the surface on closure. As RL was studied at a single depth 

only, it was not possible to use regression slopes as informative descriptor for closure.  

The comparison of modelled and measured data showed a tendency for RT models to 

underestimate RL moderately (Fig. 5.9) across the full spectral range. The agreement was 

better for data collected on the LS cruise, RMS%E 24%, than for the WCS cruise, 33%. The 

RMS%E for RL was slightly smaller than for Lu just below the surface (< 26% for LS data, < 

37% for WCS data), suggesting that the mis-match in Lu data was to a small extent a result of 

underestimation in Ed profiles. The negative impact of not including inelastic scattering 

effect on Lu closure can propagate through into RL which has adverse effects on the optical 

closure performance.  
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Fig. 5.9 Agreement between modelled and in situ data for the radiance 

reflectance, RL(λ), just beneath the surface for two datasets collected in (a) 

the Ligurian Sea and (b) off the West Coast of Scotland. 412 nm was 

excluded from the analysis of the WCS dataset due to sensor failure. 

 

5.6. Effect of in situ measurement uncertainties on optical closure 

performance 

5.6.1. Uncertainties in IOP measurements 

A comparable degree of closure of Ed and Lu and a general tendency of the model to 

overestimate the attenuation of both parameters with depth was found for both datasets. The 

choice of AC-9 correction only weakly influenced the optical closure performance for the 

majority of stations tested here despite large differences in corrected beam attenuation. These 

results are in agreement with Gordon (1993) who found that uncertainties in attenuation data 

did not have a significant effect on RT model outputs. However, it should be noted that 

applying an appropriate correction to attenuation data might be necessary for other 

applications, i.e. when deriving scattering coefficients from AC-9 measurements to relate to 

particle size distributions.  

The largest impact of the AC-9 absorption corrections was in the NIR, with the choice of 

NIR offset corrections affecting data across the spectrum. For the dataset used here (i.e. only 

moderately turbid waters), non-water absorption at longer wavelengths is a small fraction of 

the absorption by water itself which is why the differences between corrected AC-9 
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absorption data were insignificant at most sampling sites. This explains why the proportional 

correction scheme performed at least as well as the more complex methods despite the 

assumptions it is based on. The iterative and semi-empirical corrections are expected to 

outperform the proportional correction in highly turbid waters with high NIR absorption. 

However, due to the limited number of stations with high turbidity in these datasets, findings 

remain inconclusive. Results presented here do, however, serve as a warning that limitations 

in the parameterisation of the VSF are potentially a continuing problem in high turbidity 

waters due to the fact that both the iterative scattering correction and the EcoLight 

modelling, performed poorly for the two coccolithophore stations. Further effort, focussed 

on more turbid systems, is required to address this issue. 

The residual mis-match between modelled and measured radiometry also requires further 

consideration. For example, there are potential errors in the determination and calculation of 

backscattering coefficients from measurements with a BB-9. bb is derived by simple 

extrapolation from a measurement of the VSF at a single angle by application of a χ-factor. 

The underlying assumptions on the angular distribution of the VSF potentially limit the 

accuracy of bb. Although increasing the backscattering coefficient, e.g. by increasing the χ-

factor by up to a factor of 2, was found to improve closure for Lu it does so at the expense of 

closure for Ed. There is, however, scope for a more complex error in bb than a simple 

calibration slope error, for example an offset error in the calibration. Unresolved angular 

structure in the VSF could potentially change the structure of the light field without 

necessarily having a strong impact on bb values. 

 

5.6.2. Radiometry 

The model tendency to underestimate Ed and Lu with depth occurs for both datasets. This 

could be due to the RT model overestimating the attenuation of both modelled Ed and Lu with 

depth, suggesting unresolved issues in the IOP parametrisation in the RT model. 

Alternatively it would point to errors in the in situ radiometry measurements. The degree of 

optical closure observed for both datasets suggests that both radiometry configurations 

perform similarly well. Although both radiometer systems were calibrated against NIST 

standards there is a possibility that they are potentially susceptible to the same type of 

calibration error. One potential contributor to the residual mis-match could be increasing 

sensitivity of both radiometer systems to changes in the angular distribution of the light field 

at greater depths, for example, due to imperfections in the cosine collectors. Although 
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radiometry errors cannot be ruled out entirely, it seems more likely that other aspects of the 

RT model parametrisation are responsible for the residual mis-match. 

 

5.7. Parameterisation of the RT model 

Observed discrepancies between modelled and measured parameters can to some extent be 

attributed to either in situ measurements (both IOPs and radiometry) or other errors in the 

parameterisation of the RT model (e.g. the diffuse vs. direct components of the incoming 

solar irradiance). 

The parameterisation of the VSF has a strong impact on optical closure (Chami et al., 2006a, 

Chang and Whitmire, 2009). As discussed above, our knowledge of the shape of the VSF is 

limited especially for scenarios where the particle size distribution potentially deviates from 

a power law relationship. Angularly resolved spectral VSF data are required for future 

studies to improve our understanding of factors limiting optical closure. 

Raman scattering by water was the only inelastic scattering effect incorporated in the RT 

simulations. Including CDOM and chlorophyll fluorescence in the model will most likely 

improve the agreement with in situ observations for Lu and RL whilst not adversely affecting 

Ed. Including chlorophyll fluorescence has been shown to reduce underestimation from 30 - 

40% to about 4 - 8% (Tzortziou et al., 2006). Their study also found that, including CDOM 

fluorescence has a smaller effect on optical closure but can still result in an improvement by 

up to 5% at green wavelengths. In order to model fluorescence effects constituent 

concentrations and quantum yields have to be provided. The latter, however, have been 

shown to be highly variable and challenging to quantify (e.g. resolving depth variation of 

chlorophyll fluorescence yields (Kiefer, 1973, Andrew et al., 2013). Estimation of quantum 

yields was beyond the scope of this work but certainly needs further investigation in the 

future. 

 

5.8. Conclusions 

The work presented here was able to demonstrate an improved degree of optical closure with 

depth compared to previous studies which is evidence for the progress made in the 

determination of in situ optical measurements over the past decade. Developments in basic 
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radiometric and IOP measurement techniques have led to a good level of agreement between 

RT model and measurements for clear to moderately turbid waters. 

An overall tendency for simulations to slightly underestimate measured radiometry values 

throughout the water column was observed in the majority of cases, which varied with 

parameter, wavelength and IOP correction method.  The deviation between modelled and 

measured values typically increased with depth, suggesting either an overestimation of light 

attenuation in the RT model due to inaccurate parameterisation or unresolved errors in 

radiometric measurements. Quantification of the contribution of these potential errors 

sources to the residual mis-match requires future investigation with angularly resolved 

spectral VSF and radiance distribution data (Voss, 1989, Antoine et al., 2013) for high 

turbidity waters. Further scope for improvement is the parameterisation of fluorescence 

effects in the RT model which requires accurate profile data for constituent concentrations 

and quantum yields. 

Regression slopes were used to assess the estimates of light attenuation and were found to be 

typically within 15% of unity for both Ed and Lu. The overall wide range of slopes, however, 

highlights that closure can be significantly less satisfactory for individual stations. Results 

demonstrate that RT simulations, with current IOP measuring capabilities, can produce 

robust estimates of PAR within 15 - 25% (RMS%E) of measured data which is particularly 

welcome for bio-optical or ecosystem modelling applications. Results for RL were slightly 

less satisfactory with RMS%E between 24 - 33%. This level of deviation has to be 

considered when using RT model outputs for development and validation of remote sensing 

algorithms.  

The exact source of the residual mis-match remains unknown, but does not appear to be 

directly associated with scattering correction errors for in situ absorption and attenuation 

data. Errors in the scattering correction of in situ absorption and attenuation data measured 

with an AC-9 have been shown to have only very little influence on closure for these clear to 

moderately turbid samples. Optical closure with different scattering corrections varied by 

less than 10% (RMS%E) for Ed, and reached a maximum deviation of 44% (RMS%E) for Lu. 

The performance of the different AC-9 scattering corrections might vary more dramatically 

in waters with very high turbidity as suggested by the remaining fundamental problems 

encountered at the stations in strongly scattering waters sampled during the WCS cruise. 

Such issues are most likely to apply to similar phytoplankton blooms or strong mineral 

particle suspensions elsewhere. In these scenarios the PSICAM is well-suited to provide 
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validation data. The degree of closure achieved here strengthens our confidence in current in 

situ IOP measurement capabilities.  
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6. Inelastic scattering effects in PSICAM measurements 

 

6.1. Introduction 

After establishing the performance of the current set-up of the PSICAM (Section 2.4.2), this 

chapter will investigate what additional useful information can potentially be extracted from 

PSICAM measurements. It will simultaneously assess to what extent inelastic scattering 

effects can potentially explain the observed remaining discrepancies in absorption spectra 

measured with the PSICAM and other techniques, noting that they could influence one or 

both measurements. The spectral characteristics and magnitude of inelastic scattering signals 

inside a PSICAM cavity will be measured using a tuneable supercontinuum laser for narrow 

waveband (~ 10 nm) excitation. These results will be a first indication of whether inelastic 

scattering signals inside an integrating cavity are sufficiently strong to affect the accuracy of 

absorption measurements. Observed spectral fluorescence signatures will further indicate 

what additional information on a sample and its biological activity can collected during a 

PSICAM measurement. In a second step, the magnitude of inelastic scattering signals in the 

normal PSICAM set-up (with a broad band tungsten lamp) will be assessed, using a series of 

short pass cut-off filters integrated in the original set-up. 

 

6.1.1. Inelastic scattering processes in natural waters 

Scattering of light occurs where a photon encounters a phase boundary in the medium it is 

travelling through and is forced to deviate from a straight trajectory. In the process, the 

incoming photon is absorbed by a molecule which is excited in the process. The absorbed 

energy is almost immediately emitted as a new photon and the molecule returns to its initial 

energy state. When the emitted photon exhibits the same energy as the incoming photon, the 

process is called elastic scattering. An excited molecule can also emit a photon of a different 

wavelength, either longer or shorter, than the incident and therefore end up in an energy state 

different from the initial one. This process is then called inelastic scattering.  

In the aquatic medium, there are 2 types of inelastic scattering processes of significance: (1) 

Raman scattering by water molecules and (2) fluorescence by organic components, such as 
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phytoplankton or CDOM. Knowledge of the inelastic scattering properties of a water body is 

important for parameterisation of RT models (Chapter 5). It affects the structure of 

underwater light fields which can be particularly significant in very clear or in phytoplankton 

or CDOM dominated waters.  

Inelastic scattering processes can affect measurements of spectral absorption because the 

light re-emitted by the sample might increase the amount of light detected at certain 

wavelengths which would lead to an underestimation in absorption. This becomes 

particularly problematic when broadband white light is used to illuminate the sample, as is 

the case for PSICAM, QFT-ICAM and LWCC system determinations. When white light is 

used, identification and quantification of these effects are challenging because signals cannot 

be de-convoluted easily. Measurements inside an integrating cavity are particularly 

vulnerable to inelastic scattering effects due to amplification of these processes. Although 

PSICAM measurements are routinely corrected for chlorophyll fluorescence effects at red 

wavelengths (Section 2.4.2), no correction for other inelastic scattering effects are 

implemented in the current measurement protocol. To date, no study has investigated the 

impact of inelastic scattering on the accuracy of PSICAM absorption coefficients. 
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Fig. 6.1 Comparison between CDOM absorption spectra measured in a 

LWCC system and a PSICAM. The sample was collected in the Celtic 

Sea during the UKCW cruise in 2015. 
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Signal changes due to inelastic scattering could potentially explain small spectrally 

dependent differences which can be observed when comparing PSICAM measurements with 

other absorption measurements, such as the LWCC system (Fig. 6.1) or the filter pad 

absorption technique (Fig. 4.8). 

 

6.1.2. The Raman scattering process 

In Raman scattering an absorbed photon excites a molecule to a higher virtual energy state, 

followed by an immediate re-emission of a photon of a wavelength different from the 

wavelength of the incident photon. It is a very quick process (much faster than fluorescence), 

occurring on a time scale of picoseconds. There are two forms of Raman scattering, Stokes 

and anti-Stokes scattering. When Stokes scattering occurs the re-emitted photon is of a 

longer wavelength than the initial photon. The molecule remains in an excited state, retaining 

the energy difference as vibrational energy. When the molecule is initially in an excited 

state, the emitted photon can possess a larger amount of energy than the absorbed photon, i.e. 

be of a shorter wavelength. This process is called anti-Stokes scattering and is insignificant 

at temperatures of liquid water. The wavelength of Raman-scattered photons is independent 

from the incoming photon and corresponds to the difference between the virtual energy level 

and the energy level of the molecule post-emission (Fig. 6.2). 

 

 

Fig. 6.2 Energy transition during different kinds of light scattering: elastic 

(Rayleigh scattering) and inelastic scattering (Raman scattering – Stokes 

and anti-Stokes). The energy difference between the incident photon and 

the emitted photon corresponds to the energy difference between ground 

state and the first vibrational excited state. 
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Marine scientists observed the effects of Raman scattering by water molecules in the early 

1980s, when they struggled to compute acceptable pure water absorption coefficients from in 

situ measurements of spectral irradiance (e.g. Spitzer and Wernand, 1981, Sugihara et al., 

1984). Especially in clear waters with low absorption, where light penetrates into greater 

depths, Raman scattering has a large effect on the available light at wavelengths > 550 nm 

(Gordon, 1999, Schroeder et al., 2003, Zhai et al., 2015). Although almost no solar radiation 

of wavelengths > 550 nm penetrates the water column deeper than a few meters, light is 

available through Raman scattering from shorter wavelengths (< 550 nm). In these cases, 

Raman scattering makes up for a large proportion of available light and needs to be 

considered for RT calculations (Mobley, 1994). Haltrin and Kattawar (1993) described the 

Raman wavelength re-distribution function in order to incorporate Raman scattering into the 

RT equation. Measurements of Raman scattering by water molecules are extremely difficult 

to make and published values on the fraction of Raman scattered to the total scattered light 

vary strongly (Marshall and Smith, 1990, Kattawar and Xu, 1992, Ge et al., 1993, Haltrin 

and Kattawar, 1993).  

 

6.1.3. Fluorescence 

The process of fluorescence is much slower than Raman scattering, where the absorption of a 

photon excites the molecule to a virtual energy state and is followed by almost immediate re-

mission of a photon of a wavelength different from the absorbed photon. During the 

fluorescence process, after the absorption of an excitation photon, the excited electron drops 

to a lower, semi-stable energy state, the excited singlet state, in a series of rapid downward 

transitions. From this semi-stable state, the molecule then returns to its initial state by re-

emitting a photon of a wavelength shorter than the incident photon. Every molecule 

possesses a finite number of potential excited singlet states and therefore (different from 

Raman scattering) a finite number of emission wavelengths. The wavelength at which 

fluorescence by a pure substance is emitted is independent from the excitation wavelength. 

The strength of the fluorescence emission, however, depends on a combination of the 

substance’s spectral absorption (wavelength dependent) and the quantum yield of 

fluorescence.  

A fluorescence excitation spectrum therefore has a similar, but not identical, shape to the 

corresponding absorption spectrum. In order to obtain fluorescence excitation spectra, the 

intensity of light emitted at a constant wavelength is measured while the excitation 
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wavelength is varied. Fluorescence emission spectra, on the other hand, describe the 

intensity of emitted light as function of wavelength for a single excitation wavelength. 

A variable fraction of marine CDOM also fluoresces and is therefore called FDOM. The 

portion of FDOM to CDOM can vary globally by a factor of 3 (Blough and Del Vecchio, 

2002). As fluorescence techniques are generally more sensitive than absorption techniques, 

they are often used to determine the amount of CDOM in a waterbody (Green and Blough, 

1994).  However, CDOM fluorescence yields are known to be highly variable but very little 

quantitative data are available (Andrew et al., 2013). The combination of fluorescence 

excitation and emission spectra can provide details on its chemical composition (Coble et al., 

1990). CDOM is a mixture of different molecules and excitation and emission peaks are 

broad and vary depending on chemical composition but are typically around 250 – 300 nm 

and 370 – 460 nm, respectively (Coble, 2007). In the visible spectrum CDOM fluorescence 

can be excited with blue light, resulting in re-emission in the blue/green spectral region. 

In a living phytoplankton cell, light is absorbed by the antenna pigments and transferred to a 

complex chlorophyll a molecule which is the final acceptor pigment in photosynthetic 

reaction centres. In vivo, up to 35% of the total energy absorbed is used for photosynthetic 

activity, 2-5% is emitted as fluorescence, whereas the rest is dissipated as heat (Krause and 

Weis, 1991). At room temperature, approx. 95% of the in vivo fluorescence in phytoplankton 

originates from the chlorophyll a molecule bound to photosystem II (PSII). Chlorophyll a 

fluorescence of PSII is, therefore, an indicator of the efficiency of light-harvesting and 

utilization (Butler, 1978). Hence, fluorescence excitation spectra, measured at the in vivo 

emission peak of chlorophyll a centred at 685 nm, can provide information on the pigment 

composition of the light-harvesting complex of PSII (Neori et al., 1986, Johnsen and 

Sakshaug, 2007).  

The strength of in vivo fluorescence is dependent on the physiological state of the algae. 

Light-absorbing pigments which are not transferring energy to the reaction centres may also 

re-emit light and contribute to the specific fluorescence emission signature of a 

phytoplankton class. Fluorescence excitation emission matrices (FEEMs) can be used to 

characterise the fluorescence properties of a sample in great detail and enable identification 

of pigment composition and phytoplankton classes (Yentsch and Yentsch, 1979). 

Fluorescence excitation spectra can help provide information on photo-adaptation (Mitchell 

and Kiefer, 1984) and the action spectrum for oxygen evolution, i.e. photosynthesis (Neori et 

al., 1986). 
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6.2. Determination of fluorescence excitation emission matrices 

6.2.1. Experimental set-up and methods 

In order to assess which inelastic signatures can be measured inside the PSICAM integrating 

cavity, the regular set-up was altered, replacing the tungsten lamp with a tuneable light 

source consisting of a supercontinuum laser (SuperK Extreme EXB-4) and a linear variable 

filter unit (SuperK Varia; both NKT Photonics, Denmark). All other components, including 

optical fibres and the diffuse light bulb, remained unchanged.  

Measurements were conducted for a series of 10 nm (FWHM) excitation wavebands centred 

every 10 nm from 425 -705 nm. Narrower wavebands were found to be unfeasible even 

though they would have been desirable, because they required significantly longer 

integration times. At wavelengths shorter than 420 nm, signals dropped to a critical level due 

to an extremely low output of the laser. Both the laser and the detector were allowed to warm 

up and stabilise for at least 1 hour before the first measurement was taken. The experiments 

were conducted in a temperature controlled laboratory and temperature changes and their 

effect on laser, detector or sample were considered negligible. For each excitation 

wavelength, 1000 spectra were recorded and averaged to obtain a final intensity spectrum. 

Integration time and output of the laser were adjusted manually for each waveband so that 

the excitation peak returned a maximum signal of about 50,000 counts. All recorded spectra 

were normalised to the measured maximum peak value and inelastic scattering signals were 

evaluated relative to this maximum. 

Dark signal spectra were measured for at least 5 different integration times at the end of each 

FEEM measurement. They were used to monitor the stability of the detector before, during 

and after each experiment and were found to be spectrally flat and stable (95  were within ± 

3.5%) over the course of an experiment (approx. 5.5 hours). Due to time constrains it was 

not possible to measure a dark spectrum for every excitation waveband. Hence, the signal at 

350 nm was subtracted as constant offset to correct for the dark signal. 

The stability of the laser/detector system was tested at three different excitation wavelengths, 

450 nm, 550 nm and 650 nm, and the maximum peak signal was found to vary < 1.2% 

(standard deviation) over 30 mins (Fig. 6.3). The baseline, i.e. signals outside the excitation 

peak, was generally a small fraction (generally < 10
-4

)
 
of the signal measured at the 
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excitation wavelength. 95% of all data measured at 350 nm were within 2.6%, corresponding 

to a variability of < 20 counts, of the mean value independent from the excitation 

wavelengths. The variability outside the excitation peak is therefore sufficiently low to 

consider any signal greater than 10
-4 

of the initial peak signal to represent inelastic scattering 

effects. 
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Fig. 6.3 Spectral percentage standard deviation of signals measured for 

three different wavelengths, 450 nm, 550 nm and 650 nm over the course 

of 30 minutes as a measure of the stability of the laser/detector system. 

 

6.2.2. Background 

Fig. 6.4 shows the illumination matrix used for this experiment, with the excitation 

wavelengths on the ordinate and the measured wavelengths on the abscissa. Measurements 

were made pointing the laser straight at the end of the fibre optic guiding light to the 

detector. The matrix represents the background on which inelastic scattering effects will be 

superimposed and shows all features of the illumination/detector system.  

The signature was dominated by the diagonal line formed from the signal peaks of the 

excitation wavebands. A shoulder of signals up to 10
-3

, i.e. 0.1%,
 
of the peak signal was 

observed for all wavebands, shifted 30 nm towards longer wavelengths from the centre of the 
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excitation waveband. The source of this shoulder remains unknown but most likely 

originated from straylight or imperfections in the variable filter unit. Internal straylight errors 

in the Avantes detector could be ruled out as potential source for this feature based on 

experiments conducted in the past which used a double-monochromator with better control 

over spectral output (Lefering, 2012). No other significant spectral features due to straylight 

in the laser or spectrometer were detected, with background signal levels of generally less 

than 0.01% (10
-4

) of the peak signal. 

When the cavity is filled with a sample, measured intensities decrease because a portion of 

the incident light is absorbed. Measured peak signals then represent the amount of light 

transmitted. The apparent background signal in the matrix increases because of longer 

integration times, necessary to compensate for the light loss due to absorption by the sample, 

and subsequent normalisation to the maximum peak value. The background signal level is, 

therefore, dependent on the concentration of absorbing constituents. Inelastic scattering 

effects, although also convoluted with the strength of absorption, will appear as elevated 

signals, i.e. relatively higher than the background and can be identified easily. 

 

 

Fig. 6.4 Fluorescence excitation emission matrix representing the baseline 

for the inelastic scattering measurements, showing all spectral features 

associated with the set-up (detector, filter, laser) measured outside the 

cavity. Centres of illumination peaks are plotted on the ordinate against 

the detector response on the abscissa. Measured signals are normalised to 

the maximum of the excitation peak and indicated in colour. 

 

6.2.3. Raman scattering in purified water 

Raman scattering by water molecules is the only type of inelastic scattering present in 

purified water samples. Raman scattering makes up to ~ 0.1% of the transmitted excitation 
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signal and decreases with excitation wavelength. The highest signal due to Raman scattering 

was measured for excitation at 425 nm.  
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Fig. 6.5 Emission spectra showing the effect of Raman scattering in 

purified water measured for selected excitation wavelengths. 

Measurements for excitation at 455 nm, 475 nm and 495 nm are offset for 

clarity by +1, +2 and +3, respectively. 

 

Table 6.1 Excitation wavelengths and corresponding wavelengths at 

which the Raman peak is centred. 

excitation 

[nm] 

Raman peak 

[nm] 

425 500 

445 525 

465 550 

485 580 

505 610 

525 640 

 

excitation  

peaks 

Raman peaks 
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Fig. 6.5 shows a series of fluorescence emission spectra for excitation wavebands centred at 

435 nm, 455 nm, 475 nm and 495 nm, showing that with increasing excitation wavelength, 

the Raman peak shifts further away from the excitation peak and becomes less distinct 

(Table 6.1). In the FEEM, Raman peaks became apparent as a line coming off the main 

diagonal at an angle (Fig. 6.6(a)). Due to the increasing absorption by water and, hence, 

background signal, the Raman peak cannot be identified for excitation above 525 nm with 

the set-up used here. A detector with a higher sensitivity or a light source with higher output, 

however, is expected to be able to resolve the Raman peak for excitation beyond 525 nm. 

 

6.2.4. CDOM fluorescence 

A CDOM sample was prepared by filtering a P. tricornutum culture sample through a 0.2 

µm pore size filter under low vacuum. The corresponding FEEM shows CDOM fluorescence 

signals between 500 – 600 nm and for excitation up to 495 nm (Fig. 6.6(b)). No significant 

dependence of the spectral shape and strength of these emission features on the excitation 

wavelengths could be observed. Signals due to CDOM fluorescence were as strong as 0.1% - 

1% of the transmitted excitation signal and clearly distinguishable from the background level 

of < 10
-4

. The Raman scattering signature was also clearly visible, overlaying the CDOM 

fluorescence shoulder. 

 

 

Fig. 6.6 Fluorescence excitation emission matrices for measurements of 

(a) purified water and (b) a CDOM sample. Centres of excitation 

waveband peaks are plotted on the ordinate against the detector response 

(emission wavelength) on the abscissa. Measured signals are normalised 

to the maximum of the excitation peak and indicated in colour. 

  


emission

 [nm]


ex

ci
ta

ti
o

n
 [

n
m

]

 

 

400 450 500 550 600 650 700

455

505

555

605

655

705

lo
g 1

0
(c

o
u

n
ts

) 
[-

]

-8

-6

-4

-2

0


emission

 [nm]


ex

ci
ta

ti
o

n
 [

n
m

]

 

 

400 450 500 550 600 650 700

455

505

555

605

655

705

lo
g 1

0
(c

o
u

n
ts

) 
[-

]

-8

-6

-4

-2

0

purified water CDOM 

(a) (b) 



125 
 

 

6.2.5. Inelastic scattering signatures of different algal cultures 

FEEMs were determined for dilute algal culture samples from 4 different species: A. 

maxima, D. maritima, P. tricornutum and Synechococcus sp. (Table 2.2). Overall signal 

levels varied depending on the strength of absorption of the different samples but inelastic 

scattering signals were typically one magnitude higher than the background. In addition to 

Raman scattering and CDOM fluorescence, phytoplankton pigment fluorescence was 

observed.  

 

 

 

Fig. 6.7 Fluorescence emission excitation matrices of algal culture 

samples from 4 different species, (a) D. maritima and (b) P. tricornutum, 

(c) A. maxima and (d) Synechococcus sp.. Measured signals are 

normalised to the maximum of the excitation peak and indicated in 

colour. 
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Both the green algae, D. maritima (Fig. 6.7(a)), and the diatom, P. tricornutum (Fig. 6.6(b)), 

showed the chlorophyll a fluorescence peak centred around 685 nm after excitation from 425 

– 675 nm. The intensity of chlorophyll fluorescence emitted was dependent on the spectral 

absorption and followed the spectral shape of the species specific absorption spectrum with 

highest intensity for excitation around the blue chlorophyll absorption peak (Fig. 6.8). In 

contrast, the two cyanobacteria samples from A. maxima and Synechococcus sp. cultures 

only exhibited pigment fluorescence for excitation wavelengths longer than 550 nm. In 

cyanobacteria, most chlorophyll a is associated with the non-fluorescing PSI (Bryant, 1986). 

Only a small portion chlorophyll a is connected to PSII and does not play a major role in 

light-harvesting which is why the dominant chlorophyll a fluorescence peak is absent for 

excitation in the blue/green (Gantt, 1977). Fluorescence by cyanobacteria emitted in the red 

originates from auxiliary pigments, typically phycobiliproteins, which absorb most of the 

light used for photosynthesis.  

A. maxima (Fig. 6.7(c)) showed fluorescence by phycocyanin which is strongest around 650 

nm after excitation at 620 nm (Glazer, 1977) and Synechococcus sp. (Fig. 6.7(d)) overall 

exhibited much stronger fluorescence emission compared to A. maxima between 600 - 710 

nm for excitation at wavelengths longer than 560 nm. This is potentially due to differences in 

cell concentration and strength of absorption but remains unknown because no absorption 

data were available for this particular sample. CDOM fluorescence does not occur in the 

Synechococcus sp. sample because this culture was diluted in distilled water and is therefore 

lacking organic components of artificial sea water which are the main driver for CDOM 

fluorescence observed in the marine algae samples. Results presented here are in agreement 

with previous observations (Seppala et al., 2007, Simis et al., 2012) which showed that the 

emission by cyanobacteria from 600-690 nm is a combination of fluorescence by 

Phycocyanin (600 -643 nm) allophycocyanin (655-663 nm) and chlorophyll a (682-685 nm). 

 

6.2.6. Fluorescence excitation spectra 

Measurements of the fluorescence excitation at 685 nm can provide additional information 

on the absorption properties of phytoplankton pigments and their role in photosynthesis. The 

comparison of absorption and fluorescence excitation spectra can help to identify light-

harvesting and photo-protective pigments. When light of a certain wavelength is absorbed by 

light-harvesting pigments, it will trigger chlorophyll a fluorescence. In vivo fluorescence 

excitation spectra measured at 685 nm, however, do not respond to absorption by photo-

protective pigments (Johnsen and Sakshaug, 2007).  
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Fig. 6.8 (a) Spectral algal absorption and (b) relative fluorescence 

excitation for 4 cultured algal species. Absorption spectra were 

normalised to their maximum signal at 440 nm. Fluorescence excitation 

spectra were determined with 10 nm resolution and normalised to the 

signal measured at 685 nm. 

 

Fig. 6.8 shows absorption spectra of the 4 phytoplankton species, which were all dominated 

by the blue chlorophyll peak. Spectra were normalised to the signal at 440 nm to reduce 

concentration effects. However, excitation at wavelengths shorter than 530 nm 

predominantly triggers chlorophyll a fluorescence emission in the green algae and diatoms 

whereas in the cyanobacteria, A. maxima and Synechococcus sp., fluorescence is mainly 

triggered by excitation between 550 – 650 nm. This corresponds to the absorption peak of 
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phycobiliproteins which is the major photosynthetically relevant pigment group in 

cyanobacteria, transferring energy to the fluorescing chlorophyll bound to PSII. In 

cyanobacteria, most of the absorbing chlorophyll which is apparent in the absorption 

spectrum is bound to  SI and therefore doesn’t contribute to chlorophyll fluorescence 

emission at 685 nm.  

The fluorescence excitation spectra of P. tricornutum and D. maritima also reflect the 

phytoplankton group specific auxiliary pigments involved in light-harvesting, shaping the 

absorption spectrum between 480 and 580 nm. Green algae typically contain violaxanthin 

(Jeffrey, 1968) which absorbs around 415 - 466 nm (Ruban et al., 2001) while diatoms use 

fucoxanthin to broaden their blue/green absorption peak (460 - 570 nm) (Stauber and Jeffrey, 

1988, Mimuro and Akimoto, 2003).  

 

6.2.7. Significance for PSICAM measurements 

Detected fluorescence signals were between 0.1% - 1% of measured transmitted signals 

(50,000 counts) and are potentially sufficiently strong to explain some of the previously 

observed mis-match between PSICAM and LWCC absorption data (Fig. 6.1). CDOM 

fluorescence emission was generally as strong as the measured chlorophyll a fluorescence 

suggesting there is a need for the implementation of CDOM fluorescence corrections into 

PSICAM measurements.  

The set-up tested here was able to demonstrate the potential benefits of a double-

monochromatic absorption/fluorescence measurement system which would enable the 

collection of additional valuable information on, for example the origin of dissolved organic 

matter, which can be gained from FEEMs (Coble et al., 1990) and identification of 

photosynthetically relevant pigments (Mitchell and Kiefer, 1984, Mitchell and Kiefer, 1988). 

Monochromatic illumination also enables spectrally resolved quantification of fluorescence 

signals, required for appropriate correction for fluorescence effects on absorption 

measurements. Development of such corrections would lead to an improvement in the 

accuracy of quantitative absorption data derived from PSICAM measurements. 

 

6.2.8. Implications for bio-optical models 

With its ability to measure spectral absorption and spectral fluorescence properties of a 

discrete water sample simultaneously, the set-up tested here potentially has great 

implications for novel applications. Complimentary absorption/fluorescence data can be used 
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for primary production studies through parameterisation photochemical models (Yentsch and 

Yentsch, 1979, Johnsen and Sakshaug, 2007). Double-monochromatic measurement systems 

therefore have the potential to improve our understanding of the links between light 

harvesting and utilisation by marine algae. Spectral data on the absorption and fluorescence 

properties of marine algae can be helpful to identify the role of individual pigment groups 

within the photosynthetic process. 

 

6.3. Inelastic effects in white light PSICAM measurements 

Section 6.2 showed that inelastic scattering effects can be detected inside a PSICAM and that 

signals can reach up to ~ 1% of the transmitted excitation light. This points towards a need to 

quantify errors in absorption measurements due to fluorescence effects. Detection and 

correction of fluorescence effects are extremely challenging when a broadband light source 

is used and fluorescence signatures are difficult to separate out. This section will investigate 

the extent to which inelastic scattering processes might affect traditional PSICAM absorption 

measurements with a white light source. 

 

6.3.1. Methods 

In order to gain better control over inelastic effects in regular PSICAM measurements, a 

series of 5 cut-off filters were mounted on a filter wheel in front of the CF1000 tungsten 

lamp. Light intensities inside the cavity were measured for white light illumination and for 

the different filters cutting off the spectrum at 450 nm, 500 nm, 550 nm, 600 nm and 650 

nm, for three algal cultures samples, A. maxima, D. maritima and P. tricornutum. Dark 

counts were measured twice, immediately after illumination with white light as well as at the 

end of the filter series. The average of these two measurements was then subtracted from 

each intensity spectrum.  
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Fig. 6.9 Total absorption (solid lines) and CDOM absorption (dashed 

lines) spectra of algal culture samples from three different species 

 

Fig. 6.9 shows the total absorption and CDOM absorption spectra of the samples used for 

this part of the study. The cyanobacteria, A. maxima, had lower particulate absorption 

compared to the samples from other cultured species. The magnitude of CDOM absorption, 

however, varied considerably less between the different samples. Results showed that it was 

not possible to resolve Raman scattering features using this experimental configuration with 

broadband illumination. 

 

6.3.2. Phytoplankton fluorescence signals 

For the three samples shown in Fig. 6.9, corresponding fluorescence signals were 

determined. Signals due to fluorescence are observed as increase in intensity when the cavity 

is filled with a sample compared to purified water, at wavelengths where the incident 

illumination is cut off by a filter.  

Measurements with the 550 nm and 600 nm cut-off filters revealed the chlorophyll 

fluorescence peak centred at 685 nm for P. tricornutum and D. maritima (Fig. 6.10 (b) and 

(c)). For measurements with the 600 nm filter, the cyanobacteria, A. maxima, exhibited a 
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broad shoulder from ~ 640 – 730 nm rather than a distinct peak (Fig. 6.10 (a)). Using the 600 

nm cut-off filter resulted in slightly higher maximum signals compared to the 550 nm filter 

for the diatom and green algae sample because cells were provided with more light to trigger 

fluorescence. The 650 nm cut-off filter partially masked the chlorophyll fluorescence peak 

and was therefore excluded from further analysis. P. tricornutum exhibited a fluorescence 

peak signal of 316 counts at 683 nm, accounting for 3.4% of the initial (unfiltered) signal. 

This fluorescence signal would lead to an underestimation of absorption of ~ 0.04 m
-1

, 

corresponding to ~ 10% of the absorption coefficient measured for the diatom culture at 684 

nm (Fig. 6.11 (a) and (b)). The second chlorophyll fluorescence peak located in the NIR 

makes up for an even larger portion (20% - 140%) of the absorption signal at wavelengths > 

700 nm. Chlorophyll fluorescence occurring in D. maritima and A. maxima resulted in 

consistently lower errors in the absorption measurements of < 20%. 

The difference between fluorescence signals measured with the 550 nm and 600 nm filters 

was significantly larger for A. maxima than for the other species because more fluorescence 

is triggered by excitation between 550 nm and 600 nm in cyanobacteria compared to other 

algal groups, which can also be observed in fluorescence excitation spectra (Fig. 6.8). 
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Fig. 6.10 Spectral intensity measured inside the PSICAM when filled 

with the reference (purified water, grey lines) and a sample (black lines). 

Left: unfiltered sample made up from three algal cultures: (a) D. maritima 

and (b) P. tricornutum and (c) A. maxima, with a 600 nm cut-off filter 

(solid lines) and when no filter is in place (dotted lines); right: (d) – (f) 

CDOM spectra of the same cultures measured using a 450 nm cut-off 

filter. 

total sample CDOM 
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Fig. 6.11 Errors in PSICAM absorption measurements of three different 

phytoplankton cultures caused by sample fluorescence. Absolute errors in 

(a) total absorption and (b) corresponding relative errors. 

 

6.3.3. Detection of CDOM fluorescence 

No CDOM fluorescence could be detected in measurements of artificial CDOM samples 

made up from humic acid crystals dissolved in purified water. It was also difficult to 

measure CDOM fluorescence signals for untreated, i.e. not  .  µm filtered, culture samples 

where fluorescence typically accounted for less than 0.1% of the signal measured under 

white light illumination (data not shown). Filtration increased the strength and thereby 

improved the detection of CDOM fluorescence signals, presumably because other absorbing 

material was removed from the sample and less of the emitted fluorescence is re-absorbed. 

In experiments with filtered algal cultures, CDOM fluorescence was observed as a broad 

shoulder, between 500 and 600 nm, for measurements with the 450 nm (Fig. 6.10(d) – (f)) 

and 500 nm cut-off filters. The latter resulted in higher fluorescence signals, but did not fully 

resolve the left edge of the shoulder. The choice of filter to use for future correction of 

CDOM fluorescence is therefore non-trivial because while a 450 nm cut-off filter does 

capture the whole fluorescence feature, this measurement does not exhibit maximum 

fluorescence at all wavelengths. The strength of CDOM absorption and corresponding 

fluorescence was similar for all three samples (Fig. 6.9). For both the 450 nm and the 500 

nm filter, measured CDOM fluorescence signals at 535 nm were less than ~ 0.4% and ~ 

0.8% of the initial signal, respectively. CDOM fluorescence resulted in much smaller 

absolute errors in the absorption measurements (< 0.003 m
-1

; Fig. 6.12 (a)). On average, this 
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represents ~ 20% of the absorption coefficient at green wavelengths for all three cultures 

studied here (Fig. 6.12(b)). 

A correction for CDOM fluorescence will be more complex than the correction of 

chlorophyll fluorescence effects because CDOM fluorescence emission is much more 

dependent on the excitation wavelength. It is extremely difficult to de-convolute absorption 

and fluorescence signals especially when non-monochromatic illumination is used. A double 

monochromatic system is therefore recommended to achieve better control over inelastic 

scattering effects inside a PSICAM and to enable the development of a CDOM fluorescence 

correction. 
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Fig. 6.12 Errors in PSICAM absorption measurements of three different 

algal cultures caused by sample fluorescence. Absolute errors in (a) 

CDOM absorption and (b) corresponding relative errors. 

 

6.4. Conclusions 

The impact of inelastic scattering effects in natural water samples on measurements of 

spectral absorption coefficients with a PSICAM was assessed in this chapter. Previous 

studies have shown that chlorophyll fluorescence at red wavelengths can result in 

measurement artefacts and appropriate corrections have been implemented in routine 

measurements (Röttgers et al., 2007). However, to date, no work has been published 

showing the extent to which CDOM fluorescence or Raman scattering affect absorption 

measurements in a PSICAM. Measurements inside an integrating cavity are potentially more 
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susceptible to fluorescence emission than other absorption techniques due to amplification of 

inelastic scattering effects. 

This chapter has demonstrated that Raman scattering, CDOM fluorescence and chlorophyll 

fluorescence can be detected when using scanning, narrow waveband illumination. Measured 

signals were sufficiently high to have the potential to significantly impact the accuracy of 

PSICAM absorption data. 

A second set-up closer to the original white light PSICAM configuration showed that 

CDOM fluorescence signals were about 2 - 6 fold smaller than chlorophyll fluorescence 

signals. However, both types of fluorescence would result in on average 10 - 20% 

underestimation of PSICAM absorption coefficients at emission wavelengths. Appropriate 

corrections for both types of fluorescence will be required to improve the quality of 

PSICAM data. Results, however, also showed the difficulties of de-convoluting 

simultaneously measured fluorescence and absorption signals, when using broadband 

illumination. Routinely measuring spectrally resolved fluorescence excitation emission 

matrices is recommended to achieve best control over all measurement parameters. 

This study has also demonstrated that measurements made with a double-monochromatic 

system (monochromatic illumination and wavelength resolved detection) can provide 

additional useful information on the photosynthetic capabilities of marine algae. The 

combination of absorption, fluorescence emission and fluorescence excitation spectra, allows 

identification of pigments involved in the utilisation of light which is useful for 

parameterisation of primary productivity models (Yentsch and Yentsch, 1979, Johnsen and 

Sakshaug, 2007). 
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7. Summary and conclusions 

 

The aim of this project was to assess the performance of different methods to measure a 

variety of spectral absorption characteristics of natural waters and improve the overall 

quality of collected absorption data. Accurate knowledge of the absorption of light in the 

oceans is important for our understanding of many biogeochemical and physical processes in 

the marine environment, such as solar heating, the fate of organic carbon stored in the ocean 

and on the amount of light available and harvested for primary production by marine algae. 

This study focussed on the performance of absorption measurements inside an integrating 

cavity, using a point-source integrating cavity absorption meter, the PSICAM. The PSICAM 

has previously been shown to measure absorption data accurately even in highly scattering 

waters which makes it well-suited to investigate absorption by natural water samples 

(Röttgers et al., 2005). The concept of the PSICAM was proposed by Kirk (1997) but, to 

date, the instrument has not been routinely used by the broader community to measure 

absorption by natural waters because measurements and calibration have proven laborious 

and non-trivial. However, the potential of measurements made inside an integrating sphere to 

improve the quality of absorption data of the marine environment has been acknowledged 

and instruments are commercially available now (e.g. Trios OSCAR, the HOBI labs a-

Sphere and the Turner Designs flow through ICAM). This provides a great opportunity for 

optical oceanographers to routinely collect accurate absorption data with significant 

implications for the development and validation of ocean colour remote sensing algorithms. 

The general approach used in this work was to compare commonly used absorption 

measurement techniques against data measured with the PSICAM, focussing primarily on 

measurements of discrete samples but also considering implications for in situ measurements 

and RT modelling. 

In this work, the performance of the PSICAM set-up developed by Röttgers and co-workers 

(Röttgers et al., 2005) has been tested, regarding accuracy and precision (Chapter 3). This 

was done by comparison with two standard absorption measurement techniques, using a 

long-pathlength LWCC system and a dual-beam spectrophotometer. Absorption 

measurements from coloured solutions have shown that the PSICAM is as least as accurate 

and sensitive as the other two methods. It has been confirmed that the addition of scattering 
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material to a sample has virtually no effect on the transmission measured in a PSICAM, 

whilst at the same time reducing the transmission measured in a dual-beam 

spectrophotometer dramatically, by up to 80% of the initial signal. A sensitivity analysis has 

confirmed previous findings, identifying the errors in the calibration process as major 

contributors to PSICAM measurement uncertainties. New performance issues have been 

observed at the edges of the visible spectrum where intensity levels inside the integrating 

cavity drop to a critical level, resulting in absorption data of limited quality. Cross-validation 

with filter pad absorption data has revealed that particularly in the blue/UV the quality of 

PSICAM data can be limited. Filter pad absorption measurements (T-method) can produce 

accurate particulate absorption coefficients for these wavelengths where sensitivity issues in 

PSICAM measurements are observed (Chapter 4).  

Filter pad absorption measurements themselves, however, are subject to two major sources 

of experimental uncertainty: the so called pathlength amplification factor, β, and scattering 

offsets for which previous null-correction approaches have to be questioned after recent 

observations of non-zero absorption in the NIR (Tassan and Ferrari,     , Röttgers and 

Gehnke, 2012). The comparison of PSICAM and filter pad data presented in Chapter 4 has 

revealed linear relationships that vary on a sample-by-sample basis. This suggests that 

previously observed non-linear relationships were due to artefacts in the determination of 

suspension absorption data with instruments other than a PSICAM. Inaccurate validation 

data were potentially limiting factors in the development of appropriate filter pad absorption 

measurement corrections in the past. Linear regression against PSICAM absorption data can 

be used to correct filter pad absorption data by simultaneously resolving both β and the NIR 

offset (McKee et al., 2014). This regression approach has provided significantly improved 

agreement with PSICAM data (3.2% RMS%E) compared to previously published filter pad 

absorption corrections with RMS%E > 20%. Results presented here have shown that direct 

transmittance (T-method) filter pad absorption measurements perform essentially at the same 

level as more complex geometrical configurations, based on integrating cavity measurements 

(IS-method and QFT-ICAM) because the linear regression correction effectively 

compensates for the sensitivity to scattering errors in the T-method. A major finding of the 

thesis is that the combination of filter pad technique and PSICAM can be used to generate 

best quality particulate absorption data as it enables correction of error sources associated 

with both measurements. 

The PSICAM was used in the past to develop two new correction methods for in situ 

absorption measurements with an AC-9 absorption and attenuation meter (McKee et al., 
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  1 , Röttgers et al., 2013). The new corrections are expected to perform significantly better 

than earlier approaches, particularly in turbid coastal waters. Optical closure, a test for 

consistency between RT modelled and measured underwater light fields, was used in 

Chapter 5 to evaluate the performance of these new correction methods relative to the most 

commonly applied correction (Zaneveld et al., 1994). For the datasets available here, the 

selection of AC-9 scattering correction did not have a significant impact on the degree of 

optical closure, which has been attributed to the nature of the mainly clear and only 

moderately turbid stations. Results for two stations with increased scattering sampled in a 

coccolithophore bloom, however, have suggested that there might be still unresolved issues 

with either in situ IOP or radiometry measurements or the parameterisation of the RT model 

(e.g. unresolved features in the angular shape of the VSF). The agreement between modelled 

and measured values can also be used to assess our ability to model underwater light fields 

based on in situ IOP measurements. Data from RT models are valuable for the interpretation 

of ocean colour remote sensing signals and the development of spectrally resolved models of 

primary productivity (Sathyendranath et al., 1989, Smith et al., 1989). The latter often use 

the photosynthetically available radiation (PAR) as an input parameter. Results presented 

here have shown an agreement between modelled and measured PAR of 15% - 24% 

(RMS%E) for all corrections and datasets. The radiance reflectance, RL, which can be used 

as a proxy for remote sensing reflectance signals, has shown slightly lower agreement with 

RMS%E up to 33%. The achieved degree of optical closure has also indirectly demonstrated 

the accuracy of PSICAM measurements. 

In order to further improve quantitative absorption measurements made with a PSICAM 

potential measurement errors due to inelastic scattering effects inside the cavity have been 

investigated in Chapter 6. Using narrow bandwidth illumination, it has been demonstrated 

that Raman scattering, CDOM fluorescence and chlorophyll fluorescence can be detected 

inside a PSICAM integrating sphere and that it is possible to gain information on 

fluorescence characteristics from a PSICAM absorption measurement. The derived 

fluorescence excitation emission matrices can provide useful additional information on a 

sample with regards to its pigment composition and its photosynthetic abilities (e.g. Johnsen 

and Sakshaug, 2007). Observed signals due to inelastic scattering were as strong as 1% of 

the transmitted excitation signal. Results have also suggested that measurements using 

monochromatic illumination in combination with fully wavelength resolved intensity 

measurements inside a PSICAM can improve the quality of PSICAM absorption data. The 

strength of inelastic scattering signals in the current PSICAM set-up, using a tungsten lamp, 

has been investigated by implementing a series of cut-off filters. Results have shown that it 
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is possible to detect CDOM and chlorophyll fluorescence, with signals of up to 3.5% of the 

initial signal. These fluorescence signals can lead to a 10 - 20% error in PSICAM absorption 

determinations if not corrected appropriately. Appropriate corrections for inelastic scattering 

effects are therefore required as inelastic scattering has the potential to significantly impact 

on the accuracy of PSICAM measurements. Currently, PSICAM data are already corrected 

for chlorophyll fluorescence effects, reducing the level of unresolved error. There is, 

however, a need to also develop and implement a correction for CDOM fluorescence. The 

analysis has also revealed the challenges when trying to de-convolute absorption and 

fluorescence signals in set-ups where non-monochromatic illumination is used. 

 

In summary, this work has shown that PSICAM measurements can provide accurate 

absorption data for natural waters containing scattering material. This enables re-assessment 

and improvement of the performance of commonly used absorption measurements, such as 

particulate absorption and in situ absorption profiles with submersible sensors. It has also 

been demonstrated how these recent developments positively affect the quality of RT 

simulations of underwater and water-leaving light fields and of ocean colour remote sensing 

products. This highlights the need for high quality absorption data in the field of optical 

oceanography.  

This study, however, has also revealed that, in order to obtain high quality absorption data, 

great effort has to go into the calibration and validation of the PSICAM instrument. This 

makes the PSICAM rather unattractive for applications in the field where time and labour are 

limited. The benefits of the PSICAM, however, are crucial for progress in technological 

development and for the assessment of measurement uncertainties in absorption 

determinations. For studies where data accuracy and precision are paramount, the advantages 

of the PSICAM outweigh the requirements regarding time and labour.  

Integrating cavity absorption measurement techniques are becoming more accessible to a 

broader community through availability of commercial sensors. These instruments are 

designed for in situ applications and benefit from reduced sample handling compared to the 

instrument used here due to their flow through designs. They might therefore have an 

advantage over the bench-top PSICAM and will potentially increase the amount of high 

quality absorption data available to the community. However, it remains unknown how 

challenges in the calibration of these instruments will be overcome. To date, there are no 

studies reported which assess the performance of these commercial instruments, an 

application the PSICAM would be well-suited for.  
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8. Future Work 

 

This work has revealed some remaining issues with absorption techniques which require 

further investigation/developments to improve the quality of IOP measurements of marine 

waters: 

1) There are remaining sensitivity issues in PSICAM measurements at both ends of the 

spectrum due to very low intensity signal levels (blue/UV) and unresolved issues 

with the temperature and salinity correction (NIR). At shorter wavelengths this can 

potentially be explained by internal straylight errors inside the detector (Röttgers, 

pers. comm.). These effects need to be quantified and appropriate corrections have to 

be established. Exchanging the tungsten lamp with another light source providing 

more light at blue/UV wavelengths can also improve the accuracy of PSICAM data 

at these wavelengths. Finding a suitable light source might, however, be challenging 

because UV light sources commonly suffer from limited stability. 

2) In the current PSICAM measurement protocol, only chlorophyll fluorescence effects 

are corrected because these are easy to quantify due to their distinct peak 

characteristics. This study has shown, however, that other inelastic scattering effects 

also have the potential to cause inaccuracies in absorption measurements (even 

though only to a smaller extent). Future work is required to develop and integrate 

corrections for CDOM fluorescence effects in PSICAM measurement. 

3) This work has demonstrated that the development of a system to simultaneously 

measure spectral absorption and fluorescence characteristics would help to deepen 

our understanding of links between optical and biological processes occurring in the 

aquatic environment. A new instrument would require a tuneable monochromatic 

light source with high output, especially in the UV/blue spectral region as well as a 

detector with extremely high sensitivity, e.g. a cooled camera. Developing such an 

absorption/fluorescence measurement with reasonably short acquisition times could 

potentially be challenging or might only be achievable for limited spectral 

resolution.  
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4) The evaluation of performances of the different AC-9 scattering corrections has to be 

extended to highly turbid environments. The analysis described in this work could, 

unfortunately, provide only little insight in the performance of new scattering 

corrections in these extreme cases. However, optical closure in high turbidity waters 

might be difficult with accuracy in both backscattering and radiometry 

measurements as limiting factors. 

5) The work presented here has shown that a satisfactory level (regression slopes 

typically within 15%) of optical closure can be reached with current in situ IOPs and 

radiometry measurement capabilities for clear to moderately turbid waters. 

Remaining discrepancies between RT model and measurements might be due to 

inappropriate parameterisation of, for example, model boundary conditions. Further 

investigation is required to understand the complex relationships involved in RT 

processes and how changing parameterisation has an impact on the quality of 

modelled underwater and water-leaving light fields. 

6) Commercially available ICAM instruments still require thorough testing and 

assessment of measurement limitations. Having established the PSICAM as viable 

method to provide accurate validation data, a comparison with these commercial 

sensors would be very interesting. 

7) There is a need for a method to partition algal and non-algal particles in suspension, 

through either chemical or UV-bleaching. Being able to separate phytoplankton and 

detritus absorption from PSICAM measurements would provide data for the 

development and validation of a suitable correction for filter pad measurements. 
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