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Abstract

A mobile ad hoc network (MANET) is a self-organised wireless network where mo-

bile nodes can communicate with each other without the use of any existing network

infrastructure or centralised administration. Trust establishment and management are

essential for any security framework of MANETs. However, traditional solutions to

key management through accessing trusted authorities or centralised servers are infea-

sible for MANETs due to the absence of infrastructure, frequent mobility, and wireless

link instability. There are many applications in both the military and civil environ-

ments, where combinations of authority-based MANETs and self-organised MANETs

are needed.

This thesis addresses these problems by introducing a number of novel key manage-

ment schemes that dynamically switches from a centralized scheme of trust distribution

(authority-based MANETs) to a distributed scheme of trust (self-organised MANETs).

In the first part of this thesis, three key management schemes for MANETs have been

proposed:

The first scheme represents an authority-based key management scheme for MANETs.

This scheme distributes public key certificates and symmetric keys between communi-

cating entities by exploiting the route request (RREQ) and route reply (RREP) messages

respectively.

The second proposed scheme represents a robust self-organised public key management

for MANETs. It allows each user to create its public key and the corresponding private

key, to issue certificates to neighbouring nodes, and to perform public key authentication

through at least two independent certificate chains without relying on any centralised

authority.



v

The third proposed scheme represents a combination between an authority-based and

self-organised schemes. In this scheme, there are two approaches for key management.

The first approach uses threshold cryptography while the second approach provides key

management through a web of trust. A mobile node can use one of the two approaches

independently and can also use the two approaches together in order to obtain the au-

thenticated public keys of other nodes in the network.

In the second part of this thesis, an elliptic curve threshold key management scheme

for MANETs is proposed. In this scheme, an off-line central authority is required in

the initialisation phase before network deployment. The central authority creates and

preloads the shares matrix for each mobile node in the network initialisation phase.

In the network deployment phase, each session member generates its private/public

key pair, and the session public key, by collaborating with its trusted neighbours. The

generation of the node private/public key pair, and the session public key, is performed

without any prior communication between session members.
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Chapter 1

Introduction

In the past decade, great advances in the wireless network infrastructures, and a rapid

growth of wireless and mobile applications technologies, have emerged. Mobile devices

are becoming smaller, cheaper, more convenient, and more powerful in their applica-

tions. Independent mobile devices may need to be rapidly deployed, especially under

the next generation of wireless networks that are developed for environmental or warfare

scenarios. Examples of these scenarios include establishing robust, efficient, mobile

communication for disaster relief efforts, emergency/rescue operations, sensors, and

military networks. In these network scenarios, where no centralised authority available

to manage the communication network, mobile nodes can communicate without relying

on any fixed infrastructure in what is known as a Mobile Ad hoc Network (MANET).

Exchanging secret information and accessing sensitive services over unprotected wire-

less links require the deployment of security services in MANETs. While security pro-

tocols and standards (e.g. WEP1 [10], WAP [11], etc) already exist for traditional wire-

less networks, such as the widely used IEEE 802.11 standard [10] for wireless local area

networks (WLANs) and IEEE 802.16 [12] for broadband WLANs, security solutions

for ad hoc wireless mobile networks such as MANETs are still inadequate due to their

own specific characteristics (e.g., highly dynamic topology and lack of infrastructure).

With many security problems still unsolved, this introduces new security challenges
1WEP is vulnerable to several types of cryptography attacks due to the misuse of the cryptographic

primitives [9]

1
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(e.g. secure routing, preventing of traffic analysis, resistance of captured devices, etc

[13]) that require the design of specialised security solutions.

Based on the type of the existing trust relations between mobile nodes, there are two

types of MANETs: authority-based MANET, and self-organised MANET.

In an authority-based MANET, there are a-priori trust relations existing between mobile

nodes in the network initialisation phase supported by a central authority (CA) or a

common organisation. On the other hand, in a self-organised MANET, mobile nodes

are fully self-organised and do not rely on any CA to support the establishment of trust

relations between mobile nodes in the network initialisation phase or in the network

deployment phase. When the end users of mobile nodes do not necessary belong to the

same organisation or share a single CA, a-priori trust relations between mobile nodes

are hard to achieve. On the other hand, for some applications of MANETs, a-priori

trust relations between mobile nodes are essential before network deployment due to

the high security requirements of the transferred data between network entities.

As opposed to using static long-term keys, fresh cryptographic keys should be used to

limit the amount of available ciphertexts in a crypto analysis as well as to reduce the

damage of key compromise [14]. The unique features of MANETs envisioned new

types of attacks; e.g., attacks on the multi-hop routing protocols. This could occur, by

overloading some nodes with excessive traffic to consume their batteries which makes

the network disconnected [13]. Hindering these types of attacks may also require the use

of cryptographic keys to provide integrity, message authentication, and confidentiality.

Many secure routing protocols require the use of shared keys between neighbours of the

next hop or between source and destination nodes [15, 16, 17, 18].

1.1 Mobile Ad hoc Networks

In this section, we will discuss the characteristics of MANETs, MANET security, and

finally we will present the open problems in MANET research.
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1.1.1 Characteristics

MANETs have the following specific characteristics and design constraints [19] :

• Autonomous terminal:

In a MANET, each mobile terminal is an autonomous node, which may function

as both a host and a router. Thus, usually endpoints and switches are indistin-

guishable in a MANET.

• Distributed operation:

Since there is no infrastructure for the central control of the network operations,

all network services are distributed among the network nodes. The nodes involved

in a MANET should collaborate together to implement functions such as security

and routing.

• Multi-hop routing:

Basic types of ad hoc routing algorithms can be single-hop and multi-hop, based

on different link layer attributes and routing protocols. When delivering data

packets from a source to its destination out of the direct wireless transmission

range, the packets should be forwarded via one or more intermediate nodes.

• Dynamic network topology:

Since the nodes are mobile, the network topology may change rapidly and un-

predictably. The connectivity among nodes may also vary with time. A MANET

should adapt to the traffic and propagation conditions as well as the mobility pat-

terns of the mobile network nodes.

• Fluctuating link capacity:

The nature of high bit-error rates of wireless connection might be more profound

in a MANET. One end-to-end path can be shared by several sessions. Termi-

nals may communicate over channels which are noisy, fading and are subject to

interference. These usually have less bandwidth than a wired network.
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• Light-weight terminals:

In most cases, the MANET nodes are mobile devices with less CPU processing

capability, smaller memory size, and lower power storage. Such devices need

optimised algorithms and mechanisms that implement the computing and com-

municating functions using few resources.

1.1.2 MANETs Security

The security of most conventional networks relies on the existence of a specialised

network administration that defines the security policy and provides the infrastructure

for implementing it. There are two main approaches to provide a MANET with the

required security: proactive and reactive [20].

In the proactive approach, various cryptographic techniques are used to thwart security

threats. In the reactive approach, the security mechanism seeks to detect threats during

the network operation and react accordingly. Each approach has its own features and

can address different issues. For instance, most secure routing protocols use the proac-

tive approach to secure the exchanged routing messages between mobile nodes, while

the reactive approach is used to secure packets forwarding. In a multi-hop network,

packets delivered between mobile nodes should be secured. Therefore, the exchanged

routing control messages between the network nodes must follow the security specifica-

tions of the routing protocol. Accordingly, secure routing protocols is essential security

mechanisms in securing MANETs.

In secure routing protocols (e.g. Ariadne [16], Secure Link State Routing (SLSR) [21],

etc.), each mobile node proactively signs its routing control messages using the cryp-

tographic authentication primitives such as digital signature [22] and message authen-

tication codes (MACs) [23]. This way, network nodes can authenticate the exchanged

packets and process packets received from legitimate nodes only. Most secure routing

protocols assume the preexistence and presharing of symmetric or private/public key

pairs and ignore the essential task of key management [2]. In order to prevent any kind

of malicious attacks, messages must be integrity protected, which can be achieved by
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applying message authentication codes (MACs) [23] and cryptographic hash functions

[24]. In order to prevent eavesdropping, all secret messages must be encrypted [14].

Integrity protection, encryption as well as securing the ad hoc routing protocol require

cryptographic keys. In fact, many security mechanisms that solve MANETs security

issues depend on an efficient and secure key management protocol. Thus, key manage-

ment is an open research area in MANETs security field [2, 25, 20, 26, 13].

1.1.3 Open Problems

Although a lot of research has been done in the area of MANETs, there have been

numerous challenges and research problems still remain open for research. The major

open problems are listed as:

• Autonomous:

No centralised administration entity is available in MANETs to manage the oper-

ation of the different mobile nodes.

• Dynamic topology:

Nodes are mobile and can be connected dynamically in an arbitrary manner.

Links of the network vary over time and are based on the proximity of one node

to another node.

• Device discovery:

Identifying relevant nodes which have recently moved to the vicinity and inform-

ing neighbours about their existence needs dynamic updates to facilitate auto-

matic optimal route selection.

• Bandwidth optimisation:

Wireless links have to share the radio spectrum and operate within fixed bands.

• Limited resources:

Mobile nodes are usually small, cheap, mobile devices with limited power and

storage capacity.
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• Scalability:

Scalability can be broadly defined as whether the network is able to provide an

acceptable level of service even in the presence of a large number of nodes. In-

creasing the network size usually increase the computation and communication

overhead which needs more resources.

• Limited physical security:

Mobility implies higher security risks such as peer-to- peer network architecture

or a shared wireless medium accessible to both legitimate network users and ma-

licious attackers. Eavesdropping, spoofing and denial-of-service attacks should

be considered.

• Lack of infrastructure and self operated:

The self healing feature demands a MANET should be able to reorganise itself

for any node moving out of its range.

• Poor Transmission Quality:

This is an inherent problem of wireless communication caused by several error

sources that result in degradation of the received signal.

• Network configuration:

The whole MANET infrastructure is dynamic and is the reason for dynamic con-

nection and disconnection of the variable links.

• Topology maintenance:

Updating information of dynamic links among nodes in MANETs is a major chal-

lenge.
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1.2 Motivation

MANET is a temporary network formed by a collection of wireless mobile nodes with-

out the aid of any dedicated centralised authority or predeployed infrastructure used to

perform the basic network functions such as routing, i.e. in a MANET, mobile nodes

act as both routers and terminals. Originally, MANETs were studied and explored for

military and defence applications, such as for establishing instant communication in-

frastructures during rescue missions in war zones and disaster-affected areas [2, 27, 28],

collecting data in hostile environments [29], and self-healing mine fields [25]. Initial

investigations in the military sector have also led to suggestions for the deployment of

MANETs for countless applications, such as law enforcement [2], virtual classrooms

[2], connecting and reading out medical devices in hospitals [30], smart homes [30],

wireless personal area networks (WPANs) [31], sharing resources [31], ubiquitous In-

ternet access [32], instant networks for conferences and meetings [33], network games

[32]. The security of most conventional networks relies on the existence of a specialised

network administration that defines the security policy and provides the infrastructure

for implementing it. The lack of any centralised network management, and the poor

physical security make MANETs very vulnerable to infiltration, eavesdropping, inter-

ference, and so on. Therefore, efficient and robust key management services are central

to provide MANETs with security services such as confidentiality, authentication, in-

tegrity and non-repudiation.

1.2.1 Authority-Based and Self-Organised Key Management

Due to the very limited resources of the mobile nodes in terms of memory and power,

symmetric key cryptography is more suitable to address many of the security challenges

in MANETs. The main challenge in using symmetric key based cryptosystems is to find

an efficient way of distributing keys and keying materials to mobile nodes. However, the

existing key distribution in symmetric schemes, e.g. key predistribution schemes (KPD)

[34, 35, 36, 37, 38], poses a major problem because of the absence of an on-line key
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distribution center (KDC) in MANETs. Hence, the existing symmetric key distribution

schemes for traditional networks are not applicable to MANETs.

There are many applications in both the military and civil environments, where com-

binations of authority-based MANETs and self-organised MANETs are needed. In a

military environment, according to the situation of the battle, there might be a need for

fast deployment of new troops without any a-priori trust relations between the new and

the old troops or without any possible access to the CA which can support trust estab-

lishment between them. Another example is the disaster rescue operation scenario in

which rescue operations and data collection processes at the disaster site are performed.

Members at the site are of two categories; specialised responders and non-specialised

responders or volunteers. Specialised responders have a-priori trust relations between

each other, while volunteers do not have such a-priori trust between each other or be-

tween specialised responders and volunteers. In such scenarios, a key management

scheme that dynamically switches from a centralised scheme of trust distribution to a

distributed scheme is needed.

1.2.2 Elliptic Curve Distributed Key Management

Distributed key generation (DKG) by distributing trust among a group of nodes pro-

vides a promising solution for the mentioned problems in Section 1.1.3. In DKG, a set

of n servers jointly generate a pair of public and private key in a way that the public

key is known to all nodes in the network while the private key is divided between the n

servers via a threshold secret sharing scheme such as Shamir’s (t, n) threshold cryptog-

raphy [39]. A model for distributing trusted services (by using threshold cryptography)

among a set of servers despite some servers being under control of an attacker has been

proposed in [40]. A practical implementation of a DKG on a network of computers has

been presented in [41]. A modified version of Pedersen’s DKG protocol [42] has been

proposed by Gennaro et al. in [43, 44].
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Using elliptic curves for cryptographic protocols has been proposed independently by

Miller in [45] and Koblitz in [46, 47, 48]. Cryptosystems based on elliptic curve dis-

crete logarithm problem (ECDLP) can use smaller key size than that needed by discrete

logarithm problem (DLP) or integer factorisation problem (IFP) based cryptosystems to

provide the same level of secrecy [49, 50, 51]. Jian-wei et al. [52] propose an identity-

based authentication mechanism based on elliptic curve cryptosystem for wireless sen-

sor networks. This scheme suffers from the weaknesses of ID-based cryptography in

which an on-line authority is needed to manage and monitor the identities of the net-

work nodes. In [7], Liu et al. proposed a key management and authentication model

for ad hoc network. This scheme is vulnerable to the man-in-the-middle attack. In

[53], Wang et al. proposed a key management scheme based on the homomorphism

of elliptic curve Paillier scheme. This scheme addresses only the new node joining

process and suffers from the delayed authentication process. In [54], an elliptic curve

version of Gennaro’s DKG protocol [43] has been proposed by Tang et al. This scheme

suffers from the heavy communication overhead and computation power required to

perform the protocol successfully. The computation power and communication over-

head are major concerns in the resource constrains environment such as smart cards and

MANETs. Designing an elliptic curve DKG scheme with lower computation power and

communication overhead in MANETs while maintaining the same security strength2 is

needed.

1.3 Contribution of the Thesis

The aim of this thesis is to develop key management schemes that provide redundancy

and robustness for security association (SA) establishment between pairs of nodes in

a MANET. We identify key management as a primary security goal for securing com-

munications in MANETs. Our framework promotes inter-operability between existing

architectures and protocols, and provides reasonable security and functionality. The

main contributions of this thesis are as follows:
2security strength is the amount of work that is required to break a cryptographic algorithm or system

[51]
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• An authority-based key distribution scheme for MANETs is proposed. The pro-

posed scheme exploits route request messages in distributing public key certifi-

cates and the route reply messages in distributing symmetric keys between neigh-

bouring nodes. The proposed scheme breaks the routing-security interdependence

cycle [55], by using the localised one-hop communication in distributing public

key certificates and symmetric keys.

• A robust self-organised public key management for MANETs is proposed. The

proposed scheme exploits the routing infrastructure to discover a certificate chain

through a web of trust. A measure of the communication cost of the certificate

chain discovery process is also proposed. The first advantage of the proposed

scheme is that it has low communication cost. The second advantage is the negli-

gible impact of the proposed scheme on the network performance.

• A robust and redundant key management scheme for MANETs is proposed. The

proposed scheme is based on combining the authority-based key management

approach and the web of trust approach in one scheme. The proposed scheme

exploits the routing process in executing the public key authentication. The pro-

posed scheme provides redundancy since it is operable with and without the ex-

istence of the central authority.

• A threshold key management scheme using elliptic curve dlog-based cryptosys-

tem has been proposed. The proposed scheme does not require any prior commu-

nications between session members before forming the session. In the network

deployment phase, nodes are free to select a group threshold k, which is a major

advantage of our scheme that enables mobile nodes to adjust the level of secrecy

they require. From the results, the proposed scheme has very low timings com-

pared to the Gennaro’s scheme [44], and timing does not vary significantly with

changing the key size.
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1.4 Outline of the Thesis

The thesis is organised in nine chapters as shown in Figure 1.1.

Chapter 2 provides background information and describes related research efforts in

mobile ad hoc networks with particular emphasis on security in MANETs. It also focus

on some fundamentals of cryptography, and routing protocols proposed in the litera-

ture. In Chapter 3, we present a study of the key management protocols in MANETs

Chapter 1

Introduction

Background
(MANET, Security, Cryptography, Key Management)

Chapter 2

A Survey on Key Management Protocols and
Evaluation Methodology

Chapter 3

Chapter 4 Chapter 5

An Authority Based Key Management
Protocol

Chapter 6

A Robust and Redundant Key Management Protocol

Chapter 7

A Survey on Distributed Elliptic Curve Key Management Protocols for
MANETs

Chapter 8

Elliptic Curve Distributed Key Management Protocol

Chapter 9

Conclusions and Future
Work

A Self-organized Public Key
Management Protocol

FIGURE 1.1: Thesis Outline
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and the evaluation methodology and models adopted in this thesis. In Chapter 4, a

key management scheme to distribute public key certificates and symmetric keys in an

authority-based MANET is proposed. A robust self-organised public key management

for MANETs, and the performance evaluation results using the network simulator (NS-

2) [56], are presented in Chapter 5. Chapter 6 provides the scheme description and the

performance evaluation results of a key management scheme that inherits the properties

of both the authority-based key management scheme and the self-organised key man-

agement scheme. Chapter 7 presents a survey on existing elliptic curve threshold key

management schemes and highlights key features of elliptic curve-based cryptosystems

in MANETs. In Chapter 8, a threshold key management scheme using elliptic curve

dlog-based cryptosystem is proposed. Finally, conclusions of the thesis and possible

future work are presented in Chapter 9.



Chapter 2

Background

2.1 Introduction

In this chapter, we provide a brief review of background information and concepts about

MANETs (Sections 2.2 and 2.3), routing protocols (Section 2.4), security primitives

(Section 2.5), and key management (Section 2.6) for an easier understanding of the

protocols presented in this thesis.

2.2 MANETs

MANETs are complex distributed systems comprised of wireless nodes that can dy-

namically self-organise into arbitrary and temporary network topologies. The diversity

of MANET applications and research projects, as outlined in Section 1.1, use or em-

phasise different unique properties of MANETs. However, clear definitions of MANET

properties and parameters, e.g. radio propagation models and existing technologies, are

still missing. As this thesis is concerned with key management aspects in MANETs,

we thus limit our discussions to unique MANET properties and parameters that make

implementing key management protocols a challenging task.

13
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2.2.1 Radio Propagation

Radio propagation in open areas free from obstacles is the simplest to treat, but, in real

conditions, radio range of a mobile node is subject to many limitations. Most wireless

systems are operated in areas with abundance of obstructions such as walls, buildings,

and trees as shown in Figure 2.1. Radio propagation mechanism can be categorised into

three main attributes [57]:

• Reflection:

It occurs when radio wave propagating in one medium impinges upon another

medium with different electromagnetic properties. Part of the radio wave energy

may be absorbed or propagated through the reflecting medium, resulting in a

reflected wave that is attenuated.

• Diffraction:

It is a phenomenon by which propagating radio waves bend or deviate in the

neighbourhood of obstacles. Diffraction results from the propagation of wavelets

into a shadowy region caused by obstructions such as walls, buildings, mountains,

and so on.

• Scattering:

It occurs when a radio signal hits a rough surface or an object having a size much

smaller than or on the order of the signal wavelength. This causes the signal

energy to spread out in different directions.

2.2.2 Free Space Propagation Model

The free space propagation model attempts to describe radio wave propagation when the

transmitter and receiver have a clear, unobstructed line-of-sight path between them [57].

This model predicts received power decays as a function of the transmitter-receiver sep-

aration distance raised to some power, i.e., the decay obeys a power law function. The
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FIGURE 2.1: Reflection, diffraction and scattering of radio wave

free space power received Pr(d) with respect to distance is then given by the following

equation:

Pr(d) =
PtGtGrλ

2

(4π)2d2L
(2.1)

where Pt is the transmitted power, Gt is the transmitter antenna gain, Gr is the receiver

antenna gain, λ is the wavelength, d is the distance between the transmitter and the

receiver and L is a system loss factor not related to propagation(L≥ 1.0). System losses

are usually due to line attenuation, filter losses and antenna losses. Gain of antenna is

related to its effective aperture Ae by:

G =
4πAe

λ 2 (2.2)

The effective aperture is then related to the physical size of the antenna and λ is related

to the carrier frequency f by

λ =
c
f

(2.3)



Chapter 2 Background 16

 t

d

 h r

 h

Line of sight path

Ground Reflection

FIGURE 2.2: Two-ray radio propagation model

where c is the speed of light. Equation 2.1 shows that signal strength decays propor-

tionally to the inverse of square of the distance between the transmitter and the receiver.

2.2.3 Two-ray Propagation Model

In a mobile radio channel, a single direct path between the transmitter and receiver is

seldom the only physical means for propagation. Hence, the free space propagation

model of equation 2.1 is inaccurate in most cases when used alone. The two-ray ground

reflection model [58] is a useful propagation model that takes into account both the

direct path and a ground reflected propagation path between the transmitter and the

receiver. These aspects are depicted in Figure 2.2. The signal strength at the receiver

for the two-ray ground model can be expressed as:

Pr(d,ht ,hr) =
PtGtGrh2

t h2
r

d4 (2.4)

where ht , hr are elevations of the transmitter and the receiver, respectively. Thus, the

received signal strength for large distances (d�
√

(hthr)) decays with the fourth power

of the distance d. This is a much faster rate of decay than with the free space propagation

model. At large values of d, the received power and path loss become independent of

frequency. The two-ray propagation model is the most commonly used propagation

model in MANETs research community and will adopted for the network simulation

model in this thesis.
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2.2.4 MANETs Technologies

Typical wireless communication technologies used in MANETs are:

• Wi-Fi (IEEE 802.11) [10]:

Wireless-Fidelity (Wi-Fi) is a wireless networking technology based on the IEEE802.11

specifications. It has been developed into the following variants:

1. IEEE802.11a: It uses Orthogonal frequency-division multiplexing (OFDM)

modulation technique and operates in the 5 GHz band.

2. IEEE802.11b: It uses Direct-sequence spread spectrum (DSSS) modulation

technique and operates in the 2.4 GHz band.

3. IEEE802.11g: It uses OFDM/DSSS modulation techniques and operates in

the 2.4 GHz band.

4. IEEE802.11n: It uses OFDM modulation technique and operates in the 2.4

GHz band.

5. IEEE802.11i: It defines security and authentication mechanisms at the MAC

layer.

6. IEEE802.11h: It is the same as IEEE802.11a with amendment introduced to

the IEEE 802.11 standard for Spectrum and Transmit Power Management

Extensions.

All Wi-Fi technologies operate on the 2.4GHz band, except from IEEE802.11a

which operates within the 5GHz band.

• Bluetooth (IEEE 802.15.1) [31]:

Bluetooth is a short range wire replacement technology. When Bluetooth devices

come within range of each other, they establish contact and form a temporary

network called a Personal Area Network (PAN). A multi-hop ad hoc network

formed by the interaction of Bluetooth devices is called a Scatternet. Bluetooth

uses the Frequency-Hopping Spread Spectrum (FHSS) technique. Bluetooth op-

erates within the 2.4GHz band.
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TABLE 2.1: MANETs technologies comparison

Technology Frequency Band Data Rate Comm. Range
Wi-Fi (IEEE 802.11) 2.4 GHz and 5 GHz 2-11 Mbps ~ 100 m

Bluetooth (IEEE 802.15.1) 2.4 GHz 1-3 Mbps 10-100 m
ZigBee (IEEE 802.15.4) 2.4 GHz, 915 MHz,

868 MHz
~ 0.25 Mbps ~ 10 m

WiMAX (IEEE 802.16) 2.5 GHz, 2.3 GHz,
3.65 GHz, and 5.8

GHz

0.5~2 Mbps 5~8 kms

• ZigBee (IEEE 802.15.4) [59]:

ZigBee-enabled devices conform to the IEEE 802.15.4-2003 standard. This stan-

dard specifies its lower protocol layers, the physical layer (PHY), and the medium

access control (MAC). It targets Low-Rate Wireless Personal Area Network (WPAN).

Zigbee operates in the unlicensed 2.4 GHz, 915 MHz and 868 MHz ISM bands.

It uses direct-sequence spread spectrum (DSSS) coding.

• WiMAX (IEEE 802.16) [12]:

It stands for a Worldwide Interoperability for Microwave Access. IEEE 802.16

boasts data rates between 500 kbit/s and 2 Mbit/s at a distance of around 5-8 kms.

Other wireless technologies have been used for MANETs, e.g. HIPERLAN [60], but

the above represent the main technology options.

A comparison of different MANETs technologies presented in this subsection according

to their frequency bands, communication ranges, and data rates are presented in Table

2.1.

Figure 2.3 shows the relationship between the Open System Interconnect (OSI) model

and the IEEE 802 reference model. The OSI model presents a detailed and struc-

tured communications structure; the IEEE 802 model addresses the lower layer portion,

specifically, the Data Link Layer and the Physical Layer.
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2.3 MANETs Constraints

In this section, we focus on identifying constraints of MANETs that may affect the im-

plementation of key management mechanisms. We classify constraints as either mobile

node constraints or networking constraints.

2.3.1 Mobile Node Constrains

A typical mobile node can be a laptop, PDA, cellular phone or any other mobile wire-

less device. In MANETs, the network consists of a set of constrained devices with sim-

ilar specifications without any available access to servers, routers, base stations, or any

other powerful entities. In MANETs, most mobile nodes are inexpensive, lightweight,

limited-capability, generic, and portable. According to Moore’s law [61], the number of

Physical Layer

Data Link Layer

Network Layer

Transport Layer

Session Layer

Presentation Layer

Application Layer

Physical Layer

Medium Access Contol (MAC)

Logical Link Control (LLC)

OSI Reference
Model

IEEE 802 Model

FIGURE 2.3: Relationship of IEEE 802 reference model to the OSI stack [1]
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transistors that can be placed inexpensively on an integrated circuit has doubled approx-

imately every two years resulting in faster and smaller CPUs. Furthermore, bandwidth

constraints will be less stringent over time due to Gilder’s law [62] that states that band-

width grows at least three times faster than computing power. However, technological

advances for extended battery life is comparably much slower. The capabilities and

constraints of mobile node hardware will influence the type of security mechanisms

that can be implemented on a mobile node. These features of MANET devices lead to

several resource constraints, namely:

• Low computing power:

Some computationally intensive operations may not be feasible on a MANET de-

vice due to the limited computing power. For instance, public key cryptographic

algorithms such as RSA are computationally intensive, executing thousands or

even millions of multiplication instructions to perform a single cryptographic op-

eration.

• Low battery power:

Power consumption is perhaps the greatest constraint to mobile node capabili-

ties. We assume that once mobile nodes are deployed in a network, they cannot

be recharged. Therefore, the battery charge taken with them to the field must be

conserved to extend the life of the individual mobile node. When considering im-

plementing a cryptographic function or protocol within a mobile node, the impact

on the mobile node’s available energy must be considered.

• Small memory size:

The amount of program storage available for storing security functionality, such

as security mechanism implementations, is unlikely to be a constraining factor

on security design. Even the most sophisticated cryptographic algorithms can

be represented in tens of kilobytes of memory, whereas the amount of program

storage available in ROM, EPROM, or other nonvolatile memory is likely to be

in the hundreds of kilobytes or megabytes. Likewise, the amount of working

memory available for security functionality is unlikely to be a constraining factor.
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Most symmetric encryption and hashing functions can be executed in less than

one kilobyte of RAM. Even the more memory-consuming public key functions

can be executed in just a few kilobytes of RAM.

• Limited bandwidth:

Exchange of key management information varies widely depending on the key

management algorithms, protocols, and the number of participating nodes. Key

management algorithms based on symmetric or elliptic curve cryptography re-

quire the exchange of fewer bits than RSA, thus requiring less bandwidth. Re-

ducing the number of keying relationships to only local neighbours reduces the

amount of information exchanged, and thus the amount of required bandwidth.

• Poor physical security:

Mobile nodes may be deployed in a hostile environment where they may be eas-

ily compromised or captured by an attacker. Hence, secure information such as

cryptographic keys should be stored in an encrypted format in a tamper-resistant

storage.

2.3.2 Network Constrains

MANETs have unique features not encountered in more typical wired networks. These

features are:

• Lack of infrastructure:

All network services are performed by mobile nodes in order to support a flexi-

ble and easily deployable network. The lack of infrastructure limits the amount

and type of cryptographic material that should be necessary to deploy a secure

MANET.

• Ad Hoc Networking:

Mobile nodes are spontaneously formed for a specific purpose or to offer a certain

service. The ad hoc nature limits ability to pre-configure mobile nodes for specific
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purposes. Mobile nodes should be able to support various roles in the network to

ensure the reliability of the network.

• Dynamic Topology:

Mobile nodes may join or leave the network in an unpredictable manner which

results in frequent routing changes. These routing changes can mean that the

intermediate nodes processing data for an end-to-end session can change too.

Thereby, many security services instead will be provided on a hop-by-hop basis.

For instance, cryptographic key establishment will occur with local neighbours

in the routing topology. If the routing changes, the set of local neighbours may

change and thus cryptographic key establishment may need to occur again.

• Wireless Network:

Wireless links have significantly lower capacity than the hardwired links. In ad-

dition, the realised throughput of wireless communications, because of the effects

of multiple access, fading, noise, and interference conditions, is often much less

than the hardwired communications. This constraint limits the amount and type

of cryptographic material that can be transmitted between network nodes.

2.4 MANETs Routing Protocols

Routing is the process responsible for the computation of the routing information, (as-

signing unique addresses to communicating devices, provides valid source destination

routes), and is defined by what is called a routing protocol. The routing protocol pre-

scribes the exchange of information about the network topology with other nodes and

the decision process about the routing information a node finally commits to. Note that

a routing protocol, although formally located at the network layer, can make use of pro-

tocols at higher layers for the sake of communicating with neighbouring nodes about

the network topology (for example, it can make interactions with the service discovery

agents in the application layer). One can thus distinguish between routing packets, used

by the routing processes, and data packets, which denote all other packets sent on the
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network. A routing protocol is used in our network simulation model of the proposed

key management schemes in order to measure their impact on the network performance.

2.4.1 Characteristics of Ad Hoc Routing Protocols

Despite the different classes in which the several routing protocols can be categorised,

in the following we underline the common desirable characteristics [63]:

• Multi-hop routing capability:

To extend the limited transmission range of wireless communications, the routing

protocol must be able to exploit store and forward techniques.

• Dynamic topology maintenance:

Since route discovery is an expensive service, the routing protocol should deal

with topology changes without wasting the resources already spent for route dis-

covery, namely the topology changes should have only local effects.

• Loop avoidance:

Routing loops occur when the routing protocol selects as next hop, a node already

in the built path and, since this implies a loop construct, an efficient avoidance

mechanism should be implemented.

• Minimal control overhead:

Control messaging consumes bandwidth, processing resources, and battery power

on both the transmitter and receiver side, therefore the routing protocol should be

designed to minimise the number of control packets needed to operate.

• Minimal processing overhead:

By minimising the processing cycles, both the computational and power resources

can be employed to accomplish the user tasks.
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MANETs Routing Protocols

Proactive Routing
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(DSDV, TORA, GSR, WRP)
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FIGURE 2.4: MANETs routing protocols

Routing protocols in MANETs can be classified into three fundamental approaches:

proactive, on-demand (or reactive), or hybrid routing protocols [1]. This classification

is depicted in Figure 2.4.

• Proactive:

Each mobile node locally maintains a routing table for storing routing information

about any node in the network. Nodes continuously exchange information about

the network topology and update their routing tables, so that they are constantly

aware of available routes regardless of communication requests. Examples of

proactive routing protocols are: Destination Sequenced Distance Vector Routing

(DSDV) [64], Temporally Ordered Routing Algorithm (TORA) [65], Global State

Routing (GSR) [66] and Wireless Routing Protocol (WRP) [67].

• On-demand (or Reactive):

To minimise the use of control messages, routes are only looked for and estab-

lished when they are needed which means no unnecessary routing information is

maintained. The routing process is divided into two phases: route discovery and

route maintenance. The route discovery is initiated when a source node needs a

route to a destination node. The route maintenance deletes failed routes and re-

initiates route discovery. Examples of reactive routing protocols are: Ad Hoc On

Demand Distance Vector (AODV) [68], Dynamic Source Routing (DSR) [69],

and Core-Extraction Distributed Ad Hoc Routing (CEDAR) [70].
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• Hybrid:

A combination of the proactive and on-demand techniques is provided. Examples

of hybrid routing protocols are: Adaptive Distance Vector (ADV) [71] and Zone

Routing Protocol (ZRP) [72].

In general, proactive approaches are thought to have shorter latency, as routes are in-

stantly available, whereas on-demand approaches will have lower routing control over-

heads and therefore achieve higher data throughput.

2.4.2 Ad Hoc On-Demand Distance Vector Routing (AODV)

In this subsection, an overview of the AODV routing protocol, one of the more promi-

nent routing protocols for mobile ad hoc networks, is presented. AODV is being used

as the routing protocol in our network simulation model.

The Ad hoc On-demand Distance Vector (AODV) protocol [68] is an extension of

DSDV routing protocol in the direction of on-demand behaviour. It has also been stan-

dardised by the Internet Engineering Task Force (IETF) as RFC 3561 [73]. It consists

of two processes; route discovery and route maintenance.

2.4.2.1 Route Discovery

When a source node needs to communicate with another node (the destination node), the

source node initiates a route discovery process by broadcasting a route request (RREQ)

message throughout the entire network via a simple flooding mechanism [73] as fol-

lows:

S→ Broadcast : {RREQ, IDS,SNS, IDD,SND, IDREQ,hopcount}

The RREQ packet contains the following main fields as shown in Figure 2.5: source

IP address IDS, source sequence number SNS, destination IP address IDD, destination

sequence number SND (created by the destination to be included along with any route
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0                         1                            2                               3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|      Type        |J|R|G|D|U|           Reserved    |    Hop Count            |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                 Route Request ID                                          |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                               Destination IP Address                                    |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                             Destination Sequence Number                          |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                Source IP Address                                          |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                            Source Sequence Number                                  |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

FIGURE 2.5: Route request packet format

information it sends to requesting nodes), route request identifier IDREQ , and hop count.

The destination sequence number is used by AODV to ensure that routes are loop-free

and contain the most recent route information [64], and the hop count is the number of

hops between the source node and the current node. The IDREQ and SNS are maintained

locally by every node and incremented whenever a RREQ is sent in order to identify

requests and determine the freshness of routes, respectively. Each node in the network

has a routing table as shown in Table 2.2, where each entry has the following fields:

destination node identifier, next hop node identifier on the route to this destination,

sequence number, and the validity time of this entry.

Reverse Route Setup: When a RREQ packet is received by an intermediate node, it

checks if it has seen the pair (IDS, IDREQ) already. According to the check result, it

will do one of the following actions: if the intermediate node has seen the pair already,

the RREQ packet will be dropped in order to prevent processing of duplicates RREQ.

If the RREQ packet is a fresh one, the intermediate node forwards the RREQ packet.

When an intermediate node forwards an RREQ packet, it creates a reverse route back

to the source node by inserting the next hop information in its routing table. Once the

RREQ packet reaches the destination or an intermediate node with a valid route, the

destination or intermediate node responds by unicasting a route reply (RREP) packet

to the source node using the reverse route. The format of the RREP packet is shown in
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0                         1                            2                               3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|    Type       |R|A|  Reserved   |Prefix Sz|         Hop Count          |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                           Destination IP Address                                    |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                      Destination Sequence Number                             |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                            Source IP Address                                           |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                          Life time                                            |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

FIGURE 2.6: Route reply packet format

Figure 2.6. The validity of a route at the intermediate nodes is determined by comparing

the destination sequence number stored in the intermediate node’s routing table with the

destination sequence number SND exists in the RREQ packet.

Forward Route Setup: Each node that forwards the RREP packet back to the source

node creates a forward route to the destination node by inserting the next hop informa-

tion in its routing table. Only information about the next hop nodes to the source and

destination is required by intermediate nodes along the path from source to destination,

while information about other nodes forming the path is not required.

2.4.2.2 Route Maintenance

While the discovered route is being used, each intermediate node along the active route

maintains a fresh list of its one-hop neighbours by periodically exchanging “hello”

control packets with its direct neighbours. If the route becomes inactive, i.e. no data

is sent over it, a timer is activated, after the expiration of which the route is considered

broken and expires. When a node becomes aware of a link breakage for an active

route, a Route Error (RERR) packet is generated at the point of breakage. This is then

disseminated to the appropriate nodes participating in the route’s formation and those

nodes actively using the route. The nodes affected by the broken route mark it for
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FIGURE 2.7: Route request in AODV

expiration since it is no longer useful. When the source node receives the RERR packet,

it initiates a new route discovery process.

In the following, a further explanation of the route request, route reply, link failure, and

the usage of the routing table is given taking into consideration the example in Figures

2.7, 2.8, 2.9, and in Table 2.2 respectively.

• In Figure 2.7, the source node S initiates a route discovery process by broadcast-

ing an RREQ message to be flooded in the network searching for the destination

node D. In this example, the source sequence number SNS = 3, the destination

sequence number SND = 2, the route request ID IDREQ = 1, and the hop count is

0.

S→ Broadcast : {RREQ,S,3,D,2,1,0}

• When nodes A, H, X, C, W, B receive the route request, they check if they have

already seen the source node identifier IDS, and the route request identifier IDREQ.

If the RREQ is not a duplicate one according to the previous check, they search in

their routing table for a valid route to the destination node D. If the search results

yields that they do not have a valid route to the destination node, they increment

the hop count by one and forward the RREQ. This process continue till the RREQ

reach the destination node D.

• Assume that nodes C, and W have routes to the destination node D through routes

C→ F → K → D and W → Y → E → Q→ D respectively and the destination
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FIGURE 2.8: Route reply in AODV

sequence number SND at the intermediate node C is 4 and is 1 at node W , then

only node C is allowed to unicast an RREP along the route to the source node S.

This is because S has an older route to node D compared to the route available to

node S, while node C has a more fresh route to the destination node D compared

to the route available to node S.

• If eventually the RREQ packet reaches the destination node D through the route

B→ E → Q→ D , then the destination node D unicasts an RREP along the re-

verse route to S as shown in Figure 2.8. In this case the source node may receive

multiple RREP packets. The source node S chooses the route which has the min-

imum number of hops to send data through to the destination node D. All the

intermediate nodes receiving an RREP update their routes with the latest destina-

tion sequence number. They also update the routing information if it leads to the

shortest route between the source and the destination nodes.

Figure 2.9 shows the maintenance process due to a link failure. When a link

failure is detected by absence of “hello” messages, the source and destination

nodes are informed. For instance, when the link between nodes E and Q is broken,

both nodes send RERR packets to notify the source node S, the intermediate nodes

along the path from the source to the destination, and the destination node D about

the link failure. These nodes delete the corresponding entries from their routing

tables while the source node S reinitiates the route discovery process with a new
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FIGURE 2.9: Link failure in AODV

TABLE 2.2: Routing table in AODV

Index Next Hop Destination Sequence Number Validity Time
S B D SNS TS

B E D SNB TB

E Q D SNE TE

Q D D SNQ TQ

RREQ packet containing a new IDREQ and the latest destination sequence number

SND.

2.5 Cryptographic Background

For a general introduction to symmetric and public key cryptography, a brief review of

some security concepts that are used in this thesis is presented in this section.

2.5.1 What is a Secure MANET?

It is necessary to define what is meant by being secure before one can determine whether

something is secure or not. In MANETs security, it is essential to require confidentiality,

integrity, availability, authentication and non-repudiation. These attributes are defined

as follows [74, 75]:
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• Confidentiality:

Confidentiality is to ensure that secret information is never revealed to unautho-

rised entities. In an ad hoc network, confidentiality is very important to protect

the transmission of secret information over the wireless links which are easily

susceptible to eavesdropping.

• Integrity:

Integrity is to ensure that data will not be corrupted or altered in an unauthorised

manner during transmission.

• Availability:

Availability is to ensure that network services are available to all entities when

required.

• Authentication:

Authentication is the ability to verify the identity of an entity.

• Non-repudiation:

Non-repudiation means that an entity cannot falsely deny that certain actions were

performed, e.g. the transmission of data or signing a message.

It is not always possible, or necessary, to require that all five attributes be fulfilled

completely, but they should all be taken into consideration when designing a system

that involves security [76, 2].

2.5.2 Definitions

2.5.2.1 Security Threats

The types of threats on the security of a communication network are as follows [74]:
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• Interruption:

An asset of the system is destroyed or becomes unavailable or unusable. This is

an attack on availability.

• Interception:

An unauthorised party gains access to an asset. This is an attack on confidentiality.

• Modification:

An unauthorised party not only gains access to but tampers with an asset. This is

an attack on integrity.

• Fabrication:

An unauthorised party inserts counterfeit objects into the system. This is an attack

on authenticity.

2.5.2.2 General Types of Attacks

There are many types of attacks on a cipher. They are designed to recover the plaintext

and break the key [74].

1. Ciphertext only:

The cryptanalyst has only the ciphertext.

2. Known-plaintext:

The cryptanalyst knows both the ciphertext and its plaintext.

3. Chosen-plaintext:

The cryptanalyst selects the plaintext used to create the ciphertext.

4. Adaptive-chosen-plaintext:

The plaintext is selected based on previous plaintext-ciphertext pairs.
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FIGURE 2.10: Symmetric key cryptosystem

5. Chosen-ciphertext:

The cryptanalyst selects the ciphertext to decode and can access the correspond-

ing plaintext.

6. Man in the Middle Attack:

In this attack, the attacker intercepts messages independently from two players in

a public key exchange and then relays messages between them, substituting his

own public key for the requested one, so that the two original players still appear

to be communicating with each other.

2.5.2.3 Symmetric Key Cryptography

Encryption is a major part of a security package. Secure communications play an in-

creasing role in many fields of common life. The basic idea of encryption is to modify

the message in such a way that its content can be reconstructed only by a legal recipient.

The message might be represented by a sequence of symbols from a finite alphabet. The

encryption process, as shown in Figure 2.10, consists of an encryption algorithm E and

a key K. The key is a value independent of the plaintext M that controls the algorithm.
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The encryption algorithm E will produce a different output depending on the specific

key being used at the time.

C = EK(M) (2.5)

Changing the key changes the output of the encryption algorithm. Once the ciphertext

C is produced, it is transmitted. Upon reception, the ciphertext C can be transformed

back to the original plaintext M by using a decryption algorithm D and the same key

that was used for encryption as follows:

M = DK(C) (2.6)

In practice, C can be understood as an integer.

2.5.2.4 Public (Asymmetric) Key Cryptography

In public key cryptography, such as Rivest, Shamir, Adleman (RSA) algorithm [77],

each person gets a pair of keys, called the public key PK and the private key SK. Each

person’s public key is published while the private key is kept secret. In a real life

scenario, Alice usually generates keys PK and SK. She then publishes PK as her public

key and keeps SK as her private key. With the public key PK, everyone is able to encrypt

a message and send it to Alice. The only key that will result in correct decryption is

Alice’s private key SK, and she is therefore the only one able to decrypt the messages

encrypted with her public key. If Alice wants to send a message to Bob, she will need

Bob’s public key. If she encrypts with her own private key SK, everyone will be able

to decrypt the message, since her public key PK is commonly known. Her private key

can, however, be used for digital signatures, because she is the only one who could

have encrypted the message. All communications involve only the public key, and no

private key is even transmitted. Taking into consideration the example in Figure 2.11,

the public key cryptosystem can be summarised as follows:

• Key Generation: The receiver Bob creates his private and public key pair, which

we denote by SKBob and PKBob respectively.
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• Encryption: Using Bob’s public key PKBob, the sender Alice encrypts her mes-

sage M, which we call a “plaintext”, and obtains a ciphertext C.

• Decryption: Upon receiving the ciphertext C from Alice, Bob decrypts it using

his private key SKBob to recover the plaintext M.

2.5.2.5 Long-term and Short-term Evidence of Trust (Credentials)

Long-term evidences of trust contain authentic information to identify an entity and/or

key material and are used over a longer period of time. On the other hand, short-term

evidences of trust, may contain the same information but are changed frequently and

used for a shorter period of time. Long-term evidences of trust may be used in au-

thentication protocols to prove an entity’s identity or in key management protocols to

derive session keys. Long-term evidences of trust can be for example, a driver license,

passport, employment identity card, date of birth, documentation indicating credit card

activity or certified private and public key pairs, whereas short-term evidences of trust

are typically session keys or ephemeral private and public key pairs generated for one

session. Short-term evidences of trust are typically used to limit the damage of key

compromise and reduce the amount of available ciphertext in a cryptanalysis.
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2.5.2.6 Hash Functions

Hash functions play an important role in cryptographic applications such as digital sig-

natures, message authentication codes (MACs), and other forms of authentication. The

purpose of a hash function is to create a short digest of an arbitrary message by mapping

an arbitrarily long message to a message of fixed length. The digest must not have any

similarities with the original message, and have a fixed output length (typically 128 to

256 bits). In hash functions, it is easy to compute the output value from the input value,

but very difficult “to go back”, i.e., compute an input value from the corresponding

output value. Because of this feature, hash functions are usually called (cryptographic)

one-way functions. In general, a hash function H should have these properties [75, 24]:

• Preimage resistant:

It should be very computationally intensive to find the input from a given output,

i.e. given an output y, it should be computationally infeasible to find x such that

H(x) = y.

• Weak collision resistance:

When given an input x, it should be computationally infeasible to find any second

input x
′
such that H(x) = H(x

′
).

• Strong collision resistance:

It should be computationally infeasible to find any two distinct inputs x and x
′

such that H(x) = H(x
′
).

Collisions will always exist, because hash functions produce an output with fixed length

from an arbitrary input. The number of possible inputs are therefore infinite, whereas

the number of possible outputs are finite.

2.5.2.7 Message Authentication Code (MAC)

MACs are used to provide message integrity and authentication. MAC functions take

two inputs: an arbitrarily sized message and also a secret key and produce a fixed size
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output. A MAC can be constructed from hash functions as keyed hash functions which

is referred to as HMAC [23]. MACs are used such that to compute a MAC value for a

message and then send the message and its MAC value together to the recipient. MAC

functions should have the following security properties [13]:

• Key non-recovery:

It is infeasible to produce the same output without knowledge of the key. This

property ensures efficient authentication of the messages while also guarantees

data integrity.

• Computation resistance:

Given one or more pairs of messages and the corresponding MAC values, it is

computationally infeasible to compute a MAC value for any new input.

2.5.2.8 Digital Signatures

A digital signature is similar to the MAC value: it is attached to a message to ensure its

integrity, authenticity and non-repudiation of the message origin. When a message is

digitally signed, the signer’s private key is used in an asymmetric encryption algorithm,

typically RSA. By encrypting with the private key, everyone is able to decrypt, so there

is no confidentiality. However, since the private key is only known by the key owner

(signer), only he/she could have signed the message. This provides authentication sim-

ilar to a written signature, which can only be produced by its owner. A digital signature

scheme consists of a key generation algorithm, a signing algorithm, and a verification

algorithm. The key generation algorithm generates the public/private key pair of the

signer. The signing algorithm takes the message to be signed and the private key of the

signer, and it produces the digital signature. The verification algorithm takes the digital

signature, the public key of the signer, and the message and its output is accept if the

signature has been generated on the message with the private key corresponding to the

published public key; otherwise it outputs reject.
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2.5.2.9 Identity-Based Cryptography

In 1984, Shamir proposed a concept of identity-based cryptography [78]. In this new

paradigm of cryptography, users’ identities information such as email or IP addresses

or more precisely arbitrary strings instead of digital certificates can be used as public

keys for encryption or signature verification. In identity-based cryptography (IBC), the

sender Alice can use the receiver’s identifier information which is represented by any

string, such as email or IP address to encrypt a message. The receiver Bob, having

obtained a private key associated with his identifier information from the trusted third

party (TTP), can decrypt the ciphertext. Note that all users are able to derive the public

keys of any other user in the network from publicly known information without the need

to exchange any data. This unique feature of IBC schemes is based on the assumption

that the identities of all players in the network are publicly-known to all other players

in the network. Due to the predetermination of public keys in IBC schemes, the private

keys of users need to be generated and distributed by a TTP. Otherwise, users would

derive their private keys from their public keys which would enable all users to compute

the private keys of any other user in the network [78]. For that reason, IBC schemes

require a TTP that serves as a key generation center (KGC) to generate and distribute

private keys.

2.6 Key Management

Cryptographic protocols use keys to authenticate entities and grant access to guarded

information to those who exhibit their knowledge of the keys [14]. Therefore, it is

necessary that keys be securely generated and distributed to appropriate entities. Se-

cret keys are shared between communicating entities. A secret key can be generated by

one player and distributed to another player, either through direct physical contact or a

secure channel. In public key cryptography, a public key is made public, while the cor-

responding private key is kept secret. The existence of secure communication channels

is crucial in the mobile ad hoc environment on the account of the use of wireless links
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and other characteristics of such networks. In order to make such secure communica-

tion possible, it is necessary to provide mobile nodes with the required keying material.

This is known as key management process [75]. Public key cryptography is often used

to distribute secret keys. In this section, a brief introduction to terms and definitions

used in key management is presented.

2.6.1 Public Key Certificate

A public key certificate certifies the binding between a public key and an entity. Certifi-

cates are signed bindings by a trusted party whose public key is known to every entity.

Public key certificates can be generated and distributed through a central server or a

network of nodes that provides such services, or a combination of the two. For exam-

ple, the certificate contains the node’s public key, identity/network address, sequence

number, trust value, certificate generation and validity dates.

2.6.2 Trusted Third Party (TTP)

A trusted third party (TTP) is an entity trusted by all users of the network. There are

three types of TTPs (as shown in Figure 2.12) which can be categorised depending on

the nature of their involvement as follows [75]:

• In-line TTP:

It is an active participant in the communication path between the two users. The

in-line TTP is involved in the transmission of data in addition to providing the

users with the required keying material.

• On-line TTP:

It is an active participant but only in deciding the keying material without any

involvement in the transmission of data between the network users.

• Off-line TTP:
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FIGURE 2.12: Classification of trusted third parties (TTPs)

It distributes the keying material to the network users in the network initialisation

phase before network deployment. Once the network has been deployed, the off-

line TTP is no longer available in the network.

Example of TTPs include the key distribution center (KDC) which is more like an on-

line TTP, and the central authority (CA) which is more like an off-line TTP.

2.6.3 Web-of-Trust

In 1991, Phil Zimmerman implemented the first version of Pretty Good Privacy (PGP)

[79]. A web of trust is a concept used in PGP, and other compatible systems to establish

the authenticity of the binding between a public key and a user. In PGP, when a user
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believes that another user is trustworthy according to its trust evidence, they can sign

and exchange certificates. A certificate may therefore contain more than one signature.

Furthermore, a list of trusted certificates is kept. When a signature of a certificate needs

to be verified, the certificate is either included in the mail or retrieved from a public

certificate database. To verify the integrity of the signature, the other signatures on

the certificate are checked. If any of the signatures matches a certificate in the list of

trusted certificates, the new certificate is trusted and added to the list. If not, one of the

certificate databases is contacted to see if it can find a trusted path from the received

certificate to the users certificate. A trusted path is a path of certificates that have signed

each other. The path only needs to be unidirectional, i.e. it must be possible to establish

a path from the certificate to the receiver, but not necessarily the reverse way be valid.

Each user can specify whether he fully or partially trusts a certificate and how many

partially trusted paths he needs to a certificate before it can be trusted. The web of trust

scheme is flexible and leaves trust decisions under the control of individual users.

2.6.4 Threshold Key Management

In threshold cryptography (TC) [39], a group of n parties share the ability to perform a

cryptographic operation by distributing the trust placed on a single user among a group

of n users. In addition, there is a threshold t associated with the threshold cryptosystem

such that any t out of the n users can execute the cryptographic operation. Such schemes

are referred to as (t,n) TC schemes. In this case, less than t users will not be able to

perform the cryptographic operation successfully. In a threshold cryptosystem, if less

than t users are compromised, the security of the whole system will not be breached. In

threshold key management as shown in Figure 2.13, a set of n servers jointly generate

a pair of public and private keys in a way that the public key is known to all nodes in

the network while the private key is divided between the n servers via a threshold secret

sharing scheme such as Shamir’s (t,n) threshold cryptography [39]. Later, in order for

a new node to join the network, at least t nodes (among n nodes) need to cooperate and

sign a certificate for the new node.
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2.6.5 Key Revocation

Key revocation is a mechanism to revoke expired or compromised keys and broadcast

this information to all network entities. Revocation information is typically provided

in form of lists, e.g. a blacklist containing all revoked certificates. Typically these

lists are generated by a CA and then either pushed to all nodes from a central point,

or pulled from a central point to all nodes. A widely used revocation algorithm for

certificates of the public key infrastructure (PKI) standard X.509 makes use of what is

called certificate revocation lists (CRLs) [80], which are lists generated by a CA contain

the expired and compromised certificates and stored in publicly accessible repositories.

Network nodes can then access the repositories to get the latest CRL. Many solutions
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were proposed to reduce the size of the CRLs that can grow very large over time. In

some proposals, only updated information is provided in the next published CRL, in so

called delta CRLs. Another proposal is the On-line Certificate Status Protocols (OCSP)

[81], in which network entities request the status of particular certificates and a CA

returns the signed status of the requested certificates.

2.7 Summary

In this chapter, the basic concepts and definitions of ad hoc networks were discussed.

Radio propagation models which are being used in MANETs have been presented while

giving more details about the two-ray propagation model which will be used as the prop-

agation model in our network simulations. Different MANETs technologies have been

presented. Mobile nodes constrains and network constrains that affect the design and

implementation of security protocols in MANETs have been discussed. The common

characteristics and classifications of MANETs routing protocols were provided. The

AODV routing protocol [68], one of the more prominent routing protocols for mobile

ad hoc networks, was presented as it is being used as the routing protocol in our net-

work simulation model. A cryptographic background and commonly used concepts

in MANETs security were provided. Finally, a brief introduction of definitions and

concepts being used in MANETs key management protocols were presented. In the

next chapter, we will discuss the related published work in key management protocols

for MANETs. In addition, the evaluation methodology used in this thesis will be pre-

sented.



Chapter 3

A Survey of Key Management

Protocols and Evaluation Methodology

3.1 Introduction

The lack of any centralised network management or central authority makes a MANET

very vulnerable to infiltration, eavesdropping, interference, and so on. Security in a

MANET is an essential component to supply the network with the basic functions such

as secure routing and safe packet forwarding.

Key management is a fundamental part of any secure communication. Secure network

communications normally involve a key distribution procedure between communication

parties, in which the key may be transmitted through insecure channels. For this reason,

a framework of trust relationships needs to be built for authentication of key ownership

in the key distribution procedure.

In a MANET, key management schemes can be classified into two types. The first

type is based on a centralised or distributed Trusted Third Party (TTP). The TTP is

responsible for issuing, revoking, renewing, and providing keying material to nodes

participating in the network [2, 82, 4] where the key management process is performed

using threshold cryptography [39].

44
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The second type of key management is the self-organised key management schemes

[83, 84]. Self-organised schemes allow nodes to generate their own keying material,

and issue public key certificates to other nodes in the network based on their knowl-

edge. Certificates are stored and distributed by the nodes. Each node maintains a lo-

cal certificate repository that contains a limited number of certificates selected by the

node according to an appropriate algorithm. Public key authentication is performed via

chains of certificates.

In this thesis, we propose a number of key management schemes that can work effi-

ciently with and without the existence of a TTP (i.e., authority-based scheme in Chapter

4, self-organised scheme in Chapter 5, and a combination of both types in Chapter 6).

The first part of this chapter explains the key management requirements in MANETs

(Section 3.2). It also discusses related published work in key management protocols for

MANETs and analyses their suitability for network-layer security (Section 3.3). The

second part of the chapter then presents the evaluation methodology adopted in this the-

sis and is organised as follows. Section 3.4 highlights common evaluation techniques

of systems performance. Section 3.5 presents an overview of NS-2 packet level sim-

ulation used throughout this work. Section 3.6 illustrates simulation model of AODV

and its implementation in NS-2. Section 3.7 discusses methods used during the analysis

of the generated results. Section 3.8 demonstrates validation of the routing protocol

simulation models. Finally, Section 3.9 concludes the chapter.

3.2 Key Management Requirements in MANETs

Implementing a secure key management protocol in MANETs should meet several re-

quirements in order to be robust and efficient. However, it is not always possible to

fulfil all the requirements. The key management protocols employed in MANETs need

to consider and incorporate some important security features such as authenticity, confi-

dentiality, integrity, scalability, availability, and flexibility [85, 86, 87, 88]. The reasons

are explained as follows:
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• Authenticity:

It is important that a mobile node should be able to verify the authenticity of

other nodes involved in a shared communication. In other words, the receiver node

should recognise the identity of the sender node. Key Authentication is a property

whereby a communication entity is assured that only certain authenticated entity

may gain access to the keying material.

• Confidentiality:

The key management protocol needs to protect the secrecy of the keying material.

An adversary may try to attack the network by capturing the cryptographic keys to

reveal the secret data. In this case, the key management protocol has to guarantee

that unauthorised parties will not gain any information about the keying material

that have been used in securing communications between the network entities.

• Integrity:

Integrity means that data will not be altered in an unauthorised manner during

transmission. In a key management protocol, integrity means that only nodes in

the network should have access to the cryptographic keys. It also means that only

an assigned authority (distributed or centralised) has the privilege to change the

keys. Such arrangements would effectively prevent an adversary from obtaining

knowledge about the used keys and prevent keys updates.

• Scalability:

Key management operations should be completed in a limited time regardless the

variations in number of nodes in the network and node densities. Key manage-

ment protocols should provide high security features for small and large networks.

The communication overhead of the key management process should be kept as

low as possible.

• Availability:

In key management, availability ensures that keying material is provided to mo-

bile nodes in the network where and when needed. This prevents degradation of

key management services.
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• Flexibility:

Flexibility means that the key management protocol should be able to operate in

different environments and support dynamic deployment of mobile nodes, i.e., a

key management protocol should be useful in multiple applications and allow for

adding and removing nodes at any time.

3.3 Related Works

An extensive work on key management schemes have been proposed for MANETs

[32][55][4][83] [35][34][89][90][91][92][5][7][93][94][95]. Some of these schemes are

based on a centralised or distributed TTP, some are self-organised schemes, and one

scheme can be considered as a composite scheme which combines aspects of both. A

classification of the state of the art in key management schemes for MANETs is shown

in Figure 3.1. This section presents an overview of the most related key management

schemes to our work.

3.3.1 Schemes Based on a Centralised or Distributed TTP

This section surveys key management schemes based on a TTP, either centralised or

distributed. Schemes based on a centralised or distributed TTP can be further classified

into public key schemes, symmetric key schemes, and threshold cryptography schemes.

Examples are as follows:

• Partially Distributed CA Scheme [2]

• SKiMPy: A Simple Key Management Protocol for MANETs [3]

• AKM: Autonomous Key Management [96]
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FIGURE 3.1: Classification of key management schemes for MANETs

3.3.1.1 Public Key Schemes

Many key management schemes for MANETs can be classified as public key schemes

such as Partially Distributed CA Scheme [2], MOCA: Mobile Certificate Authority

[97, 98], Secure and Efficient Key Management (SEKM) [99], and Key Distribution

in Mobile Ad Hoc Networks Based on Message Relaying [94]). We chose the Partially

Distributed CA Scheme [2] to be analysed as an example of public key schemes.

Partially Distributed CA Scheme [2]: In this scheme, the CA private key k is dis-

tributed over a set of n server nodes through a (t,n) secret sharing scheme [39] (where

t is the threshold number of nodes required to cooperatively recover the CA private key

k). The CA private key is shared among n nodes in such a way that at least t out of n

server nodes must cooperate in order to reveal the CA private key k. The distributed

certificate authority (DCA), as shown in Figure 3.2, consists of n server nodes which, as

a whole, have a public/private key pair K/k. When required, the DCA signs a certificate
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FIGURE 3.2: Key management
service K/k configuration [2] FIGURE 3.3: Threshold signature

K/k generation [2]

m in such a way that each server generates a partial signature of the certificate m using

its private key share ki in a threshold signature scheme [100]. Each server then sends its

partial signature to the combiner C as shown in Figure 3.3.

A server acting as combiner collects at least t partial signatures to produce a valid signed

certificate. In order to prevent mobile adversaries (adversaries that temporarily compro-

mise a server and then attack the next) and adapt to network changes, a proactive key

share refreshing [101] has to be implemented. In the proactive key share refreshing,

key shares are periodically renewed (without changing the secret key). Thereby, an

adversary must compromise more than the threshold t servers within the time interval

between key updates in order to attack the system. At least t nodes must cooperate to

revoke a certificate. Expired certificates can be renewed by sending a message to any t

server nodes.

The off-line CA makes the scheme unsuitable for self-organised MANETs. The fact

that all certificates must be known a-priori by the DCA in order to get access to the

security services makes the scheme non-scalable.

3.3.1.2 Symmetric Key Schemes

A number of key management schemes for MANETs can be categorised as symmetric

key schemes such as SKiMPy [3], and Key infection: Smart Trust for Smart Dust [102]).

In the following, a detailed discussion on the SKiMPy scheme [3] is given:
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FIGURE 3.4: SkimPy: 3 cells, connected by one node in the middle [3]

A Simple Key Management Protocol for MANETs (SKiMPy) [3]: SKiMPy is a

symmetric key management protocol designed for MANETs in emergency and rescue

operations. The scheme allows mobile devices carried by the rescue responders to es-

tablish a symmetric shared key. The established shared key is used primarily to gener-

ate message signatures. In the network initialisation phase, all network nodes generate a

random symmetric key and advertise it within their one-hop neighbours through “hello”

messages. The “better” key (i.e., the one with the lowest ID number, freshest timestamp,

or a similar parameter), is chosen as the local group key. This “better” key is transferred

to the nodes with “worse” keys through a secure channel established with the aid of pre-

distributed certificates. The procedure is repeated until the “better” key has been shared

with all nodes in the network as shown in Figure 3.4.

SKiMPy is claimed to be bandwidth efficient in the sense that nodes agree on the “bet-

ter” key locally within their on-hop neighbours. Hence, it does not need for an already

running routing protocol. The disadvantage of SKiMPy is as the network is initialised,

the symmetric group key is also established. Once the symmetric key has been received,

there is no efficient way to expel the node from further participation. The group key (or

a key derived from it) now serves as proof of trustworthiness. Thus, SKiMPy adds com-

plexity, but does not increase the security accordingly. This scheme suffers also from

the absence of on-line revocation before the network has been initialised.
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3.3.1.3 Threshold Cryptography schemes

The Robust and Ubiquitous Security Support scheme [92], and the Autonomous Key

Management scheme (AKM) [96] are two examples on the threshold cryptography

key management schemes for MANETs. The Autonomous Key Management scheme

(AKM) [96] was selected to highlight the main feature of threshold cryptography key

management schemes as follows:

Autonomous Key Management scheme (AKM) [96]: In this scheme, Bo et al. [96]

provide a fully distributed threshold CA. The hierarchical structure of this scheme is

a logical tree, in which all the leaf nodes represent real wireless devices, while all the

branch nodes only exist logically. Each node receives a share of the CA private key. As

the number of nodes increases, a hierarchy of key shares is introduced. New nodes then

receive a share of the CA private key. The root CA private/public key pair is bootstrapped

by a group of neighbour nodes through distributed verifiable secret sharing [103]. Each

of the n neighbours chooses a secret value Si, and distributes secret shares of this to the

other neighbours using a (t,n) secret sharing scheme. The corresponding public key of

mobile node i equals to gSi . The sum of the individual secret values S = (S1 +S2 +S3 +

. . . +Sn) represents the CA private key. The corresponding CA public key equals:

gS =
n

∏
i=1

gSi mod p (3.1)

Where p is a prime. The probability of a compromise increases with more nodes holding

a share of the CA private key. Therefore, when the number of share holders reaches a

certain level, nodes split into smaller regional groups and set up a new regional key. The

scheme requires mobile nodes to collaborate on changing regions and key hierarchy.

Byzantine or faulty nodes may delay such operations. In scenarios like emergency and

rescue operations, where CA services for issuing initial certificates and revocations are

needed, AKM with several regions represents a waste of bandwidth.
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3.3.2 Self-Organised Schemes

A large number of key management self-organised schemes have been proposed due

to their suitability for the self-organised characteristic of MANETs. Examples of these

schemes are: The Self-Organised Public-Key Management scheme [4], and The Highly

Reliable Trust Establishment scheme [104]. In this section, we survey the Self-Organised

Public-Key Management scheme [4].

Self-Organised Public Key Management scheme [4]:

In [4], Capkun et al. propose a fully self-organising public key management scheme

based on the PGP web of trust [79]. In this scheme, the CA functionality is completely

distributed. Each node generates its own private/public key pair and issue certificates

to their trusted neighbouring nodes. Each mobile node has a local certificate repository
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to store certificates it issues or certificates issued to it from other nodes. This scheme

assumes that trust is transitive (i.e., if A trusts B, and B trusts C, then A should also

trust C). The nodes merge their certificate repositories, and try to find a verifiable chain

of certificates. A summary of the scheme is shown in Figures 3.5, 3.6, 3.7, and 3.8.

An algorithm which is called the Maximum Degree algorithm is suggested to construct

a certificate graph with high connectivity even if the sizes of the users’ certificate repos-

itories are small due to the small world phenomenon (the hypothesis that everyone in

the world can be reached through a short chain of social acquaintances) [105, 106].

Certificates are revoked through revocation messages from their issuer, or implicitly re-

voked at expiry time. Renewals require contact with the issuer. Certificates are also

exchanged periodically between neighbours. Evaluation of expiration times and peri-

odical exchanges requires some sort of synchronisation between the nodes. It is not

clear how this synchronisation should be established. The scheme is non scalable and

bandwidth consuming because of the periodic certificates exchanges and contact with

issuers to update certificates. A compromised node only discloses the keys held by this

node. However, a compromised node could be used to issue faked certificates to allow

other illegitimate nodes to gain access to the network.

3.3.3 A Composite Key Management Scheme

In this section we present an overview of the composite key management scheme in-

troduced by Yi and Kravets in [5]. In this scheme, certificates, as proposed in [4], are

stored and distributed by nodes in a self-organised nature. The authors showed how a

DCA can be used in parallel with certificate chaining to eliminate some of the weak-

nesses of the self-organised approach as shown in the example in Figure 3.9. In Figure

3.9, nodes with incoming dashed edges, such as K3 and K5, are certified by CA trusted

nodes while nodes with incoming solid edges, such as K1 and K2, are certified by the

CA itself. For example, the dashed edge from K2 to K3 represents K3’s certificate signed

by K2 with confidence value 0.5. This trust relation appears on the edge in Figure 3.9 as

Name = ”ID3”/con f idence = 0.5. Mobile nodes that have been trusted by the CA are
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FIGURE 3.9: Example showing DCA composed with one-hop certificate chaining [5]

allowed to issue certificates to others. Mobile nodes requesting a certification service

should first try the mobile certificate authority (MOCA) CAs. If this fails, they should

search for neighbours that have CA certificates. This scheme increases availability of

the key management service since nodes can use either service to obtain keying ma-

terial. Each certificate in this scheme includes a confidence value. This confidence

value reflects the level of confidence the certificate issuer has in the binding between

node identity and its public key. This scheme is not suitable for fully self-organised

MANETs because issuing certificates in this scheme is limited to nodes that have a CA

certificate.

3.4 Performance Evaluation Methodology

Performance is often a key issue in the design, development and configuration of sys-

tems. It is not always enough to know that systems work properly; they must also work

effectively and fairly. Performance analysis studies are conducted to evaluate existing

or designed systems, to compare alternative configurations or to find an optimal config-

uration of a system. The primary step in performance evaluation is to select the right
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evaluation technique. In general, there are three techniques used when investigating the

protocols for MANETs [8]: measurements, analytical modelling and simulation.

• Measurements:

Measurements involve physically monitoring the actual system. However, such

approach incurs high cost or disruptive changes to the system. For example, in

this thesis we are measuring the network performance of the key management

scheme for a 50 mobile nodes network moving over a 1000× 1000 metres flat

space, we can deploy devices such as notebooks to measure the protocol perfor-

mance, but the cost in equipment and manpower is exorbitant. Also, there will be

difficulty associated when measuring performance of mobile scenarios in the said

field dimensions.

• Analytical Modelling:

This approach has, essentially, two components; first come up with a way to de-

scribe a system mathematically with the help of applied mathematical tools such

as queueing and probability theories, and then second to apply numerical meth-

ods to gain insight from the developed mathematical model. When the system is

quite simple and relatively small, analytical modelling would be preferable (over

simulation). Here the model needs to be mathematically tractable. The numeri-

cal solutions to this model in effect require lightweight computational efforts. If

properly employed, analytical modelling can be highly cost-effective and there-

fore can potentially provide an abstract view of the components interacting with

one another in the system. However, if many simplifying assumptions on the sys-

tem are made during the modelling process, analytical models may not give an

accurate representation of the real system.

• Simulation:

Simulation uses a computer to simulate real networks in terms of structures and

operations. Compared to analytical modelling, simulation usually requires lower

degrees of abstraction in the model (i.e., fewer simplifying assumptions) since
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more details of the specifications of the system can be included in the simula-

tion model. When the system is rather large and complex, a simple mathematical

formulation may not be feasible. In this case, the simulation approach is usually

preferred to the analytical approach. Further, even if a system is available for

measurement, a simulation model may be preferred over measurements because

it allows the alternatives to be compared under a wider range of workloads and

environments. However, a disadvantage of simulation is that direct causal rela-

tionship may be more difficult to identify when compared to analytical modelling.

Consequently, a simulation model is used throughout this work, as the network structure

being represented is complex.

3.4.1 Types of Simulations

Among the variety of simulation methods described in the literature [8, 107, 108], two

important methods are Trace-Driven Simulation and Discrete-Event Simulation.

3.4.1.1 Trace-Driven Simulation

A trace is a time-ordered record of events on a real system. A simulation using a trace as

its input is a trace-driven simulation. Trace-driven simulations are common in computer

systems since they generally have built-in tracing programs which monitor the activities

of the system and the sequences of processes pertinent to the planned simulation. The

major advantage of trace-driven simulation is that it yields better accuracy and more

flexibility. Another advantage of such approach is that it is relatively easy to validate the

model. The main problem with trace-driven approach is that the scope of application

is very small. This approach is really only applicable to the performance modelling

of computer systems and even then they can only be used when the aim is to make

moderate changes to a currently running system, which is not the case for the work

carried out in this thesis.
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3.4.1.2 Discrete Event Simulation

In discrete event simulation, the process of a system is represented as a chronological

sequence of events. Each event occurs at an instant in time and marks a change of

state in the system. A discrete event simulation model has an internal source of ran-

dom numbers. The random numbers derive the components of the simulation model;

they are used to determine the occurrence time of between system events, branching

probabilities and so on. For example, random number generators are used to generate

network topologies, traffic profiles and mobility patterns. The essential feature is that

the model is self-contained; it requires no external inputs to operate. All discrete-event

simulations have a common structure. The most basic components in a discrete-event

simulation are [8, 108, 109, 110]: simulation clock, events, event handler, event list and

time-advancing routine. One of the difficulties associated with discrete event simula-

tion derive from its inherent stochastic nature. For example, in a discrete event sim-

ulation model inter-arrival times are normally generated from independent, identically

distributed, random variables. However, if significant interactive effects between the

underlying processes are present, then detailed statistical analysis must be performed

in order to discover their characteristics [107]. This information must then be used to

appropriately adjust the random variables. Also, verification and validation of discrete

event simulation models can be very difficult. Issues such as selecting appropriate lev-

els of detail, determining the modelling assumptions and fixing model parameters will

all complicate the task [111, 112].

Despite the problems of performing an accurate simulation, the discrete event simula-

tion method of system analysis is very attractive for the following reasons [107]:

• Cost-effectiveness:

The ability to perform for relatively low cost (compared to other methods).

• Accessibility:

The ability to be performed by non-mathematicians.
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• Power:

The ability to apply the difficult problems.

• Scope:

The ability to apply to diverse problems.

• Simplicity:

The ability to understand and evaluate.

The benefits of discrete event simulation outweigh its limitations and, for complex sys-

tems, provide the only feasible means for evaluating protocol performance and opera-

tion and hence is considered for carrying out this work. As a notational convenience

from now on the terms ‘model’ and ‘simulation’ should be understood to refer to dis-

crete event model and to discrete event simulation respectively.

3.4.2 Simulation Approach

Researchers generally use simulation tools to analyse network performance prior to

physical implementation or to compare multiple alternatives over a range of system

parameters. In recent years, several discrete-event network simulation tools have been

suggested for performance analysis in MANETs [113]. There are several well-known

tools that can be used for the simulation of MANETs such as Network Simulator (NS-

2) [56], GloMoSim [114], QualNet [115], OPNET [116] and OMNeT++ [117]. Full

comparisons between these tools are presented in [118, 119, 120]. This thesis adopts

the NS-2 as a network simulation platform for the following reasons:

• It is widely utilised in the MANETs domain.

• It is Open Source.

• It has no license cost.

• It provides both good manuals and tutorials.
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• The source code can be compiled on different platforms, e.g. Unix and Windows.

• Many wireless extensions have been contributed from the UCB Daedelus, the

CMU Monarch projects and Sun Microsystems [118].

• New modifications can be easily included.

3.5 NS-2 Overview

Network Simulator 2 (NS-2) [56] developed at UC Berkeley, is an object-oriented, dis-

crete event driven network simulator targeted at networking research. Simulation of

wired as well as wireless network functions and protocols (e.g. routing schemes, TCP,

UDP) can be done using NS-2. In general, NS-2 provides users with a way of specifying

such network protocols and simulating their corresponding behaviours. NS-2 has been

significantly improved by the open source community and its current release includes

wireless network support provided by the CMU Monarch extensions [121].

The simulator is written in C++ and MIT’s object extension to Tool command lan-

guage (OTcl) [122]. C++ is a powerful programming language, which enables fast

execution of applications. However, some modifications may be required in order to

perform several simulations, that is, retaining the main structure of the simulation but

modifying some parameters, with the purpose of comparing different results. This im-

plies additional time; recompiling C++ code every time a modification is requested.

OTcl is an interpreted language, and offers the key advantage that such modifications

do not need additional time recompiling but on the other hand, the execution time for

an interpreted language is slower than compiled languages. NS-2 makes this unifica-

tion feasible through tclcl, i.e. OTcl linkage. The main objects of a simulation such as

nodes and protocols are implemented using C++ and the configuration of the parame-

ters such as number or position of nodes, time of the simulation, etc. are implemented

in OTcl. Hence, the combination of the two languages offers a compromise between

performance and ease of use. Implementation and simulation under NS-2 consists of 4

steps:
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FIGURE 3.10: NS-2 simulation

• Implement the protocol by adding a combination of C++ and OTcl code to NS-

2’s source base.

• Describe the simulation in an OTcl script.

• Start the NS-2 simulation engine.

• Analyse the generated trace files to give statistics such as packet delivery ratio, or

end-to-end delay.

Implementing a new protocol requires adding C++ code to represent the protocol’s func-

tionality, as well as updating key NS-2 OTcl configuration files in order for NS-2 to

recognise the new protocol and its default parameters. The C++ code also describes

which parameters and methods are to be made available for OTcl scripting. The NS-2

simulation process adopted for this work is summarised in Figure 3.10.
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FIGURE 3.11: Network model

3.6 Simulation Implementation

This section provides a detailed descriptions of the network model, mobile node model,

AODV routing process model state machine, and mobility process model implemented

in NS-2.

3.6.1 Network Model

A screen shot of the network animator (NAM) depicting the network model is shown

in Figure 3.11. The scenario contains 50 mobile nodes. Nodes can move around the

specified area and communicate over wireless links with a transmission range of 250 m.

3.6.2 Mobile Node Model

Figure 3.12 shows the AODV mobile node model which simulates the protocol [121].

The AODV mobile node model consists of the following modules:
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• Src/Sink Module:

Packets sent by the source (Src) on the mobile node are handled by the mobile

node’s entry point, which passes them to the AODV agent. Once generated, pack-

ets are sent to the immediate lower layers. On the other hand, the sink agent will

only receive packets through the port demultiplexer (port demux) if this is the

final destination.

• AODV Module:

This module is used to discover and maintain the routing information. Receiving

a data packet from the node’s entry point, the module first checks its cache. If

there is a route path towards the destination node in cache, the module forwards
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the data packet to the next node. Otherwise, the module executes the AODV

algorithm to discover a route path to destination node.

• LL Class and ARP Module:

The link-layer (LL) class is responsible for simulating the data link protocols.

The LL class uses an Address Resolution Protocol (ARP) to determine the hard-

ware addresses of the neighbouring nodes and map IP addresses to their correct

interfaces.

• IFQ Class:

An Interface Queue (IFQ) class ‘Queue/DropTail/PriQueue’ is used to queue all

routing and data packets prior to being transmitted by MAC layer. The IFQ has a

maximum size of 50 packets, maintaining a queue with two priorities each served

in a first-in first-out (FIFO) order. Routing packets are assigned a higher priority

than data packets.

• MAC Module:

This module is an implementation of the IEEE 802.11 standard [10] the proto-

col commonly used in the MANET modelling community, and an appropriate

candidate protocol to be used in the proposed applications.

• Propagation and Antenna Models:

The propagation models used in NS-2 are described in section 2.2. The two-

ray ground reflection model and a unity gain omni-directional antenna is used in

order to make the results obtained from this study comparable with the work of

the other researchers who have adopted the same approach. The antennas of the

transmitter and the receiver are placed at a height of 1.5 metres above the ground.

• NetIF Module:

The wireless network interface (NetIF) uses the characteristics of the 914MHz

Lucent WaveLAN Direct Sequence Spread Spectrum (DSSS) radio [123]. Wave-

LAN is modelled as a shared-media radio with minimum range of 250m and
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nominal bit rate of 2Mbps. The configuration parameters that make the wireless

interface Phy/WirelessPhy model the Lucent WaveLAN radio interface is given

in Table 3.1.

3.6.3 Mobility Model

In order to evaluate communication protocols for MANETs (such as AODV [68], DSR

[69, 124]), it is necessary to develop and use mobility models that realistically represent

the movements of mobile nodes that eventually utilise the given protocol. Recently, a

number of mobility models which account for different motion patterns have been pro-

posed. For example, Musolesi et al. in [125] propose the community based mobility

model which models human mobility within communities and among different commu-

nities. T. Camp et al. in [126] introduce the Manhattan mobility model for vehicular

mobility on structured roads in a city. In [127], G. Lin et al. propose the Group mobility

model to model a motion pattern similar to military combat zones (e.g. the motion of a

military infantry commander and his battalion). The random waypoint mobility model

[128] is one of the most popular mobility models in MANETs research and widely used

TABLE 3.1: Wireless interface parameters

Parameter Tcl class variable Value
Raw bit rate (bps) Rb_ 2×106

Power of transmission (W) Pt_ 0.2818
Frequency (Hz) f req_ 914×106

System loss factor L_ 1.0
Carrier sense threshold (W): min power

required to detect another node’s
transmission

CST hresh_ 1.559×10−11

Receive threshold (W): min power
required to receive a packet

RXT hresh_ 3.652×10−10

Capture threshold (dBm): signal ratio
required to maintain receiver capture of

incoming packet in face of collision

CPT hresh_ 10.0
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when evaluating MANETs [124, 129, 130, 126, 131, 109, 110] and hence is consid-

ered as the mobility model used in this thesis. The operation of the random waypoint

mobility model can be summarised as shown in Figure 3.13 as follows:

• Init State:

In the initialisation state, each node picks a random location inside the simulation

area.

• Idle State:

This is the default state where the node remains stationary for pause time seconds.

• Init Move State:

In this state, the node selects a random destination in the simulation area and a

random speed distributed uniformly between 0 and maximum speed.

• Move State:

In this state, the node travels toward the chosen destination at the selected speed.

Upon arrival, the node returns to the idle state and pauses for a specified time

period before restarting the process.
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FIGURE 3.14: Recording procedure of the output results

3.7 Output Results Analysis

This section deals with the procedure for obtaining output results in terms of accuracy

and repeatability. Figure 3.14 illustrates the recording procedure of the output results.

The simulation involves two phases: firstly, the transient (warm-up) phase whereby

the average fluctuation experiences significant variation, and secondly, the steady-state

phase in which the average fluctuation tends to remain within a narrow range. The data

collection process must begin at the steady-state phase and it is essential that the simu-

lation is repeated several times for the same load value with a different random number

generator seed value. There are several issues which must be considered in order to

achieve a higher level of accuracy including steady-state phase detection, simulation

termination and number of replications. Although there are generally few deterministic

methods to calculate these conditions, it is possible to calculate estimated values using

some statistical techniques as described in the following sub-sections.
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FIGURE 3.15: Batch means technique

3.7.1 Steady-State Detection

In most simulations, only the steady-state performance, that is, the performance after

the system has reached a stable state, is of interest. It is important from an efficiency

perspective that the onset of steady-state is detected as soon as possible. There are two

common techniques used for detecting the steady-state phase: Batch Means and Moving

Average of Independent Replications [110, 109, 107, 8].

3.7.1.1 Batch Means

The method of Batch Means requires running very long simulations and then dividing

it up into several parts of equal duration. Each part is called a batch or sub-sample.

The mean of observations in each batch is called the batch mean. The method requires

analysing the variance of these batch means as a function of the batch size. As shown in

Figure 3.15, a long run of N observations can be divided into m batches of size n each,

where m = N/n. Let xi j denote the jth observation in the ith batch, x̄i is the batch mean

and
=
x is the overall mean. The steps for steady-state detection using batch means are

illustrated in Table 3.2 [8].

An advantage of batch mean technique is that only one transient (warm-up) interval

needs to be removed during the process of recording observations. On the other hand,

the limitation of this approach is that the batches, as illustrated in Figure 3.15, may not
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TABLE 3.2: Steady-state detection using batch means [8]

Step Description Equation

1) For each batch, compute a batch
mean

x̄i =
1
n

n

∑
j=1

xi j, i = 1,2, · · · ,m

2) Compute an overall mean =
x =

1
m

m

∑
i=1

x̄i

3) Calculate the variance of batch
means

Var(x̄) =
1

m−1

m

∑
i=1

(x̄i−
=
x)2

4) Repeat steps 1 to 3 for increasing
batch size n

5) Plot the variance as a function of
batch size n

6) The transient interval is the value
of n for which the variance starts

decreasing

really be statistically independent. This would be especially true if the batch sizes are

not large enough and will lead to significant correlation between successive batches.

Since the confidence estimation measures discussed in section 3.7.2 are based on the

independence of the individual simulation runs, this lack of independence between suc-

cessive batches, if sufficiently serious, may have a significant impact on the accuracy of

the confidence estimation procedures.

3.7.1.2 Moving Average of Independent Replications

Replication is the repetition of the simulation. For instance, if the simulation is repeated

three times, the simulation is said to have three replications [8]. In the Moving Average

of Independent Replications technique, the average is computed over a moving window

interval. Multiple independent replications are performed which are subsequently av-

eraged. Each of the independent replications is performed with common load values

but different seed values for the random number generation. This results in a smoother
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TABLE 3.3: Steady-state detection using moving average of independent replications
[8]

Step Description Equation

1) Compute the trajectory
mean by averaging
across replications

x̄ j =
1
m

m

∑
i=1

xi j, j = 1,2, · · · ,n

2) Set k = 1 and plot a
trajectory of the moving
average of successive
2k +1 values

=
x j =

1
2k +1

k

∑
l=−k

x̄ j+l, j = k+1,k+2, · · · ,n−k

3) Repeat step 2, with k = 2,3, · · · until the plot is sufficiently smooth
4) Find the knee of the plot, the value j at the knee gives the length of

the transient phase

trajectory mean. Given m replications of size n each, let xi j denote the jth observation in

the ith replication, x̄ j is the trajectory mean across m replications and
=
x j is the mean of

observations within the window of length k. The steps for steady-state detection using

moving average of independent replications are illustrated in Table 3.3 [8].

The key advantage of independent replications technique is that it ensures that the sam-

ples are independent. On the other hand, the limitation of this approach is that running

through the warm-up phase for each replication extends the length of time to perform

the replications. Furthermore, there is a possibility that the length of the warm-up pe-

riod is under estimated, resulting in bias for each instantiation. It is highly desirable in

the independent replications technique that the warm-up period is properly detected and

removed.

As an example, the average routing overhead (the ratio of the total number of routing

packets to data packets transmitted during the simulation) is examined in order to de-

termine the warm-up time of the simulation. When the moving average technique is

applied to the average routing overhead, the graph of Figure 3.16 is obtained. The knee

of the plot occurs at approximately 200 seconds. In order to ensure that the warm-up

period is completely removed, the first 200 seconds of the simulation time are ignored.



Chapter 3 A Survey of Key Management Protocols and Evaluation Methodology 70

0

1

2

3

4

5

6

50 100 200 300 400 500 600 700 800 900 1000

Simulation time in seconds

R
ou

tin
g 

ov
er

he
ad



Speed = 0.1 m/sec Speed = 5 m/sec

end of Warm-up

FIGURE 3.16: Moving average applied to the average routing overhead

This is also one of the solutions suggested previously [109, 110] and hence used in this

work.

3.7.2 Simulation Time and Confidence Intervals

The simulation time should be properly chosen to guarantee a sufficiently accurate esti-

mate of the final results. If the simulation is too short, the results may be highly variable.

On the other hand, if the simulation is too long, computing resources may be unneces-

sarily wasted. It is better to err towards the latter in that results are free of bias and are

stable even though they take a longer time to obtain. The simulation should be repeated

with a different random number generator seed value. Ten replications (m = 10) are

considered in this work of size n + nt each, where nt is the length of transient phase.

The first nt observations of each replication are discarded. An overall mean is calcu-

lated across the replications. The variance of the replicate means is then calculated and

this provides the confidence interval for the mean response. Finally the variance of the

replicate means is utilised to find the upper and lower confidence intervals denoted with
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TABLE 3.4: Confidence interval for independent replications [91]

Step Description Equation

1) Compute the mean for each
replication x̄i =

1
n

nt+n

∑
j=nt+1

xi j, i = 1,2, · · · ,m

2) Compute the overall mean =
xi =

1
m

m

∑
i=1

x̄i

3) Calculate the variance of
replicate means Var(x̄) =

1
m−1

m

∑
i=1

(x̄i−
=
x)2

4) An approximate 100(1−a)%
confidence interval for the
mean response is:

C =
=
X∓ t(

√
Var(x̄)

m ), where
t ≡ tm−1,1−α

2
is chosen such that:

P{Tm−1 ≤ t}= 1− α

2 and Tm−1 is a
student-t random variable with m−1
degrees of freedom)

vertical bars across the mean values. This is achieved by using the Student’s t distri-

bution table since the number of replications is less than thirty [8, 132]. If the number

of replications was greater than thirty, a normal distribution could have been used. A

confidence interval of 95% (confidence level α of 0.05) is used throughout this thesis.

Table 3.4 outlines the steps required to obtain the confidence intervals for the sampled

results [132, 109, 110].

3.8 Model Validation

For simulation results to be credible the simulation models in use must undergo verifi-

cation and validation. O. Balci [133] defines verification as substantiating that a model

is built from a problem formulation accurately, where validation is substantiating that

the model behaves with satisfactory accuracy within its domain. J.S. Carson [134] and

R.G. Sargent [135] define the two terms to be similar and both note that sufficient ac-

curacy is recited when a model can be used instead of a real system for purposes of

experimentation and analysis.
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FIGURE 3.17: Packet delivery ratio PDR % vs pause time (sec)

This section presents results of preliminary simulation-based experiments in order to

ensure that the implementation of the AODV [68] scheme inside the simulator (NS-2) is

faithful to the scheme’s specifications. This scheme will be further used for performance

comparison with the proposed key management schemes presented in the following

chapters. The scheme implementation is validated in two ways. The first validation was

performed using the NS-2 “validation test suite”, which compares the simulation results

of the AODV protocol with some reference simulation results. The second validation

test was performed by comparing the simulation results with that of known baseline.

AODV model validation is carried out with the same simulation parameters as stated

by J. Broch et al. [136]. The simulation environment consists of 50 wireless nodes

forming an ad hoc network, moving according to the random waypoint mobility model

within a 1500x300 metres rectangular flat space, which can be setup using a scenario

generator script setdest [128]. All simulations are run for 900 seconds of real time. Data

traffic is generated using constant bit rate (CBR) using a connection pattern generator

script cbrgen.tcl [56]. 20 CBR nodes are chosen randomly from the full set of nodes

generating 64 byte data packets at a rate of 4 packets per second.

Figure 3.17 and Figure 3.18 show the packet delivery ratio (the ratio between the num-

ber of packets originated by the “application layer” CBR sources and the number of
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FIGURE 3.18: Routing overhead (packets) vs pause time (sec)

packets received by the CBR sink at the find destination) [136] and routing overhead

(the total number of routing packets transmitted during the simulation) [136] as a func-

tion of pause time for maximum node movement speed of 20 m/s. Each graph represents

the average of 10 random mobility and traffic scenarios for the given pause time, and

the error bars represent the corresponding confidence interval of 95%, calculated as de-

scribed in section 3.7. A pause time of 0 seconds is equivalent to continuous motion,

while a pause time of 900 seconds (the length of the simulation) is equivalent to no

motion. The results are at the same level when compared to the reported results as both

simulations are conducted using same simulation package, i.e. NS-2. The AODV pro-

tocol delivers almost all data packets, regardless of pause time, with the packet delivery

ratio rising to 100% at pause time 900 (a stationary network). Similarly, the routing

overhead approaches that of J. Broch [136] for different values of pause time. Decreas-

ing the pause time causes an increase of the relative mobility of the network nodes

which results in an increase of routing packets transmitted during simulations.
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3.9 Summary

The first part of this chapter presents the concept of key management with emphasis

on the classifications of key management schemes in MANETs. The requirements of

key management in MANETs such as authenticity, confidentiality, integrity, scalabil-

ity, availability, and flexibility are described. A number of key management schemes

proposed for MANETs are discussed, aiming at showing various strategies of utilising

key management in MANETs. A summary of these schemes is given, highlighting their

features, characteristics, and suitability for MANETs. The second part of this chapter

explains the evaluation methodology used for evaluation of key management schemes.

The simulation model of AODV in NS-2 simulator is described. A number of prelim-

inary simulation-based experiments for AODV are presented to raise confidence in the

model behaviour and assumptions.



Chapter 4

An Authority-Based Key Management

Protocol

4.1 Introduction

Mobile ad hoc networks (MANETs) are self-configurable, autonomous networks with

dynamic topologies and their function heavily depends on the collaboration among ad

hoc nodes. Security issues in MANETs have become a central concern and are increas-

ingly important. Symmetric cryptography based, less costly key establishment proto-

cols are more suitable for MANETs applications due to their efficiency and low energy

consumption and code storage [137]. In such a case, the main challenge is to find an

efficient way of distributing keys and keying materials to mobile nodes.

There are three main techniques for constructing symmetric keys: key distribution us-

ing trusted third parties (TTPs), key agreement, and key pre-distribution. TTP-based

schemes (for example, Kerberos [138]) rely on a trusted server or servers organised in

a hierarchical structure for key agreement between nodes and the TTP owns a database

containing the name, the secret key, the expiration time of the secret key and some ad-

ministrative information of each entity. These schemes may not be practical for large-

scale networks, since the deployment of TTP servers is either prohibited due to envi-

ronmental constraints or uneconomical because of the scalability issue. Key agreement

75
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schemes (such as the Diffie-Hellman key agreement [139]) set up pairwise keys through

successive message exchanges in a secure manner by using asymmetric cryptography.

These schemes suffer from the limited computation and communication capabilities

within mobile nodes. Key pre-distribution schemes (KPD), on the other hand, have

attracted much attention in the MANETs research society due to their efficiency and

simplicity. In KPD, a trusted authority generates and distributes secret pieces of infor-

mation that allow some privileged users to recover a private key. A privileged user must

be able to compute the secret key individually. A number of KPD protocols have been

proposed in the literature [34, 35, 36, 37, 38]. Pre-distribution of secret keys for all

pairs of nodes is not viable due to the large amount of memory used when the network

size is large. Such an inefficient use of the limited memory in mobile nodes makes the

current KPDs scale poorly to very large networks.

In [94], the key distribution scheme which is known as “Key Distribution in Mobile Ad

Hoc Networks based on Message Relaying” distributes certificates in authority-based

MANETs by using an off-line authority to issue each node with its keying material

(certificates) before joining the network. The distribution of certificates occurs on a

peer-to-peer basis by exploiting the routing infrastructure and chaining peer nodes to-

gether. Certificates are transferred along these virtual chains via a message relaying

mechanism. Certificates must be distributed on-demand as needed on the network rout-

ing layer. The applicability of the Key Distribution in Mobile Ad Hoc Networks based

on Message Relaying scheme is mainly constrained by the limited computation and

communication capabilities within mobile nodes.

In this chapter, we propose a novel authenticated symmetric key distribution scheme

(ASKD) for MANETs. In the route request process, the proposed scheme uses Van der

Merwe’s method [94] for distributing public key certificates. In the route reply process,

the public key certificates are used in generating and distributing authenticated sym-

metric keys between each neighbouring nodes along the path from the destination to

the source nodes and between the destination and source nodes. The proposed scheme

exploits the routing infrastructure to effectively distribute symmetric keys between mo-

bile nodes. ASKD can issue each node in authority-based MANETs with the minimum
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amount of keying material sufficient to generate a shared key between this node and any

other node in the network. The proposed scheme uses mobility as an aid for bootstrap-

ping the security association between mobile nodes. The ASKD is implemented over

an on-demand routing protocol. It distributes symmetric keys between mobile nodes in

two steps. In the first step, it distributes certificates during the route request process and

in the second step, it disseminates symmetric keys during the route reply process. This

means that at the end of the route discovery process, there will be a shared key not only

between the source node and the destination node but also between any pair of nodes

along the route from the source to the destination.

4.2 Overview of the Symmetric Key Distribution Scheme

4.2.1 Network and Security Assumptions

Mobile ad hoc network assumptions are as follows:

• The proposed symmetric key distribution scheme works in support of an on-

demand routing protocol;

• We assume that nodes are fully distributed with a moderate node density and a

medium access control such as IEEE 802.11 [10];

• Nodes can be stationary or move with low to high mobility (0 m/sec to 20 m/sec).

Security Assumptions are as follows:

• There exists an off-line authority to issue each node with its own certificate before

joining the network;

• The certificate must contain the off-line authority’s identity, the node’s public

key, an identity/network address, a unique sequence number, certificate genera-

tion date and expiry date.
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FIGURE 4.1: Certificate distribution main procedure

The randomness of the key generation algorithm should be verified and the generated

keys should pass all statistical tests for randomness [140]. The OpenSSL library (ver-

sion 0.9.8h) [141] is used for generating certificates, symmetric keys and digital signa-

tures [22].

4.2.2 Symmetric Key Distribution Schemes

The proposed symmetric key distribution scheme can be described as follows:

• The routing request message received by an intermediate node acts as a trigger for

the node to search in its certificates repository about certificates of the source node

and the previous hop node. If certificates are in the repository, the intermediate

node will process the route request as normal. If the search finds that certificates
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FIGURE 4.2: Symmetric key distribution main procedure

are not in the repository, the node sends a certificate request to the previous hop

node requiring certificates of the source node and the previous hop node as shown

in Figure 4.1.

• When the intermediate node requests certificates of the source node and the pre-

vious hop node, it concatenates its own certificate to the certificate request.

• If the source node is itself the previous hop node, then the source node will reply

by sending its own certificate to the intermediate node.

• If the source node and the previous hop node have different addresses (i.e. they

are not the same node), the previous hop node replies with its own certificate and

the certificate of the source node.

• When the intermediate node receives certificates and after verifying them, signa-

tures on certificates are verified with the issuer’s corresponding public key, it adds

them to its certificate repository and processes the route request as normal.

• The processes of certificate request and certificate reply will be carried on be-

tween all nodes along the route from the source to the destination until the des-

tination node receives certificates of the source node and the previous hop node

and adds them to its certificate repository.

• If we suppose the case when the route from the source to the destination consists

of four nodes as shown in Figure 4.2, the destination node D will generate two
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symmetric keys, KDS for encrypting transferred messages between the destination

node D and the source node S, and KDV for encrypting transferred messages be-

tween node D and the previous hop node V . At this point, the destination node

D has certificates of both the source node S (CertS) and the previous hop node V

(CertV ), i.e. it has their public keys, then node D will do the following:

1. Encrypts the generated symmetric key: KDS with node S’s public key PKS.

2. Encrypts the concatenation of the encrypted key generated from the previous step

and the generated key KDV with node V ’s public key PKV .

3. Signs the result of the previous step with its secret key SKD.

4. Concatenates the outputs of the last two steps to the route reply message and send

them to node V as illustrated in the following message:

D→V :
{

RREP; [KDV ,(KDS)PKS ]PKV , [(KDV ,(KDS)PKS)PKV ]SigD

}
where Sig is the digital signature using the node’s private key.

• When node V receives the route reply message from node D, it will do the fol-

lowing:

1. The signature of node D will be verified using node D’s public key PKD and

the symmetric key (KDV ) will be recovered from the encrypted part using

node V ’s secret key SKV .

2. Node V will generate a shared key (KVU ) to be used in encrypting the forth-

coming communications between node V and node U .

3. Node V encrypts the concatenation of the encrypted key received from node

D: (KDS)PKSand the generated key KVU with node U’s public key PKU .

4. Signs the result of the previous step with its secret key SKV .

5. Concatenates the outputs of the last two steps to the route reply message and

send them to node U as shown below:

V →U :
{

RREP, [KVU ,(KDS)PKS ]PKU , [(KVU ,(KDS)PKS)PKU ]SigV

}
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• When node U receives the route reply message from node V , it will do the same

steps as node V and sends the following message to node S:

U → S :
{

RREP; [KUS,(KDS)PKS ]PKS , [(KUS,(KDS)PKS)PKS ]SigU

}
• Node S receives the route reply message from node U and make the necessary

decryption and verification to extract the two shared keys included in the route

reply message, KUS which will be used for encrypting any forthcoming commu-

nication between node S and node U , and KDS which will be used for encrypting

the transmitted packets from node S to node D or vice versa.

To save bandwidth and memory of nodes, the number of symmetric keys included in

each route reply message is limited to be only two symmetric keys. Taking into consid-

eration the example in Figure 4.2, those keys are KDV and KDS in the first hop from D

to V , KVU and KDS in the second hop from U to V , and finally KUS and KDS in the last

hop from U to S.

4.2.3 On the Security of the Proposed Symmetric Key Distribution

Scheme

In this section, we study the security of the proposed ASKD protocol for MANETs.

In the simplest form of passive attacks, an intruder attempts to obtain the secret key

between two particular nodes for example, U and V , without compromising them. To

implement a level of security suitable for our purpose, we can choose one-way hash

functions such as SHA-1 [142], whose inverse is computationally infeasible for the pur-

pose of key generation. In order to obtain the secret key between nodes V and U (KVU ),

the intruder must decrypt the keying material included in the route reply message sent

from node V to node U , which is computationally infeasible as the intruder does not

know the private key of node U (SKU ). Obtaining the secret key between nodes D and S

(KDS) from the route reply message transmitted from node V to node U is more difficult,

because the intruder should obtain the private keys (SKU ) and (SKS) of nodes U and S re-

spectively, which is computationally infeasible without compromising node U and node
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S. To ensure the authenticity and non-repudiation of the symmetric keys distributed be-

tween mobile nodes, all distributed keys are signed by the previous hop node. Forging

the digital signature and changing the distributed keys are computationally infeasible

without compromising the signing node and obtaining its private key.

4.3 Simulation Environment and Performance Metrics

In this section, we present the simulation environment and performance metrics of our

proposed scheme.

4.3.1 Simulation Environment

The simulations were performed using Network Simulator (NS-2) [56], particularly

popular in the ad hoc networking community. The MAC layer protocol IEEE 802.11

is used in all simulations. The source-destination pairs are spread randomly over the

network. The NS-2 constant bit rate (CBR) traffic generator is used to set up the con-

nection patterns with different random seeds. CBR traffic effectively stresses a network

because there are no control mechanisms to consider when flows are delayed or packets

lost. Each node has one CBR traffic connection with a single unique destination and can

generate at most 10,000 packets. Sources initiation time is uniformly distributed over

the first 90 seconds of the simulation time. Every simulation run is 1000 seconds long.

The mobgenss [128] mobility scenario generator was used to produce random mobil-

ity patterns. The pause time is set to zero. The Ad Hoc On-demand Distance Vector

(AODV) routing protocol [68] was chosen for the simulations. The simulation results

are the average of 10 runs. The rest of the simulation parameters are summarised in

Table 4.1.
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TABLE 4.1: Simulation parameters

Parameter Value
No. of Nodes 50

Area (m2) 1000x1000
Transmission range 250m

Mobility Model Random waypoint
Propagation Model Two-Ray Ground
Mean speeds (m/s) 0,5,20

Data Rate 11 Mbs
Load 1-7 packet/s

CBR connections 50
Data packet size 512 bytes

Certificate packet size 512 bytes

4.3.2 Performance Metrics

We have selected the packet delivery ratio, average end-to-end delay, certificate deliv-

ery ratio, and the symmetric key delivery ratio as metrics during the simulation in order

to evaluate the performance of the proposed scheme.

• Packet delivery ratio (PDR):

PDR is the ratio of data packets delivered to destinations to those generated by

sources. It is a key metric since it shows the packet loss rate which, in turn, affects

the throughput of the network. This metric indicates both the completeness and

correctness of a routing scheme.

• Average end-to-end delay:

It includes all possible delays caused by buffering during route discovery latency,

queueing at the interface queue, retransmission delays at the MAC, and propaga-

tion and transfer times.
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• Certificate delivery ratio (CDR):

CDR is the ratio of received certificates to those transmitted by the nodes. This

metric measures the efficiency of the proposed scheme in delivering public key

certificates between communication entities.

• Symmetric key delivery ratio (SKD):

SKD is the ratio of received symmetric keys to those transmitted by the nodes.

This metric indicates the robustness and completeness of the proposed scheme in

distributing symmetric keys between the communication entities along the paths

from sources to destinations.

4.4 Performance Evaluation

In this section, we measure the impact of our proposed scheme on the performance of

the AODV routing protocol [68].

4.4.1 Packet Delivery Ratio (PDR)

Figure 4.3 shows that the results of the constant bit rate (CBR) reference packet delivery

ratio (PDR) with and without ASKD are highly correlated to each other and the impact

on network performance is negligible for 0.1 m/sec, 5 m/sec and 20 m/sec mobility,

which means that the proposed scheme exploits mobility; as the mobility increases the

CBR and CBR with ASKD simulations become even more correlated.

4.4.2 End-to-End Delay

Figure 4.4 shows that the ASKD scheme does not increase the delay for delivered pack-

ets. The end-to-end delay increases with mobility until the end-to-end delay graphs

intersect and nodes with higher mobility had lower end-to-end delay than nodes with

lower mobility. The end-to-end delay graphs intersect because the average hop length
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FIGURE 4.3: ASKD’s packet delivery ratio PDR % vs load in packet/sec

0

0.5

1

1.5

2

2.5

3

3.5

4

1 2 3 4 5 6 7

Loads in packet / sec

E
n

d
-t

o
-e

n
d

 C
B

R
 d

e
la

y
 i

n
 s

e
c



CBR- 50 nodes- 0.1 m/sec CBR with ASKD- 50 nodes- 0.1 m/sec

CBR- 50 nodes- 5 m/sec CBR with ASKD- 50 nodes- 5 m/ sec

CBR - 50 nodes- 20 m/ sec  CBR with ASKD- 50 nodes- 20 m/sec

FIGURE 4.4: ASKD end-to-end delay in sec vs load in packet/sec



Chapter 4 An Authority-Based Key Management Protocol 86

85

87

89

91

93

95

97

99

101

1 2 3 4 5 6 7

Loads in packet / sec

C
e
rt

if
ic

a
te

 D
e
li
v
e
ry

 R
a
ti

o
 %



CBR with ASKD - 50 nodes -0.1 m/sec CBR with ASKD - 50 nodes -5 m/sec

CBR with ASKD - 50 nodes -20 m/sec

FIGURE 4.5: ASKD certificate delivery ratio vs load in packet/sec

(AHL), i.e., the distance between the source and the destination in hops, decreases with

increasing node mobility due to increasing the routing failures with increasing node

mobility. The AHL also decreases with increasing the load in packet/sec due to increas-

ing radio interference and collisions between nodes. At high load, packets from nodes

with a higher mobility traverse a lower number of hops than packets belonging to lower

mobility nodes. This results in lower end-to-end-delay.

4.4.3 Certificate Delivery Ratio (CDR)

Figure 4.5 shows that the certificate delivery ratio (CDR) varies between 98% and 88%

because of using the localised one-hop communication in distributing certificates be-

tween mobile nodes. It can be noticed that the average certificate delivery ratio de-

creases with an increase in mobility. It also decreases with an increase in load because
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FIGURE 4.6: ASKD symmetric key delivery ratio vs load in packet/sec

this scenario is the worst case scenario where all nodes in the network are transmitting

and receiving packets which yield an increase in collisions between nodes.

4.4.4 Symmetric Key Delivery Ratio (SKDR)

Figure 4.6 shows the symmetric key delivery ratio (SKDR) as a function of load in

packet/sec. SKDR varies between 99% and 90% which highlights the success of the

proposed scheme in distributing symmetric keys between neighbouring nodes along

routes from destination nodes to source nodes. Results show that the proposed scheme

avoids dependence on mobility by exploiting the localised one-hop communication in

distributing symmetric keys.
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4.5 Summary

In this chapter, a new authenticated symmetric key distribution scheme for MANETs

has been proposed. The proposed scheme exploits route reply messages in distributing

symmetric keys between neighbouring nodes along the reverse route from the destina-

tion node to the source node. Inflating the route reply message with a large number

of symmetric keys will waste the bandwidth which is of a major concern in MANETs.

So, we limited the number of symmetric keys included in the route reply message to be

only two symmetric keys. The proposed scheme breaks the routing-security interdepen-

dence cycle [55], because it does not depend on the routing infrastructure as it uses the

localised one-hop communication in distributing symmetric keys. The confidentiality

of the distributed keys is guaranteed by encrypting them with the recipient node’s public

key. The digital signature is used to guarantee the authenticity of the distributed keys.

Simulation results show that the proposed scheme has low communication overhead

and negligible impact on the network performance. The proposed scheme is suitable

for nodes with low to high mobility (0 m/sec to 20 m/sec) since the symmetric key

delivery ratio SKDR varies between 99% to 90% for 0.1 m/sec, 5 m/sec and 20 m/sec

nodes mobility.



Chapter 5

A Self-Organized Public Key

Management Protocol

5.1 Introduction

If a-priori trust relations exist between the nodes in an ad hoc network, entity authen-

tication can be sufficient to assure the correct execution of critical network functions.

A-priori trust can only exist in a few special scenarios like military networks and cor-

porate networks, where a common, trusted authority manages the network [143]. With

the lack of a-priori trust, classical network security mechanisms can not be used in

MANETs. The trust relationships established between network nodes could be used

for the provision of higher level security solutions such as key management. Key man-

agement is a basic part of any secure communication. Secure network communications

normally involve a key distribution procedure between communication parties, in which

the key may be transmitted through insecure channels. In MANET, key management

can be classified into two kinds; the first one is based on a centralised or distributed

trusted third party (TTP). The TTP is responsible for issuing, revoking, renewing, and

providing keying material to nodes participating in the network such as [2], [82], and

[4] where the key management process is performed using threshold cryptography [39].

In the (n, t) threshold cryptography, a secret key is divided into n shares according to a

89
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random polynomial and kept by n legitimate nodes, which we call share holders. Later,

a new node needs to collect t shares from the response of t nodes (among n nodes) based

on Lagrange interpolation and generates the original secret key as a legitimate node.

The second kind of key management is the self-organised key management schemes,

such as [83], and [84]. Self-organised schemes allow nodes to generate their own key-

ing material, issue public key certificates to other nodes in the network based on their

knowledge. Certificates are stored and distributed by the nodes. Each node maintains a

local certificate repository that contains a limited number of certificates selected by the

node according to an appropriate algorithm. Public key authentication is performed via

chains of certificates.

In this chapter, we propose a robust self-organised public key management for MANETs.

The proposed scheme is based on the existence of a web of trust between mobile nodes

forming the network. Since the use of random graph theory in MANET is limited to

quasi-static networks due to constraints and nodes mobility [144], random graph theory

is used in the proposed scheme to represent the public keys and certificates of the system

in the initialisation phase only. The proposed scheme allows each user to create its pub-

lic key and the corresponding private key, to issue certificates to neighbouring nodes,

and to perform public key authentication without relying on any centralised authority.

Each node in the network has a trust table to store the public key certificates and the

corresponding trust values. A trust value represents a node’s belief that another node

is trustworthy. The certificate chain discovery will be performed with the aid of the

routing process. A measure of the communication cost is proposed. A comprehensive

analysis of the proposed scheme in the mobility environment of MANETs is performed.

The rest of the chapter is organised as follows: Section 5.2 reviews related work. The

system description and trust model are presented in Section 5.3. The simulation en-

vironment and performance metrics are presented in Section 5.4. In Section 5.5, we

illustrate the performance evaluation and security analysis of the proposed scheme. Fi-

nally, Section 5.6 concludes the chapter.
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5.2 Related Work

In this section a review of related key management schemes for MANETs will be pre-

sented. In [2], and [98], threshold cryptography has been proposed to provide a reliable,

distributive key management for MANET by exploiting some nodes as trust anchors

for the rest of the network. In these schemes, threshold cryptography involves addi-

tional computationally intensive modular exponentiation compared to the underlined

asymmetric-key cryptographic protocols. Most low-powered wireless nodes do not have

the resources to handle such computationally intensive operations. Capkun et al. in [4]

proposed a self-organised public key management scheme in which each node issues

certificates independently and manages them at its repository. In this scheme, certifi-

cates are stored and distributed by the nodes and each node maintains a local certificate

repository that contains a limited number of certificates selected by the node according

to an appropriate algorithm. Key authentication is performed via chains of certificates.

However, this scheme suffers from the delay and the large amount of traffic required to

collect certificates. Kitada et al. in [89], and [90] considered the problem of certificate

chain discovery by introducing the ad hoc simultaneous nodes search protocol (ASNS)

to find a certificate chain. In the proposed scheme by Kitada et al., each node holds

in its local repository only certificates issued to it in order to reduce the memory size

and collects certificates by broadcasting search packets to chained nodes. The scheme

suffers from high communication cost because of broadcasting packets with certificates.

Li et al. in [145] proposed a public key management scheme performed by generating

a public/private key pair by the node itself, issuing certificates to neighbouring nodes,

holding these certificates in its certificate repository. This scheme considers only the up-

dated certificate repository to reduce the number of certificates stored in its certificate

repository. Ren et al. in [104] proposed a distributed trust model based on introducing a

secret dealer to accomplish trust initialisation in the system bootstrapping phase to over-

come the problem of delayed trust establishment in [4]. In this scheme a secret dealer

provides each node with a secret short list includes a number of entries, and the number

of entries is determined according to the group size n and may vary slightly from node
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to node. Each entry contains a binding of node identifier and its corresponding public

key: (ID,PK). After receiving the short list, the following conditions should be met:

• Every node in the network receives a secret short list (SL), which contains n semi-

randomly selected (ID,PK) pairs;

• The (ID,PK) pairs are distributed symmetrically. If node i gets the (ID,PK) pair

of node j, then the (ID,PK) pair of node i is also included in the secret short

list SL of node j’s, that is, (IDi,PKi)⊂ SL j, if (ID j,PK j) ⊂ SLi, where SLi is the

short list obtained by node i.

After that, each node starts to issue certificates for the received bindings and stores them

locally. The existence of the secret dealer makes the scheme prone to the centralised

administration problems. For example, it has a single point of attack because if the

secret dealer is compromised during the bootstrapping phase, the security of the whole

system will be at risk. The performance of the scheme in the mobility environment of

MANETs is low as will be shown in section 5.5 because the certificate graph, which is

used to model this web of trust relationship, may not be strongly connected.

5.3 System Description and Trust Model

In this section we present an overview of the trust model and the system description of

our proposed scheme.

5.3.1 Trust Model

5.3.1.1 Certificate Chain

The trust model of our proposed scheme is based on the existence of public key cer-

tificates as bindings of the public keys and the corresponding user identities IDs. The
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FIGURE 5.1: Certificate chain

certificate should also contain the node’s identity/network address, sequence number,

trust value, certificate generation and validity dates.

Taking into consideration the example in Figure 5.1, we denote CertA→B as the certifi-

cate signed by node A’s private key SKA to represent its assurance in the binding of node

B and its public key PKB. For simplicity we denote Sigi as the digital signature of node

i. A certificate graph G(V,E), represents the public keys and certificates of the system

in the initialisation phase, where V and E stand for the set of vertices and the set of

edges, respectively. The vertices of the certificate graph represent public keys and the

edges represent certificates. A directed edge from node A to node B will exist if there

is a certificate signed with the private key of node A that binds node B’s identity IDB

and its public key PKB. In order for a node A to authenticate the public-key of another

node D as shown in Figure 5.1, it has to acquire a chain of valid certificates from node

A to node D. The first certificate in the chain is a certificate issued by node A, so that

it will be verified by node A by using its public key PKA. Each remaining certificate in

the chain will be verified using the public key of the previous certificate in the chain.

The last certificate in the chain holds the public key of the target node D. The certificate

chain from node A to node D in this example is {CertA→B, CertB→C, CertC→D}, and the

certificate chain from node D to node A is {CertD→C, CertC→B, CertB→A}.

It is assumed that there exist sparse trust relationships among the nodes so that any

node that wishes to join the network can establish independent trust relationship with

some of the existing member nodes in the network. For example, a node that wishes to

join the network contacts one of the existing network members through a secure side

channel and provides its trust evidence. If the existing network member believes that
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TABLE 5.1: Trust table

Node ID Certificate Trust Value

the requesting node is trustworthy according to its trust evidence, they can sign and

exchange certificates. The process is repeated until the joining node gets a sufficient

number of certificates.

5.3.1.2 Trust Evaluation

We define a trust value as an authentication metric. This trust value represents the

assurance with which a requesting node can obtain the correct public key of a target

node. However, the same assurance in the reverse direction need not exist at the same

time. In other words, the trust relationship is unidirectional. Each node in the network

should have a trust table as shown in Table 5.1 to store the public-key certificates and

the corresponding trust values of the nodes it trusts in the network. There are many

trust metrics have been proposed to evaluate the trust values, some assume discrete trust

values as in PGP [79]. Others assume continuous values for trust [82]. In our trust

model, we define the trust value as a continuous value between 0 and 1. A trust value

Ti, j represents node i’s belief that node j is trustworthy. The higher the value of Ti, j, the

more node i trusts node j, and vice versa. The value of Ti, j is adjusted according to the

strength of the trust evidence presented by node j to node i. Any node in the network

can calculate the value of trust Ti, j in another node’s public key if there exist a certificate

chain between the two nodes using the following equation:

Ti, j =
h

∏
k=1

Tk (5.1)

where Tk is the value of trust between two directly trusted nodes along the certificate

chain from node i to node j, and h is the number of hops between node i and node j as

shown in Figure 5.2.
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FIGURE 5.2: The trust model

It is obvious from Figure 5.2 that the value that a node trusts in another node’s public

key fades along the path of recommendation. So, if there is more than one certificate

chain between a pair of nodes, the source node should choose the path with higher trust

value, which is more probably the path with minimum number of hops.

5.3.1.3 Independent Trusts

The previous work on independent trust evaluation presented by Maurer [146] is ex-

tended in our proposed scheme. Dependence between certificate chains leads to inac-

curate trust values. For example, if a malicious node is a part of dependent certificate

chains, the trust computation result will be completely incorrect. In order for a source

node to authenticate the destination node’s public key in the adversary environment of

MANET, our proposed key management scheme insists on obtaining the destination

node’s public key through at least two independent certificate chains. In order to intro-

duce the independent certificate chains in computing the trust value of the target node,

equation 5.1 will be modified as follows:

Ti, j =
n⋃

l=1

(
h

∏
k=1

Tk ) (5.2)
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FIGURE 5.3: Independent certificate chains

Where n is the number of independent certificate chains between node i and node j.

From the inclusion-exclusion principle, the probability of the union of two events can

be computed by taking the sum of their probabilities, and subtracting the probabilities

resulting from intersecting as shown in equation 5.3.

p(A∪B) = p(A)+ p(B)− p(A)× p(B) (5.3)

In our proposed scheme, A and B are the trust values computed from the first and the

second independent certificate chains respectively.

The presence of independent certificate chains in the authentication process results in

an increase in the computed trust value of the target node as shown in the example in

Figure 5.3.

The values that the source node S trusts in the destination node D from the first and the

second certificate chains are TS,D,1 = 0.504, and TS,D,2 = 0.403 respectively. According

to equations 5.2, and 5.3, the overall trust value will be computed as follows:

TS,D = 0.504+0.403−0.504×0.403 = 0.703
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It is obvious from the above example that the presence of independent certificate chains

has increased the trust value more than the trust values computed from a single certifi-

cate chain, which is an advantage of our proposed key management scheme.

5.3.2 System Description

The proposed robust self-organised public key management scheme involves four pro-

cesses as shown in Figure 5.4: public key and public key certificate generation, certifi-

cate chain discovery, certificate verification, and certificate revocation. We describe our

proposed scheme in detail according to these four processes.
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1. Public Key and Public Key Certificate Generation

In our proposed scheme, each node generates its public key and the correspond-

ing private key locally before joining the network by the node itself. Public key

certificates are issued by the nodes based on node information about other nodes

in the network. If a node u believes that a public key PKi belongs to a certain user

i, it has to issue a certificate to node i signed by its private key PKu representing

its assurance of the binding of the user’s identity IDi and its corresponding public

key PKi. Issued certificates to or from the node should be stored in its trust table

with a validity time.

2. Certificate Chain Discovery

In this process, the certificate chain discovery is performed by exploiting the rout-

ing infrastructure. We assume that a certain number of direct trust relations have

been established between each node and its neighbours during the network initial-

isation. Direct trust relations are usually obtained off-line by visual identification,

audio exchange through side channels, and physical contact, but can also be ob-

tained on-line. The number of directly trusted nodes per node is assumed to be

uniformly distributed to enable every node in the network to carry out its role in

the certificate chain discovery process with equal probability. We assume that a

random graph G(n, p) is a graph of n vertices and the probability that a connec-

tion exists between any two vertices is p. In [147], Erdos and Renyi showed that

there exists, for monotone properties, a value of p such that the property trans-

fers from ‘‘nonexistent’’ to ‘‘certainly true’’ in a random graph that has a very

large number of vertices. However, Frank and Martel have shown by simulation

in [148] that these properties are also valid in graphs of moderate size (between

30 to 480 vertices).

Erdos and Renyi showed that if p = ln(n)/n + c/n , where c is a real constant

then

lim
n→∞

Pr[G(n, p) connected ] = e−e−c
(5.4)
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Therefore, given the network size n we can find p and the average degree of a

node (number of trusted neighbouring nodes) d = p .(n− 1) for which the re-

sulting graph is connected with the desired probability Pr[G(n, p) connected ].

Figure 5.5 illustrates the plot of the expected degree of a node d as a function

of the network size n for various values of Pr[G(n, p) connected ]. For exam-

ple if the desired probability to get a connected graph for 50 nodes network is

0.99, then the average number of neighbouring nodes d should be 6, and for 100

nodes network d should be equal to 10 for the same probability. The proposed

robust self-organised public key management scheme works in support of an ad

hoc on demand routing protocol (such as AODV [68]) after doing the necessary

modifications. The RREQ and the RREP messages format of the AODV rout-

ing protocol have been modified as shown in Figures 5.6, and 5.7 respectively in

order to implement the proposed key management scheme. The certificate chain

discovery process can be explained as follows:

• The source node sends a route request packet to nodes that the source node

directly trusts.
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0                         1                            2                               3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|    Type       |J|R|G|D|U|       Reserved    |      Hop Count               |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                        RREQ ID                                             |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                             Destination IP Address                                    |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                          Destination Sequence Number                           |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                    Source IP Address                                    |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                             Source Sequence Number                               |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                         Previous Hops Certificates                               |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                    ….                                             |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                     ….                                             |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

FIGURE 5.6: RREQ message format

0                         1                            2                               3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|      Type       |R|A|  Reserved   |Prefix Sz|      Hop Count            |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                              Destination IP Address                                  |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                          Destination Sequence Number                          |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                    Source IP Address                                   |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                            Lifetime                                           |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                               Previous Hops Certificates                        |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                     ….                                           |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                     ….                                           |

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

FIGURE 5.7: RREP message format

• When a directly trusted node by the source node receives the route request

packet from the source node, it searches for the certificate of the source node

signed by this node in its trust table and adds it to the route request packet

before forwarding the route request packet to nodes it directly trusts.

• Each node has a route request table and a trust reply table as shown in Tables

5.2 and 5.3, respectively.
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• When an intermediate node receives the route request packet from a node it

trusts, it sends a route reply to the source node if it has a fresh route to the

destination node.

• If the intermediate node does not have a fresh route to the destination node,

it searches for the certificate of the sender node in its trust table, and adds it

to the route request packet.

• Before forwarding the route request packet to nodes it directly trusts, the

intermediate node inserts the ID of the source node, the ID of the destination

node, the RREQ ID, and the ID of the sender node in its trust reply table.

• When the destination node receives a route request packet from a node it

directly trusts, it verifies the certificates included in the route request packet

and inserts the ID of the source node, the RREQ ID, and the ID of the sender

node in its trust reply table.

• The destination node waits until it receives at least another route request,

repeats the previous step and makes sure that the certificate chain included in

the second route request is completely independent from the certificate chain

included in the first received one (i.e., there is no intersecting intermediate

node in both routes).

• The destination node sends a route reply to the senders of this route request

according to its trust reply table.

• When an intermediate node receives the route reply, it adds the certificate of

the node from which it received the route reply to the route reply and for-

wards the route reply to the sender nodes of the corresponding route request

according to its trust reply table.

• The process continues until the route reply reaches the source node.

• When the source node receives the route reply, it verifies the certificate

chain; computes the trust value of the chain; inserts the RREQ ID, cer-

tificate chain entities ID’s, and the computed trust value of the chain in the

route request table as shown in Table 5.2.
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TABLE 5.2: Route request table

RREQ ID Destination
ID

1st Hop
Node ID

2nd Hop
Node ID

…
Last Hop
Node ID

Trust
Value

 Chain #

1st
 Chain

2nd
Chain

...

TABLE 5.3: Trust reply table

Source
 ID

Destination
ID

RREQ
ID

Sender 1 Sender 2 ... Sender n

Node ID Node ID Node ID Node ID

• The source node waits until it receives a route reply from at least another in-

dependent certificate chain, and according to the chain trust value the source

node chooses a chain to start data transmission to the destination through it.

The source node examines the dependency of the received certificate chain

by searching for any intersecting node in the chains stored in its route re-

quest table.

Successful communications result in increasing trust between certificate chain

entities and signing more certificates for each others. Node mobility through the

network results in new trust relations and more certificates are added to the node’s

trust table.

At the end of the route reply process, the source node S receives two indepen-

dent certificate chains as shown in the example in Figures 5.8, and 5.9 for the

route request and the route reply processes respectively. The first certificate chain

contains certificates of nodes, B, E, and Q in addition to the destination node’s

certificate. The second certificate chain contains certificates of nodes, C, F , and

K in addition to the destination node’s certificate. According to the computed

trust values for each certificate chain, the source node S chooses a chain to be
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used in transmitting data packets to the destination node D. After receiving the

second route reply the route request table of the source node S will be as shown

in Table 5.4.
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TABLE 5.4: Route request table of the source node S

RREQ ID Destination
ID

1st Hop
Node ID

2nd Hop
Node ID

Last Hop
Node ID

Trust
Value

 Chain #

1st
 Chain

2nd
Chain

1 D

D

B E Q

C F K

Value 1

Value 21

3. Public Key Certificate Verification

The verification of the public key certificate is performed by checking the validity

time Tv in the certificates forming the certificate chain. After verifying the certifi-

cates of the certificate chain the authenticity of the public keys of both the source

and the destination nodes is performed by the certificate chain from the source

node to the destination node and vice versa.

4. Public Key Certificate Revocation

Each node can revoke a certificate it issued if it believes that the binding between

the public key and the node’s identity is no longer valid or the trust value of the

target node is below the trust threshold. Each node can revoke its own certifi-

cate if it believes that its private key is compromised. A node can revoke its own

certificate by broadcasting a certificate revocation message signed by its private

key to nodes it directly trusts includes the revoked certificate and the new one.

When a node receives the certificate revocation message, it verifies the revocation

message and replaces the revoked certificate by the new one. A node can revoke

a certificate it issued by broadcasting a certificate revocation message signed by

its private key to nodes it directly trusts. When a node receives a certificate re-

vocation message, it verifies the signature of the revocation message, searches

in its trust table for the trust values of the sending node and that of the node its

certificate is claimed to be revoked. According to the search results, it will do the

following:
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• Step 1: if the search result yields that the trust value of the sending node

is greater than the trust threshold (i.e., the sending node is trustworthy), it

multiplies the trust value of the sending node by −1.

• Step 2: adds the calculated value from the previous step to the trust value of

the node the certificate of which is claimed to be revoked (let the trust value

of this node equal to 0.7).

• Step 3: if the sum from the previous step is below the trust threshold, it

deletes the revoked certificate from its trust table. Otherwise if the sum is

still greater than the trust threshold, the accused certificate is still to be used.

Otherwise, if the search result yields that the trust value of the sending node is

below the trust threshold (i.e., the sending node is not trustworthy), it ignores the

revocation message.

For example, let the trust value of the sending node equal to 0.85 and the trust

threshold is 0.1 then the output from step 1 is −0.85. The output from step 2 is:

−0.85 + 0.7 = −0.15. The output from step 3 is −0.15 < 0.1 and the certificate

should be revoked.

5.3.3 Communication Cost

The communication cost of our proposed scheme consists of two phases; the route re-

quest phase and the route reply phase. In the route request phase, the source node sends

the route request packet to nodes it directly trusts without inserting its own certificate in

the route request packet as this certificate is stored in the trust table of nodes it directly

trusts which saves bandwidth in the first hop. The communication cost of the certificate

chain discovery during the route request phase can be calculated as follows:

Creq(h) =
h

∑
i=2

di× (i−1)× cert_size (5.5)
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Where h is the average number of hops between the source and the destination, d is the

average number of trusted nodes per node, and cert_size is the size of the certificate in

bits.

In the route reply phase, the destination node does not insert its own certificate in the

first hop because this certificate is stored in the trust table of nodes it directly trusts

which saves bandwidth in the first hop of the route reply. The destination node sends a

route reply message to all sender nodes it has received the route request from according

to its trust reply table as shown in Table 5.3.

The upper limit of the communication cost in this phase can be calculated as follows:

Crep(h) =
h

∑
i=2

(i−1)×d× cert_size (5.6)

The total communication cost of the certificate chain discovery process will be calcu-

lated as follows:

Ctotal(h) = Creq(h)+Crep(h) (5.7)

Ctotal(h) =
h

∑
i=2

(d +di)× (i−1)× cert_size (5.8)

5.4 Simulation Environment and Performance Metrics

5.4.1 Simulation Environment

Simulations were performed using Network Simulator (NS-2) [56]. On a desktop PC

with an Intel Core 2 Duo 2.6 GHz processor and 1 GB memory. The OpenSSL library

(version 0.9.8h) [141] is used for generating certificates, and digital signatures [22].
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In order to complete a certificate chain with probability equal to 0.999, the average

number of trusted nodes per node need not to be less than 6 as discussed in subsection

5.3.2. The MAC layer protocol IEEE 802.11 is used in all simulations. The source-

destination pairs are spread randomly over the network. The NS-2 constant bit-rate

(CBR) traffic generator is used to set up the connection patterns with different random

seeds. Each node has one CBR traffic connection with a single unique destination and

can generate at most 10,000 packets. Sources initiation time is uniformly distributed

over the first 90 seconds of the simulation time. Every simulation run is 1000 sec-

onds long. The mobgenss [128] mobility scenario generator was used to produce ran-

dom waypoint mobility patterns [136]. The pause time is set to zero. The Ad Hoc

On-demand Distance Vector (AODV) routing protocol [68] was chosen for the simu-

lations. The simulation results are the average of 10 runs. The rest of the simulation

parameters are summarised in Table 5.5. These scenarios are the worst case scenarios

because all nodes in the network are transmitting and receiving packets starting from

the time of joining the network till the end of the simulation. It is generally accepted

that data encrypted using a key size of 2048-bits should be safe. Therefore, the public

key would require 256 bytes, a signature consists of 128 bytes value, node’s identity

is of 16 bytes, network address is of 16 byte, sequence number is of 16 bytes, trust

value is of 16 bytes, and the certificate expiration time can be encoded in 2 bytes.

In the simulation, the certificate is constructed as follows: < ID;NetworkAdd;PK;

Sequencenumeber;Expirationtime; trustvalue;signature;62bytesreserved > which is a

total of 512 bytes in length.

5.4.2 Performance Metrics

In addition to the packet delivery ratio (PDR) and the average end-to-end delay de-

scribed in Subsection 4.3.2, we have selected the number of certificates delivered through

the network, certificate chain completion ratio, average hop length (AHL), and the rout-

ing overhead as metrics during the simulation in order to evaluate the performance of

the proposed scheme.
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TABLE 5.5: Simulation parameters

Parameter Value

No. of Nodes 50

Area (m2) 1000x1000

Transmission range 250m

Mobility Model Random waypoint

Propagation Model Two-Ray Ground

Mean speeds (m/s) 0, 5, 20

Data Rate 11 Mbps

Load 4 packet/s

CBR connections 50

Data packet size 512 bytes

• Number of certificates delivered through the network:

It is the total number of certificates delivered through the network during the

certificate chain discovery processes.

• Certificate chain completion ratio:

It is the ratio of the average number of independent certificate chains received by

a node to the number of transmitted route requests.

• Average hop length (AHL):

AHL is the average distance between the source node and the destination node.

• Routing Overhead (RO):

Routing overhead is the ratio of the total number of routing packets to data packets

transmitted during the simulation. It is an important metric, as it measures the

efficiency of a routing protocol; the degree to which it will function in congested

or low-bandwidth environments.
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5.5 Performance Evaluation

In this section, the simulation results will be presented. The performance evaluation

of the proposed scheme will be performed in two steps, in the first step, a comparison

of the performance of the proposed scheme, the performance of Ren et al. web of trust

scheme [104], and the CBR reference which is the simulation of the AODV [68] without

any modifications are presented. The performances of the three mentioned schemes

are measured for different numbers of trusted nodes per node. In the second step the

dynamical characteristic of the proposed scheme will be presented by measuring the

performance of the proposed scheme in a realistic environment for different numbers of

nodes joining and leaving the network.

5.5.1 Performance of the Proposed Scheme

In this Subsection, we present the PDR, end-to-end delay, number of certificate deliv-

ered, AHL, and certificate chain completion ratio of our proposed scheme.

5.5.1.1 Packet Delivery Ratio (PDR)

Figure 5.10 shows that the packet delivery ratio increases with increasing the number

of trusted nodes per node d. In our proposed scheme, discovering a certificate chain

is performed through trusted nodes only. However, increasing the number of trusted

neighbours d increases the probability for a node to discover a certificate chain which

results in an increase in the packet delivery ratio. When d is less than 3, it is very difficult

for a node to discover two independent certificate chains through less than 3 trusted

neighbours. This authentication failure results in a very low PDR as shown in Figure

5.10. Increasing the number of trusted nodes per node d to 6 at the network initialisation

phase (as expected in our setting) makes the packet delivery ratio approaches that of the

AODV reference. It shows also that Ren et al. scheme is not robust in the mobility

environment as increasing the node’s speed from 0.1 to 5 m/s and 20 m/s degrades the

packet delivery ratio too much.
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FIGURE 5.10: Packet delivery ratio PDR % vs number of trusted nodes/node

5.5.1.2 End-to-End Delay and Average Hop Length (AHL)

Figure 5.11 shows that the end-to-end delay of our proposed scheme for d equal to 6

approaches the end-to-end delay of AODV reference, and the end-to-end delay of Ren

et al. scheme is far away from the end-to-end delay of AODV reference because of the

successive failures to find certificate chains. Figure 5.11 shows also that the end-to-end

delay in our proposed scheme increases with increasing the number of trusted nodes per

node d. The end-to-end delay is calculated for all data and control packets, i.e., those

dropped before reaching the destination and those succeed to reach their destination.

In order to understand why the end-to-end delay increases with increasing d we should

put Figure 5.12 into context which shows the AHL as a function of the number of

trusted nodes per node d. It is obvious that the AHL increases with increasing d as the

probability that a mobile node can discover a route increases with increasing the number

of its trusted neighbours d through whom a route can be discovered. For lower values

of d, a higher percentage of the data and control packets are dropped before reaching
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FIGURE 5.13: Number of certificates delivered through the network

the destination due to routing failures as shown in Figure 5.10, i.e., the dropped data

and control packets traverse a lower number of hops which results in lower end-to-end

delay. By increasing d, the probability of discovering a route increases and hence the

percentage of data and control packets that traverse higher number of hops due to their

success to reach the destinations becomes higher than that in case of lower d which

results in higher end-to-end-delay.

5.5.1.3 Number of Certificates Delivered

Figure 5.13 shows that the number of delivered certificates through the network in-

creases as d increases as expected. Increasing d increases the probability for a node

to discover a certificate chain which results in an increase of the number of certificates

delivered through the network. It also shows that the number of delivered certificates

of Ren et al. scheme is lower than that of our proposed scheme due to the failures to

discover certificate chains in Ren et al. scheme [104].
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FIGURE 5.14: Certificate chain completion ratio

5.5.1.4 Certificate Chain Completion Ratio

Figure 5.14 shows the certificate chain completion ratio as a function of the number

of trusted nodes per node. Increasing the value of d increases the certificate chain

completion probability. For d less than 3 the certificate chain completion ratio for 20

m/sec node mobility is higher than that for 5 m/sec node mobility which in turn is higher

than that for 0.1 m/sec node mobility. The reason is due to the fact that the length of the

certificate chain for higher node mobility comprises of lower number of nodes than that

for lower node mobility as shown in Figure 5.12 which makes completing a certificate

chain easier. When d is set between 3 and 5, the certificate chain completion ratio

for lower node mobility exceeds that for higher node mobility. For d equal to 6 (as

expected in our setting), the certificate chain completion ratio approaches the target

which is 0.999. For d equal to 8, nodes can certainly complete a certificate chain. The

success ratio for completing a certificate chain in Ren et al. scheme for 0.1 m/s node

mobility does not exceed 0.68 even at d equal to 8, and becomes worse with increasing

node mobility.
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It is obvious from Figures 5.10, 5.11, 5.12, 5.13, and 5.14 that when d is less than three

it is very difficult for a node to get two independent certificate chains as a reply to its

request which causes a degradation on the network performance.

5.5.2 The Dynamic Characteristics of the Proposed Scheme

In this subsection, the performance of the proposed scheme is evaluated with regard

to different numbers of nodes joining and leaving the network which is known as the

dynamical characteristics of the network. Nodes joining and leaving the network have

been simulated in NS-2 [56] by changing the initial energy of the Mobile node in its

energy model.

The processes of joining and leaving the network occur simultaneously while keeping

the network size unchanged. The performance of the network is measured after each

pair of nodes leaves or joins the network. In order to simulate a realistic network, the

simulation environment used in Section 5.4.1 will be the same except that the number

of trusted nodes per node is set to 6 in all simulations presented in this subsection and

the number of connections is set to 25 rather than 50. The number of connections is the

number of source and hence destination nodes in the network. We chose the PDR, end-

to-end delay, and the number of certificates delivered as metrics to measure the dynamic

characteristics of the proposed scheme.

5.5.2.1 Packet Delivery Ratio (PDR)

Figure 5.15 shows that the packet delivery ratio of our proposed scheme has changed

little even after the number of nodes leaving and joining the network approaches 10,

i.e., 20% of the network size. The packet delivery ratio in this scenario is higher than

the packet delivery ratio in Figure 5.10 due to decreasing the number of connections

to 25 rather than 50. Decreasing the number of connections result in an increase in

the packet delivery ratio as a result of decreasing the radio interference and collisions

between nodes caused by the hidden/exposed terminals
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FIGURE 5.15: Packet delivery ratio PDR % vs number of nodes leaving and joining

problems.

5.5.2.2 End-to-End Delay

Figure 5.16 shows that the change in the end-to-end delay of our proposed scheme with

increasing the number of nodes leaving and joining the network was low even for 20%

of nodes leaving and joining the network. For 5 m/sec node mobility, the end-to-end

delay increases with increasing the number of nodes leaving and joining the network

due to increasing the routing failures. For 20 m/sec node mobility, the end-to-end delay

decreases with increasing the number of nodes leaving and joining the network because

at high mobility (e.g., 20 m/sec), the AHL is low as shown in Figure 5.12 and the

impact of increasing the number of nodes leaving and joining the network on the routing

process is minimal.
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5.5.2.3 Number of Certificates Delivered

Figure 5.17 shows that the number of certificates delivered through the network de-

creases with increasing the number of nodes leaving and joining the network. The

reason is that increasing the number of nodes leaving and joining the network increases

the routing failures which results in increasing the number of dropped certificates.

5.5.3 Security Analysis

In this subsection, we study the security of the proposed key management scheme. In

the network initialisation phase, an attacker can compromise a mobile node and try to

deceive other nodes by making them believe in false certificates. First, the malicious

node can insert false certificates in the certificate chain during the certificate chain dis-

covery process. This can be done by binding a public key PKA to a user B instead of

to a user A. It can also be done by binding a false key PK
′
A to a user A. Second, the

malicious node can delete certificates from the certificate chain to thwart the certificate

chain discovery process. Our proposed key management scheme prevents these attacks

by allowing mobile nodes to detect false certificates and to perform the public key au-

thentication process with high probability. If a malicious node inserted false certificates

in the certificate chain, or deleted correct certificates from the certificate chain during

the certificate chain discovery process, the authentication process will not be affected

because the source node waits until it receives two independent certificate chains with-

out any intersecting node to perform the authentication process. If a certificate received

by a mobile node that binds the node A’s ID to a public key PKA and later on received

a certificate that binds the node A’s ID to a public key PK
′
A, it can easily detect the du-

plication. The duplication can be resolved by authenticating the (ID, PKA) pair through

another two independent certificate chains. The existence of the trust value along with

the certificate enhances the security of our proposed key management scheme by en-

abling mobile nodes to choose the certificate chain that has the highest trust value. The

certificate chain completion ratio and the routing overhead were chosen as metrics to
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FIGURE 5.18: Certificate chain completion ratio

justify the robustness of the proposed key management scheme against malicious nodes

attacks.

5.5.3.1 Certificate Chain Completion Ratio

In Figure 5.18, the certificate chain completion ratio is calculated for different number

of malicious nodes in the network. It shows that the certificate chain completion ratio

increases with increasing node’s mobility due to decreasing the average hop length with

increasing the node’s mobility as shown in Figure 5.12, i.e., the number of certificates

in the certificate chain is lower during higher mobility than that in lower mobility which

makes the certificate chain discovery process easier. Figure 5.18 shows also that the

certificate chain completion ratio decreases with increasing the number of malicious

nodes in the network as a result of inserting false certificates or deleting correct ones. It

is obvious from Figure 5.18 that mobile nodes can perform the certificate chain discov-

ery process and subsequently the public key authentication with high probability even
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if the number of malicious nodes in a 50-nodes network reaches 10, i.e., the number of

malicious nodes is 20% of the network size.

5.5.3.2 Routing Overhead

Figure 5.19 shows the routing overhead for different number of malicious nodes in the

network. Increasing the number of malicious nodes in the network results in increasing

the failures in the certificate chain discovery process and an increase in broadcasting

certificate revocation messages through the network. It is obvious from Figure 5.19 that

the induced routing overhead due to increasing the number of malicious nodes in the

network is negligible for different node’s mobility.
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5.6 Summary

In this chapter, we presented a robust self-organised public key management scheme.

The proposed scheme exploits the routing infrastructure to discover a certificate chain

through a web of trust. A measure of the communication cost of the certificate chain

discovery process has been proposed. The first contribution of this chapter is that our

proposed scheme has low communication cost because each node limits its search for

the certificate chain to its directly trusted nodes only. The second contribution is that

the use of trust values along with the public key certificates in at least two indepen-

dent certificate chains enhances the authentication of the proposed key management

scheme. The third contribution is concluded from the performance evaluation of Ren

et al. scheme that shows that random graph theory is not suitable for managing trust in

the mobility environment of MANET. Random graph theory is suitable for trust man-

agement during the network initialisation phase or for stationary networks only. The

results have shown that our proposed scheme has negligible impact on the network per-

formance and the scheme is suitable for stationary networks and networks with low to

high mobility. Simulation results show also that our proposed scheme is robust in both

the dynamic and the static networks and against malicious nodes attacks.
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Management Protocol

6.1 Introduction

Due to node mobility and geometric constrains, the connectivity of the network graph

is hard to achieve in the web of trust key management schemes. Consequently, the

process of public key authentication fails. In addition, in some situations (such as in the

battlefield), there is a need for a level of trust between the network entities higher than

that of the web of trust approach.

In this chapter we propose a robust and redundant key management scheme for MANETs.

In the proposed scheme, we have two kinds of mobile nodes. The first kind is called CA

nodes which are the share holder nodes that are directly trusted by the CA. The second

kind is the self-organised nodes that join the network after the network formation. A

self-organised node generates its private/public key pair locally by the node itself before

joining the network. A self-organised node can join the network by contacting as many

nodes as possible and establish trust relations with these nodes to get certificates from

these nodes. Self-organised nodes will not have a share of the CA private key. When a

self-organised node is trusted by at least t CA nodes (i.e. it has t number of certificates

from share holders in its certificate repository), it can combine the partial signatures of

121
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these t nodes and generate a certificate signed by the CA private key SK and henceforth

can be verified by every node in the network that has the CA public key. The rest of this

chapter is organised as follows: Section 6.2 provides the system and adversary model

of our proposed scheme. The simulation model is described in Section 6.3 and then the

results are presented in Section 6.4. Finally Section 6.5 summarises the chapter.

6.2 System and Adversary Model

In this section we present an overview of the system and the adversary model of our

proposed scheme.

6.2.1 Adversary Model

This proposed scheme has taken into account the following four types of adversaries:

• Eavesdropper:

This adversary passively monitors the channel, and listens to all public informa-

tion.

• Denial of service adversary:

This adversary may not respond to a message either deliberately or due to stop-fail

type of failure during a protocol run.

• Static Adversary:

This adversary chooses the corrupted node at the beginning of the protocol. Its

decision about the corrupted node can not be changed by exploiting the obtained

information during the protocol run time.

• Replay adversary:

This adversary buffers the received messages and retransmits them whenever nec-

essary to impersonate a honest node.
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6.2.2 Trust Model

In the proposed scheme, there is an off-line central authority CA to issue each node with

a system certificate before the network formation. The system certificate includes the

node public key PKi, node identity ui, a unique sequence number, certificate generation

and expiry dates. Each node from this kind is configured also with a share SKi of the CA

private key SK, and the system public key PK. We denote Certcai as the certificate of

the CA trusted node ui signed by the CA private key SK. This certificate can be verified

by any node that has the CA public key PK. We denote mobile nodes belong to this type

as CA trusted nodes. Each node from this type holds a polynomial share fi(ui), where

f (vi) = SK +
t−1

∑
j=1

a j(vi) j (6.1)

where a1, ...,at−1 are uniformly distributed over a finite field.

The other type of mobile nodes in our proposed scheme are mobile nodes that join the

network after network formation without any previous access to the CA. We denote

mobile nodes that belong to this type as self-organised nodes. A self-organised node

generates its private key SKi and the corresponding public key Pkii locally before joining

the network by the node itself.

In order for a node ui from this type to join the network, it has to send a certificate

request to its neighbouring nodes. The certificate request should include the trust evi-

dence that the requesting node holds along with the requesting node’s certificate certi.

According to the validity and strength of the trust evidence presented in the certificate

request, a neighbouring node decides whether to issue a partial certificate to the request-

ing node or not. When a neighbouring node u j decides to serve the certificate request, it

generates and returns a partial certificate Certca j→si to the requesting node ui by apply-

ing its polynomial share on the requesting node’s certificate certi. When a neighbouring

node returns a partial certificate to a requesting node it also sends the CA public key PK

to the requesting node. Upon receiving at least t partial certificates from its neighbour-

ing nodes, node ui constructs its system certificate Certcai . A self-organised node ui can

issue a certificate to another self-organised node u j by signing node u j’s certificate by
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its private key SKi. We denote Certsi→s j as the certificate signed by the self-organised

node ui’s private key SKi to represent its assurance in the binding of the self-organised

node u j and its public key PK j. For simplicity we denote Sigi as the digital signature of

node ui.

Self−Organized nodeCA Trusted node

FIGURE 6.1: Mobile nodes in the proposed scheme

Each node in the network has a certificate repository to store valid certificates it issued

or certificates issued to it by other entities. In order for a node ui to authenticate the

public key of another node u j, it has to acquire a chain of valid certificates from node

ui to node u j. Certificates of CA trusted nodes will be verified by the CA public key

PK. Each remaining certificate in the chain will be verified using the public key of the

previous certificate of the chain. The last certificate in the chain holds the public key

of the target node k. Interaction between CA trusted nodes and self-organised nodes are

shown in Figure 6.1.

In order for a self-organised node to acquire a CA certificate, it has to be trusted by at

least t CA trusted nodes. In other words, its certificate has to be partially signed by these

nodes, so that it can combine these partial certificates to form a CA certificate.
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6.2.3 Basic Operation

In this section, we briefly describe the basic operation of our proposed scheme. We

assume that every CA trusted node is configured with the master public key PK and a

share SKi of the master private key SK from the CA before joining the network. No

single CA trusted node knows or can deduce the CA master private key from the piece it

holds. Only a threshold number of CA trusted nodes can deduce the CA master private

key SK. Our proposed scheme involves the following processes:

6.2.3.1 Public Key Certificate Generation

A CA trusted node has a CA certificate signed by the CA master private key SK. Any

mobile node in the network can verify a CA certificate by the CA public key PK. Each

self-organised node generates its public/private key pair locally itself. Public key certifi-

cates are issued by the nodes based on its knowledge about other nodes in the network.

If a node u j believes that a public key PKi belongs to a certain user ui, it has to issue a

certificate to node ui signed by its private key SK j representing its assurance of the bind-

ing of the node ui’s identity and its corresponding public key PKi. Issued certificates to

or from the node are stored in its certificate repository with a validity time. Certificates

are issued from CA trusted nodes to self-organised nodes or from a self-organised node

to another self-organised node. There is no certificate issuing to CA trusted nodes as

they hold CA certificates before joining the network. A self-organised node can gen-

erate a CA certificate only when it holds at least t partial certificates from CA trusted

nodes in its certificate repository.

6.2.3.2 Public Key Authentication

Authentication of public keys is performed by exploiting the routing infrastructure. The

process of public key authentication is performed as shown in the examples in Figures

6.2, and 6.3 and in the flowchart in Figure 6.4.
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FIGURE 6.2: First certificate chain between S and D

A CA certificate can be verified by any node in the network as all network nodes have

the CA public key. In the proposed scheme, the public key authentication process is

performed through trusted nodes only and the received route requests from untrusted

senders are discarded. Having a CA certificate enables a mobile node to store in its

certificate repository certificates that belong to the self-organised nodes only. This re-

sults in reducing the required memory size of a mobile node. The advantage of having

a CA certificate is obvious in Figure 6.2, and Figure 6.3 as the received requests from

nodes B and K are processed without any direct trust relations between B and K and

the recipients of the requests (in the example nodes E and D). On the other hand, a

request received from a self-organised node will be processed only if there is a direct

trust relation exists between the self-organised node and the recipients of the requests.

6.2.3.3 Public Key Certificate Verification and Revocation

CA certificates are verified using the CA public key which is feasible for all nodes par-

ticipating in the network. All other certificates can be verified only by the issuer of the
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FIGURE 6.3: Second certificate chain between S and D

certificate. Each node can revoke a certificate it issued if it believes that the binding

between the public key and the node’s identity is no longer valid. Each node can revoke

its own certificate if it believes that its private key is compromised. The revoked certifi-

cate is put onto the certificate revocation list CRL. A mobile node ui can revoke a CA

certificate in two cases: in the first case, when by direct monitoring determines that one

of its neighbouring node u j is compromised or misbehaving. In the other case, when it

receives an accusation against any node. In this case, it firstly checks the CRL to find

out if the accuser is trusted or not. If the accuser is not a trusted node, the accusation

will be dropped but if the accuser is a trusted node, it waits until it receives at least t

accusations against the same node to revoke the accused node’s certificate. The CRL is

broadcast to entire network periodically.
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6.3 Simulation Model

Simulations were performed using Network Simulator (NS-2) [56]. The MAC layer

protocol IEEE 802.11 is used in all simulations with the data rate 11 Mbps. The source-

destination pairs are spread randomly over the network. The NS-2 constant bit-rate

(CBR) traffic generator is used to set up the connection patterns with different random

seeds. Every simulation run is 1000 seconds long. The mobgenss [128] mobility sce-

nario generator was used to produce random waypoint mobility patterns (refer to Sub-

section 3.6.3). The pause time is set to zero. A total number of nodes is set to 50 nodes

in 1000m x 1000m network area. The transmission range is set to 250m. The traffic

loading is set to four CBR packet/sec. The propagation model is Two-Ray Ground [58].

The source-destination pairs are spread randomly over the network. The data packet

size is 512 bytes and the size of certificates is also set to 512 bytes. The total number of

connections in the network is set to 25 connections. The Ad Hoc On-demand Distance

Vector (AODV) routing protocol [68] has been modified to implement the proposed key

management scheme. The simulation results are the average of 10 runs. The number of

CA trusted nodes (t) required to retrieve the CA’s private key is set to 5 in the simulation.

6.3.1 Performance Metrics

In addition to the packet delivery ratio (PDR) and the average end-to-end delay de-

scribed in Subsection 4.3.2, the public key authentication ratio has been selected as

a metric during the simulation in order to evaluate the performance of the proposed

scheme.

Public Key Authentication Ratio:

It is the ratio of the average number of verified certificate chains received by a node to

the number of transmitted route requests.
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6.4 Results

In this section, the simulation results of the performance evaluation and security analysis

of the proposed scheme are discussed.

6.4.1 Performance Evaluation

In this subsection, we present the main simulation results. In order to evaluate the per-

formance of our proposed scheme, we compare the performance results of our proposed

scheme and that of the web of trust scheme.

6.4.1.1 Packet Delivery Ratio (PDR)

Figure 6.5 shows that the packet delivery ratio of our proposed scheme for node mobility

0.1 m/sec, 5 m/sec, and 20 m/sec becomes higher than that of the web of trust approach
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with increasing the number of nodes that have CA certificates in the network. The

results in Figure 6.5 matches with the description introduced in Section 6.2 that received

requests from CA nodes are processed without the need for the existence of direct trust

relations between the CA nodes and the request recipients.

6.4.1.2 End-to-End Delay

Figure 6.6 shows the end-to-end delay versus the number of CA nodes in the network.

The end-to-end delay of our proposed scheme decreases with increasing the number of

CA nodes in the network due to the decrease of retransmissions of routing requests sent

by mobile nodes in case of the lack of routes.

6.4.1.3 Public Key Authentication Ratio

Figure 6.7 shows that the public key authentication ratio of our proposed scheme is

higher than that of the web of trust approach and becomes higher with increasing the
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percentage of CA nodes in the network. Increasing the number of CA nodes in the

network increases the number of verified certificate chains received by destination and

source nodes in the route request and route reply respectively.

6.4.2 Security Analysis

In this subsection, we study the security of the proposed key management scheme. In

the network initialisation phase, an attacker can compromise a mobile node and try to

deceive other nodes by making them believe in false certificates. First, the malicious

node can insert false certificates in the certificate chain during the public key authenti-

cation process. Second, the malicious node can delete certificates from the certificate

chain to thwart the public key authentication process. The existence of CA nodes along

with self-organised nodes in the certificate chains enhances the resistance of the pro-

posed scheme against these types of attacks. Figure 6.8 shows that our proposed scheme

enables the source and the destination nodes to certainly perform the public key authen-

tication process if the number of malicious nodes is less than 10% for 0.1 m/sec node
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mobility, less than 18% for 5 m/sec node mobility, and less than 28% for 20 m/sec node

mobility. It also shows that the source and the destination nodes can perform the public

key authentication process with probability higher than 0.5 for different node mobility

even if the number of malicious nodes in the network exceeds 40%. The probability of

achieving public key authentication increases with increasing the node mobility due to

decreasing the average number of hops between the source and the destination node and

accordingly a large number of verified certificate chains are received.

6.5 Summary

In this chapter, a robust and redundant key management scheme for MANETs has been

proposed. In the proposed scheme, there are two approaches for key management. The

first approach uses threshold cryptography to establish the distributed central authority

among mobile nodes. The second approach is the key management through a web of

trust. A mobile node can use one of the two approaches independently and also can use
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the two approaches together in order to obtain the authenticated public keys of other

nodes in the network. The proposed scheme has been evaluated using the network

simulator NS-2 and simulation results show the effectiveness of the proposed scheme.

Security analysis shows that the proposed scheme is robust against malicious nodes

attacks.



Chapter 7

A Survey of Distributed Elliptic Curve

Key Management Protocols for

MANETs

7.1 Introduction

The theory of elliptic curves is a classical topic in many branches of number theory

and algebra, but in the last few decades it is receiving more attention in cryptographic

applications. One class of these curves is elliptic curves over finite fields, which is also

called Galois fields. These elliptic curves are finite groups with special structures, which

can play the roles of the modulus groups in the discrete logarithm problems (DLPs).

Using elliptic curves for cryptographic protocols was proposed independently by V. S.

Miller [45] and N. Koblitz [46, 47, 48] in 1985. Cryptosystems based on elliptic curve

discrete logarithm problem (ECDLP) can use a smaller key size than that needed by

DLP or integer factorisation problem (IFP) based cryptosystems to provide the same

level of secrecy [49, 50, 51]. Reducing the key size while maintaining the same secu-

rity strength saves memory, computation power, and communication overheads which

are major concerns in the resource constrained environment such as smart cards and

MANETs.

135
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TABLE 7.1: Key sizes in bits for equivalent security levels

Security

(Bits)

Symmetric Key

Algorithms
ECC DH/DSA/RSA

80 Skipjack [149] 160 1024

112 3DES [14] 224 2048

128 AES-128 [150] 256 3072

192 AES-192 [150] 384 7680

256 AES-256 [150] 512 15360

Table 7.1 gives approximate comparable key sizes for symmetric systems, Elliptic Curve

Cryptography (ECC) systems, and public key systems such as Diffie-Hellman (DH),

Digital Signature Algorithm (DSA), and Rivest Shamir Adleman Algorithm (RSA)

[49, 50, 51]. For example, when securing a 192-bit symmetric key, it is prudent to

use either 409-bit ECC or 7680-bit DH/DSA/RSA.

This chapter provides a brief review of background information and concepts about

elliptic curve cryptography. It also discusses related published work in distributed el-

liptic curve key management protocols for MANETs and analyses their applicability

for MANETs environment. The chapter is organised as follows: Section 7.2 presents a

brief background information about elliptic curve cryptography. Section 7.3 surveys el-

liptic curve key management protocols for MANETs. Finally, the chapter is concluded

in section 7.4.

7.2 Elliptic Curve Cryptography

In this section, we present a brief introduction which only covers the background in-

formation essential for our cryptographic purposes. A good arithmetic introduction to



Chapter 7 A Survey of Distributed Elliptic Curve Key Management Protocols for
MANETs 137

elliptic curves can be found in [151], and excellent references for the cryptographic

issues related to elliptic curves can be found in [152, 153].

7.2.1 Definitions

• Group:

G is used to denote a group which is a set with some binary operation that com-

bines any two of its elements to form a third element.

• Group Order:

The number of elements in G , denoted |G |, is called the order of G. A group G

is finite if |G | is finite.

• Cyclic Group:

A group G is cyclic if there is an element g ∈G such that for each a ∈G there is

an integer i where a = gi. Such an element g is called a generator of G.

• Finite Field:

A finite field or Galois field GF(q) is a field that contains only q elements.

• Integer Factorisation Problem (IFP) [14]:

IFP is the breaking down of a composite number n into smaller non-trivial primes,

which when multiplied together equal the original integer. For instance, given a

positive integer n, find its prime factorisation; that is, write n = pe1
1 pe2

2···p
ek
k where

the pi are pairwise distinct primes and each ei ≥ 1.
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• Discrete Logarithm Problem (DLP):

Let G be a finite cyclic group of order n and let g be a generator of G. The discrete

logarithm problem (DLP) in G is as follows: Given (g,ga) , determine the unique

integer a.

• Elliptic Curve:

An elliptic curve E over a field GF(q) is commonly given by an affine Weierstrass

equation of the form

y2 +a1xy+a3y = x3 +a2x2 +a4x+a6 (7.1)

where ai ∈ GF(q) for i = 1,2,3,4,6. The elliptic curve E(GF(q)) is defined to

be the set of points (x,y) ∈ GF(q)×GF(q) that satisfy this equation, along with

a point at infinity denoted as O .

• Order of Point on Elliptic Curve:

Given a point P = (x,y) and a positive integer n we define [n]P = P+P+ ...+P

(n times). The order of a point P = (x,y) is the smallest positive integer n such

that [n]P = O

• Elliptic Curve Discrete Logarithm Problem (ECDLP):

Let E(GF(q)) be an elliptic curve defined over GF(q), where q is a prime or

q = pm for some integer m. Suppose that P ∈ GF(q), and that Q ∈ GF(q) such

that Q ∈ the subgroup generated by P. Determine the unique integer n, such that

Q = [n]P.

7.2.2 Elliptic Curve for Cryptographic Applications

There are two groups of elliptic curves in cryptographic applications: prime curves

defined over GF(p) and binary curves defined over GF(2p).
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7.2.2.1 Prime Elliptic Curve

Prime curves are best for software applications where it takes relatively few logic gates

to create a powerful, fast cryptosystem [154]. Assuming that the prime elliptic curve

equation is E over GF(p), defined modulo a prime p, is the set of solutions (x,y) as

shown in equation 7.2:

E : y2 = (x3 +ax+b)mod p (7.2)

where a and b ∈GF(p) for p a prime and satisfy

4a3 +27b2 ≡ 0 (mod p) (7.3)

The elliptic curve group includes also the point at infinity O which is the third point

of intersection of any straight line with the curve. E is an abelian group with the point

O serving as the identity. For the prime curve the addition operation can be defined as

follows: Let P = (x1,y1) ∈ E; then −P = (x1,−y1). If Q = (x2,y2) ∈ E, Q 6=−P, then

P+Q = (x3,y3), where

x3 = λ
2− x1− x2, (7.4)

y3 = λ (x1− x3)− y1, (7.5)

and

λ =


y2− y1

x2− x1
ifP 6= Q

3x2
1 +a
2y1

ifP = Q

(7.6)

Multiplication by a scalar is defined by repeated addition; for example, 3P = P+P+P.

An example of adding two points on a prime elliptic curve is shown in Figure 7.1.

Another example of doubling a point on a prime elliptic curve is shown in Figure 7.2.
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FIGURE 7.1: An example of adding two points on an elliptic curve [6]

FIGURE 7.2: An example of doubling a point on an elliptic curve [6]
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7.2.2.2 Binary Elliptic Curve

A binary curve defined over GF(2p) can be represented as shown in equation 7.7.

E : y2 + xy = x3 +ax2 +b (7.7)

where a and b ∈ GF(2p) for p a prime, and b 6= 0, together with the point at infinity O .

E is an abelian group with the point O serving as the identity. For the binary curve the

addition operation can be defined as follows:

Let P = (x1,y1) ∈ E; then −P = (x1,y1 + x1). If Q = (x2,y2) ∈ E, and Q 6= −P, then

P+Q = (x3,y3), where

x3 =


(
y1 + y2

x1 + x2
)2 +

y1 + y2

x1 + x2
+ x1 + x2 +a if P 6= Q

x2
1 +

b
x2

1
if P = Q

(7.8)

and

y3 =


(
y1 + y2

x1 + x2
)(x1 + x3)+ x3 + y1 if P 6= Q

x2
1 +(x1 +

y1

x1
)x3 + x3 if P = Q

(7.9)

Multiplication is the same as in prime fields, where multiplication by a scalar is defined

by repeated addition; for example, 3P = P+P+P.

7.2.3 Elliptic Curve Cryptography Domain Parameters

The operation of any cryptographic scheme involves arithmetic operations on an ellip-

tic curve over a finite field determined by some elliptic curve domain parameters. If

E is an elliptic curve over a finite field GF(q), then let E(GF(q)) denote the points

in E including the point at infinity O . The parameters of the elliptic curve E are:

{q,FR,a,b,G, p,h}, where q is a prime power (q = p or q = 2p), an indication FR of the

method used for representing field elements, a and b are the coefficients of the elliptic
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curve equation. G is the base point of the elliptic curve E(Fq), denoted as G = (xG,yG),

a prime p which is the order of G, and finally the cofactor h =(#E(GF(q))/ p), where

#E(GF(q)) denote the number of points on elliptic curve E.

7.2.4 Attacks on ECDLP

The following known attacks are specified to ECDLP:

• Prime-field anomalous curve:

An elliptic curve is said to be anomalous if the trace of the Frobenius map [155]

is equal to 1. In this case, the order of the elliptic curve E over GF(p) is equal to

p, and ECDLP can be reduced to DLP in an additive group [156, 157]. Thus, we

must avoid the use of prime curves for which the group order is equal to the order

of the finite field.

• Curves over field GF(2m):

Gaudry-Hess-Smart (GHS) Weil descent attack [158] can be used to solve the

ECDLP over characteristic two finite fields of composite degree (i.e. m is com-

posite). Weil descent reduces ECDLP in GF(2m) to a DLP in hyperelliptic curve,

then one can use algorithms for the hyperelliptic curve DLP. Algorithms for hy-

perelliptic curve DLP are significantly faster than the best available ones for the

ECDLP. However, Menezes et al. proved in [159] that the Weil descent GHS

attack is infeasible for all elliptic curves defined over GF(2p) for primes p ∈

[160,600].

7.3 Elliptic Curve Key Management Schemes for MANETs

In this section we survey the related published work on elliptic curve key management

schemes for MANETs. We focus our survey on schemes that are based on threshold

cryptography [39] such as ECDKG [54], Key Management Based on Elliptic Curve

Paillier Scheme [53], and A Key Management and Authentication Model [7].
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7.3.1 ECDKG :

Tang et al. [54] propose a distributed key generation protocol based on the elliptic curve

discrete logarithm problem for low power devices. The scheme consists of the fol-

lowing five algorithms: the key distribution (KD) algorithm, the key verification (KV)

algorithm, the key check (KC) algorithm, the key nonces collection (KN) algorithm,

and the key generation (KG) algorithm.

1. The Key Distribution (KD) Algorithm:

• Step 1: each mobile node ui chooses two random polynomials fi(z), f
′
i (z)

of degree t as follows:

fi(z) = ai0 +ai1z+ · · ·+aitzt (7.10)

f
′
i (z) = bi0 +bi1z+ · · ·+bitzt (7.11)

where ail , bil ∈ GF(q), and (0≤ l ≤ t).

Let SKi = ai0 = fi(0) is the private key of the server node ui.

• Step 2: compute the shares si j = fi(u j) mod p, s
′
i j = f

′
i (u j) mod p for j =

1, · · · ,n and sends si j, s
′
i j to u j using the private channel.

• Step 3: compute and broadcast the following public values:

PVil = (ail�G)⊕ (bil�G
′
) (7.12)

Where (0 ≤ l ≤ t), G is the base point, and G
′

is another point the discrete

logarithm of which with respect to G is not known.

2. The Key Verification (KV) Algorithm:

• Step 1: each node that receives s ji and s
′
ji from node u j verifies that:

(s ji�G)⊕ (s
′
ji�G

′
) =

t

∑
l=0

⊕

((ui)l�PVil) (7.13)
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• Step 2: ui broadcasts a complaint against u j if formula 7.13 fails.

• Step 3: ui broadcasts si j and s
′
i j that satisfy formula 7.13 if ui receives a

complaint to him from u j.

3. The Key Check Algorithm:

Step 1: node ui removes node u j from its trusted group if it received more that t

complaints against u j , or if the reply of the node u j in step 3 of the key verification

algorithm does not satisfy formula 7.13.

4. The Key Nonces Collection (KN) Algorithm:

Each mobile node in the session broadcasts a nonce containing its identity to

countermeasure the static attack presented in [103]. In this attack, two faulty

players collude to make a bias on a given bit of the public key which causes the

generated public key to be non uniformly distributed over the given field.

5. The Key Generation (KG) Algorithm:

• Step 1: each node ui computes its public key PKi = SKi�G and broadcasts

PKi.

• Step 2: each node ui receives PK j ( j = 1, · · · ,n) and computes the session

public key

SSPK =
n

∑
j=1

⊕
PK j (7.14)

The generated public key follows a uniform distribution in the elliptic curve additive

group and the scheme is invulnerable to the static attack [103]. Each node in the network

has to communicate with all other nodes in the network through a secure channel. The

requirement of an additional secure channel for transferring secret shares is a waste of

bandwidth. Due to the characteristics and constrains of MANETs presented in section

1.1.1 and section 2.3 respectively, it can not be assumed that each node will be able

to communicate successfully with all other nodes in the network in order to generate

session keys. This gives rise to the low protocol success ratio as will be shown in

section 8.5.2.
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7.3.2 Key Management Based on Elliptic Curve Paillier Scheme

Wang et al. [53] propose a key management based on the elliptic curve paillier scheme

for ad hoc networks. The scheme assumes that the group has been created and each

member in the group has a shared secret provided to it in the network initialisation

phase. When a new node wants to join the group, it must be initiated by receiving a

sub-key corresponding with the system key. Once the new node received its sub-key,

it can participate into the network activities or authenticate the other new nodes. The

scheme is based on the homomorphism of elliptic curve Paillier scheme : if C1 is an

encryption of m1 and C2 is an encryption of m2, then (C1 +C2) is an encryption of

(m1 +m2). The protocol can be summarised in the following steps:

• Step 1: each node chooses the following public parameters [160]: a modulus

N = pq as a product of two odd primes p and q, and a random elliptic curve

E : y2z = (x3 +axz2 +bz3), where a, b ∈ GF(N).

• Step 2: each node chooses a secret key [160]:

M = lcm(| E(GF(p)) |, | E(GF(q)) |) (7.15)

Where lcm is the least common multiple.

• Step 3: the CA picks a random polynomial f (z) of degree t−1 such that:

f (z) = a0 +a1z+ · · ·+atzt−1 (7.16)

where al ∈ GF(q), and (0≤ l ≤ t).

Let a0 = fi(0) is the system private key and the total number of nodes in the

network n < q.

• Step 4: the CA compute the sub-key s j = f (u j)mod p for j = 1, · · · ,n and sends s j

to u j. After all the n nodes in the network get their own sub-keys, the polynomial

f (z) and the system private key a0 are destroyed.
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• Step 5: when a node wants to join the network it chooses the public parameters

and the secret key as mentioned in step 1 and step 2 respectively.

• Step 6: the new node unew sends a request to join the network to u1 (one of t

honest neighbour nodes (u1,u2, · · · ,ut)).

• Step 7: u1 generates a partial sub-key for the new node, encrypts the generated

partial sub-key with the new node public key, and forwards the request along

with the encrypted sub-key to the neighbour node u2. The process continues

with the authentication sequence u1 → u2 → ··· → ut and each node encrypts

its generated partial sub-key and adds it to the encrypted messages that received

from the previous nodes before forwarding the message to the following node in

the authentication group.

• Step 8: unew receives the reply from the last node in the authentication group

ut , decrypts the reply with its secret key M, and computes its sub-key. The new

node’s sub-key allows the new node to participate in the network security services

including issuing sub-keys for new nodes.

The scheme suffers from the delay in the authentication process of the new node because

the authentication is performed in a serial way (u1→ u2→ ···→ ut ) which causes each

node in the authentication group to wait until the previous node finishes its computation

of the new node’s partial sub-key. Each encryption process includes a number of point

multiplications which is computationally expensive operations and can add further delay

to the authentication process. The serial mechanism of the authentication process is not

suitable in the mobility environment of MANETs because the neighbouring nodes may

change unpredictably while the authentication process is still running. Furthermore, the

scheme addresses only the process of new nodes joining the network and ignores how

existing nodes can renew their sub-keys.
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7.3.3 A Key Management and Authentication Model

Lou et al. in [7] propose a key management and authentication model for ad hoc net-

work. This scheme is based on elliptic curve combined public key scheme and thresh-

old cryptography. An off-line central authority (CA) is needed in the initialisation

phase only. In the network deployment phase, all key management processes are self-

organised. There are two types of mobile nodes in the network: general nodes denoted

as GN, and server nodes denoted as SN. The protocol can be summarised as follows:

• Step 1: in the initialisation phase, CA chooses the scheme security parameters

such as:

a) An elliptic curve E over a finite field GF(q);

b) h map functions;

c) A private seed key m×h matrix

SSK =



r11 r12 · · · r1h

r21 r22 · · · r2h

· · · · · · · · ·

rm1 rm2 rmh


m×h

(7.17)

d) A public seed key m×h matrix

PSK =



(x11,y11) (x12,y12) · · · (x1h,y1h)

(x21,y21) (x22,y22) · · · (x2h,y2h)

· · · · · · · · ·

(xm1,ym1) (xm2,ym2) (xmh,ymh)


m×h

(7.18)

where (xi j,yi j) = ri j�G and G is the base point of the elliptic curve E(Fq),

denoted as G = (xG,yG) of order p.

The private seed key matrix SSK is kept secret while the other parameters can be

public.
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FIGURE 7.3: An overview of Lou et al. scheme [7]

• Step 2: the CA maps the node identity into h values: m1, m2, · · · , mh as row

numbers. Then the CA picks out elements from each column of SSK matrix

according to the computed row numbers. The private/public key pair SKi/PKi of

node ui can be computed as follows:

SKi = (rm11 + rm22 + · · ·+ rmhh)mod p (7.19)

PKi = ((xm11,ym11)⊕ (xm22,ym22)⊕·· ·⊕ (xmhh,ymhh))mod q (7.20)

The initialisations of general nodes are now completed and the following step is

performed for server nodes only.

• Step 3: the CA splits the SSK matrix into n shared seed key matrices using Shamir

(t,n) threshold scheme [39]. This n shared matrices SSKd(d=1,··· ,n) are sent to n

server nodes as shown in Figure 7.3. The n shared seed matrices SSKd(d=1,··· ,n)

are used to update the private keys of network nodes as shown in Figure 7.3 and

can be used to issue a private key to a new node that requests to join the network.

This scheme inherits the weaknesses of ID-based cryptography. The major problem

with ID-based cryptographic schemes is that they yield only level 1 trust [161], where
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the private key of a node depends on its identity. Another problem is how to authenticate

the identity of a node before sending the shares of the private key corresponding to its

identity. The scheme is vulnerable to the man-in-the-middle attack on nodes joining the

network [162]. The scheme does not specify how server nodes can securely send the

private key shares to the requesting node. It is also not clear how a couple of nodes will

perform the authentication process in the presence of an adversary.

7.4 Summary

This chapter presents a background information and concepts of elliptic curve cryptog-

raphy. It also reviews the different kinds of elliptic curves employed for cryptographic

applications. Two families of elliptic curves are used for cryptographic applications:

prime curves defined over GF(p) and binary curves defined over GF(2p). Prime curves

are best for software applications while binary curves are best for hardware applications

[154]. Different types of attacks on ECDLP have also been presented. A number of dis-

tributed key management schemes based on ECDLP have been studied putting some

light on their suitability for the mobility environment of MANETs.



Chapter 8

Elliptic Curve Distributed Key

Management Protocol

8.1 Introduction

Traditional key management service is based on a central authority (CA) or a trusted

third party (TTP) to issue public key certificates to all nodes in the network. However,

providing key management by relying on a single TTP or CA is not applicable within

the pervasive environment of MANETs. In the mobility environment of MANETs, only

distributive key management schemes can work efficiently.

In this chapter, a threshold key management protocol for MANETs using elliptic curve

dlog-based cryptosystem is proposed. In the proposed scheme, an off-line authority is

required in the network initialisation phase before network deployment. The off-line

authority constructs the shares matrix for each node in the network by distributing a

large number of secrets to all network nodes according to a verifiable secret sharing

scheme [163, 164]. After network deployment, the off-line authority has no role in the

network. When a group of nodes wish to establish a secure session, a node from the

session broadcasts a session formation request. The request includes the identities of

the session members, the required threshold of the session, and a nonce. Each session

member collaborates with its neighbouring nodes to generate its private/public key pair,
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other session members public keys, and the session public key. Neighbouring nodes

provide session members with the required shares even if the neighbouring nodes are

not session members. The degree of the secret sharing polynomial used by the off-

line authority to generate the shares matrix for each node determines the number of

neighbouring nodes needed to provide the required shares to session members.

The rest of the chapter is organised as follows: Section 8.2 reviews related work. Sec-

tion 8.3 provides the scheme description of our proposed scheme. The security analysis

of the proposed scheme is then presented in Section 8.4. The performance evaluation

of the proposed scheme is presented in Section 8.5. Finally Section 8.6 concludes the

chapter.

8.2 Related Work

In this section a review of related key management schemes are presented. In [2], and

[98], threshold cryptography has been proposed to provide a reliable, distributive key

management for MANETs by exploiting some nodes as a trust anchor for the rest of

the network. A model for distributing trusted services (by using threshold cryptography

[39]) among a set of servers despite some servers being under control of an attacker has

been proposed by Cachin et al. in [40].

In [164], a non interactive verifiable secret sharing was presented by P. Feldman. The

scheme is optimal in that it tolerates up to (n− 1)/2 bad players, which is provably

bitwise secure, assuming the intractability of taking discrete logarithms. This scheme

shows also that the verifiable secret sharing can be used as a subroutine to simulate

a simultaneous broadcast network, which makes protocols such as secret bidding as

efficient as the best verifiable secret sharing.

In [42], the first DKG scheme was proposed by Pedersen in 1991. The basic idea

in Pedersen’s DKG protocol [42] is to have n parallel runs of Feldman’s verifiable

secret sharing (VSS) protocol [164] in which each player Pi acts as a dealer and selects

a random secret zi ∈ GF(q). The secret value x is the sum of the shared zi’s. The
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public value y is taken to be the product of the yi’s that correspond to the shared zi’s

since Feldman’s VSS has the additional property of revealing yi = gzi . Chronopoulos

et al. proposed a practical implementation of DKG on a network of computers in [41].

In this scheme, secure sockets are used to create the private channels over the Internet.

A modified version of Pedersen’s DKG protocol [42] has been proposed in [44]. The

modified DKG protocol [44] is proved to satisfy the security requirements from DKG

protocols and, in particular, it ensures a uniform distribution of the generated keys. The

modified DKG tolerates up to t halting players for n ≥ 2t + 1 and t eavesdropping

players for n ≥ t +1 and t static adversary for n ≥ 3t +1. The protocol can be used as

a secure replacement for the many applications of Pedersen’s protocol.

In [54], an elliptic curve distributed key generation protocol has been proposed by Tang

et al. In this protocol, a player can reveal its public key share only when all other players

in their local non-disqualified sets have agreed not to change their local non-disqualified

sets. A nonce is used as a timestamp to emulate the timeout and serves as a confirmation

to other players that this player is ready to extract its public key. However, this scheme

suffers from the heavy communication overhead required to perform the protocol suc-

cessfully as shown in Section 7.3.1. In [53], Wang et al. proposed a key management

scheme based on the homomorphism of elliptic curve Paillier scheme. This scheme

addresses only the new node joining process. In addition, the generation of the new

node’s sub-key is performed in a serial manner among the new node’s honest neigh-

bours. Hence, the authentication process of the new node is time consuming as shown

in Section 7.3.2. In [7], Liu et al. proposed a key management and authentication model

for ad hoc network. This scheme is based on the combination between elliptic curve

and ID-based cryptography. This scheme is vulnerable to the man-in-the-middle attack.

In addition, it inherits the weakness of ID-based cryptography. For further details about

this algorithm refer to Section 7.3.3.
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FIGURE 8.1: Network initialisation phase
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FIGURE 8.2: Network deployment phase

8.3 Scheme Description

The network initialisation phase and network deployment phase of our proposed scheme

are shown in Figures 8.1 and 8.2 respectively. In the proposed scheme, a central author-

ity (CA) is required in the initialisation phase only as shown in Figure 8.1. CA selects

an appropriate elliptic curve and determines the elliptic curve cryptography domain pa-

rameters. We make the following assumptions in the proposed scheme:

• Each user in the network has a unique identification number ID in GF(q) where

q is a prime or q = 2p.

• Each node ui is assumed to have a long term public/private key pair PKi/SKi,

where the public key PKi = SKi�G is known to all mobile nodes in the network

(where � is the point multiplication by a scalar operation; an example of point

multiplication by 2 is shown in Figure 7.2).
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Shares Matrices Generation
Step 1: CA selects B secret keys randomly
Step 2: CA selects B random polynomials of degree k-1
Step 3: CA computes secret shares of the B secrets for each node
Step 4: CA puts the shares of each node in a matrix format and
loads it to each node in the network.

FIGURE 8.3: Overview of the shares matrices generation

• The proposed key management scheme works in support of an ad hoc on demand

routing protocol (such as AODV [68])

• The maximum number of nodes that can be compromised in the network is t−1

nodes.

• The computation power capabilities of mobile nodes are sufficient to perform the

required computations for the proposed scheme.

8.3.1 Shares Matrices Generation:

An overview of the shares matrices generation process is shown in Figure 8.3.

Let U be the set of nodes in the network initialisation phase, where

U = {ui, 1≤ i≤ n}

The set of nodes U has a cardinality equal to n and nodes that ∈U are identified by their

unique identities (u1,u2, · · · ,un), where ui ∈ GF(q). Shares matrices generation phase

includes the following steps:

• Step 1: CA selects B secret keys S, where

S = {S1,S2, · · · ,SB}
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• Step 2: CA rearranges the selected secret keys from the previous step and con-

structs the following secret keys matrix:


S11 · · · S1d

...
...

...

Sm1 · · · Smd


m×d

(8.1)

where B = m×d.

• Step 3: CA picks m×d secret polynomials f11(x), · · · , fmd(x):

f kh(x) = (Skh +
t−1

∑
i=1

a(kh)
i xi)mod p, (8.2)

where 1≤ k ≤ m, 1≤ h≤ d.

• Step 4: using the B secret polynomials form the previous step, the CA computes

secret polynomial shares for each node such that:

s(i)
kh = fkh(ui), where 1≤ k ≤ m, 1≤ h≤ d, and 1≤ i≤ n.

• Step 5: CA establishes, and preloads the following m×d shares matrix to node ui

before network deployment:


s(i)

11 · · · s(i)
1d

...
...

...

s(i)
m1 · · · s(i)

md


m×d

(8.3)

Shares of the same indices in the shares matrices of every mobile node represent shares

for the same secret Sr. Any group of t nodes can collaborate to generate a CA secret

such that:
t

∑
i=1

t

∏
j=1
j 6=i

j
j− i

s(i)
kh = Skh (8.4)

where 1≤ k ≤ m, 1≤ h≤ d.
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Session Key Generation Phase
A group of nodes W = {u

l 
,…,u

L
} wish to generate session keys

Step 1: Node ul requests shares from neighboring nodes
Step 2: Neighboring nodes provide shares for group members
Step 3: A group member u

l
collects, verifies shares and computes its

private key, other group members public keys, and the group public key

FIGURE 8.4: An overview of the session key generation

The parameter t chosen by the CA determines the number of neighbouring nodes needed

to collaborate with a session member ul in order to construct its private/public key pairs,

session members public keys, and the session public key. This parameter can not be

changed after the system is set up.

8.3.2 Session Key Generation

An overview of the session key generation process is shown in Figure 8.4

When a group of nodes W = {ul, 1≤ l ≤ L} wish to generate session keys to be used

in securing communications for this session (for example generate a signature for a

message m ), they follow the following steps:

• Step 1: the mobile node ul which has the largest index (identity number) over all

other session members, broadcasts a session formation request as follows:

ul → Broadcast : {REQ,Nonce,k,u1, · · · ,uL}Sigl

where k is the number of shares to be picked from the shares matrix by each node

in order to construct its secret sharing polynomial, and Nonce is a large random

number used to randomise the session keys generation process.

• Step 2: when a neighbouring node u j (which is not necessarily a session member

and not limited to the one-hop neighbours) receives the request, it authenticates

the origin of the request by verifying the signature of the sender node ul using the

mobile node ul’s long term public key PKl .
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• Step 3: when the verification succeeds, mobile node u j maps the session member

IDs and the Nonce by using a k recursive hash functions Hk(x), where H2(x) =

H(H(x)), to obtain shares indices to be picked from its shares matrix as follows:

a) Calculate k row numbers as follows:

Ri = H i(u1|u2| · · · |uL|Nonce)mod m (8.5)

Where 1≤ i≤ k

b) Calculate k column numbers as follows:

Ci = H i(Nonce)mod d (8.6)

Where 1≤ i≤ k

• Step 4: mobile node u j picks k shares from its shares matrix (refer to equation 8.3)

according to the rows and columns indices obtained from the previous step such

that s( j)
R1C1

,s( j)
R2C2

, · · · ,s( j)
RtCt

, and constructs its secret sharing polynomial as follows:

f ( j)(x) = (a( j)
1 +

k

∑
i=2

a( j)
i xi−1)mod p (8.7)

Such that, for (1≤ i≤ k):

a( j)
i = s( j)

RiCi
(8.8)

• Step 5: using its secret sharing polynomial, node u j calculates a share for each

session member ul ∈W as follows:

Z( j)
l = f ( j)(ul) = a( j)

1 +
k

∑
i=2

(a( j)
i (ul)i−1)mod p (8.9)

Where 1≤ l ≤ L

• Step 6: node u j calculates the public shares
{

PV ( j)
1 , · · · ,PV ( j)

L

}
, where

PV ( j)
l = Z( j)

l �G (8.10)
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and sends out the following message to the session member node ul:

u j→ ul :
{

REP,EncPKl

[
Z( j)

l

]
,PV ( j)

1 , · · · ,PV ( j)
L

}
Sig j

Where EncPKl

[
Z( j)

l

]
refers to the encryption of the share Z( j)

l using the public

key PKl of node ul and sig j is the digital signature of node u j using its long term

private key SK j.

• Step 7: mobile node u j computes and broadcasts the following public values:

Pval( j)
i = (a( j)

i �G) where (1≤ i≤ k) (8.11)

• Step 8: mobile node ul collects at least t replies from its neighbouring nodes

in addition to its own calculations from the previous steps to reconstruct its pri-

vate/public key pair, session members public keys and the session public key as

follows:

a) The private key of the mobile node ul in this session is calculated as follows:

skl =
t

∑
j=1

Z( j)
l

t

∏
i=1
i 6= j

i
i− j

mod p (8.12)

b) The public key of the mobile node ul in this session is:

pkl = skl�G (8.13)

c) The session member ul calculates the public key for other session members

uh, where (1≤ h≤ L, h 6= l) as follows:

pkh =
t

∑
j=1

⊕

PV ( j)
h

t

∏
i=1
i6= j

i
i− j

mod p (8.14)
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FIGURE 8.5: Session key generation example

d) The session member ul calculates the session public key by Lagrange interpo-

lation of public keys of at least k session members as follows:

SSPK =
k

∑
l=1

⊕

pkl

k

∏
i=1
i6=l

i
i− l

mod p (8.15)

where k is the threshold number included in the session formation request

which determines the minimum number of mobile nodes required to form

the session.

The advantage of the key generation method described above is that shares matrices of

quite small sizes can form a very large key space. If the size of the shares matrix is

m×d, and the threshold is k, then the key space will be equal to

(m×d)!
[(m×d)− k]!

(8.16)

For example if each element in the shares matrix is 256 bits, then a shares matrix of 12

K bytes size (which is small enough to be stored in a mobile ad hoc node with limited

memory size) with the threshold k equal to 5 can produce 1014 session keys.
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We now explain the session key generation process with the help of the example in

Figure 8.5. We assume the values of t (threshold number of nodes required to recover

a shared secret) and k (threshold number of nodes required to form a session) are both

equal to 3 in this example. Let nodes 2, 7, 15, and 22 wish to establish session keys to be

used in securing communications inside the group. Node 22 which has the largest index

among all other session members, broadcasts the following session formation request

(refer to step 1 in Subsection 8.3.2):

Node22→ Broadcast : {REQ,Nonce,3,(2,7,15,22)}Sig22

For simplicity let Nonce equal to 451 and the size of the shares matrix of each node

is 24× 16. When receiving the request, neighbouring nodes of the session members

calculate the indices of the shares to be picked from their shares matrices as follows:

TABLE 8.1: Calculated shares by neighbours of a session member

Session Member Calculated Shares

Node 2 Z( j)
2 = f j(2) = s( j)

57 + s( j)
31 (2)+ s( j)

42 (2)2

Node 7 Z( j)
7 = f j(7) = s( j)

57 + s( j)
31 (7)+ s( j)

42 (7)2

Node 15 Z( j)
15 = f j(15) = s( j)

57 + s( j)
31 (15)+ s( j)

42 (15)2

Node 22 Z( j)
22 = f j(22) = s( j)

57 + s( j)
31 (22)+ s( j)

42 (22)2

1. Using equation 8.5, calculate rows indices as follows:

R1 = H(2 | 7 | 15 | 22 | 451)mod(24) = 5

R2 = H2(2 | 7 | 15 | 22 | 451)mod(24) = 3

R3 = H3(2 | 7 | 15 | 22 | 451)mod(24) = 4

2. Using equation 8.6, calculate column indices as follows:

C1 = H(451)mod(16) = 7
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C2 = H2(451)mod(16) = 1

C3 = H3(451)mod(16) = 2

3. According to the indices calculation, node u j which is a neighbour of a session

member picks the corresponding shares from its shares matrix as follows: s( j)
57 ,

s( j)
31 , and s( j)

42 .

4. Each neighbour u j builds its secret sharing polynomial using the shares he picked

in the previous step as follows:

f ( j)(x) = s( j)
57 +s( j)

31 x+s( j)
42 x2. For example, taking equation 8.3 into consideration,

s j
57 refers to the share with row number equal to 5 and column number equal to 7

in the shares matrix of node u j.

5. Each neighbour u j calculates a share Z( j)
i for each session member ui as shown in

Table 8.1 and completes steps 6, 7, and 8 in the session key generation process.

8.3.3 Shares Verification

There are two verification methods a session member can perform to prevent malicious

nodes from inserting faked shares during the computations of the session keys. The first

verification method can be performed as follows:

• Step 1: each session member ul (where 1 ≤ l ≤ L) verifies the shares it received

from its neighbouring nodes. Node ul checks if

PV ( j)
l =

t

∑
i=0

⊕

(Pval( j)
i �ui

l) (8.17)

Where Pval( j)
i is defined in equation 8.11.

If the verification fails, ul broadcasts a complaint against u j.

• Step 2: each mobile node u j that received a complaint from another mobile node

ul , broadcasts the values PV ( j)
l that satisfy equation 8.17.
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• Step 3: mobile node ul deletes the shares it received from the mobile node u j if

received more that t complaints against u j in step 1, or if the reply of the mobile

node u j in step 2 does not satisfy equation 8.17.

• Step 4: each session member ul verifies its session secret key share it received

from another node u j by checking if

Z( j)
l �G =

t

∑
i=0

⊕

(Pval( j)
i �ui

l) (8.18)

If the verification fails, ul broadcasts a complaint against u j and repeat step 2 and step

3.

The second verification method can be performed as follows: as the session member

node ul collects at least t replies from its neighbouring nodes, it then tries the different

t combinations of using t− 1 out of the received t shares in addition to its own calcu-

lation in steps 2 to 6 in Subsection 8.3.2 when calculating the session keys. If all the t

combinations are identical, then there is no malicious node among the t replies senders.

Otherwise, if there is a combination that results in different session keys, the excluded

shares from this combination is considered faked and ul broadcasts a complain against

the mobile node where the faked shares were sent from. This method is useful only

if there is no more than one malicious node among the senders of the replies as it can

detect one fake reply only.

8.3.4 Shares Matrix Refreshing

Each mobile node protects its shares matrix from being compromised by storing it in

an encrypted format in a tamper-resistant storage. However, there is still some risk

that a mobile node is compromised and its shares matrix revealed. During the network

life time, an adversary may compromise t mobile nodes, hence disclosing the system

secrets. In order to prevent these types of attacks, a periodical share refreshing scheme

should be performed without changing the system secrets. The share refreshing scheme

is based on the following property: when a secret S is distributed to n nodes by using
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Shares Matrix Refreshing
Step 1: Each node u

i
chooses B random polynomials of degree k-1

Step 2: ui uses each polynomial to compute shares for all other
nodes in the network
Step 3: u

i
 sends the computed shares securely to all other nodes

Step 3: ui verifies shares it received and compute the new shares
matrix by adding new shares it received to the old shares

FIGURE 8.6: Shares matrix refreshing

the polynomial

f (x) = (S +
t−1

∑
i=1

aixi)mod p (8.19)

Where f (0) = S such that {s1, · · · ,sn} are shares of the secret S, and another secret S
′
is

distributed to n nodes by using the polynomial

f
′
(x) = (S

′
+

t−1

∑
i=1

aixi)mod p (8.20)

Where f
′
(0) = S

′
such that

{
s
′
1, · · · ,s

′
n

}
are shares of the secret S

′
then according to

the linearity property
{

s1 + s
′
1, · · · ,sn + s

′
n

}
are shares of the secret S + S

′
by using the

polynomial f (x)+ f
′
(x), where f (0)+ f

′
(0) = S +S

′
. The aim of our share refreshing

scheme is to meet the following:

• Share refreshing process does not reveal any additional information than the key

generation process.

• The key management scheme should be available for usage during the share re-

freshing process.

An overview of the shares refreshing process is shown in Figure 8.6.

For simplicity, the share refreshing process for one element s(i)
kh (1≤ k ≤ m, 1≤ h≤ d)

in the shares matrix of each node ui can be described as follows:

• Step 1: each mobile node ui (1≤ i≤ n), chooses a random polynomial f̃ (i)(z) of

degree t−1 as follows:

f̃ (i)(z) = ã(i)
1 z+ · · ·+ ã(i)

t−1zt−1 (8.21)
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where ã(i)
0 = 0, and ã(i)

l ∈ GF(q) (1≤ l ≤ t−1).

• Step 2: ui computes ŝ(i)
j = f̂ (i)(u j)mod p, ( j = 1, · · · ,n) and sends the following

message to u j:

ui→ u j:
{

EncPK j

[
ŝ(i)

j

]}
• Step 3: ui computes and broadcasts the following t−1 public values:

Â(i)
l = â(i)

l �G (8.22)

Where (1≤ l ≤ t−1).

• Step 4: each node in the network u j decrypts the received message from node ui

in Step 2 and verifies the share it received as follows:

ŝ(i)
j �G =

t−1

∑
l=1

⊕

(ul
jÂ

(i)
l ) (8.23)

If the verification fails, u j broadcasts a complain against ui.

• Step 5: each node ui that received a complaint from another node u j broadcasts

the value ŝ(i)
j that satisfy equation 8.23.

• Step 6: node ui removes node u j from its trusted group if it received more that t

complaints against u j in step 4, or if the reply of the node u j in step 5 does not

satisfy equation 8.23.

• Step 7: node ui computes the new share s̃(i)
kh in its shares matrix as follows:

s̃(i)
kh = s(i)

kh +
n

∑
l=1

ŝ(l)
i (8.24)

Network nodes repeat these steps to complete the shares refreshing process for all ele-

ments in their shares matrices.
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New Member Joining
New member broadcasts a joining request and if at least k neighbors trust the new
member, they do the following steps for each matrix element:
Step 1:  u

i
divides its contribution of the new member share among the  k neighbors

Step 2: Neighboring node u
i
 collects k contributions from neighbors

Step 3: ui sends the encrypted sum of contributions to new member
Step 4: New member decrypts contributions it received from all  k neighbors and
forms its shares matrix

FIGURE 8.7: New Member Joining

8.3.5 New Member Joining

In most ad hoc network applications, the number of nodes is not fixed and the network

should be flexible to add new members according to different situations. The existence

of the CA to issue shares matrix for each new member wishing to join the network

after network deployment is not applicable and inconvenient. Although the process

of joining a new member to the network is an important issue for a mobile ad hoc

network, it should not be at the expense of changing the shares matrices of the old

members. Taking into consideration the previous requirements, the process of joining a

new member to the mobile ad hoc network in our proposed scheme can be summarised

as follows: the new member node u j broadcasts a joining request contains its identity

and the trust evidence to its neighbouring nodes as follows:

u j→ Broadcast :
{

u j,Trust Evidence
}

, where Trust Evidence is a credential that exist-

ing nodes can verify. If a group of at least t old members (We call this group henceforth

the issuing group IG) believe that the requesting node is trustworthy according to its

trust evidence, they cooperate to issue a shares matrix for the requesting node by using

the Lagrange interpolation rule on every share of their shares matrices.

An overview of the new member joining process is shown in Figure 8.7

The new member joining process can be summarised as follows:

• Step 1: each node ui ∈ IG calculates a contribution Qi( j)s(i)
kh by using the shares

in its shares matrix (refer to equation 8.3) Where 1 ≤ k ≤ m, 1 ≤ h ≤ d and the
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Lagrange coefficient Qi( j) in this case can be calculated as follows:

Qi( j) =
t

∏
l=1
l 6=i

j− l
i− l

(8.25)

• Step 2: node ui ∈ IG divides randomly its contribution (Qi( j)s(i)
kh mod p) among

the t members of the IG group and sends an encrypted message includes βil

(where l = 1, · · · , t) to each IG member such that:

t

∑
l=1

βil = Qi( j)s(i)
kh mod p (8.26)

• Step 3: node ui broadcasts the public value (Qi( j)s(i)
kh)�G.

• Step 4: node ui ∈ IG collects t− 1 contributions from the other members of the

IG group in addition to its own contribution, encrypts them with its private key

and sends the following message to the new member:

ui→ u j :

{
EncPKi

[
t

∑
l=1

βli

]}

• Step 5: the new member node u j collects and decrypts the received t messages

from the IG group to construct its share s( j)
kh as follows:

s( j)
kh =

t

∑
i=1

t

∑
l=1

βli =
t

∑
l=1

t

∑
i=1

βli =
t

∑
l=1

Ql( j)s(l)
kh mod p (8.27)

• Step 6: the new member u j verifies its share s( j)
kh .

The new member u j checks if

s( j)
kh �G =

t

∑
i=1

⊕

(Qi( j)s(i)
kh)�G (8.28)

If the verification fails, then some nodes in the IG group are sending incorrect

shares. In order to ensure that the shares matrix of the new member are con-

structed from correct shares only, the new member node requests from each node



Chapter 8 Elliptic Curve Distributed Key Management Protocol 167

ui ∈ IG to broadcast the public values βil�G and checks if

t

∑
l=1

⊕

βil�G = (Qi( j)s(i)
kh)�G (8.29)

If the verification fails, the new member u j broadcasts a complaint against ui.

8.4 Security Analysis

The proposed threshold key management scheme achieves the correctness and secrecy

requirements necessary to provide a distributed key generation protocol based on ECDLP

as mentioned in [44, 54]. In this section, a security analysis of the proposed scheme in

the initialisation phase, and in the network deployment phase is presented.

8.4.1 Initialisation Phase

8.4.1.1 Correctness

The CA secret shares Sr (where 1≤ r ≤ B) are uniformly distributed in GF(q), and the

generated shares matrices are uniformly distributed in GF(q). Any subset shares with

the same matrix indices from any honest t mobile nodes define the same secret Sr.

8.4.1.2 Secrecy

No subset of less than t mobile nodes can recover a CA secret Sr. In order to increase

the secrecy of the preloaded shares matrices, each matrix element is generated from a

different secret polynomial chosen by the CA. The Nonce is used in the session forma-

tion request to randomise the process of session keys generation. Therefore, if the same

session members wish to generate another session after the expiration of the previous

one, the indices of the shares matrices elements (refer to equations 8.5 and 8.6) required
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to construct the secret sharing polynomial for each replying node will be different from

the previous session which results in completely different session keys.

8.4.2 Network Deployment Phase

8.4.2.1 Correctness

The private session key of each session member is uniformly distributed in GF(q), and

the corresponding public key is uniformly distributed in GF(p) since the determination

of whether the neighbouring nodes participating in the session keys generation process

are honest or not depends on public broadcast information as in step 7 in Subsection

8.3.2.

Theorem 1:

All subset secret shares Z( j)
l provided by any honest t neighbouring nodes u j (1≤ j≤ t)

define the same secret key skl for mobile node ul (1≤ l ≤ L) if the t neighbouring nodes

picked shares with the same indices (RiCi ) from their shares matrices, where (1≤ i≤ k

).

Proof:

Without loss of generality, by rearranging equation 8.12, a group of t neighbour-

ing nodes provides shares to the node ul to generate its private key of node ul such

that:

skl =
t

∑
j=1

t

∏
i=1
i 6= j

i
i− j

Z( j)
l mod p (8.30)

by substituting equation 8.9 in equation 8.30:

skl =
t

∑
j=1

t

∏
i=1
i 6= j

i
i− j

(
a( j)

1 +a( j)
2 (ul)+ · · ·+a( j)

k (ul)k−1
)

mod p (8.31)
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=
( t

∑
j=1

t

∏
i=1
i6= j

i
i− j

a( j)
1

)
+
( t

∑
j=1

t

∏
i=1
i6= j

i
i− j

a( j)
2 (ul)

)
+ · · ·

+
( t

∑
j=1

t

∏
i=1
i6= j

i
i− j

a( j)
k (ul)k−1

)
mod p (8.32)

by substituting equation 8.8 in equation 8.32:

skl =
( t

∑
j=1

t

∏
i=1
i 6= j

i
i− j

s( j)
R1C1

)
+
( t

∑
j=1

t

∏
i=1
i 6= j

i
i− j

s( j)
R2C2

(ul)
)

+ · · ·

+
( t

∑
j=1

t

∏
i=1
i6= j

i
i− j

s( j)
RkCk

(ul)k−1
)

mod p (8.33)

If all the t nodes picked the shares corresponding to the same indices RiCi (1 ≤

i≤ k ) from their shares matrices (which are shares for the same secret as shown

in subsection 8.3.1) then by substituting equation 8.4 in equation 8.33 we get:

skl = SR1C1 +
k

∑
i=2

SRiCi(ul)i−1 (8.34)

which can be constructed from the replies of any group of t nodes if they picked

shares with the same indices from their shares matrices.

Theorem 2:

All subset public shares PV ( j)
h provided by any honest t neighbouring nodes u j

(1≤ j ≤ t) define the same public key pkh for mobile node uh (1≤ h≤ L) if the t

neighbouring nodes picked shares with the same indices (RiCi ) from their shares

matrices, where (1≤ i≤ k ).

Proof:

By rearranging equation 8.12, from the replies of any group of t neighbouring

nodes, the mobile node uh can generate its public key pkh such that:
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pkh =
t

∑
j=1

⊕ t

∏
i=1
i 6= j

i
i− j

PV ( j)
h mod p (8.35)

by substituting equation 8.10 in equation 8.35:

=
t

∑
j=1

⊕ t

∏
i=1
i 6= j

i
i− j

(
Z( j)

h �G
)

mod p (8.36)

by substituting equation 8.9 in equation 8.36 and rearranging:

= G�

[
t

∑
j=1

t

∏
i=1
i 6= j

i
i− j

(
a( j)

1 +a( j)
2 (uh)+ · · ·+a( j)

k (uh)k−1
)]

mod p (8.37)

= G�

[( t

∑
j=1

t

∏
i=1
i 6= j

i
i− j

a( j)
1

)
+
( t

∑
j=1

t

∏
i=1
i 6= j

i
i− j

a( j)
2 (uh)

)
+ · · ·

+
( t

∑
j=1

t

∏
i=1
i 6= j

i
i− j

a( j)
k (uh)k−1

)]
mod p (8.38)

by substituting equation 8.8 in equation 8.38:

= G�

[( t

∑
j=1

t

∏
i=1
i 6= j

i
i− j

s( j)
R1C1

)
+
( t

∑
j=1

t

∏
i=1
i 6= j

i
i− j

s( j)
R2C2

(uh)
)

+ · · ·

+
( t

∑
j=1

t

∏
i=1
i 6= j

i
i− j

s( j)
RkCk

(uh)k−1
)]

mod p (8.39)

With all the t nodes picking the shares corresponding to the same indices RiCi

from their shares matrices (1≤ i≤ k ), and by substituting equation 8.4 in equa-

tion 8.39 we get:

pkh = G�

[
SR1C1 +

k

∑
i=2

SRiCi(uh)i−1

]
mod p (8.40)
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= G� skh mod p (8.41)

which can be constructed from the replies of any group of t nodes if they picked

shares with the same indices from their shares matrices.

Theorem 3:

Each session member ul generates the same session public key SSPK from the

replies it received from any group of t neighbouring nodes (refer to equation

8.15) if they picked shares with the same indices (RiCi) from their shares matrices,

where (1≤ i≤ k ).

Proof:

Taking equation 8.15 into consideration, this theorem is a direct result of theorem

2.

8.4.2.2 Secrecy

At least k session members need to cooperate in signing a message m, since a partial

signature for a message m can be generated only by using a session member’s private

key ski. No subset of less than k session members can recover the session secret key.

When a session member ul receives its private key share Z( j)
l , it can verify the received

secret share by checking if it satisfies equation 8.18.

8.5 Performance Evaluation

In this Section, the performance evaluation of our proposed threshold key management

scheme is presented. We measure the computation complexity of our proposed scheme

by presenting its timing results, and we measure its communication overhead for differ-

ent node mobility.
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8.5.1 Computation Overhead

We measure the computation overhead of the proposed scheme by presenting its timing

results in comparison with that of Gennaro et al. scheme [44].

8.5.1.1 An Overview of Gennaro et al. scheme

In Gennaro et al. scheme, a group of mobile nodes ui (i = 1,2, · · · ,n) generate session

keys to be used in securing communications between network entities. The scheme

includes the following steps:

• Step 1: each mobile node ui chooses two random polynomials fi(z), f
′
i (z) of

degree t as follows:

fi(z) = ai0 +ai1z+ · · ·+aitzt (8.42)

f
′
i (z) = bi0 +bi1z+ · · ·+bitzt (8.43)

where ail , bil ∈ GF(q), and (0≤ l ≤ t).

Let SKi = ai0 = fi(0) is the private key of the server node ui.

• Step 2: compute the shares si j = fi(u j)mod p, s
′
i j(u j)mod p for j = 1, · · · ,n and

sends si j, s
′
i j to u j using the private channel.

• Step 3: compute and broadcast the following public values:

PVil = (ail�G)⊕ (bil�G
′
) (8.44)

Where (0 ≤ l ≤ t), G is the base point, and G
′

is another point the discrete loga-

rithm of which with respect to G is not known.
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• Step 4: each server node u j verifies the shares it received from other server nodes.

u j checks the following verification for i = 1, · · · ,n :

(si j�G)⊕ (s
′
i j�G

′
) =

t

∑
l=0

⊕

(ul
i �PVil) (8.45)

If the verification fails, u j broadcasts a complaint against ui.

• Step 5: each server node ui that received a complaint from another server node u j

broadcasts the values si j, s
′
i j that satisfy equation 8.45.

• Step 6: server node ui removes server node u j from its trusted group if it received

more that t complaints against u j in step 4, or if the reply of the server node u j in

step 5 does not satisfy equation 8.45.

• Step 7: each server node ui computes its public key PKi = SKi�G and broadcasts

PKi.

• Step 8: each server node ui receives PK j ( j = 1, · · · ,n) and computes the session

public key

SSPK =
n

∑
j=1

⊕
PK j (8.46)

8.5.1.2 Timing Results

The growing difference in key bit length for equivalent security levels as shown in Ta-

ble 7.1 accounts for the performance advantages to be obtained from using ECC in key

management protocols for symmetric key cryptography. ECC also gives promising re-

sults for substituting RSA/DH/DSA in public key cryptographic protocols. One of the

major factors that affect the performance of ECDLP-based cryptographic protocols is

the domain parameters (refer to Subsection 7.2.3) and the elliptic curve selected for im-

plementation (refer to Subsection 7.2.2). The fundamental operation underlying ECC is

point multiplication, which is defined over finite field operations. Elliptic curves are de-

fined over either prime fields GF(p) or binary fields GF(2p). In environments in which

an arithmetic processor is already available, the performance of GF(p) can be improved
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so that in some cases it exceeds the performance of GF(2p). In the performance evalu-

ation of our proposed scheme, we consider only prime fields GF(p) since binary field

arithmetic, is insufficiently supported in PARI/GP [165] and would thus lead to lower

performance. On a desktop PC with an Intel Core 2 Duo 2.6 GHz processor and 1GB

memory, PARI/GP [165] is used to evaluate the performance of our proposed scheme.

The prime elliptic curve over GF(p) is defined by the equation

y2 = (x3 +ax+b)mod p (8.47)

where a and b ∈GF(p) for p a prime and satisfy

4a3 +27b2 ≡ 0 (mod p) (8.48)

The domain parameters (refer to Subsection 7.2.3) used in our implementation are as

follows:

A field size q which defines the underlying finite field GF(q), where q > 3 is a prime

number; two field elements a and b in GF(q) which define the equation of the elliptic

curve E : y2 = (x3 + ax + b)mod p; two field elements xG and yG in GF(q), which

define a point G = (xG,yG) of prime order on E ; the order p of the point G (it must

be the case that p > 2160; and the cofactor h =(number of points on elliptic curve/p).

The performance evaluation of the proposed scheme will be given in terms of the two

thresholds t and k (out of the total n mobile nodes). The performance of the proposed

scheme is evaluated for three different key sizes: 192 bits, 239 bits, and 256 bits [166].

The total number of mobile nodes in the network is set to 30 nodes. Values that remain

constant between different scheme runs (for example, the inner parts of the Lagrange

coefficients) can be precomputed and are therefore not included in the evaluation.

a) Session Key Generation (SKG) Timing:

Figures 8.8, 8.9, and 8.10 show the session key generation (SKG) timing of our

proposed scheme compared with that of Gennaro et al. scheme [44] for key sizes

192 bits, 239 bits, and 256 bits, respectively. The SKG timing is illustrated with

respect to the CA threshold t and the group threshold k. The SKG timing presented
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FIGURE 8.8: Session key generation timing in (ms) for key size 192 bits

in these figures are the total time of both the generation and verification processes

described in Sections 8.3.2 and 8.3.3, respectively. For a group threshold k equal

to 5, the SKG timing of our proposed scheme is 70 to 80% less than that of

Gennaro’s scheme for the same values of t. For k equal to 10, the SKG timing

of the proposed scheme is 60 to 70% less than that of Gennaro’s scheme for the

same values of t. For k equal to 20, the SKG timing of the proposed scheme is 30

to 40% less than that of Gennaro’s scheme.

When k approaches n (the total number of nodes), the session key generation

timing of our proposed scheme approaches that of Gennaro’s scheme. A compar-

ison of the SKG timing of our proposed scheme to that of Gennaro’s scheme is

summarised in Table 8.2. The gain in the computation overhead of our proposed

scheme compared to Gennaro’s scheme comes from the fact that the computation
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FIGURE 8.9: Session key generation timing in (ms) for key size 239 bits

in Gennaro’s scheme depends mainly on the total number of nodes in the session

n and the threshold t while in our proposed scheme, the major part of the com-

putation (session members private/public key pairs) depends on the parameter k

which determines the threshold number of nodes necessary to form a session of n

nodes and can be adjusted accordingly. When k equal to n for the same value of t,

TABLE 8.2: SKG timing comparison

Group threshold
(k)

CA threshold
(t)

Proposed scheme compared
to Gennaro’s scheme

5 5~30 80~70% less
10 5~30 70~60% less
20 5~30 40~30% less
30 5~30 Equal timing
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FIGURE 8.10: Session key generation timing in (ms) for key size 256 bits

the timing results of our proposed scheme approaches that of Gennaro’s scheme

because at this point each session member needs to obtain shares from all nodes

in the session (which is the same case as in Gennaro’s scheme). The session key

generation time increases with increasing the threshold k as a result of increasing

the point multiplication operations in the computation of the session public key

SSPK as shown in equation 8.15. Increasing the key length from 192 bits to 239

bits and to 256 has a minor effect on the timing of the session key generation

process.

b) Shares Matrix Refreshing Timing:

Taking into consideration the example of the shares matrix memory size of 12

k-bytes presented in Subsection 8.3.2 (which can be of a dimension 24×16),
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TABLE 8.3: Proposed scheme share refreshing timing in (ms)

CA 192-bits Curve 239-bits Curve 256-bits Curve

Threshold
(t)

Generation Verification Generation Verification Generation Verification

5 4642 37380 7672 60879 8586 67912

10 10483 40836 17225 65311 19358 72664

20 22223 47563 36408 74009 47249 81582

30 34586 54971 55540 82717 62206 90633

TABLE 8.4: Gennaro’s scheme share refreshing timing in (ms)

CA 192-bits Curve 239-bits Curve 256-bits Curve

Threshold
(t)

Generation Verification Generation Verification Generation Verification

5 15 115 25 184 28 203

10 30.90 178.71 49.90 269.20 56.03 292.08

20 59.86 418.48 99.77 594.92 112.02 630.31

30 89.94 811.72 149.68 1129 168.58 1186

TABLE 8.5: Proposed scheme share refreshing timing for one column in (ms)

CA 192-bits Curve 239-bits Curve 256-bits Curve

Threshold
(t)

Generation Verification Generation Verification Generation Verification

5 193 1558 320 2537 358 2829

10 437 1701 718 2721 807 3028

20 926 1982 1517 3084 1969 3399

30 1441 2290 2314 3447 2592 3776

Table 8.3 shows the share refreshing generation and verification time of our pro-

posed scheme for a shares matrix of dimension 24×16 for different CA threshold

(t). From Table 8.3, we conclude that the share refreshing process is computation-

ally expensive compared to the session key generation process. This results from

the fact that all network nodes are involved in the computations of updating shares

of a large number of secrets (24×16 secrets in this case) in addition to the heavy



Chapter 8 Elliptic Curve Distributed Key Management Protocol 179

TABLE 8.6: New member joining timing in (ms)

CA 192-bits Curve 239-bits Curve 256-bits Curve

Threshold
(t)

Proposed
scheme

Gennaro’s
scheme

Proposed
scheme

Gennaro’s
scheme

Proposed
scheme

Gennaro’s
scheme

5 121.40 32.64 198.60 53.60 220.80 60.16

10 129.00 77.92 203.00 124.18 225.00 137.78

20 154.43 304.13 233.43 447.80 254.82 482

30 179.68 902 266.30 1278 289.28 1355

computations of verifying each updated share. Table 8.4 presents the share re-

freshing timing of Gennaro’s scheme for different CA threshold (t). The share

refreshing process in Gennaro’s scheme is much less computationally expensive

than our proposed scheme. However, in Gennaro’s scheme, the share refreshing

process updates only one session key, but the share refreshing process in our pro-

posed scheme updates shares that can produce a key space of 1014 possible keys.

If all elements of the shares matrix are updated at each share refreshing process,

the computation overhead will be expensive as shown in Table 8.3. Thus, in our

proposed scheme, we suggest that mobile nodes update only one column of their

shares matrices in each share refreshing process. The timing results of updating

one column of the shares matrix (16 elements) are shown in Table 8.5.

c) New Member Joining Timing:

In Table 8.6, we illustrate the timing results of the new member joining process of

our proposed scheme in comparison with that of Gennaro’s scheme as presented

by Tang et al. in [54]. Results are presented for key sizes 192 bits, 239 bits,

and 256 bits. Results show that for small CA threshold t (5,10), the new member

joining process in our proposed scheme takes more time than that in Gennaro’s

scheme. With increasing the CA threshold t (20,30), the timing results of the

new member joining process in Gennaro’s scheme exceed the timing results of

the same process in our scheme. Table 8.6 shows that the timing of the new

member joining process increases slightly with increasing the CA threshold t. It

shows also that the timing of this process increases slightly with increasing the
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key sizes. This reflects the suitability of the proposed scheme to the dynamical

nature of MANETs where the number of network nodes changes frequently. The

majority of the computations in the new member joining process are consumed

in verifying the shares of the shares matrix of the new member. The majority of

computations in the verifications of the new member shares matrix are performed

in the point multiplication and addition operations in step 5 of Subsection 8.3.5

as illustrated in equations 8.28 and 8.29.

8.5.2 Communication Overhead

In order to evaluate the communication overhead of the proposed scheme, simulations

are performed using Network Simulator (NS-2) [56]. The MAC layer protocol IEEE

802.11 is used in all simulations. The source-destination pairs are spread randomly over

the network. The NS-2 constant bit-rate (CBR) traffic generator is used to set up the

connection patterns with different random seeds. Every simulation run is 1000 seconds

long. The mobgenss [128] mobility scenario generator was used to produce random

mobility patterns. The pause time is set to zero. The total number of mobile nodes

in the simulation is set to 50, while the number of mobile nodes which are trusted by

the CA and have shares matrices is set to 30 out of the total 50 mobile nodes. The

Ad Hoc On-demand Distance Vector (AODV) routing protocol [68] was chosen for the

simulations. The share reply packet size is set to 512 bytes. The simulation results are

the average of 10 runs. The rest of the simulation parameters are summarised in Table

8.7.

8.5.2.1 Performance Metrics

We have selected the Session Key Generation Success Ratio as a metric to evaluate the

performance of the proposed scheme.
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TABLE 8.7: Simulation parameters

Parameter Value
No. of Nodes 50

No. of SKG Nodes 30
Area(m2) 1000x1000

Transmission range 250m
Mobility Model Random waypoint

Propagation Model Two-Ray Ground
Mean speeds (m/s) 0.1, 5, 20

Data Rate 11 Mbps
Load 4 packet/s

Share reply packet size 512 bytes

Session Key Generation Success Ratio:

It is the ratio of the number of completed session key generation process to the number

of session formation requests sent (refer to step 1 in Subsection 8.3.2).

8.5.2.2 Simulation Results

The communication overhead of our proposed scheme is measured for node mobility

0.1 m/sec, 5 m/sec, and 20 m/sec.

Figure 8.11 shows the session key generation success ratio with respect to the group

threshold k and the CA threshold t in comparison with that of Gennaro’s scheme for

mobility 0.1 m/sec. It shows that the session key generation success ratio varies from

98% to 35% with increasing the CA threshold t from 5 to 30 but on the other hand the

effect of the group threshold k on the session key generation success ratio is negligible.

The session key generation success ratio in Gennaro’s scheme does not exceed 35% for

node mobility 0.1 m/sec.

Figure 8.12 shows that the session key generation success ratio of our proposed scheme

for node mobility 5 m/sec decreases from 96% to 21% with increasing the CA threshold
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FIGURE 8.11: Session key generation success ratio for 0.1 m/sec mobility

t from 5 to 30. In Gennaro’s scheme, the session key generation success ratio for node

mobility 5 m/sec is 21%.

Figure 8.13 shows that the session key generation success ratio decreases from 96% to

12% with increasing the CA threshold t from 5 to 30 for node mobility 20 m/sec. The

session key generation success ratio in Gennaro’s scheme for node mobility 20 m/sec is

12%. Increasing the CA threshold in Figures 8.11, 8.12, and 8.13 results in decreasing

the session key generation success ratio. This is due to the fact that increasing the

CA threshold t increases the number of nodes a session member needs to successfully

communicate with in order to get their shares contributions in the session key generation

process (refer to step 6 in Subsection 8.3.2). On the other hand the effect of the group

threshold k on the session key generation success ratio is negligible because increasing

the group threshold k has no effect on the number of nodes needed to provide their shares
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FIGURE 8.12: Session key generation success ratio for 5 m/sec mobility

to a session member in the session key generation process. The session key generation

success ratio of our proposed scheme exceeds that of Gennaro’s scheme because in our

proposed scheme, each session member needs to obtain shares from only t neighbouring

nodes while in Gennaro’s scheme, each session member needs to obtain shares from all

other session members which is often hard to achieve in the mobility environment of

MANETs. A comparison of the session key generation success ratio for different node

mobility is summarised in Table 8.8.
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FIGURE 8.13: Session key generation success ratio % for 20 m/sec mobility

TABLE 8.8: A comparison of session key generation success ratio

CA SKG success ratio
threshold

(t)
0.1 m/sec
mobility

5 m/sec
mobility

20 m/sec
mobility

5 98% 96% 96%
10 92~97% 90~96% 90~94%
20 60~80% 44~73% 42~66%
30 35% 21% 12%

8.6 Summary

In this chapter, a threshold key management scheme using elliptic curve dlog-based

cryptosystem has been proposed. The proposed scheme does not require any prior com-

munications between session members before forming the session. In the network de-

ployment phase, nodes are free to select the group threshold k, which is a major advan-

tage of our scheme that enables mobile nodes to adjust the level of secrecy they require.
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From the timing results, our proposed scheme has very low timings compared to Gen-

naro et al. scheme [44] as shown in Tables 8.2, 8.5, and 8.6. Results show also that

computations timing in our proposed scheme does not vary significantly with changing

the key size which reflects the suitability of the proposed scheme for applications where

devices are resource constrained such as in the mobile ad hoc environments. Our pro-

posed scheme has a very low communication overhead compared to that of Gennaro’s

scheme. As a result, the SKG success ratio of our proposed scheme exceeds that of

Gennaro’s scheme for different node mobility when the number of CA threshold t is

less than the number of SKG nodes in the network as shown in Table 8.8. When the

number of CA threshold t is equal to the number of SKG nodes in the network (30

nodes in Table 8.8), the SKG success ratio of our proposed scheme approaches that of

Gennaro’s scheme.



Chapter 9

Conclusions and Future Work

Mobile Ad hoc Networks (MANETs) are a collection of wireless mobile nodes that

dynamically form a temporary wireless network without relying on any infrastructure

or central authority (CA). MANETs have attracted a growing attention among the re-

search community over recent years. This has been motivated by recent advances in

wireless technology and mobile computing devices and the enormous applications that

could be realised using MANETs. MANETs offer unique benefits and greater flexibility

for a range of applications ranging from commercial applications to the high-risk emer-

gency services and military operations. Although the nodes in MANETs share many of

the properties of their counterparts in the traditional wired and wireless networks, they

present certain unique challenges arising mainly from the absence of fixed infrastruc-

ture, capacity constrained operation and random mobility patterns of nodes, which are

unique to such networks.

Despite recent research efforts in the development of security algorithms and protocols

specifically designed to address the challenge of key management in MANETs, a large

research space remains open for further exploration.

In this thesis, a number of novel key management protocols for MANETs have been

presented. These key management protocols provide redundancy and robustness for

security association (SA) establishment between mobile nodes in MANETs.

186
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9.1 Summary of Contributions

The major focus of this research has been the design and analysis of new key manage-

ment schemes for MANETs that can provide redundancy and robustness for security

association (SA) establishment between pairs of nodes. The proposed schemes can dy-

namically switch from a centralised scheme of trust distribution to a distributed scheme.

The major contributions made in this research study are summarised below.

• An Analysis of Key Management Schemes and Evaluation Methodology: A de-

tailed analysis of the most recent and relevant key management protocols for

MANETs has been presented in Chapter 3. In this analysis, several key man-

agement schemes for MANETs have been analysed in terms of computation and

communication overheads. The presented key management schemes have been

classified into schemes based on centralised or distributed TTP, self-organised

schemes, and a composite key management scheme. These key management

schemes have been analysed and the weaknesses in them were identified and

avoided in our key management schemes presented in Chapters 4, 5, and 6. The

evaluation methodology and models adopted in this thesis to carry out the per-

formance evaluation of the key management schemes with accurate results and

conclusions have been discussed in the second part of Chapter 3. A number of

simulation-based experiments for Ad Hoc On-Demand Distance Vector Routing

(AODV) protocol were presented to validate the model behaviour and assump-

tions. This work ensured that such an implementation mirrored as far as possible

the operation and performance of different models.

• Authority-Based Key Distribution Scheme: We presented a novel symmetric key

distribution scheme that effectively distributes authenticated symmetric keys be-

tween mobile nodes. The proposed scheme distributes symmetric keys between

mobile nodes in two steps. In the first step, it distributes certificates during the

route request process and in the second step, it disseminates symmetric keys dur-

ing the route reply process. The proposed scheme breaks the routing-security

interdependence cycle [55] because it uses the localised one-hop communication
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in distributing symmetric keys, and hence it does not require a routing infrastruc-

ture. Simulation results presented in Section 4.4 show that the proposed scheme

has a negligible impact on the network performance and can be easily imple-

mented because of its low complexity.

• Self-Organised Key Management Scheme: We presented a robust self-organised,

public key management scheme for MANETs in Chapter 5. The scheme relies on

establishing a small number of trust relations between neighbouring nodes dur-

ing the network initialisation phase. The proposed scheme exploits the routing

infrastructure to discover a certificate chain through a web of trust. Experiences

gained as a result of successful communications and node mobility through the

network enhance the formation of a web of trust between mobile nodes. The

proposed scheme allows each user to create its public key and the corresponding

private key, to issue certificates to neighbouring nodes, and to perform public key

authentication through at least two independent certificate chains without rely-

ing on any centralised authority (CA). A measure of the communications cost of

the key distribution process has been presented in Section 5.3.3. The proposed

scheme has low communication cost because each node limits its search for the

certificate chain to its directly trusted nodes only. A performance comparison of

our proposed scheme with Ren et al. scheme [104] for different node mobility

was presented in Section 5.5.1. The comparison shows that random graph the-

ory is not suitable for managing trust in the mobility environment of MANET.

Random graph theory is suitable for trust management during the network ini-

tialisation phase or for stationary networks only. Simulation results presented in

Section 5.5 show that the proposed scheme is robust and efficient in the mobility

environment of MANET and against malicious nodes attacks.

• Authority-Based and Self-Organised Key Management: While central authorities

perform the key management process in traditional wired networks, it is better to

distribute the burden of the key management process in a MANET among mul-

tiple nodes. In Chapter 6, we proposed a robust and redundant key management

scheme for MANETs. In the proposed scheme, there are two approaches for key
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management. The first approach uses threshold cryptography to establish the dis-

tributed central authority among mobile nodes. The second approach is the key

management through a web of trust. The first approach represents an authority-

based MANET, while the second approach represents a self-organised MANET.

A mobile node can use one of the two approaches independently and can also use

the two approaches together in order to obtain the authenticated public keys of

other nodes in the network. The proposed scheme has been evaluated in Section

6.4 using the network simulator NS-2 [56]. In the performance evaluation of our

proposed scheme, we compare the network performance of our proposed scheme

(where mobile nodes use both approaches together) with the network performance

of the web of trust approach only. Simulation results show the effectiveness of

our proposed scheme for different node mobility compared to the web of trust

approach. Security analysis show that our proposed scheme is robust against ma-

licious nodes attack. For instance, mobile nodes can certainly perform the public

key authentication process if the number of malicious nodes is less than 10% for

0.1 m/sec node mobility, less than 18% for 5 m/sec node mobility, and less than

28% for 20 m/sec node mobility.

• An Analysis of Elliptic Curve Distributed Key Management Schemes: We pre-

sented in Chapter 7 an overview of the background information and concepts of

elliptic curve cryptography. The main types of elliptic curves used for crypto-

graphic applications such as prime curves over GF(p) and binary curves over

GF(2p) have been studied. Furthermore, we presented the attacks on elliptic

curve discrete logarithm problem (ECDLP) for both prime and binary curves.

Prime curves are best for software applications while binary curves are best for

hardware applications [154]. An analyses of the most recent and relevant dis-

tributed elliptic curve key management schemes for MANETs has been performed

in Section 7.3. Our analyses highlighted the suitability of the analysed schemes

to the mobility environment of MANETs in terms of their computation and com-

munication overheads. The analyses show that the ECDKG scheme presented in

Section 7.3.1 have a very high communication overhead. The scheme presented
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in Section 7.3.2 suffers from the delayed authentication process since the authen-

tication process is performed in a serial manner among the neighbours of the new

node. Finally, the scheme presented in Section 7.3.3 does not specify how server

nodes can securely send the private key shares to the requesting node. Further-

more, this scheme is vulnerable to the man-in-the-middle attack.

• Elliptic Curve Distributed Key Management: Cryptosystems based on elliptic

curve discrete logarithm problem (ECDLP) can use smaller key size than that

is needed by discrete logarithm problem (DLP) or integer factorisation problem

(IFP) based cryptosystems to provide the same level of secrecy. In Chapter 8,

we presented a distributed elliptic curve key management scheme for MANETs.

The proposed scheme is implemented using elliptic curve dlog-based cryptosys-

tem. In this scheme, an off-line central authority is required in the initialisation

phase before network deployment. The CA creates and preloads the shares matrix

for each mobile node in the network initialisation phase. Each session member

generates its private/public key pair, and the session public key by collaborating

with its trusted neighbours. In order to generate the required keying material,

each session member needs to receive a threshold number of shares from the

shares matrices of its neighbours. The generation of the node private/public key

pair, and the session public key is performed without any prior communication

between session members. In the network deployment phase, nodes are free to

select the group threshold k, which is a major advantage of our scheme that en-

ables mobile nodes to adjust the level of secrecy they require. Timing results

show that the session key generation (SKG) timing in our proposed scheme is 70

to 80% less than that of Gennaro’s scheme [44] when the group threshold k equal

to 5 out of 30 nodes (' 16% of the total number of nodes; the average is 10%).

Results show also that timing does not vary significantly with changing the key

size which reflects the suitability of the proposed scheme for applications where

devices are resource constrained such as in the mobile ad hoc environments. The

network performance evaluation of our proposed scheme for different node mo-

bility is presented in Section 8.5.2. The performance evaluation shows that, when

the CA threshold t is 10% of the total number of nodes in the network (5 in a 50
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nodes network) which is commonly accepted, the session key generation success

ratio in our proposed scheme is 98% for 0.1 m/sec node mobility, 96% for 5 m/sec

node mobility, and 96% for 20 m/sec node mobility. In Gennaro’s scheme [44],

the session key generation success ratio for 0.1 m/sec node mobility is 35%, 21%

for 5 m/sec node mobility, and 12% for 20 m/sec node mobility for the same CA

threshold (t), which reflects the efficiency and robustness of our proposed scheme.

9.2 Future Work

Several security issues and unsolved problems that require further research have emerged

in the course of this thesis. In this section we describe some of the possible directions

for future work.

• Our proposed key management protocols have been analysed and proved a large

number of security properties and the resistance to most common attacks. This

could be supplemented by a formal security proof. We believe that the formal

security proof is a good choice for formally proving the security of the proposed

key management protocols because the design of these protocols rely on security

models which have been proved to be secure such as MAC, digital signature and

public key encryption [167, 168].

• Key revocation is one of the most important and challenging issues for the key

management in MANETs. Conventional techniques for key revocation use cer-

tificate revocation lists (CRLs). Due to the features of MANETs such as the

absence of an on-line CA and a centralised repository, performing key revocation

by a central authority (CA) is hard to achieve. Two kinds of solutions have been

proposed for the key revocation in MANETs. The first solution uses threshold

cryptography and some network nodes collaborate to revoke keys of malicious

nodes, whereas the second solution is fully self-organised, in which each node

has its own view about the network and decides whether keys of other nodes

should be revoked based on its own observations and the information collected
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from peer nodes in the network. The propagation delay of accusation messages

in multi-hop neighbourhood should be studied. Furthermore, the total time from

observing a malicious behaviour to the actual revocation of a key should be anal-

ysed. Some misbehaviour may just happen accidentally and last only for a short

time. Therefore, it is more reasonable to keep monitoring the behaviour of the

accused node instead of immediately revoking its keying material and excluding

it from the network.

• Although the advantages of using public key cryptosystems in securing MANETs,

symmetric key cryptosystems are more suitable for MANETs because of their

computation efficiency and nodes resources constraints. The presented elliptic

curve distributed key management scheme in Chapter 8 can be used as a first

step in a key management framework. Based on the security associations (SAs)

established between session members in the first step, in the second step, each

pair of nodes in a session can cooperatively generate a symmetric key to be used

in encrypting and decrypting their exchanged messages.

• Providing authentication for the exchanged messages between distributed nodes

in MANETs is challenging. Due to the wireless nature of MANETs, malicious

nodes can easily inject fake messages or alter the legitimate messages during

multi-hop forwarding. In such cases, MANETs applications need to rely on au-

thentication mechanisms to assert the integrity of the legitimate data messages.

Thus, an efficient and robust digital signature mechanism is essential to provide

MANETs with the required security services. The off-line/on-line digital signa-

ture [169, 170, 171, 172] is a promising solution for the above problems. The

basic idea of this solution is to split the signature generation algorithm into two

phases: the off-line phase and the on-line phase. For efficient performance, the

majority of signature computation is performed off-line independently of the mes-

sage to be signed. The results of the off-line computation are stored to be used

during the on-line phase. The generation of the required signature is performed

efficiently during the on-line phase by using the stored computation of the off-

line phase. The existing works in this topic suffer from the heavy computation
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requirements in the off-line phase in addition to the large size of the generated

signature. Thus, more research need to be done in order to minimise the com-

putations overhead and to decrease the signature size, and hence makes the off-

line/on-line digital signature suitable and efficient in MANETs environment.
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