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Abstract

This thesis explores economic and technical lifetime extension considerations of wind

turbine generators. The research unveils that onshore support structures will likely have

sufficient fatigue reserves left, beyond the initial design life, to support an extended op-

eration. However, suitability is strongly dependent on the difference between the design

and encountered load profile, asset maintenance activities, operational knowledge, and

the policy environment.

A lifetime extension decision model is developed and input parameters are scrutinised

revealing the feasibility to replace the entire drive train of a wind turbine and yet, be

profitable when exposed to a non-subsidised environment. The designed decision model

is further applied based on operational data of two wind farms in the UK to derive an

asset specific lifetime extension strategy.

In addition, a methodology and field trial is presented to monitor operational founda-

tion stresses based on optical sensor networks aimed at reducing conservative design

assumptions, enabling the reuse of foundations for greater rated turbines as well as to

support the lifetime extension decision-making.

Furthermore, this thesis provides guidance on how to evaluate and obtain the strategic

lifetime extension decision-making at an early stage (year 10-14) by means of a fatigue

analysis of tower strain measurements. Fatigue tower findings in conjunction with op-

erational data of an asset are subsequently assessed to define the turbine’s/wind farm’s

unique economic lifetime extension boundaries.
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Chapter 1

Introduction

The renewable energy industry is driven by governmental policies and incentives, as

in the past devices fuelled by wind and solar energy as well as biomass have not been

economically competitive with fossil energy resources such as oil, gas, and coal. Policy

making is “the process by which governments translate their political vision into pro-

grammes and actions to deliver ’outcomes’ - desired changes in the real world” [1]. The

difficulty here is that energy regulation is complex, as the environment is under con-

stant transition and additionally there are competing aims; e.g., (i) cost of energy, (ii)

security of energy supply, (iii) clean energy, (iv) economic growth, etc. Furthermore,

the government as well as the country’s economy itself undergo changes too, since a

legislative period is limited to usually four to five years and the economic situation can

change considerately as well as rapidly. The latter triggered for example due to slowing

growth in emerging markets and its subsequent effects within today’s globalisation or

shocks within commodities as experienced in 2015. Due to the nature of the wind re-

source; i.e., unsteady and difficult to predict much in advance, it is of high importance

to review and scrutinise policies to maintain control within various objectives as briefly

described before. As such, reviews can be used to either discard, maintain, scale up

or scale down current policies. In general, reviews are positive mechanisms in order

to control deliverables, especially if a program’s expenses surpass estimations as oc-

curred in Germany and Italy with photovoltaic (PV) applications. Unfortunately, due

to political and economic fluctuations, policy reviews may be impacted by governmen-

2
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tal short-termism. Therefore, the political dependency is quite severe as when under

jurisdiction by lawmakers, it is challenging to provide security and long term stability

of energy policies. As power plants are defined by high investment costs, political un-

certainty can have negative influences concerning the likelihood of investors to invest

in renewable energy sources due to increased perceived risk.

The following introduction is based on findings in 2015, in order to justify the research

objectives; however, at the end of the introduction an update is provided, highlighting

the most severe changes, aimed at revealing how the environment has changed in 2018.

Stimulated by high subsidies at the beginning of the 21st century in order to reach

the European 2020 targets, the recent boom within the European wind energy market

has governments led to actively discuss and challenge their policies as most countries

are well on track to reach their set targets, although the UK, France, Ireland, and

the Netherlands appear to struggle [2,3]. The philosophy here is to not over-subsidise,

hence to utilise governmental budgets most economically and to encourage the industry

to innovate so that wind energy continuous to become more competitive. Figure 1.1

illustrates the total installed wind energy capacity of the European countries with the

greatest wind energy investment between 2010 and 2015. A clear contrast emerges; on

one hand, installed capacity increased notably (Germany and France) and on the other

hand, it decreased significantly (Spain, Italy, and the United Kingdom). When look-
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ing into governmental policies of these countries with significant changes, it is further

verified that there exist a strong correlation between a country’s wind energy policy or

policy review and the changes in terms of installed wind energy.

With regards to France, the introduction of a new marked based subsidy scheme is

expected in 2016, however it is unclear whether this policy change will account for on-

shore wind too, since a new feed-in tariff (FIT) was introduced in March, 2014 which is

valid for the next 10 years [9]. This happened because the old FIT was not compliant

with European Union (EU) regulations; nevertheless, the current FIT is expected to

be revised later on. In Germany wind turbine generators (WTG) receive compensation

payments according to the revised German Renewable Energy Act (EEG) of 2014. The

scheme consists of two compensation payments, the initial compensation of currently

e8.9 ct/kWh for the first five years, which then is prolonged depending on the individ-

ual turbine performance. Initial compensation payment is based upon an operational

period of 12 years. The superior the wind conditions and thereby the generated energy,

the lower the time frame of compensations. For example, a turbine characterised by a

capacity of 130% (80%) with regards to a reference capacity will receive 5 (20) years of

initial compensation payments. After this variable period the base payment of e4.95

ct/kWh is paid throughout the rest of the entire life cycle (20 years) [10]. Overall, in

Germany there have been constant subsidies for the past fifteen years and are expected

to remain constant in the future as pointed out in [11]. At the same time, a new on-

shore installation cap was introduced with an annual limit of 2.5 GW of newly installed

capacity per year excluding re-powering investments [12]1. This change is significant

in comparison with previous installed capacity as illustrated in Figure 1.1. Concerning

offshore energy, new installations have been capped to a total of 6,5 GW in 2020 and

15 GW in 2030 [13], thus there will be a limited amount of sites authorised. Also, with

the changes of the renewable energies act (EEG) in 2016, latest in 2017 a tendering

and auction process will be implemented where investors compete like in the United

Kingdom (UK) with contract for difference (CfD) auctions [14]. Therefore, Germany

and France are identifiable for continuity and secured investment resulting in growth in

1The re-powering bonus of the previous EEG was removed
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installed capacity, although Germany has introduced factors to limit installed power in

order to maintain affordability and France has yet to decide on how to move forward.

A different picture present Spain, Italy, and the UK. In 2012, Spain declared an end

to its entire subsidies that led to halt the entire wind industry as shown in Figure 1

with zero installations in 2015 [15]. Caused by this severe outcome, Spain reintroduced

a new subsidy in June, 2014 that caps earnings of all renewable energy plants with

an aimed return on investment (ROI) of 7.5% [16]. This rate is based on the average

interest rate of a ten years sovereign bond, plus an additional 3%, which is revised

every three years. These measures are retroactively accountable (June 2013) to achieve

the following three objectives: stability, allow a reasonable ROI, as well as certainty.

This example demonstrates well that at present wind energy cannot compete without

subsidies, hence the industry came to a standstill. Italy experienced a rapid develop-

ment of wind and solar until 2012; however, active incentive mechanisms became too

costly, resulting in a reduction of their FIT as well as an overall cap on total subsidy

expenditure [17]. Despite high wind energy deployment rates, the UK is facing sig-

nificant changes with regards to its onshore wind energy policy. In more detail, the

current FIT for installations below 5 [MW] was intended to be reviewed in 2015 and

is constantly decreasing since 2012 [18]. Further the government decided to terminate

the renewable obligation (RO) scheme one year earlier (first of April, 2016) for onshore

wind deployment, with an unlikely transition into the second allocation round of the

CfD mechanism, introduced in 2014, as expressed by Amber Rudd, UK’s former energy

secretary [19]. With the successful introduction of the first CfD auction in 2015, results

revealed that under competitive tendering the average strike price for onshore (≈£80

per MWh) and for offshore (≈£117 per MWh) was much lower than anticipated [20].

However, it is yet to discover whether these projects can be delivered on budget.

Conclusively, wind energy investors, operators, and ultimately wind turbine manu-

facturers are under increased pressure as such transformation from an over-subsidised

environment to a more competitive allocation will have significant impacts on economic

wind energy parameters such LCOE, internal rate of return (IRR), and ROI. This will

then reflect upon the decision whether to invest in wind farms or otherwise capitalise
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in alternative options.

These changes are well observed within the industry too; i.e., Gamesa declared this

transition as the credit crunch within the wind industry and highlighted the require-

ment for wind turbine life extension as of 2014: “new alternatives such as reliability-

centred maintenance and reconditioning programs play an ever increasingly important

role. However, these improvements are just the first glimpse of a much more ambitious

and promising opportunity: turbine life extension” [21]. In addition Gamesa has been

the first manufacturer making use of the recently introduced life extension certificate

provided by Det Norske Veritas and Germanischer Lloyd (DNV GL) to extend the

operation of wind turbines up to a total of 30 years, issued on the 16th of December

2014 [22,23]. Figure 1.2 displays the installed wind energy capacity for onshore (green)

and offshore (blue) installations until 2015 as well as the total cumulative installed

capacity. Beyond 2015 the installed capacity is mirrored in order to graphically repre-

sent annual capacity that is reaching its 20th year of operation, where the operator is

required to decide how to move forward; i.e., to decommission, repower, or recondition

(life extension). As one can see there will be a significant capacity reaching its end of

lifetime from 2018 onwards for onshore and 2035 for offshore turbines. Consequently,

market interest as well as offered services are growing in this area.

Enercon started to offer their extended wind turbine service package within the first

quarter of 2016, encompassing scheduled maintenance and remote monitoring for tur-

bines beyond 20 years with a guaranteed technical availability of 97% [24]. Additionally

Enercon’s newest 4MW turbine platform has a designed life of 30 years, initiating a

potential new standard in wind energy deployment [25]. Further SSE plc and Scottish

Power/Iberdrola share a keen interest in wind turbine life extension which are indus-

trial partners for this work.

As Gamesa points out “all manufacturers have increased rotor sizes and improved the

efficiency of their turbines to harvest the maximum amount of energy from any given

wind” it is of high importance to evaluate costs versus benefits [21]. As Mark Hancock,

former chief blade designer at Vestas stated “any improvement for a wind turbine might

decrease the cost of energy by a few percent; however, the actual implementation within
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the company in terms of new knowledge, new materials or processes have significant

costs attached, thus from a cost-benefit point of view the actual gain can be severely

impacted” [26].
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Additionally, recent work by McMillan et al. [27] concludes that after the global wind

energy deployment boom, a significant share of wind turbines are out of warranty as

illustrated in Figure 1.3. That implies O&M strategies and processes as well as condi-

tion monitoring will play an increased importance for wind turbine operators worldwide,

where the health status of the system is desired to be evaluated. Here, foundation con-

dition monitoring with optical based sensor networks could play an important role to

give informed data on structural health to determine an individual turbine’s operational

loading and the potential for life extension in order to maximize generator efficiency

beyond a lifetime of 20 or 25 years.

2018 Update

• In France, the FIT for onshore wind was terminated and the successor auction-

based policy introduced through a contract for difference mechanism in 2017 with

a target remuneration of e72-74/MWh [28].

• The OEMs are further under pressure, due to an overcapacity in Europe, thus

more and more focus is placed internationally. Siemens merged with Gamesa

becoming the biggest turbine manufacturer followed by Vestas in 2017, Enercon

bought Lagerwey aimed at redesigning their asset portfolio more cost efficiently,

Nordex merged with Acciona, while there remains a growing Chinese competition

to watch out for [29].

• Offshore prices are further reducing with auctioned strike prices as low as £57.50

in the UK and e0 subsidy bids in Germany (contrary to the UK, in Germany

the offshore grid connection is covered by the transmission operators). This sets

new records, market interest, and LCOE cost reduction pressure in the offshore

industry, especially with the potential of an additional 6 GW of offshore capacity

in the UK to be delivered by 2030.

• Spain recovered from the doldrums with observed record bids as low as e43/MWh

with an agreed onshore development of nearly 3 GW [30].
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• Since the closure of the RO in the UK, there has been no change in the onshore

legislation, thus onshore developments are expected to reduce drastically; how-

ever, first onshore £0 subsidy projects are under development, with construction

starting in 2018 for the 8.2 MW Withernwick II extension project [31].

Summing up, operators and investors of wind farms are under increased pressure due

to reductions in governmental support. Further, there are significant numbers of tur-

bines that reach their end of designed lifetime that require decision-making, where life

extension could become a beneficial consideration. Recognising the need as well as

potential market for lifetime extension, this PhD thesis will look into wind turbine

life extension using a hybrid approach. On one hand, wind turbine lifetime extension

economics are modelled that can subsequently be used to justify investment decisions

in novel sensors aiding lifetime extension. On the other hand, the application of ad-

vanced sensing and diagnostics based on optical sensors to monitor the operation of

wind turbine foundations is evaluated with the aim to facilitate LTE or alternatively,

the reuse of foundations in repowering projects with greater rated turbines.

In more detail, a tool is developed to assess lifetime extension economics based on dif-

ferent scenarios and operational conditions. Concerning the technical application, this

work entails embedding optical sensors within wind turbine foundations and towers to

assess fatigue damage, operational loading, and ultimately the component’s remaining

useful lifetime (RUL) as this can be heavily influenced by local site conditions such as

shear, turbulence intensity, mean wind speed, atmospheric stability as well as a tur-

bine’s specific design parameters such as its control strategy, natural frequencies, etc.

It is aimed to derive information about the ability to reuse the foundation for greater

rated turbines than originally designed to save costs when repowering; however, find-

ings are not limited to reuse purposes. Further merit may be to apply sensor data for

design optimisation and verification of Finite Element Models (FEM) as well as LTE.
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Principal Contributions

The following items are this thesis’s principal contributions to advance the knowledge

in the area of structural health monitoring and lifetime extension decision-making:

• Pathway to form an operational lifetime extension strategy at an early stage

through tower measurements.

• Development of an economic tool to derive the lifetime extension business case and

sensitivity analysis under varying input parameters and component replacements

along the drive train.

• A sensor network implementation methodology to evaluate the health status of

reinforced concrete foundations and, with refinement, use data for foundation

reuse purposes and or to reiterate conservative design assumptions in future work.

• Gather high frequency (100 Hz) tower strain measurements of a 3.5 MW, in-

dividual pitch regulated, onshore wind turbine generator and evaluate fatigue

sensitivity parameters as well as carry out a fatigue analysis.

• Provide learning experience of embedding optical sensor networks in reinforced

concrete structures with complex reinforcement cages.

• Review the lifetime extension environment in the UK, common practises, and

their challenges.
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• Fatigue testing and subsequent improvement of bespoke optical foundation strain

sensor characteristics.

The following articles originate from this thesis.

Journal Papers

1. T. Rubert, D. McMillan, P. Niewczas, ”A Decision Support Tool to Assist with

Lifetime Extension of Wind Turbines”, Renewable Energy, DOI:10.1016/j.renene

.2017.12.064.

2. T. Rubert, M. Perry, G. Fusiek, J. McAlorum, P. Niewczas, Field Demonstra-

tion of Real-time Wind Turbine Foundation Strain Monitoring, Sensors 18(1):97,

DOI:10.3390/s18010097.

3. L. Ziegler, E. Gonzalez, T. Rubert, U. Smolka, J-J. Melero, ”Lifetime extension

of onshore wind turbines: A review covering Germany, Spain, Denmark, and the

UK”, Renewable and Sustainable Energy Reviews, 82(1), 1261-1271.

4. T. Rubert, G. Zorzi, G. Fusiek, P. Niewczas, D. McMillan, J. McAlorum, M.

Perry, Wind turbine lifetime extension decision-making based on structural health

monitoring in review for journal publication/accepted at APWSHM-2018 confer-

ence.

Conference Contributions

1. T. Rubert, P. Niewczas, D. McMillan, ”Life Extension of Wind Turbine Struc-

tures and Foundations”, International Conference on Offshore Renewable Energy,

Glasgow, 2016.

2. T. Rubert, D. McMillan, P.Niewczas, ”The Effect of Upscaling and Performance

Degradation on onshore Wind Turbine Lifetime Extension decision making”,

WindEurope 2017, DOI:10.1088/1742-6596/926/1/012013.

3. T. Rubert, L. Ziegler, E. Gonzalez, D. McMillan, U. Smolka, and J. J. Melero,

The UKs state-of-the-art of lifetime extension of onshore wind turbines, in Re-

newableUK – Onshore Asset Management, 2017.
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4. G. Fusiek, T. Rubert, P. Niewczas, J. McAlorum, M. Perry, ”Preliminary char-

acterization of metal-packaged fiber Bragg gratings under fatigue loading”, 2017

IEEE International Instrumentation and Measurement Technology Conference

(I2MTC), DOI: 10.1109/I2MTC.2017.7969945, May 2017.

Internal Reports

1. T. Rubert, G. Fusiek, P. Niewczas, J. McAlorum, M. Perry, ”Field Demonstration

of Real-time Wind Turbine Foundation Strain Monitoring”, AM06 TIC Report

for SPR and SSE.

2. T. Rubert, G. Fusiek, P. Niewczas, J. McAlorum, M. Perry, ”Characterisation of

metal-packaged fibre Bragg gratings under fatigue loading for structural health

monitoring in civil engineering applications”, AM06 TIC Report for SPR and

SSE.

3. T. Rubert, G. Fusiek, J. McAlorum, P. Niewczas, M. Perry, ”Installation of em-

bedded optical sensors within a wind turbine foundation at the windfarm”, AM06

TIC Report for SPR and SSE.
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Literature Review

This chapter initially presents an overview of available literature in Section 3.1 looking

at economic modelling and optical sensor based structural health monitoring, followed

by a brief research proposal based on the findings of the literature review in Section

3.2. Lastly, in Section 3.3 the fundamental theory is presented to enhance the reader’s

understanding of the content as multiple areas are covered in this thesis.

3.1 Available Literature

3.1.1 Wind Turbine Structural Health Monitoring

Available research of fundamental principles as well as applications and improvements

of optical sensing devices are abundantly available. Review papers dealing with the

fundamental theory and potential applications are given by Rao [32], Kersey [33], and

Hill and Meltz [34] highlighting the application within the telecommunications sector,

structural monitoring, or packaged as accelerometers in mechanical engineering ap-

plications. Early work on optical fibres embedded in concrete structures is given by

Proshaka in 1992 [35] with small reinforced concrete beams and Maaskant in 1994 [36],

the latter reporting on a Bragg grating sensor network being embedded in a bridge in

Canada. Habel and Krebber [37] provide an overview of different fibre-optical sensor

technologies in engineering applications and present a new design for monitoring the

alkaline state of reinforced concrete structures to assess internal corrosion processes.
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Salo and Korhonen [38] attached sensors externally to a concrete beam to determine

its deflection, whereas Higuera et al. [39] presented optical fibre sensors in general

structural health monitoring applications, giving examples of best practice in different

industries such as renewable energy, transportation, civil engineering, and the oil and

gas industry. Regarding the renewable energy sector, Higuera highlights the impor-

tance to apply FBG based sensors to monitor wind turbines due to varying localised

stochastic loading and the consequent fatigue damage of the structure. Further Higuera

reviews application and research cases such as: FBG based strain sensors in blades [40],

foundation piles [41], gearboxes [42, 43], accelerometers [44], and for temperature and

generator current measurement [45]. The latter where the optical sensor research team

at Strathclyde University investigates various applications [46,47]. The paper on FBGs

in blades, by Schroeder et al. [40], describes how an FBG array is retrofitted to a blade

of an Enercon E-112 blade. In this work the grating is embedded in a glass fibre rein-

forced plastic (GFRP) patch in order to monitor fatigue damage, site conditions, as well

as to scrutinise state of the art blade design. Furthermore, FBGs embedded in GFRP

are tested under fatigue of up to 1.3 ∗ 108 cycles with a strain of up to 2 mε aimed at

simulating a turbine lifetime of 20 years assuming a continuous rotor operation at 12

revolutions per minute (rpm). Arsenault et al. attach a FBG based sensor network to a

small scale rotor [48] and extract natural frequencies. In commercial practise according

to Jacob Deleuran Grunnet, Senior Control Engineer at Vestas each new manufactured

turbine comes with an optical based blade strain sensor to alleviate loads as of means

of individual pitch control. This sensor is based upon two fibres (one as a tempera-

ture reference) that transmitted power drops by applied force1 making it a simple and

cost effective methodology to monitor loads [50]. Kister et al. [41] embed FBG arrays

in concrete piles of building’s foundations via a clip on system fabricated out of car-

bon fibre reinforced plastic (CFRP) encompassing steel tendons. Results reveal how

initial monitored tensile stress caused by thermal expansion during curing gradually

transforms into compressive stresses as the temperature cools down and the building is

subsequently constructed, hence the sensor responds to the added weight. Based upon

1a more complex sensor has been designed in [49]
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this work, Higuera suggests to apply optical sensors in onshore wind turbine founda-

tions, however there is no evidence that this has been performed by other researchers

at present. Concerning offshore foundations, Wernicke et al. [51] attach four sensor

arrays to an offshore meteorological mast (met. mast) and demonstrated the ability to

extract the mast’s natural frequency. Jiang et al. [52] further evaluated the best weld

type for the tower-flange connection and points out that the temperature history of the

welding process is governing the residual stress.

Related condition monitoring work on onshore wind turbine foundations is available by

Currie et al. [53, 54] evaluating vertical can displacement by monitoring the displace-

ment between the tower and foundation. Based upon this work Bai et al. [55] evaluate

crack development by embedding sensors separately in concrete blocks to monitor dis-

placement and crack development at the bottom of the inserted can flange that area

is prone to crack. In addition, empty steel tubes to be filled with water are further

vertically inserted to allow horizontal ultrasonic testing to identify the exact crack

location. General information on onshore foundations and its design codes is given

in [56], highlighting field experience of critical structural crack behaviour, their origin

and methodologies to prevent such instances from occurring.

Concerning the sensor design and application available research for this thesis offer

Li et al. [57–59] evaluating strain transfer rates of fibre Bragg gratings (FBG) in differ-

ent host materials. Concerning the metal-packaged sensors investigated in this report,

early work by Niewczas and Fusiek [60] showed how metal coated fibre, with an in-

scribed FBG can be hermetically sealed within a kovar capillary based on a localised

induction heating process. Furthermore, based on these research results, sensors were

designed for different applications such as condition monitoring of cracked wind turbine

foundations [61], monitoring of prestressing tendons [62], and monitoring of prestressing

tendons in nuclear concrete vessels [63]. Also, research by McKeeman et al. presents a

methodology to thermally calibrate metal-packaged FBG sensors in terms of tempera-

ture and strain response [64], as well as a method to detect fabrication defects during

the induction heating process [65].
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Although FBG fatigue resistance has been evaluated with an endurance limit of N =

106 cycles for pure silica embedded in composites by Ang et al. [66] as well as for

aerospace application by Davis et al. [67]. At present, no study has yet considered to

evaluate metal-packed FBG fatigue behaviour (for example, as experienced by a wind

turbine foundation), which fatigue lifetime requirement is much greater than in the au-

tomotive or aerospace industries with 108 up to 109 cycles, where large scale turbines

are placed at the lower end as the angular velocity reduces with rotor diameter [68].

Although much research focused on the application and implementation of such metal-

packaged sensors, at present no analysis has been carried out to evaluate the sensor’s

characteristics under fatigue loading. Many engineering applications such as those in

the renewable energy sector (wind, wave, and tidal devices), aeronautics, automotive

industry, and civil engineering experience fatigue loading, and hence the sensors used to

monitor such structures must be resilient to repeated loading regimes, demonstrating

sufficient accuracy over time.

Consequently, in this work a metal-packaged optical structural health monitoring (SHM)

system is designed and implemented in an onshore reinforced concrete wind turbine

foundation.

3.1.2 Economics and Lifetime Extension

Concerning available research on economical modelling, Milborrow [69] presents a fun-

damental overview on modelling economic parameters, recommended practice, and

limitations with focus on wind turbines. Isabell Blanco, the former Policy Director

of the European Wind Energy Academy (EAWE) reviews available research on wind

turbine capital as well as operation and maintenance (O&M) costs, extracting a set

of modelling parameters for wind energy deployment which finding are subsequently

scrutinized by a sensitivity analysis [70]. Most of the suggested parameters are derived

from EAWE’s experts and accumulated research, hence being a reliable source for this

thesis’ analysis. Country specific economic wind energy parameters are further given
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by the National Renewable Energy Laboratory (NREL) [71,72]; however, NREL’s iden-

tified costs differ significantly to European findings, hence information should be used

with caution. Junginger [73] presents experience curves for turnkey wind parks, deriv-

ing cost reduction curves for wind turbines in the 600-700 kW range, present changes

in capital turbine costs due to size; however, the authors do not account for changes

in operation and maintenance. Neither bigger turbines above 2 MW are evaluated in

depth, although investment costs are given for a three years period, in which invest-

ment costs develop laterally within a band of e50.000. Luengo and Kolios [74] state

positive effects on ROI and LCOE if wind turbine life is extended, although fail to back

this up with data or sources, addressing wind turbine failure modes and its importance

for offshore turbines. Perek and Hoz [75] perform a life cycle assessment (LCA) of a

Gamesa wind turbine designed for 20 years and further perform a sensitivity analysis

under life extension scenarios (+5 years/+10 years).

Finally, in terms of wind turbine life extension, DNV GL [23, 76] presents a guided

overview of the possibilities to gain life extension certification similarly to the Dan-

ish MegaVind group [77] aimed at supporting the decision-making process within the

Danish industry. In addition, Ziegler et al. [78] present a basic decision-making model

between repowering and lifetime extension, whereas Loraux and Bruehwiler [79] at-

tached strain gauges onto an onshore Vestas V90 wind turbine steel tower and extract

the remaining fatigue life. In 2016, a global survey on the development of LCOE with

166 participants was executed [80]. Results in the optimistic scenario predict an onshore

lifetime extension of 25% based on an expected lifetime of 20.7 years (offshore: +25%

based on 20.3 years of life expectancy). In the pessimistic scenario 0% of lifetime exten-

sion is assumed in both cases. Overall, literature does not provide an economic analysis

of lifetime extension of wind turbines. Thus, there is sufficient merit to scrutinise the

economic decision-making process.

3.2 Research Proposal

Based on the outcomes of the literature review in Section 3.1, the overall research plan

for the first 19 months of this project is illustrated in Figure A.1 of the Appendix.
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Initially, the aim is to thoroughly review, process and extract available research that is

in connection with this PhD topic; i.e., a general overview of performed related work.

Further relevant, and fundamental theoretical concepts are presented concerning opti-

cal sensors, civil engineering, economics, and wind turbine technology.

Meanwhile, a tool is developed to economically model life extension of wind turbine

generators, which will assess lifetime extension costs under variable economic, and en-

vironmental parameters. This economic modelling will be initially set-up in a simple

reference frame, then along the course of this project more and more layers of additional

complexity are introduced. Eventually, the model is aimed to evaluate if certain SHM

costs are viable to be spend in order to justify the lifetime extension support.

Moreover, experimental settings for embedded sensors in reinforced concrete beams

under fatigue loading are evaluated and prepared. This involves fatigue testing of sen-

sors attached to metal samples, and subsequently sensor are aimed to be embedded

in concrete. This is important, since any non-linear sensor behaviour or degradation

under fatigue loading can highly influence field trial measurement readings. Further

critical sensor areas are identified, possibly allowing to improve sensor design. Once,

the metal-packaged strain sensor is fully evaluated the subsequent aim is to embed the

transducer in a reinforced concrete beam. Data will then be processed and analysed

with regards to their fatigue behaviour.

At the same time, in May 2016 the FBG wind turbine foundation deployment was

prepared, enclosing the production of sixteen FGB sensors and set-up of all equipment.

This had to be finalised by the end of June, as on the 1st of August 2016 the aimed

turbine foundation was constructed at SSE’s approved wind farm with a total of 32

turbines based near Fort Augustus, Scotland [81]. The wind farm consists of 30 Vestas

V117-3.45 MW and two Vestas V112-3.45 MW turbines with a total capacity of 108

MW. Once the foundation was built the turbine was installed and commissioned in late

2016.

As soon as sufficient operational turbine data is available the project’s aim is to eval-

uate measurements by taking previous experimental sensor strain characteristics into

consideration. Further, the turbine’s SCADA data as well as tower strain values from
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attached FBGs can be accessed to correlate measured stress/strain in the foundation

with wind/tower reactions. The measurement campaign is supported by a finite ele-

ment analysis (FEA) of the turbine’s foundation for validation purposes and the struc-

ture’s unique fatigue loading and remaining useful life is evaluated. Also, findings are

aimed to be analysed for non-linear structural responses and the development of cracks.

Based on findings it is further aimed to provide information on the ability to reuse the

equipped onshore foundation.

In addition, a test rig to dynamically cycle reinforced concrete beams is designed, ma-

chined, and commissioned jointly with a fellow PhD student; however, this is not part

of this PhD thesis due to delays in the overall process and was passed on to a fellow

PhD student.

Before presenting this thesis’s research, the following Section covers the theoretical

background aimed at facilitating an understanding of the different topics covered in

this thesis.

3.3 Theoretical Background

This section is not an integral part of this thesis’s research; however, presented fun-

damental knowledge covers several different fields such as optics (Section 3.3.1), civil

engineering (Section 3.3.2), fatigue analysis (Section 3.3.3), economics (Section 3.3.4),

and turbine technology (Section 3.3.5) to help the reader’s understanding of the differ-

ent topics.

3.3.1 Optics

An optical fibre is a flexible, transparent strand made of pure glass (fused silica) with

a cladding diameter of 125 microns and a core diameter of 50 microns for multi-mode

fibres (9 microns for single-mode), the latter that serves as a wave-guide to transmit

light [66,82]. Advances in applying such fibres as optical sensors, were discovered about

40 years ago, when Hill et al. subjected a germania-doped optical fibre to argon-ion

laser radiation, observing an increasing reflectivity that advanced until almost all light

was reflected in 1978 [34]. Further research concluded that exposure of silica to selected
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radiation sources changes the material’s refractive index n, a dimensionless number,

n =
c

v
(3.1)

where c is the speed of light in vacuum, and v the phase velocity in a medium. Essen-

tially n describes how light travels through a medium; i.e., how much light is bent and

refracted when entering a material [83], which is describes by Snell’s law,

n1sinθ1 = n2sinθ2 (3.2)

where θ is the angle of incident and ni the refractive index of the entrance as well as exit

medium. Snell’s law is further illustrated in Figure 3.1, where the difference between

reflection and refraction is schematically contrasted. In more detail a light source trav-

elling from one material (low n1) into another (high n2) is refracted (green) according

to Equation 3.2 with the incident angle θI and refraction angle θR. An example for

refraction is, how light propagates in between salt and freshwater. Reflection occurs

until a critical angle θc is reached (blue) and if θI is greater than θc a light source ex-

periences total internal reflection (red), hence light travels through the medium. This

allows to transmit information with the speed of light over long distances, as performed

with fibre optical cable in the communication sector. Table 3.1 presents an overview of

mechanical properties of optical fibres that are manufactured from high-silica glasses.
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Table 3.1: Properties of Optical fibres (modified from [59])

Material Properties Symbol Value Unit

Young’s Modulus of silica fibre Esf 73 ∗ 109 Pa
Young’s Modulus of silica coating Esc 2.55 ∗ 106 Pa
Poisson’s ratio of silica coating v 0.17 ∼ 0.48 -
Shear modulus of silica coating G 8.5 ∗ 105 Pa
Strength of silica fibre σ 350 ∼ 460 ∗ 106 Pa
Breaking strain of silica fibre ε ∼ 10% -
Density ρ 2200 Kgm−3

Coefficient of thermal expansion αf 0.54 ∗ 10−6 K−1

Fatigue endurance limit of silica - cycles [66] N 106 -
Fatigue endurance limit of silica - strain [66] εf 3.5 ∗ 10−3 ε

Since the material is glass it is characterised by amorphous material properties unlike

crystalline materials such as metals. Therefore, due to glass’s amorphous nature, opti-

cal fibres do not exhibit well-defined transition periods; instead, properties vary over a

large temperature range. Another result of amorphous material properties are unavoid-

able internal and surface flaws, which intensity can vary with manufacturing processes

and thus impact individual performance when exposed to stress. As a consequence,

Table 3.1 presents average characteristic parameters.

In general optical fibres have a Young’s Modulus, Esf , of 73 GPa, with a maximum

strength, σ, of between 350 and 480 MPa corresponding to a maximum strain, ε, of

10%; however, this 10% accounts for silica without flaws, thus the average guaranteed

strength is 350 MPa with a corresponding strain of around 5 mε [84]. Concerning

fatigue behaviour, Ang et al. [66] state a fatigue endurance limit of 106 cycles paired

with a cyclic strain εf of 3.5 mε. Inevitably, optical fibres are brittle in nature, thus

a coating is applied to protect a strand from breaking. Usually, a 62.5 µm acrylate or

metal layer is applied as a base protection and depending on the individual application

further coatings can be added.

The actual sensor element applied in this thesis; i.e., the fibre Bragg grating is a

periodic change of the refractive index within the fibre core of a length of between 3 to

14 mm [85]. Nowadays, this is achieved by a two beam interferometer (two mirrors and
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two lenses create an interference pattern which is directed normal to the fibre axis) or

a phased mask method (silica mask creates interference) applying an ultraviolet (UV)

light source at around 244 nm; however, there are more techniques and variations as

pointed out by Rao [32]. An example of a reflective index modulation is illustrated

Figure 3.2: Fibre Bragg Grating [63]

in Figure 3.2, where n2 is defined by a high refractive index and n1 by a low. Both

indices form the effective refractive index neff which is given by the average of n2 and

n1. Now, depending on the parameters of the Bragg modulation, if broadband light

travels through optical fibre, for example produced by a light emitting diode (LED), a

narrowband of light is reflected, λB,

λB = 2neffΛ (3.3)

where Λ is the grating period or grating length; i.e., the width of n2 and n1, also referred

to periodicity. “The bandwidth of the reflected signal depends on several parameters,
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particularly the grating length, but typically is ∼0.05 to 0.3 nm” [33]. Consequently any

change of Λ or neff will cause either a positive or negative shift in the reflected spectrum

that can be monitored with an interrogation device. Due to this, Bragg gratings are

able to capture strain changes (compression and tension) as well as temperature changes

in terms of a change in reflected wave length ∆λB,

∆λB = [Cε∆ε+ CT∆T ]λB (3.4)

where Cε and CT are the strain and temperature coefficient and ∆ε and ∆T the change

in strain and temperature. Such a change is schematically illustrated in Figure 3.3.

Assuming the applied strain is homogeneous and isotropic, then the change in reflected

wavelength can be simplified from the Ricatti Differential Equation [33,34] to,

∆λBS = (1− pe)λB · ε

∼= 0.78λB · ε
(3.5)

where ε is the applied strain and pe is the effective photoelastic coefficient characterised

by:

pe = (n2/2)[P12 − µ(P11 + P12)] (3.6)

where Pi,j are the Pockel’s coefficients of the FBG sensor and µ is Poisson’s ratio.

Numerically pe is around 0.22, hence the change in λBS per millistrain can be approx-
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imated. For example under axial strain, if the interrogation wavelength λBS equals to

1300 nm, then the sensor’s sensitivity is 1 nm per millistrain (820 nm: 0.64 nm (mε)−1).

Possible measurement resolution is much lower though, with devices measuring strain

changes as accurate as one µε [86].

Equally an FBG’s sensitivity to temperature can be approximated; however, ∆λBT is

a combination of the change of index of the refraction of the silica with temperature

and its thermal expansion coefficient α. Due to this, the wavelength shift with regards

to temperature can be expressed as

∆λBT = [(dα/dT )/α+ (dn/dT )/n] · λB∆T

∼= 6.7 · 10−6 ◦C−1 · λB
(3.7)

that parameters are empirically evaluated through experiments [87]. Adding the pre-

viously applied interrogation wavelength (1300 nm), results in a sensitivity of around

0.009 nm per ◦C. Also ∆λBT can be expressed as

∆λBT = λB(α+ ξ)∆T (3.8)

where α in the coefficient of thermal expansion of the optical fibre (=0.54 ∗ 10−6 ◦C−1

- from Table 3.1) and ξ the thermo-optical coefficient (=6.1 ∗ 10−6 ◦C−1) [32, 41].

Consequently, in order to achieve high sensitivity, high optical source wavelength are

necessary as well as interrogators to provide such resolutions. Concerning multiplexing

it is therefore important to take changes in wavelength response into account, as mul-

tiple FBGs have different λB.

When attaching a FBG sensor to a structure aimed at monitoring strain caused by

operational loading it is important to isolate temperature induced strain. This can

easily be achieved by taking a reference FBG that solely measures temperature; i.e.,

each sensor is composed of a strain measurement FBG attached on both sides to the

structure as well as a temperature reference FBG fixed only on one side in close proxim-

ity. Therefore by experimentally evaluating CT and Cε of the embedded strain sensor
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as well as CT of the temperature reference, generates the following two formulas,

∆λ1

λ1
= Cε1∆ε+ CT1∆T (3.9a)

∆λ2

λ2
= CT2∆T . (3.9b)

where Equation 3.9a is defined by the strain impact due to loading as well as the

temperature induced strain and Equation 3.9b by the temperature compensation sensor

fixed only to one end, hence no external load induced strain is measured. Under the

assumption that the temperature induced change is equal in both sensors; i.e., both

sensors are placed in close proximity, Equation 3.9a and 3.9b can be expressed according

to ∆T and hence equate as:

− 1

CT1
Cε1∆ε =

1

CT2

∆λ2

λ2
− 1

CT1

∆λ1

λ1
. (3.10)

Therefore the induced strain in the strain and temperature transducer can be calculated

with the following equation:

∆ε =
1

Cε1

[
∆λ1

λ1
− CT1

CT2

∆λ2

λ2

]
. (3.11)

Concerning the stress distribution it is further important to account for the compound

sensor-structure stress transfer coefficient (αs); i.e., whether the entire strain in the

monitored structure or a fraction is transferred to the FBG. Monette et al. [88] con-

cluded that the strain distribution of a fibre depends on the modulus of elasticity of fibre

and matrix, hence stress transfer efficiency increases as the value Ef/Em increases. As

an example, under the assumption that the concrete behaves elastically and the strain

experienced by the concrete is perfectly transferred to the rebars a simple way to eval-

uate strain transfer coefficients is to expose a sensor to a specified stress that has been

estimated manually or through a simulation and then measure the actual change in

wavelength reflection, thus:

αs =
εFBG
εrebar

(3.12)
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Consequently, once αs is known, in order to evaluate locally measured stress based on

the FBG strain measurement, following formula is required

σ =

[
εFBG
αs

]
ERC (3.13)

where ERC is the elasticity of the reinforced concrete that can be estimated using the

volume fractions of the steel rebar and concrete.

In case sensor measurement results are not accessible there are empirical formulas, to

estimate the strain transfer rate based on the fibre’s Young’s modulus, the shear mod-

ulus of interlayer and host material, as well as their radii as stated by Li et al. [59] for

a single interlayer and multiple interlayers [57], respectively. If the application allows,

it is further possible to subject the sensor/structure to heat and evaluate the change

in response to calibrate the sensor in-situ [64].

Contrary to other conventional measurement sensors such as strain gauges or Fabry-

Perot devices, FBG sensors have numerous advantages as itemized in Table 3.2. One

main advantage is that fibre Bragg gratings can be multiplexed; i.e., several sensors

can be attached within one optical fibre, as each individual grating is defined by a spe-

cific spectral reflection as exemplified in Equation 3.4. This allows to monitor certain

points as well as areas in form of quasi-distributed sensor network. On the down-

side, in case the fibre breaks several sensors can be impacted at once. Alternatively,

distributed sensing (Brillouin and Raman scattering) allows to measure strains and

stresses over a specified length; however, such applications are impacted by a reduced

interrogation frequency and more expensive interrogators than for multiplexed FBG

measurements [90].

Second, with one measurement raw material (the Bragg grating), multiple physical

properties can be assessed, such as temperature, strain, pressure, current, acceleration

and pH level based on different packaging; allowing different sensors to be multiplexed

and interrogated synchronously. As FBGs apply light as the data transfer medium,

it is possible to transmit data with high speed over long distances up to several km.

Immunity to EMI, RFI, and electrical isolation (lightning strikes) are one of the main
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Table 3.2: Advantages and Disadvantages of FBGs (modified from [32])

Advantages

• Multiplexing (up to 100 FBGs [51])
• Multi-functionality (temperature, strain, pressure, etc.)
• Long transmission distance - several km [39]
• Immune to electromagnetic interference (EMI)/

radio frequency interference (RFI)
• Electric isolation
• Potential for high resolution and accuracy
• Fatigue resistance [40,66]
• Small size and weight, capable of integration in tight spaces [37]
• Linear response to mechanical stress and temperature [89]
• Direct correlation between wavelength and strain [37]
• Recalibration of sensor, even after signal-processing unit

has been exchanged, not necessary [37]
• Response to temperature is smaller than to strain,

thus suitable for civil engineering applications [35]

Disadvantages

• Bleaching of sensor above 500 ◦C
• The cost is still greater than conventional strain gauges,

particularly due to the expensive interrogation optoelectronics
(these costs have been steadily decreasing due to the
technological progress)

• Degradation under water ingress due to e.g. micro cracks
or inappropriate sealing.

• Requires wired interrogation (not wireless)
• Installation requires specialist knowledge
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advantages of FBGs over strain gauges and hence deliver a higher signal integrity and

reliability, especially within coupled electric-mechanic applications. This especially ap-

plies to the energy sector. Under certain load conditions, experimental results have

further demonstrated fatigue resistance embedded within GFRP up to 1.3 ∗ 108 cycles

that is enough for most industrial applications. Concerning industrial applications,

such sensors are further defined by small size and low weight, thus attachment or em-

bedding within tight or sensitive areas is possible. Linear responsiveness under elastic

deformation is suitable to capture linear elastic material behaviour, as naturally com-

ponents are designed to operate in this region. Regarding civil engineering applications

it is further noteworthy that in terms of magnitude of response, temperature induced

spectral shifts are much smaller than strain induced, allowing it to decouple strain and

temperature measurement.

On the downside, gratings start to bleach if exposed to environments above 500 ◦C,

which will be discussed later on, as parts this work will entail to braze capillaries

around copper-coated optical fibre. Lastly, another barrier are component, installa-

tion, operation and maintenance costs as depending on the scale of application these

can be significant and consequently might not deliver required cost-benefit character-

istics to reason economical or technical gain. Overall, these advantages present FBG

application superior in some applications to electro-mechanical measurement technolo-

gies for example strain gauges (interference by EMF, exposure to lightning strikes, no

multiplexing) as well as competing optical technologies such as Fabry-Perot sensors

(no multiplexing) acting as narrow band-bass filters, or SOFO long-gauge displacement

sensors applying low coherence interferometry, where the length difference between two

optical fibres is measured (greater size, multiple fibres, no multiplexing).

3.3.2 Civil Engineering Structures

This section will provide an overview of concrete structures based on Euler-Bernoulli

beam theory and further gives an overview on the design considerations of a simple

steel reinforced concrete structure. This is because many applications can be simplified

to a beam to understand the loading.
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3.3.2.1 Support Types

There are several different support types of beams such as fixed, roller, pinned, spring

etc. with different displacement constraints and forces as illustrated in Figure 3.4 that

are encountered in engineering applications. It is important to understand that based

on the constraints, forces along the beam such as a point or distributed load will cause

a reaction force and moments (depicted in red) to take into account in the design.

Furthermore, any external load will cause moments and shear forces along the beam,

that internally are exhibited by strain and thus stresses.

3.3.2.2 Euler-Bernoulli Beam Theory

Euler-Bernoulli beam theory applies linear theory of elasticity in order to calculate load-

carrying and deflection information of beam structures. The following assumptions are

made in order to derive fundamental equations:

• plane sections perpendicular to the neutral axis before deformation stay plane

and perpendicular after deformation

• deformations are small

• the beam is linear elastic isotropic and Poisson’s ratio effects are ignored.

When looking at a beam supported at point A and B with a load point F as exemplified

in Figure 3.5, the reactionary support forces can be obtained by the equilibrium equa-

tions, in which the sum of all forces and moments equate to 0 in order to be at a stable

equilibrium. The colour scheme in Figure 3.5 is applied in the following equations to

ease capturing the mathematical derivation. With three unknown reaction forces, is is

possible to define three equilibrium equations to determine reaction forces:

∑
Fx = 0→ FAx = 0 (3.14)

pt.A :
∑

M = 0→ −Fd+ FByL = 0→ FBy = Fd/L (3.15)∑
Fy = 0→ FAy + FBy − F = 0→ FAy = F − FBy → F (1− d/l). (3.16)

29



Chapter 3. Literature Review

deformed shape

deformed shape

deformed shape

Fixed Roller

Pinned

Wx = 0
Wy = 0
θ = 0

Displacements
FAx ≠ 0
FAy ≠ 0
M ≠ 0

Forces

FAy

FAx

M

FBy

Wx ≠ 0
Wy = 0
θ ≠ 0

Displacements
FBx = 0
FBy ≠ 0
M = 0

Forces

Roller

Wx ≠ 0
Wy = 0
θ ≠ 0

FBx = 0
FBy ≠ 0
M = 0

FByFAy

FAx

Wx = 0
Wy = 0
θ ≠ 0

FAx ≠ 0
FAy ≠ 0
M = 0

Fixed

FAy

FAx

M

Wx = 0
Wy = 0
θ = 0

FAx ≠ 0
FAy ≠ 0
M ≠ 0 X

Y

Figure 3.4: Beam Support Types
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In addition to the derived reactionary loads, along the beam there will be normal forces

N(x), shear forces V (x), and Moments M(x) as exemplified in Figure 3.6 that require

evaluation.

Equally for each cross section, the equilibrium equations are derived to determine mo-

ments and forces:

∑
Fx = 0→ FAx +N(x) = 0→ N(x) = −FAx = 0 (3.17)∑
Fy = 0→ FAy − F − V (x) = 0→ V (x) = F − FAy = Fd/l (3.18)

pt.A :
∑

M(x) = 0→ −Fd+ V (x)x = 0→M(x) = Fd+ V (x)x = Fd(1 + x/l)

(3.19)

These loads will thus cause a beam to deflect as illustrated in Figure 3.7. The beam

curvature κ is therefore defined by the inverse of the radius R:

κ =
1

r
=

∆θ

∆S
→ ∆S = ∆θR (3.20)
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that can also be translated into the fraction of the deflection angle ∆θ over the section

width ∆S.

The strain, caused by the elongation of the neutral axis reaching ∆Sz is now a linear

function based on the distance z by substituting ∆S with Equation 3.20:

ε =
∆Sz −∆S

∆S
=

(R+ z)∆θ −R∆θ)

∆S
= κz (3.21)

as illustrated in Figure 3.8.

Based on the strain distribution, the stress is thus:

σ = Eε = Eκz. (3.22)

The moment can then be derived by integrating over the cross-sectional area A:

M(x) =

∫
A
σzdA = κ(x)

∫
A
Ez2dA = κ(x)E

∫
A
z2dA = κ(x)EI. (3.23)

where I is the cross sectional moment of inertia and EI is known as the bending stiffness.

Rearranging Equation 3.22 after κ and substituting this in Equation 3.23 results in:

σ =
M(x)z

I
. (3.24)
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Thus, knowing the cross sectional moment of inertia I that can can be calculated based

on the cross sectional geometry (a guidance document is accessible by Dupen [91]) as

well as the sectional bending moment, the stresses in the material can be derived.

In the case of a wind turbine tower, Itower is:

Itower =
π

64
(d4
OD − d4

ID) (3.25)

where dOD is the outer and dID the inner diameter, respectively. The bending moment

can be calculated based on the turbine thrust multiplied be the respective distance along

the considered tower segment, although care needs to be taken to take the tower’s

varying diameter and thickness into consideration. Thus, the moment of inertia is

essentially a function with respect to the tower height I(x).

Alternatively, the beam rotation can be defined by the first derivative of the deflection

with respect to x; i.e., the slope of the deflection:

θ(x) =
dw(x)

dx
(3.26)
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where the beam curvature is:

κ(x) =
dθ(x)

dx
=
d2w(x)

dx2
. (3.27)

Based on Equation 3.23, M(x) is thus:

M(x) = κ(x)EI = EI
d2w(x)

dx2
(3.28)

and the shear force V (x):

V (x) = EI
d3w(x)

dx3
. (3.29)

Alternatively, the beam deflection can be derived from M(x):

w(x) =

∫ ∫ X

0

M(x)

EI
dx. (3.30)

Alternatively, if the boundary conditions and the load is known, w can be calculated

and thus strains and stresses derived based on prederived formulas [92]. Also, there

are certain rules to derive e.g. the shear and bending moment diagram while a wind

turbine tower example is illustrated in Equation 3.24 and 3.25.

3.3.2.3 Reinforced Concrete

3.3.2.3.1 Cement Curing

Concrete is a combination of cement, water, aggregates, as well as chemicals that when

it cures, cement and water react to form chemical bonds between suspended aggre-

gates. This reaction is known as Hydration and is responsible for concrete’s strength

and rigidity [89]. Figure 3.9 schematically displays the process of concrete curing in

terms of the development of compressive strength on the left axis illustrated in black,

as well the the temperature development on the right axis in red. Initially the temper-

ature increases significantly caused by a rapid hydration reaction rate, contrary to the

development of compressive strength that develops slowly over time in the form of a

hyperbolic cosh−1x function.
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Figure 3.9: Schematic Curing of Concrete

The maturity time can be mathematically expressed,

te =
t′∑
t=0

α(T, t)∆t (3.31)

where te is the equivalent age at the reference curing temperature, α(T, t) the age

conversion factor and ∆t the time interval. Concerning the age conversion factor there

are two methods to compute this variable; 1) Nursen-Saul, a linear and hence more

practical approach and 2) Arrhenious, which is a non-linear variable. The Nursen-Saul

age conversion factor is calculated by:

αns =
Tc − T0

TR − T0
(3.32)

where Tc is the average conversion factor for ∆t, and T0 as well as TR the datum and

reference temperature, typically 0◦ and 20◦ Celsius respectively. Arrhenious’s method
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can also be applied,

αar = e
−E
R

[
1

273+Tc
− 1

273+TR

]
(3.33)

where E is the activation energy and R the universal gas constant, 8.314 [J/(mol.K)].

Contrary to Nursen-Saul, Arrhenious takes into account that concrete cures slower

below the reference temperature and quicker above.

3.3.2.3.2 Design of a Reinforced Concrete Beam

The structural design process is highly dependent on the purpose and environmental

conditions to be exhibit by the structure. This mainly includes the design lifetime,

the type of loading, climate effects, as well as aesthetic considerations. “Concrete is

assumed to only contribute to the strength resisting bending in the compressive region

above the neutral axis i.e all tensile forces are resisted by the steel reinforcement” [93].

As a consequence, in this section, a simple structure; i.e., a reinforced concrete beam is

used to exemplify design consideration. These include analysis for sectional moments,

shear, and fatigue.

Design for Moments

In order to evaluate tensile stresses in the reinforcement as well as in the concrete
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based on a design moment at section M, it is necessary to compute moments about

the neutral axis x. Since all load and geometry parameters are usually known,the

neutral axis requires evaluation as illustrated in Figure 3.10. Multiplying the area of

the reinforcement bars by the modular ratio (nsc = ES/EC) results in an equivalent

concrete area as demonstrated on the right hand side of Figure 3.10.

Therefore the effective moments of areas are:

bx
x

2
= nscAs(d− x). (3.34)

Rearranging this results in a quadratic equation,

bx2

2
+ nscAsx− nscAsd = 0 (3.35)

where the only relevant solution is the positive value, which gives the position of the

neutral axis x:

x =
nscAs
b

(√
1 +

2bd

nscAs
− 1

)
. (3.36)

The second moment of area Ic of the equivalent concrete section is thus,

Ic =
bx3

3
+ nscAs(d− x)2 (3.37)

where the maximum stress at the extreme concrete fibre end is,

σc =
Mx

Ic
. (3.38)

Under the assumption that the beam section remains plane during bending, it can be

shown that the strain distribution is linear as illustrated in Figure 3.11 for an ultimate

limit state (ULS) analysis. According to [94], the height of the compression zone is set

to λ(fck)x:

λ(fck) =


0.8 if fck ≤ 50 MPa

0.8− fck−50
400 if 50 MPa ≤ fck ≤ 90 MPa

(3.39)

where λfck is the concrete design class strength. Further, the compression stress in the
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Figure 3.11: Idealised Stress Distribution Reinforced Concrete [94]

concrete is set to η(fck)fcd:

η(fck) =


1 if fck ≤ 50 MPa

1− fck−50
200 if 50 MPa ≤ fck ≤ 90 MPa

(3.40)

where fcd is the design stress for concrete. The design stress depends on the different

strength classes of concrete (Table 3.1 of the Eurocode 2 [94]); e.g. the maximum strain

in the outermost compression fibre, εcu equals to 3.5% if fck ≤ 50 MPa.

As visualised in Figure 3.11, simple equilibrium equations are as following:

Fs = Fc ⇐⇒ Asσs = fcdλxb (3.41)

M =


Fs(d− 0.5λx)

Fc(d− 0.5λx).

Based on the rule of uniform triangles, the following strain ratio is defined:

σs/Es
(d− x)

=
σc/Ec
x

⇐⇒ εs
(d− x)

=
εcu
x
. (3.42)
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which when rearranged becomes:

σs = σc
Es
Ec

(d− x)

x
= σcnsc

(
d− x
x

)
. (3.43)

Substituting σc with Equation 3.38 results in the stress at the section in the reinforce-

ment bars:

σs =
M

Ic
nsc(d− x). (3.44)

Therefore by calculating σs, with given beam geometries, Young’s modulus of steel

and concrete as well as the section moment M that can be calculated with a bending

moment diagram (BDM), it can be evaluated whether a structure is within designed

load limits. If the considered design is not within limits, through iterations the right

properties may be calculated.

Alternatively, with the defined maximum strain in the concrete, εcu the strain in the

steel, εs may be calculated with Equation 3.42 that can be transformed into σs via

Equation 3.22. With Equation 3.41 it is thus possible to calculate the amount of re-

quired reinforcement area of the section.

Generally, the safety factor for concrete, γc is 1.5, whereas for the steel reinforcement,

γs = 1.15. The higher concrete safety factor is due to a higher uncertainty in material

properties that is dependent on i) the batch composition, ii) the casting temperature,

iii) the curing type and duration, and iV) the casting vibration and adopted procedure.

Design for Shear

According to Eurocode 2, the design value for the shear resistance VRd,c without shear

reinforcement, but with bending reinforcement is given by:

VRd,c = CRd,ck(100p1fck)
1/3bwd (3.45)

where

CRd,c = 0.18/γc

k = 1 +
√

200/d ≤ 2.0(d in [mm])
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Figure 3.12: Vertical Stirrups

p1 = Asl
bwd
≤ 0.02

Asl is the area of the tensile reinforcement

bw is the smallest width of the cross-section of the tensile area [mm].

VRd,c must be greater than Vmin:

VRd,c > k2/3f
1/2
ck = Vmin. (3.46)

Overall, the greatest shear force in the considered section must be smaller than either

Vmin or VRd,c. The beam’s sectional shear values may either come from a BMD or FE

analysis.

If VRd,c is insufficient, stirrups are required to increase the shear capacity as illustrated

in Figure 3.12. If sections have vertical stirrups, the shear resistance, VRd is the smaller

value of:

VRd =
Asw
S

zfywdcotθ (3.47)

VRd,max =
αcwbzv1fcd
cotθ + tanθ

(3.48)

where

1 ≤ cotθ ≤ 2.5, this depends on the applied shear force. θmax = 21.8

S is the spacing of the stirrups
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Asw is the reinforcement area of the stirrups

αcw = 1, for structures without pretension

fywd is the design yield strength of the shear reinforcement

V1 − 0.6(1− fck
250)

z = 0.9d (approximated)

Design for Fatigue Loading

Reinforced concrete structures that are exposed to a cyclic loading are further designed

for fatigue. This is a two-fold approach for the steel reinforcement and concrete.

For concrete, sufficient fatigue capacity exists if the following condition is met:

σc,max
fcd,fat

≤ 0.5 + 0.45
σc,min
fcd,fat

≤ 0.9, forfck ≤ 50MPa (3.49)

σc,max
fcd,fat

≤ 0.5 + 0.45
σc,min
fcd,fat

≤ 0.8, forfck ≥ 50MPa (3.50)

where

σc,max is the highest compression stress in the section under the frequent load

combination (compression measured positive)

σc,min is the minimum compressive stress at the same fibre where σc,max occurs.

If σc,min is a tensile stress, then σc,min should be taken as 0.

fcd,fat = fcd(1− fck
250).

σc can be calculated with Equation 3.38.

With regards to the steel reinforcement fatigue capacity, the following section (3.3.3)

will present the idea of fatigue in more detail. In a nutshell, depending on the expected

lifetime cycles and stress range, reinforcement fatigue capacity can be derived.

Concrete Cover

The required concrete cover depends on several factors such as the design lifetime, the

quality of concrete, the reinforcement type, the exposure to chlorides, the variation of
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Figure 3.13: Concrete Cover [94]

wet and dry state, the chemical environment, the orientation of the surface, and on the

construction temperature. According to Eurocode 2, the cover may vary between 10-

55 mm. This is the minimum concrete thickness between the outside reinforcement

elements and the structure’s edges. Guidance with respect to the structural class

(design lifetime, concrete strength class - Table 4.3N of EC2) and concrete exposure

class (Table 4.1 of EC2; corrosion due to environmental conditions) is illustrated in

Figure 3.13.

Crack Control

”Cracking is normal in reinforced concrete structures subject to bending, shear, tor-

sion or tension resulting from either direct loading or restraint or imposed deforma-

tions” [94]. Although cracking is expected to some degree, there is a crack width limit,

wmax [mm] that is governed under the SLS limit state. The acceptable crack width is

dependent on the concrete exposure class and type of reinforcement as illustrated in

Figure 3.14.

3.3.3 Fatigue

3.3.3.1 Fatigue General

According to the definition by [95] “fatigue failure ‘damage’ is added to a material

cycle by cycle, irrespective of constant amplitude loading or varying amplitude loading.

Therefore quantification of ‘damage’ is important for life evaluation. The fatigue failure

process of a material is composed of two stages, i.e., crack initiation and crack propaga-
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Figure 3.14: Crack Control [mm] [94]

tion processes”. In 1945 M.A. Miner popularised the famous Miner’s rule that has been

first published in 1924 by A. Palmgren, thus often also referred to as Palmgren-Miner

rule, which is widely applied such as e.g. in the Eurocode 2 for structural buildings [94].

The Palmgren-Miner rule quantifies the linear damage concept where the cumulative

damage, D is obtained from N sources:

Dtot =

N∑
i=1

Di

D
(3.51)

where Di/D is the fractional damage received from the ith source. As the component

damage is dependent on the applied stress, unique S-N2 curves can be determined

through experimental material testing that state the amount of cycles until failure for

a given stress rage, σ as illustrated in Figure 3.15 for different materials3. This allows

to quantify a component’s fatigue damage characteristics.

2stress (S) against the number of cycles to failure (N)
3Different materials have different S-N characteristics. The illustrated Eurocode 2 example is a

design assumption for concrete reinforcement
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Figure 3.15: Difference in Fatigue Behaviour [94,96,97]

Based on the experimentally derived S-N curve, it is possible to evaluate the fractional

fatigue damage ni/Ni for the observed stress ranges σi, so that the Palmgren-Miner

rule predicts fatigue failure when

D =
N∑
i=1

ni
Ni

= 1. (3.52)

Figure 3.16 presents a simplistic scenario defined by a component loading with 2 load

sources. The first load source is depicted in red and defined by n1, the number of cycles

subjected to a stress of σ1 with the fraction of a1/(a1 + a2) representing the fatigue

damage D1. The second load source is depicted in green and defined by n2, the number

of cycles subjected to a stress of σ2 with the fraction of b1/(b1 + b2) representing the

fatigue damage at the experienced stress D2. Therefore the total fatigue damage of the
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example, DExample is given by:

DExample =

N∑
i=1

ni
Ni

=
a1

a1 + a2
+

b1
b1 + b2

. (3.53)

As long as a component’s fatigue damage is below 1, the condition is non-critical; how-

ever, if the damage is approaching 1, inspections and potential component replacement

are required.

lo
g
(

)

k1

1

k2
1

Eurocode 2

log(N)N*N2N1

1

2

a1
a2

b1 b2

Figure 3.16: Simplistic Fatigue Example

As illustrated in Figure 3.15, different materials have different S-N characteristics. The

Eurocode 2 calculation guideline for straight and bent bars starts at the yield point of

the reinforcement and is characterised by:

• N∗ = 106

• k1 = 5

• k2 = 9

• γS,fat = 1.15
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• ∆σRSK at N∗ = 162.5 [MPa] (straight bars)

where the obtained resisting stress range at N* cycles, ∆σRSK , should be divided by

the safety factor γS,fat. Since, the S-N curve is approximated to a linear relationship

in a log-log graph its underlying characteristics are exponential in nature, thus a power

law can be defined:

N1 = N2(
S1

S2
)1/b (3.54)

where b is the slope of the line, often referred to as the Basquin slope that is calculated

by:

b =
−(logS1 − logS2)

logN2 − logN1
. (3.55)

In order to obtain the number of cycles to failure at a given stress amplitude or vice

versa, the Basquin-Equation is applied:

∆σ = BN b
i (3.56)

where, the constant B is a stress related material constant, and Ni the maximum

amount of cycles at stress range ∆σ. Thus, if the stress exponent is known, as well as

any point in the approximation, B can be derived. The S-N curve is material dependent,

experimentally derived, and characterised in the material factor m (m = 4 for steel and

m = 10 for composites) where the slope of the S–N curve is −1/m. Therefore by taking

the inverse of Equation 3.56 and substituting b with -1/m

∆σ

B
= N b

i

B

∆σ
=

1

N
−1/m
i

allows to derive the following Equation:

(
B

∆σ

)m
= Ni (3.57)

which is often encountered in literature. Substituting Equation 3.57 in Equation 3.52,
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thus results in the fatigue Damage:

D = B−m
N∑
i

ni∆σ
m
i . (3.58)

A wind turbine is expected to operate in different conditions. Therefore, a total wind

turbine lifetime fatigue design damage assessment is calculated based on weighted series:

Dtot = B−m
Nseries∑

j

fj Nranges∑
i

ni∆σ
m
i


j

. (3.59)

where fj is the weighting coefficient for the total time period the turbine is expected

to operate in the conditions simulated by the time series of different design load cases

(DLC). For example, this can be the fatigue power production case (DLC 1.2 – other

cases are accessible in the IEC 61400 standard), where fj is dependent on the Weibull

probability that is dependent on the mean wind speed; i.e., each wind speed would

require a time simulation.

Overall, sufficiently developed S-N curves are derived from numerous testing series.

Gained data is subjected to statistical analysis and the actual derived curve is normally

given based on median points, thus a presented S-N curve usually presents a failure

probability of 50% [98]. Therefore, it is likely to encounter S-N curves with additional

probability bands. In addition, most S-N curves tend to commence at 103 cycles paired

with a fatigue strength, S1000, that according to literature can be determined to be a

fraction of the ultimate tensile strength [99,100] and is dependent on the loading type

and material as illustrated in Table 3.3.

Table 3.3: Estimates of S1000. (USS - Ultimate Shear Strength)

Type of Material Type of Loading S1000

All Bending 0.9 x UTS
All Axial 0.75 x UTS

Steel Torsion 0.9 x USS = 0.72 x UTS
Nonferrous Torsion 0.9 x USS = 0.63 x UTS
Cost Iron Torsion 0.9 x USS = 1.17 x UTS
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As demonstrated in Figure 3.15, some material types are approximated by an endurance

limit, usually at 5 ∗ 106 cycles where the material is assumed to sustain a given stress

range indefinitely (bottom right) or where the stress exponent is reduced significantly as

in the case of the Eurocode (top left). According to Dieter and Bacon [101], materials

that are “strain ageing”4 such as steel and titanium, experience a stress enhancement so

at low stresses it is not sufficient to cause failure. On the other hand, non strain ageing

material types (majority of non-ferrous alloys); e.g., aluminium or derivatives of cop-

per (Figure 3.15 bottom left) do not have such an advantageous response at low stresses.

Besides cycled loading, a structure may be exposed to a static load profile due to e.g.

gravity or pre-stress. The latter might be a wind turbine tower flange/foundation bolt

that when tightened, will be subjected to a significant mean stress σm, originating

from the bolt tensioning; besides being exposed to operational loading σa. In essence,

in order to determine the cycles to failure, the S-N curve will draw an unrealistic picture

as the method is incapable of taking the mean stress into consideration since the y-axis

of the S–N curve is defined by the stress amplitude, irrespectively of any mean stress. In

order to overcome this limitation the Goodman diagram is applied that is based upon

the S-N curve; however, in the analysis σm is introduced within the fatigue calculation.

A generic Goodman diagram is illustrated in Figure 3.17. As a first step the yield

point Y , in tension and compression for σm as well as for σa is placed and connected,

thus forming a triangle. Basically if any σm-σa combination lies above this line a given

design will yield. From the S-N curve a designed cycles until failure reference value can

be selected that will express the design stress amplitude for a determined number of

cycles σd that usually includes a safety factor. σd is plotted on the stress amplitude

axis as well as the UTS on the mean stress axis and connected by a straight line. Any

design point that is thus within the grey shaded safe area will be safe from fatigue

or yield failure. The component’s geometry can be iterated in order to find the most

suitable σm-σa combination.

4The strength of the material changes with the experienced cycles, thus the yield point increases.
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Figure 3.17: Goodman Diagram [99]

The application of S-N curves and Goodman diagrams is recommended to be applied

with caution since the experimental basis is stochastic in nature and thus can exhibit

variations in fatigue response. As a consequence safety factors are introduced to ensure

the safety of a component’s design. The Eurocode’s safety factor for straight reinforce-

ment is 1.15, whereas for bend bars a reduction factor based on the mandrel and bar

diameter is applied.

Apart from the Goodman methodology there are other approximations (Gerber, Mor-

row, Soderberg) that have been contrasted to actual failure points [102] where the

Goodman and Sonderberg (σd to Y ) line was identified as the most suitable approach

to effectively separate observed failures.

The corrected equivalent stress range ∆σ0 is thus obtained by adjusting the stress

ranges after the rainflow counting5,

∆σ0 =
∆σσ̄(

1−
[

σ̄
σUTS

]Z) (3.60)

where ∆σσ̄ is the stress range at a non-zero mean stress σ̄ (usually the monitored

5This methodology is presented at a later stage.
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stress), σUTS the ultimate tensile stress of the material, and Z = 1 the Goodman ex-

ponent [103]. For the Gerber relation, Z = 2 and σUTS is exchanged with the yield

stress. “Mean stress correction models are applicable in the tensile range only, therefore

∆σσ̄ = ∆σ0 is used in compression” [104]. This is because in tension cracks appear and

grow over time, whereas in compression this failure mechanism does no occur. Hence

more conservatism is applied in tension than compression. For the case of wind turbine

tower measurements, the Goodman correction procedure is not applicable due to a lack

of mean tension (though having the rotor on one side will likely cause tension, which

is to some degree counter balanced by the gravitational loading).

In many applications, it is of interest to measure and thus evaluate a component’s

loading or cumulated fatigue damage, the latter if sufficient measurements are avail-

able. Apart of measurement and installation uncertainties, a measured loading profile

requires to be translated into a form where a signal can be decomposed into different σa

bands. Once determined how many cycles a component experiences at nth σa the cumu-

lative actual damage can be determined as illustrated in Figure 3.16. The conventional

signal decomposition methodology is Rainflow Counting first proposed by Matsuishi

and Endo in 1968 that is widely applied in industry [105, 106]. In order to efficiently

decompose any given signal, bin ranges are normally defined that can potentially skew

the analysis thus its sensitivity and selection of bin width requires careful consideration.

The rainflow counting algorithm process is illustrated by Marsh et al. [104] based on a

three or four point criterion and the subsequent residue analysis.

3.3.3.2 Fatigue of Members, Connections, and Joints

According to EC3 – EN 1993–1–9:2005, members, connections, and joints require fa-

tigue adjustment that include “the effects of geometrical and structural imperfections

from material production and execution (e.g. the effects of tolerances and residual

stresses from welding)” [107]. With regards to welded joints, fatigue life is defined in

the weld class, ∆σC that basically defines the endurance limit at 2 million cycles; this

is also known as the FAT class. A wind turbine steel tower is commonly manufactured
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from hot rolled steel plates that are welded longitudinally and circumferentially into

20-30 m tubular tower sections [108]. However, “one of the most important reasons

of structural failure observed in wind turbine towers is fatigue failure of welds” [109].

Since welding impacts fatigue endurance, the S–N curve requires adjustment. Accord-

ing to EC3, the S–N curve is defined by ∆σC , the endurance limit at 2 million cycles,

and ∆σD, the constant amplitude fatigue limit at 5 million cycles with an S–N slope

of -1/3. Basically, if the stress spectrum is above and below ∆σD, the fatigue strength

is based upon the extended fatigue strength curve, where the slope reduces to -1/5

between 5 ∗ 106 and 1 ∗ 108 cycles, the latter at which point the cut-off limit, ∆σL is

reached. Corresponding S–N curves for different weld classes (∆σC) are illustrated in

Figure 3.18.

If ∆σC is known, ∆σD can be calculated by:

∆σD =
2

5

1/3

∆σC

= 0.737∆σC

(3.61)

and ∆σL by:

∆σL =
5

100

1/5

∆σD

= 0.549∆σD.

(3.62)

Overall, the wind turbine tower has different welded and bolted connections; i.e. tower

sections that are circumferentially welded are defined as “transverse splices in plates,

flats, rolled sections or plate girders” with a FAT class of ∆σC = 80 [MPa], whereas

the tower-flange intersection, which can either be designed as i) a “tube socket joint

with 80% full penetration butt welds” (∆σC = 71 [MPa]) or ii) a “tube socket joint

with fillet welds” (∆σC = 40 [MPa]) or iii) a “full-sectional butt weld of rolled sections

without cope hole” with a FAT class of ∆σC = 90 [MPa] all of which can have a T or L

flange connection. In literature, ∆σC varies between 40-80 MPa; however, this is likely

be defined by the tower-flange weld assumtion [108, 110, 111]. Therefore, if ∆σC = 80
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Figure 3.18: Fatigue strength curves for direct stress ranges. The curves are derived
based on a 95% survival probability at a 75% confidence interval. [107].

[MPa], ∆σD is 59 [MPa] according to Equation 3.61, and ∆σL is 32 [MPa] according

to Equation 3.62. With the established S–N curve, Miner’s damage calculation can be

applied to assess the cumulated fatigue damage as exemplified in Equation 3.51.

With regards to fatigue welds and FEM simulations, it important to familiarize oneself

with the phenomena of singularities and its effect when simulating corners. For welded

sections it is recommended to take the average stress along the welded line as a reference

stress/strain for design purposes as suggested by Snnerlind [112].

3.3.3.3 Damage Equivalent Loads

In engineering, often short-term simulations are executed and the load profile translated

into a damage equivalent load (DEL) to gain a simplistic and informative comparison.

The concept is based on Equation 3.59; however, a selected neq locks the number of
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cycles (for wind turbines usually 106 − 107) and S-N curve slope:

Dtot = B−mneq∆σ
m
eq.

Therefore, the damage equivalent load ∆σeq is calculated by:

∆σeq =

(
DtotB

m

neq

)1/m

=

(∑Nseries
j fj

∑Nranges
i ni∆σ

m
i

neq

)1/m

. (3.63)

3.3.3.4 Crack Initiation and Propagation

“After the tower experiences a through-thickness crack, the remaining fatigue life at-

tributable to crack propagation can still be substantial. In fact, the crack will continue

to propagate gradually after each cycle until it reaches the critical size where brittle

fracture occurs after certain cycles of loading” [113]. In design codes, due to conser-

vatism, the remaining lifetime of structures is defined irrespectively of the cracked state

fatigue life; however, in reality a structure would remain stable up to the critical crack

length.

The crack propagation is defined by the Paris law:

da

dN
= C(∆Keff )m (3.64)

where C is the crack growth rate coefficient; ∆Keff the effective stress intensity factor

range, which depends on the effective stress range Sreff , the crack length a as well as

other geometric factors.

According to Do et al. [113], the critical crack length of failure of a tower weld is:

af =
1

π

(
Kr ∗KIC

St,max

)2

(3.65)

where Kr is the stress intensity factor (0.707), KIC the material toughness (100 MPa
√
m), and St,max, the maximum tensile stress at the tower base.

In order to evaluate the number of cycles after first crack appearance until brittle
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failure:

Nif =
a

1−m/2
f − a1−m/2

i

C(Sreff
√
π)m(1−m/2)

(3.66)

where ai is the initial crack length, which can be set as the detectable crack size or

the visible through-thickness crack. The latter that can be assumed to be twice the

thickness of the tower wall. Sreff can be substituted with ∆σeq and the period in years

until brittle failure calculated by Nif/Neq ∗ Yd, where Yd is the design life of Dtot.

The analysis is highly dependent on C, thus careful evaluation is necessary to identify

the correct crack growth rate. Depending on the applied equation the growth rate can

be given in m/cycles or mm/cycles.

In the following exercise, the illustrated crack propagation methodology is applied to

evaluate the potential crack growth development of the considered turbine in Section

6. The respective parameters are illustrated in Table 3.4. The damage equivalent load

in the prevailing wind direction was identified as 48.5 MPa based on Equation 3.63.

Table 3.4: Crack growth parameters

Parameter Value Comment

Wall thickness [m] 0.04 From foundation FEM
Sreff 48.5 Neq = 106, m = 3, 25 years
Kr 0.707 From [113]

KIC [MPa
√
m] 100 From [113]

ai [m] 0.08 Double the wall thickness
m 3 For steel

St,max [MPa] 131 Half the maximum ∆σ of rainflow count (+5%)
C (high) [m/cycle] 1.65 ∗ 1011 From [114]
C (low) [m/cycle] 1.24 ∗ 1011 From [113]

The crack growth rate is dependent on several parameters, such as the geometry of

the component, the material composition as well as environmental parameters. In

literature, C varies as contrasted in Table 3.4 resulting in either 1.2 or 1.6 years to failure

after initial crack detection. At this stage the crack has reached a final critical length

of 0.1 m. In theory, this should allow for sufficient time to identify a growing crack

given half year inspection intervals. However, in practise the loading is stochastic, thus

if a critical event occurs the time to catastrophic failure may be shortened significantly.
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3.3.4 Economics

Within the world of economics there are different parameters to simplify complex cal-

culations and models to easily understandable parameters, such as levelised cost of

energy, internal rate of return, and return on investment (ROI). Essentially, all param-

eters provide financial information; however, the usage and degree of detail within the

analysis differs. The most basic and hence least realistic method is the simpe ROI,

ROIsimple =
Gain from Investment− Cost of Investment

Cost of Investment
(3.67)

where the gain from investment mirrors all monetary income flows, and the cost of

investment is the cumulated value of all associated investment costs. Consequently by

dividing with all costs, the ROI will provide a financial parameter on how much money

is generated per unit investment (e,£,$, etc). Equally the ROI can be expressed as a

percentage; i.e., based on the investment sum, how much profit is generated. Although

simple and easily understandable, the ROI lacks a very important bit of information;

the value of money over time. This is called discounting and fundamentally defines

that an amount of money at present has a higher value than the equivalent value in the

future. Because, hypothetically the present value could be invested, hence the gained

interest rate increases the total value in the future. This can be marginally within

short time periods; however, modelling 20 years of cash flows or more which is indus-

trial standard for wind turbine investments makes a difference due to due to compound

interest.

The net present value NPV is today’s value of future money flows,

NPV =
T∑
t=1

Incomet − Costst
(1 + i)t

− Ci
(3.68)

where T is the total amount of years, t any specific year, i the interest rate, and Ci the

capital investment cost. Now the IRR, is the interest rate where the total discounted
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investment/NPV is zero, hence all information is captured in one relative figure related

to all cash flows (positive and negative), whereas the NPV is an arbitrary amount, which

is not based to any reference. In other words the NPV will for example give £20.000,

however this could be any percentage of total investment costs, whereas the IRR will

give a profit percentage much more like the ROI with more realistic assumptions; i.e.,

discounting. The IRR can be iteratively calculated with the following Equation by

varying i so that the IRR(i) becomes 0:

IRR(i) =

T∑
t=1

Income− Costs
(1 + i)t

− Ci = 0.
(3.69)

Ultimately if a company has a minimum required return, hence referred to as internal

rate of return iMin (also referred to as hurdle rate) and the project proposal’s estimated

interest rate iProject is greater than iMin, an investment is advised and vice versa.

LCOE is a parameter to be able to compare different competing energy technologies

such as gas, coal, nuclear, solar, and so on and so forth. According to the National

Renewable Energy Laboratory (NREL) [71] LCOE is defined by the following formula,

LCOESimple =
Present Value of Total Costs ($)

Lifetime energy production (MWh)
(3.70)

where irrespective of any revenue income streams, the discounted and hence present

value of total costs is divided by the lifetime energy production. Therefore, the result of

Equation 3.70 generates the cost per generated energy unit, here MWh. In fact LCOE

is a much more complex calculation as taxes, depreciation, and costs (variable & fixed)

have to be combined together,

LCOETrue =
(CapEx · FCR) +OpEx

AEPnet
(3.71)

where
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FCR = i(1+i)T

(1+i)T−1
· 1−(τ ·PVdep)

(1−τ)

CapEx = Capital expenditures [$/MWh]

AEPnet = Net annual energy production [MWh/MW/yr]

= MWnet · 8760 · CF

OpEx = Operational expenditures [$/MW/yr]

= LLC + OPER + MAIN

τ = Effective tax rate [%]

PVdep = Present value of depreciation [%]

CF = Net capacity factor [%]

LLC = Land lease costs [$/MW/yr]

OPER = Pretax levelized operation costs [$/MW/yr]

MAIN = Pretax levelized maintanance costs [$/MW/yr].

Basically the first fraction of the fixed charge rate (FCR) is multiplied with the CapEx

which will generate a constant annuity payment per year based on the present value

(CapEx). The second fraction of FCR accounts for the fact that if different tech-

nologies are compared depreciation and taxes can be inhomogeneous and have to be

accounted for. For example a wind turbine with high investment costs and zero fuel

costs, will have a much longer time to account for depreciation than a gas turbine,

with operational fuel expenditure [115]. Given that this thesis analyses the changes of

LCOE for wind energy deployment, this part will not be accounted for. However, in

terms of ROI and IRR, depreciation and taxes are considered, as income cash flows

are considered, hence such changes do matter. Operational costs (OpEx) include all

running costs; however, as taxes are not accounted for, the present value of all expenses

are applied in agreement with Equation 3.70. Lifetime energy production and AEPnet

basically express the same, the difference is the former is the lifetime energy produc-

tion whereas the latter is the yearly energy production. Therefore, depending what

denominator format is applied (Equation 3.70 versus 3.71), the numerator has to be

in agreement and vice versa. Operational expenditure accounts for all additional costs

to run the power plant, such as land lease costs (LLC), operational costs (OPER) and

maintenance costs (MAIN) that based on available sources can account between 11 to
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30% of total lifetime costs [70,116].

A different metric for LCOE is applied by the Department of Energy and Climate

Change (DECC) than the one demonstrated by NREL as presented in Equation 3.71.

Essentially in order to compute LCOE, the net present value (NPV) of total costs needs

is calculated, where the actual investment cost is considered as an overnight cost, con-

trary to NREL’s application of constant annuity payments. Further, with regards to

the discount factor NREL applies a weighted average cost of capital (WACC), which

is real; i.e., cleaned for inflation and after tax corrected that is within the order of

6.5% [71]. DECC applies a hurdle rate, which is basically the required return by an

investor very similar to the IRR iMin metric, which is set at 10% although in form of a

sensitivity analysis 7.5% is applied as well [117–119]. An overview of cost estimations

for onshore wind park deployments above 5 MW elaborated by DECC in July 2013 are

given in Table 3.5. It is important to notice that additionally to O&M costs insurance,

connection, and use of system charges are taken into consideration as part of OpEx.

NPVTotalCosts =
T∑
n=1

total capex and opex costsn
(1 + i)n

(3.72a)

NPVElectricityGeneration =
T∑
n=1

net electricity generationn
(1 + i)n

(3.72b)

As generated electricity flow is a monetary metric, it has to be discounted as well,

which might be counter-intuitive because a specified amount of delivered electricity at

present supplies the same energy as the equivalent delivery in the future. The point is

that from this electricity supply, a revenue stream is created and money is exchanged,

hence discounting is necessary (Equation 3.72b). If a turbine’s physical parameters are

known, the energy yield can be estimated by application of a Weibull distribution that

can be modified according to local recorded wind rose statistics (mean wind speed,

turbulence intensity, and standard deviation) with the shape and scale factor as well

as the mean recorded wind speed. Finally in order to calculate DECC’s LCOE, the
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Table 3.5: DECC’s Onshore >5 MW Wind Energy Deployment Cost Assumptions [117]

Cost Item Scenario 2016 2017 2020

Pre-development [£/kW]
High 240.00 240.00 240.00
Medium 100.00 100.00 100.00
Low 30.00 30.00 30.00

Construction costs [£/kW]
High 1,800.00 1,800.00 1,700.00
Medium 1,500.00 1,500.00 1,400.00
Low 1,100.00 1,100.00 1,100.00

Fixed O&M [£/MW/y] Medium 37,100.00 37,100.00 37,200.00
Variable O&M [£/MWh] Medium 5.00 5.00 5.00

Insurance [£/MW/y] Medium 3,000.00 3,010.00 3,010.00
Connection & Use of System Charges [£/MW/y] Medium 4,510.00 4,510.00 4,510.00

NPVTotalCosts is divided by NPVElectricityGeneration as exemplified in Equation 3.73.

LCOE =
NPVTotalCosts

NPVElectricityGeneration
(3.73)

DECC’s estimated LCOE values are within the order of £90-100 per MWh, whereas the

American Department of Energy (DOI) as well as NREL conclude $70/MWh [72,117,

118]. Therefore, depending on the applied metric and input assumptions, LCOE can

vary significantly. Nevertheless, for this thesis DECC’s metric is applied, because this

work mainly covers the European sector, and second a more realistic picture is achieved

by discounting costs and energy yield over the years as identified by Aldersey-Williams

and Rubert [120].

3.3.5 Wind Turbine Generators

Wind Turbines generate electricity from a stochastic wind input that causes high fluctu-

ations in loading over the estimated lifetime of 108 cycles and beyond [121]. Accordingly,

fatigue resistance is one of the major design aspects besides the ability to withstand

extreme loads, such as the 50 year gust as defined in the IEC 61400 standard issued by

the International Electrotechnical Commission [106]. Over the past decade, the wind

industry’s trend has been to up-scale horizontal axis wind turbines (HAWT) as the

available power in the wind scales quadratically with the rotor radius as illustrated in
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Figure 3.19: Wind Turbine Up-Scaling (modified from [122]);
2015: Offshore

Equation 3.74,

Pwind =
1

2
ρπr2v3Cp(λ, β) (3.74)

where Pwind is the power generated, ρ is the density of the air, v is the wind speed, and

Cp is the power coefficient, which is a function of the tip-speed ratio λ and pitch angle

β.

Therefore, as further demonstrated by Figure 3.19, turbine manufacturers have started

to produce machines with capacities well above 7 MW, such as the onshore gearless En-

ercon E-126 (7.58 MW) or the MHI Vestas V164-8.0 (8 MW) designed for the offshore

market, the former with 126 m rotor diameter and the latter with 164 m, respectively.

Upscaling in general offered quick and successful product development; however, today’s

rotor diameters’ advancements are accompanied by critical factors. First, research iden-

tified that turbine components do not scale linearly; e.g., blade mass scales between

R2.3 to R2.7 [123], thus gravity forces increase notably. Second, rather than a point

wind speed, the rotor experiences spatial and temporal wind speed variations over the

entire swept area (πr2), hence each blade cuts through a changing wind profile often

referred to as rotational sampling [124]. As a result, stochastic as well as deterministic

loadings such as tower shadow, gravity and wind shear significantly increase too, since

the swept area scales quadratically. Most of these loadings will propagate in form of

vibration through the drive-train and subsequently absorbed by the tower and founda-

tion, although to some degree the blades provide aerodynamic damping (only fore-aft).
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Likewise, operational loading is further caused by a turbine’s control; i.e., nacelle yaw-

ing, start-up and emergency shut-down procedures that also subject a turbine to load

events [125].

3.3.5.1 Factors affecting Individual Turbine Loading

Figure A.2 of the appendix presents an overview of parameters that can affect individ-

ual turbine loading. From this graph, one can see that there are a significant amount

of items to be considered to be able to confidently state whether a turbine is fit for

lifetime extension. Besides wind turbine control that can significantly affect wind tur-

bine loading, individual site conditions are the main characteristics that are impossible

to influence due to their natural occurrence. Factors affecting a turbine are numerous

such as the local Weibull distribution with its scale and shape parameter, turbulence

intensity, mean wind speed, wind rose (frequency-direction distribution), atmospheric

stability, terrain, shear and veer profile, frequency of extreme events, as well as potential

wake impacts due to surrounding wind turbines or other obstacles. As a confidential

source from SPR pointed out: “we see now 50 year gusts on a monthly scale” and

illustrated in [126], hence even if such information of the past is available, the system

is in a dynamic state where loads are difficult to predict for a structure’s design life.

To give an example, Figure 3.20 displays two wind roses of different locations. The

left graph’s location is characterised by a bidirectional wind inflow, whereas the right

location is more evenly spread. Applying this information to foundation and tower fa-

tigue loading, it is very obvious that the left turbine’s foundation will experience much

higher fatigue loads at a particular section of the foundation than for example the right

turbine.

Additionally, throughout one rotor revolution, each blade will be exposed to varying

deterministic and stochastic loads, the former such as wind shear, wind veer, tower

shadow, as well as gravity, and the latter defined by wind turbulence. Therefore, there

will be sinusoidal load inputs that affect turbine loading, especially if their frequency

lies within the natural frequency of the wind turbine’s components. In order to extract

a turbine’s natural frequencies of its components such as the rotor, drive train, and
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Figure 3.20: Wind Rose Comparison

tower, there are formulas and models to approximate these. For example the natural

rotor frequencies can be approximated by application of a simple two-lumped parameter

model as illustrated in Figure 3.21. With either Newtonian or Lagrangian mechanics

the equations of motion for this system can be stated,

Hub : 3IH θ̈H = k(−3θH + θ1 + θ2 + θ3) (3.75a)

Blade1 : IB θ̈1 = k(−θ1 + θH) (3.75b)

Blade2 : IB θ̈2 = k(−θ2 + θH) (3.75c)

Blade3 : IB θ̈3 = k(−θ3 + θH) (3.75d)

where IH is the hub inertia, θH is the hub angle, θ̈H the hub acceleration, I1−3 each

blade inertia which is assumed to be equal, θ1−3 each blade angle, θ̈1−3 the acceleration

of each blade and k the stiffness of the blade. In this simple model aerodynamic blade
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Figure 3.21: Rotor: Two-Lumped Parameter Model

damping is not accounted for. Rewriting Equation 3.75a - 3.75d into matrix form,


3IH 0 0 0

0 IB 0 0

0 0 IB 0

0 0 0 IB




θ̈H

θ̈1

θ̈2

θ̈3

 =


−3k k k k

k −k 0 0

k 0 −k 0

k 0 0 −k




θH

θ1

θ2

θ3

 (3.76)

results in Equation 3.76. Performing an Eigenvector, Eigenvalue decomposition of

Equation 3.76, it is possible to extract natural rotor frequencies as well as the type of

behaviour (mode) as exemplified in Figure 3.22. Essentially, in the first natural rotor

mode, any combination of the three blades move in antiphase with each other at a

frequency of ω2 = k/IB as illustrated in Figure 3.22 a-c). Figure 3.22 e-f) displays the

second rotor mode where the three blades move in phase but in antiphase with the hub

out-of-plane e) as well as in-plane f) with a frequency of ω2 = k/IB + k/IH .

In fact the second rotor mode is also known as the umbrella mode and translates into

the first tower mode (side-side and fore-aft), due to the motion of the hub. Further the

turbine’s parked position, where the tower moves fore-aft in phase with the hub and

blades, also propagates into the tower (Figure 3.22 d). In this case, since the mass of the
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Figure 3.22: Natural Rotor Modes a-c) First Natural Rotor Mode, d) Static Turbine
Behaviour e-f) Second Natural Rotor Mode (Umbrella-Mode)

tower is much greater than the hub and rotor combined, the frequency of oscillation is at

around the natural tower frequency, however the blades deliver aerodynamic damping.

The rotor umbrella mode in Figure 3.22 e) propagates into the tower resulting in fore-aft

movement at the rotor frequency. Given that the blades deliver aerodynamic damping,

analysis in the frequency domain would result in a broad peak. The rotor mode in

Figure 3.22 f) propagates into the tower resulting in side to side movement at around the

natural tower frequency with little aerodynamic damping (spike in frequency domain).

Concerning the second tower mode, basically the hub remains stationary, whereas the

center of the tower moves either fore-aft or side to side.

According to Tempel and Molenaar [127] the first structural tower frequency can be

approximated by a flagpole with a top mass M,

f2
1 =

3.04

4π2

EI

(M + 0.227µL)L3
(3.77)

64



Chapter 3. Literature Review

where f1 is the first natural frequency, M the top mass, µ the tower mass per meter, L

the tower height, and EI the tower bending stiffness. When designing an operational

turbine strategy, it is of crucial importance to not coincide the blade passing frequency

with the first as well as second natural tower frequency6 and multiples thereof as this

could excite resonant behaviour. According to Bonnett [128] for a turbine with a di-

ameter as well as hub height of 60 m, the first tower frequency is at around 0.5 Hz;

however, as illustrated in Equation 3.77 for bigger turbines the frequency decreases as

M and L increase. Since turbine components do not scale linearly as demonstrated

in Section 3.3.5, increasing the rated power through the swept area (πr2), results in

significant frequency reductions. Bonnett further suggests to keep the system’s natural

frequency (rotational speed) at least 10% away from its structural excitation frequen-

cies.

Programs such as DNV GL Bladed are also able to compute natural frequencies, based

on input data such as tower/blade - geometry, mass and stiffness data, drive train

topology, etc. When it comes to the design of the actual foundation, there is usually

a wealth of loading data provided by such programs through simulations for parked

and operational loading under turbulent wind fields, which is run in large numbers

combined with statistical analysis. For safety considerations, there are also loadfactors

applied to simulated design loads, which vary slightly as illustrated in Table 3.6. Here,

the ultimate limit state (ULS) is where peak load is reached and the strcuture must not

collapse, whereas the accidental limit state (ALS) is applied for accidental load cases

where; parallelly two unlikely conditions take place. In addition, there is the servicable

limit state (SLS) that reflects loading under normal usage.

“It is important to note that despite this high level of modelling effort, wind loads are

variable, and there is always a probability that design loads will be exceeded” [128].

Vice versa, designed loads may be greater than actual loads. Under such circumstances,

life extension can become a crucial operating strategy in order to maximise efficiency

and increase the ROI.

6contrary to the first turbine mode, the second has no aerodynamic damping since the hub is
stationary
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Table 3.6: ULS & ALS Loadfactors [128]

Design code ULS loadfactor ALS loadfactor

IEC 61400-01 1.35 1.1
EC2 1.5 1
BS 8110 1.4 1.05
BAEL 91 1.5 1

3.3.5.2 Wind Turbine Foundations

Essentially onshore wind turbine foundations are regulated by the following design

codes; Eurocode 2 - design of concrete structures [94], Eurocode 3 - design of steel

structures [129] as well as published standards such as the previously mentioned IEC

61400 or DNV GL guidelines.

“The type and the size of the foundations used for the wind power turbines are governed

by the geotechnical conditions of the site, the maximum power of the turbine and the

type of the tower” [56]. Therefore, depending on soil conditions there are two different

types of foundations; i.e., spread foundations and piled foundations [130], the prior

is designed to spread the load within an area where the soil bearing and soil backfill

is sufficient to resist tilting under load and the latter is to reinforce stability, given

insufficient soil conditions to support the turbine’s tilt movement7 [131].

The spread foundation, as defined by its name, consists of a big bottom reinforced

concrete plate in the form of a cylinder, square, or octagonal prism. In essence, the

greater the area of the bottom plate the less ground pressure is transmitted per m2 soil.

In addition, the width of the bottom plate has to be sufficiently wide in order to prevent

the turbine from over-turning as illustrated in Figure 3.23 that depicts a simplistic

turbine load model. There exists the dead load of the wind turbine components as well

as foundation and backfill that is governed by gravity forces. Further, the incoming

wind profile with its naturally given shear profile will under simplistic consideration

result in an overturning moment at the root of the tower. The overturning moment

Mres can be calculated by,

Mres = FT ∗ h (3.78)

7e.g. the Enercon E-101/3MW nearly weights 1 kilotonne without its foundation
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Figure 3.23: Wind Turbine Loading a) Force Profile; b) Simplified Moment

where FT is the thrust force, and h is the hub height. In order to obtain Mres, the

thrust force can be obtained by:

FT = CT
1

2
ρv2πr2 (3.79)

where CT is the thrust coefficient that can be calculated with aero-elastic codes, ρ

the density of air 1.225 [kg/m3], v the apparent wind speed, and r the radius of the

rotor [106]. The highest thrust force for a pitch regulated variable speed turbine is at

around rated power (thurst increases with wind speed until rated where the turbines

pitch and shed the load). For a 3 MW rated turbine, forces of 384 kN and more can

thus be expected [132]. This is as if 38.4 tonnes are pushed against the hub, hence the

Mres will be around a hundredfold (example hub height of 100 m); i.e., 38.4 MNm.

For any load pattern, the foundation soil interface will experience a load center (LC)

that is characterised by an eccentricity e as exemplified for a wind turbine in Figure

3.24 a). The eccentricity in [m] from the foundation centre can be calculated by:
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Figure 3.24: Foundation Load Center [133]

e = Mres/V. (3.80)

where Mres is the overturning moment and V are gravitational forces.

As a consequence of this eccentricity, the resultant load area Aeff will only be a part

of the bottom surface and can be expressed in form of an eclipse for a cylindrical

foundation type (Figure 3.24 b) and expressed in the following equation:

Aeff = 2[R2arccos(
e

R
)− e

√
R2 − e2]. (3.81)

where R is the foundation’s radius.

The elliptic major axes are further:

be = 2(R− e)

le = 2R

√
1− (

be
2R

)2

where be is the height, and le the width of the eclipse. Subsequently the load area can
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also be reduced to a rectangle for ease of design calculations [133]:

Leff =

√
Aeff

le
be

(3.82)

Beff =
Leff
le

be (3.83)

where Beff is the height, and Leff the width of the rectangle.

Besides the overturning moment, a wind turbine is also impacted by yaw errors, the

yawing activity as well as wind veer. According to [134], if torsion, hence a twisting

moment, Mz is acting on the wind turbine foundation, this moment can be replaced

by an equivalent horizontal force, Fres:

Fres =
2Mz

Leff
=

√
(
2Mz

Leff
)2 +H2 (3.84)

where H is the horizontal force acting on the foundation. If there are no horizontal

forces acting on the foundation H = 0.

Figure 3.25 gives a schematic overview of the turbine’s loading. There acts the dead

load, hence gravity force that causes compressive stress profile as well as an overturning

load profile, which is hybrid; i.e., compressive and tensile stresses. The interconnection

of the tower and foundation is a crucial transmission point where in the past inserted

rings, embedded in the top of the concrete slap allowed tower installation; however,

meanwhile turbines underwent up-scaling the transition design piece’s structural in-
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Figure 3.26: Spread Foundation Types (modified from [106]) a) Plain Slab; b) Stub
and Pedestal; c) Tapered Slab; d) Slab and Pedestal with Webs

tegrity was not sufficient any more as forces do no scale linearly [53–55]. Therefore,

nowadays the interconnection is enabled by means of a steel adapter as illustrated in

Figure A.18.

Also, the soil settlement is of paramount importance and more specifically the differen-

tial settlement along the bed plate, since the soil beneath a turbine can either expand,

contract or shift. Spread foundations, which are wide in diameter but less deep are

usually applied in shallow soils and can further vary in their shape depending on soil

condition and turbine selection as exemplified in Figure 3.26. According to Burton

et al. [106] the tapered layout enables to apply less material while it is more difficult

to carry out, whereas the pedestal is applied where the bedrock is at a greater depth

than the depth of the slab. The slab and pedestal with web layout is illustrated in

Figure 3.26 d) which is a design to reduce costs; however, overall there is less structural

integrity than in layout a–c). At present, the tapered layout in Figure 3.26 c) presents

a typical spread foundation for a conventional multi-megawatt wind turbine.

Under the circumstance that the soil and bedrock beneath a proposed wind turbine

location is insufficient for a spread foundation, it is possible to overcome this obstacle

by adding multiple reinforced concrete piles that are directly connected to the spread
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foundation with overlapping reinforcement bars. These piles can be significant in depth

(10-18 m) as well as in quantity; i.e., more than 20 piles are possible depending on local

requirements. An example for required piled layouts is in areas where permafrost ex-

ists, as water expands and thaws, thus these forces can lift an entire or partial area of a

turbine [135]. Inevitable the application of such piles increases total capital expenditure

with additional costs of multiple tens of thousands [133].

3.3.5.3 Foundation Design

In this section, a simplistic overview of the design considerations of a spread wind

turbine foundation is presented. The overall design process is illustrated in the following

itemized list based on findings from [94,131,133,136]. Basically, the design consideration

is twofold. On the one hand there are the geotechnical design considerations of the

soil composition and on the other hand there are the structural design considerations

of the interaction of the turbine with the foundation. The latter is usually based

on a FE model or hand calculation to derive moments, shear forces, and loads at

various increments from the centre of the model to the edge, top and bottom faces of

the concrete section in X and Y directions (radially and circumferentially) and then

reinforce as required in line with design standards [137].

• Geotechnical design

– Soil bearing capacity

– Soil settlement

• Structural design

– Stability analysis (eccentricity)

– Concrete cover

– Steel can/bolt cage calculation

– Ultimate Limit States

∗ Design for bending moment

∗ Design for shear force
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∗ Design for fatigue

· Concrete

· Reinforcement

– Serviceable Limit States

∗ Crack Control

3.3.5.3.1 Geotechnical Design

In order to withstand the forces fransmitted from the foundation to the soil, a soil’s

bearing capacity requires evaluation under the ULS load case. Equation 3.85 illustrates

the general formula for a plate’s bearing capacity, where the shear strength parameters

(cohesion c and angle of internal friction φ) are gathered from a geotechnical analysis

[130]:

qb = cNcscdcicgcbc + qNqsqdqiqgqbq + 0.5γ′BeffNγsγdγiγgγbγ (3.85)

where

qb is the bearing capacity

c is the cohesion

q is the surrounding load at the foundation level

γ′ is the effective bulk density of the soil

Beff is the effective width of the footing

Nc, Nq, Nγ are bearing capacity factors that depend on φ

sc, sq, sγ are correction factors for the shape of the footing

dc, dq, dγ are correction factors for the foundation depth

ic, iq, iγ are correction factors for inclined loading

gc, gq, gγ are correction factors for inclined adjacent ground surface
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bc, bq, bγ are correction factors for inclined base area of the footing.

Due to the simplistic evaluation, the bearing soil capacity factors are not further pre-

sented, but can be accessed in [138]. Overall, the soil bearing capacity must be adequate

to withstand the foundation’s forces and moments.

Besides the bearing capacity, another important factor to check is the settlement; i.e.,

the differential settlement in between the foundation edges. If piles are required this

will naturally affect the analysis.

Lastly, if a twisting moment Mz or horizontal load H is acting on the foundation, suf-

ficient sliding resistance is required. This is fulfilled if the following two conditions are

met:

Aeffc+ V tanθ

H
> 1 (3.86)

H

V
< 0.4. (3.87)

3.3.5.3.2 Structural Design

For the load calculations (ULS, SLS, fatigue) the turbine manufacturer usually provides

the following design information and load denotations including partial safety factors;

the overturning moment Mres, the gravitational force of the turbine Fz, the twisting

moment Mz, and the resulting force from the twisting moment Fres. An example is

illustrated in Table 3.7 for a Vestas V117 3.5 MW rated wind turbine. As a first step,

Table 3.7: ULS Example Design Load Case [139]

Load Type Unit ULS

Mres [MNm] 50.3
Mz [MNm] 5.9
Fres [kN] 661
Fz [kN] 3497

it is necessary to evaluate the structure’s stability, by evaluation of the eccentricity

(Equation 3.80) to prevent loss of soil contact and uplift. This is met if:

e =
M

V
=
Mres + Fres(h+ t)

Fz +Gtot
< B/6 (3.88)
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where h is the foundation height, t the hight of the steel ring’s plinth, Gtot the founda-

tion’s and backfill’s gravitational force and B is the diameter of the foundation [133].

A wind turbine foundation is exposed to a combination of loads; i.e., the soil acts

a distributed pressure on the foundation’s bottom, while the soil backfill acts as a

distributed load on the top. In addition, there are the forces from the operational wind

turbine as discussed in Section 3.3.5.2.

This results in a complex combination of bending moments and shear forces along

the foundation’s cross-section. Typically a FE model is applied to identify sectional

moments and forces in order to design the foundation’s geometry as well as required

reinforcement for the tensile loading. As exemplified in Section 3.3.2.3.2 for a simple

cantilever, the analysis includes scrutiny for bending moment and shear (under the

ULS while for the crack control under the SLS), radially and circumferentially as well

as under fatigue loading. In addition, the application of a steel ring or bolt cage requires

evaluation for the foundation’s center/turbine anchorage.

3.3.5.4 Life Extension

A wind turbine and its components are designed and certified under specified static and

dynamic loading conditions originating from a turbulent wind field that is specified in

the IEC 61400-1 standard in order to represent most site characteristics as illustrated

in Table 3.8.

There are three different wind turbine design classes (I, II, III) that are characterised by

Table 3.8: IEC Wind Turbine Classes [140]

Wind Turbine Class I II III S

Vref (m/s) 50 42.5 37.5 Values
Vavr (0.2*Vref) (m/s) 10 8.5 7.5 specified

A Iref (-) 0.16 by
B Iref (-) 0.14 the
C Iref (-) 0.12 designer

a different reference wind speed, Vref (extreme 50 years reoccurring 10 minute average)
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paired with a turbulence intensity (standard deviation divided by mean wind speed)

A, B, or C. Also, there is a third option S, where a turbine is designed according to

specific site conditions. Consequently, in each category for example IA or IIIC there

exists a range with two possible extremes (min/max), hence potential to allow for life

extension, if actual site conditions are less severe than the design maximum.

Besides, lower operational wind speeds and turbulence intensities, Table 3.9 presents

alternative reasons that may result in potential to extend an asset’s operation.

Table 3.9: Reasons for Continued Operation [141]

Consideration Explanation

Site Classification Structure was designed for wind class III, but operated in wind class II
Turbulence Turbulence are less then considered in the design assumptions

Level of downtime Due to curtailment or faults
Yield analysis Due to curtailment or faults, wind speeds, etc.

Design reserves Design reserves are determined by extreme loads
Repairs and replacements Reset/change of cumulated fatigue damage

Therefore, the overall aim of wind turbine life extension is to extend the originally

intended operational design life by taking into account the local site conditions that

have been collected for close to two decades at a specific site by SCADA or a nearby

met. mast.

3.3.5.4.1 DNV GL Lifetime Extension Standard

DNV GL offers their life extension certification based on three different methods, i) the

simplified, ii) detailed, and iii) probabilistic approach in which each method consists

of an analytical and practical part to ensure proof of strength and stability [23]. Main

outcome of both parts are the specification of possible life extension, specification of

required inspection scope and intervals, and the specification of restrictions and limit-

ing conditions. The latter could for example result in the requirement to exchange a

component or to install a condition monitoring system to ensure reliability.

In order to go through DNV GL’s certification process, the considered wind turbine

or wind farm has to pass the lifetime extension inspection (LEI) where life extension

suitability of all load transferring and safety relevant components is evaluated. Other
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evaluation criteria is itemised below:

• visual inspection of all load-transferring and safety-relevant components

• review of maintenance reports and inspection reports for specific turbine

• consideration of SCADA data

• consideration of wind turbine type related field experience

• simple tests

In addition, to item one (visual inspection) Table A.13 of the Appendix depicts an

overview of the inspection scope in conjunction with evaluation criteria per component.

With regards to life extension certification, there exist three approaches that are pre-

sented in Appendix B.18. Unless environmental conditions are more benign than design

criteria, DNV GL’s life extension certification solely evaluates fatigue loading and dam-

age rather than extreme loads in all three methods.

In the simplified lifetime extension approach, analytical load calculations shall be per-

formed with a generic wind turbine model and controller in combination with a state-of-

the-art aero-elastic simulation code; for example, DNV GL’s Bladed software package.

Concerning required environmental conditions, data must be available representing

the current state of the art, including the influence of wakes from neighbouring tur-

bines. Depending on the outcomes of both parts’ evaluation criteria, loads shall then

be calculated for an extended lifetime with local site conditions. “A verification of all

components taking into account the extension of lifetime shall be conducted based on

a comparison of loads. Based on the results of these verifications, conditions on opera-

tion/maintenance/inspection of the turbine may be defined, for example if a component

shall be monitored by a conditions monitoring system (CMS)” [23].

8LEI can also be used to receive a life extension certificate. This seems to be only valid for single
turbines [76].
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Contrary to the simplified approach, the detailed approach for lifetime extension re-

quires a wind turbine type specific analytical part. Also, this approach requires a more

detailed investigation of environmental conditions (wind, waves, soil, influence of wind

farm configuration, temperature, humidity, ice aggregation, salt content etc.). Concern-

ing the required maintenance and inspection reports of the presented practical part, as

a minimum the commissioning as well as maintenance reports, and reports from inspec-

tion, failure reports/reports on extraordinary maintenance activities, documentation of

component exchange, as well as field experience shall be taken into consideration.

Finally, the probabilistic approach “allows for the use of stochastic methods in the

assessment of structural integrity” [23]. In order to do so each component is evalu-

ated under a structural reliability analysis (SRA) to model component reliability. This

method requires to set target reliability levels, and the identification of failure modes

connected to a limit state function (also known as g-function) based on engineering

theory. With this reliability and failure probabilities are determined with for example

a first order reliability method (FORM). If specific turbine component information are

not available, the use of generic models is recommended. The outcome of this method

is the potential life extension per component, where some items require specific action

such as replacement or the installation of CMS; however in terms of possible inspection

and maintenance procedures, risk-based methods may be developed based on statistical

results.

Limitations

The published standard by DNV GL offers a good overview to evaluate the scope

and focus of life extension certification; however, there are some factors that remain

unclear and thus are subjected to a discussion.

Overall DNV GL offers three different methods that vary greatly in the analytical part,

whereas the practical part seems to be roughly the same procedure. Nonetheless, it is

not discussed or disclosed who actually decides on the required approach; i.e., is the
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operator/investor able to select the most suitable approach?

Across the industry, resources are ideally allocated in the most economical manner, but

based on the presented differences, it becomes clear that the simplified approach will

consume much less resources (time, costs) than the detailed and probabilistic method.

With this in mind, the risk is high that operators and investors will most likely select

the simplified approach and thus gain certification by committing least resources.

Also, in the case of the detailed and probabilistic approach, the wind farm opera-

tor/investor has to obtain relevant component data from the original equipment manu-

facturer (OEM) that can be tiresome to obtain or in the worst case scenario, the OEM

can refuse to disclose required data. As presented in the introduction, DNV GL and

Gamesa have cooperated together to certify life extension at the end of 2014. Neverthe-

less, in the light of the complete halt of the Spanish wind industry with zero installations

in 2015 (Figure 1.1), Gamesa is under significant pressure to remodel and shift their

services to existing turbines, rather than new installations. It is questionable though,

how other manufacturers such as Vestas, Siemens, Enercon, etc. will react, since this

can be seen as a risk that could potentially cannibalise sales of new installations with

greater profit margins. On the other hand, there is evidence that Enercon is looking

into life extension as well with their offered service contract for turbines above 20 years

of operational life, in which case a life extension certificate can increase acceptability

based on a standardised process [24, 141]. This acceptability through certification can

greatly help negotiations between the operator and insurance companies or building

authorities to ease life extension processes.

Certification costs will also determine industry’s interest as gathering, processing, and

documenting all relevant required information can be a tedious process, hence the cost-

benefit from extended lifetime is reduced by an unknown percentage. Operators will

also consider life extension based on their own due diligence in the past, so if most

relevant reports are readily available, well structured and written in an understandable

way for a third party, data gathering will be much easier than if data is lost or archived

in a non-structured fashion.

With regards to the practical part, despite providing inspection criteria for wind tur-
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bine foundations in order to identify damaged, cracked, and corroded areas, evaluation

is not specified beyond visual inspection (are sections of the foundation going to be

excavated? how are the soil conditions evaluated beneath the foundation? what about

internal damage, corrosion or cracks?). Since the foundation is difficult to access, dam-

age might be invisible at accessible sections. Therefore, novel foundation conditioning

monitoring methods can greatly help to improve the health assessment.

In 2017, a Dutch lifetime extension standard was published that is essentially a copy

of DNV GL’s recommended approach [142].

3.3.5.4.2 UL Lifetime Extension Standard

The UL 4143 ”Wind Turbine Generator - Life Time Extension” standard suggest to

implement six steps to extend an asset’s lifetime. The main difference to the approach

by DNV GL is that the UL standard allows to cluster turbines. The evaluation steps

are further presented in Appendix B.2.

The UL standard is in some sections more detailed than DNV GL’s standard, especially

in the operational assessment and risk assessment. The latter that is a less complex

appraoch to the one suggested by DNV GL. Both standards are similar in terms of

the split to divide the analysis in a practical and analysis part. However, similarly to

DNV GL’s approach, the UL’s methodology requires significant resources to facilitate

lifetime extension. Resources, that may not be available in cost-sensitive projects.

According to a UL webinar [143], the P50 values are derived for the economic model

and don’t contain any uncertainty in the analysis, whereas the P90 value is observed

as a very conservative approach with high safety requirements.

Although limitations are presented in form of a discussion concerning life extension

certification, in the following Chapter it is assumed that a turbine can be considered

safely and reliably to life extension.
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Economic Lifetime Extension

Decision-Making

In this Chapter several work packages are covered. Initially, a review of the state-

of-the-art of lifetime extension in the UK is presented in Section 4.1 that was part

of a European research cooperation with the overall results published by Ziegler et

al. [144]. Subsequently, work is presented with regards to quantification of performance

degradation of wind farms that was carried out in cooperation with Iain Staffell from

Imperial College, London in Section 4.2. Section 4.3 is dedicated to the reproduction,

discussion, and sensitivity analysis of LCOE published by DECC for a sanity check of

the model, while Section 4.4 presents a derived model to support the economic lifetime

extension decision making. Based on the developed model the effect of upscaling and

performance degradation of wind turbines is analysed in Section 4.5. Finally, Section

4.6 presents a lifetime extension consultation for one of BVGAssociates’s clients for two

wind farms that reach their end of design lifetime in 2020 in the UK where the derived

LTE extension methodology is applied to real operational data.
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4.1 The State-of-the-Art of the UK’s Lifetime Extension

4.1.1 Introduction

The lifetime extension analysis of wind turbines depends on country-specific circum-

stances such as i) the available subsidy scheme, ii) site and turbine conditions, iii)

repowering characteristics, as well as iv) legal requirements [78, 144, 145]. Therefore,

the framework of analysis is a key driver governing the degree of due diligence and

resource commitment of the assessment. Where Ziegler et al. [144] aim to provide a

comprehensive overview on the state-of-the-art of lifetime extension in Europe, this

work presents additional information gathered during the interviews aimed at present-

ing a more detailed picture of the situation in the UK. This is facilitated by a thor-

ough market analysis and the consultation of experts in the UK. The latter through 6

guideline-based interviews originating from [144]. The semi-structured interview ques-

tions are illustrated in Figure C.1-C.4 of Appendix C. The remaining text is structured

as follows. Section 4.1.2 presents an analysis of the UK’s historical wind energy devel-

opment, whereas in Section 4.1.3 the UK’s survey methodology is discussed followed

by the presentation of complimentary survey results in Section 4.1.4. Section 4.1.5

presents this work’s limitations and eventually in Section 4.1.6 findings are concluded.

4.1.2 The UK’s Historical Wind Energy Deployment

The UK’s wind energy market has increased significantly with the beginning of the 21st

century, reaching a total installed capacity of 13.6 GW as illustrated in Figure 4.1. This

capacity in MW is distributed among 63% of onshore and 37% of offshore wind turbine

generators (WTGs). However, offshore installations are expected to become the domi-

nant share in the future due to the overall reduction of onshore subsidies [146]. Histor-

ically, until 2007 the growth in capacity was mainly driven by upscaling in conjunction

with increasing installation numbers as illustrated in Figure 4.2. From 2007 onwards

the average installed turbine size has maintained a relatively stable power rating reach-

ing a plateau of 2.28 MW for onshore and 3.58 MW for offshore turbines, respectively.

Onshore, legal requirements are likely to be the result of this scaling plateau, whereas
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Figure 4.1: Annual capacity in the UK that will reach the end of lifetime (20 years) in
the future [147].

offshore the two main turbine suppliers (Siemens and Vestas) have been very successful

with their turbines rated at around 3 and 3.6 MW [147]. Nevertheless, it is expected

that new offshore turbine models will soon increase the mean installation rating with

the installation of 5 MW offshore turbines in 2015, 7-8 MW models in 2016 [148], and

presumably > 10 MW models in the near future. Consequently, in between 2007 and

2015 the growth was mainly driven by installation figures rather than upscaling.

Contrary to recent installations, it is important to analyse the share of turbines that

will reach its end of designed lifetime with the detailed numbers illustrated on the

right-hand side of Figure 4.1. At present there is a small but yet substantial onshore

capacity with an average rating below 1 MW (Figure 4.3) reaching their end of design

lifetime. These turbines are predominantly located in Wales, Northern Ireland, and

England with an average fleet age of 10.5, 8, and 6.6 years respectively [149]. For assets

that reach their end of design lifetime, the owner or operator must decide whether to

decommission, repower, or life extend either a wind farm or individual turbine. The

capacity of end-of-life turbines is relatively small until 2024 (20-70 MW/year), which

subsequently is growing exponentially reaching 400 MW in 2025. Assuming a capacity

factor, CF of 0.28 as well as an electricity spot price of £40/MWh, this results in an

annual revenue stream of £39,2 million/year.
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In addition, the first offshore turbines (Blyth wind farm) will reach their 20th year of

operation in UK waters in 2020 (2nd: North Hoyle and Scroby Sands wind farm in

2024) [147].

At this stage the size distribution of turbines in their 20th year will also has changed

significantly as depicted in Figure 4.3; i.e., in 2025, 1.4% of the turbines will be below

0.5 MW, 37.7% in between 0.5 and 1 MW, 26.2% in between 1 and 2 MW, 30% in

between 2 and 3 MW and finally 4.6% in between 3-4 MW. After 2025 the share of

2-3 MW turbines reaching their end of operational lifetime will increase continually,

whereas the share of turbines below 0.5 MW will drop substantially.

At present, 15 onshore wind farms are beyond 20 years of operation in the UK [150].

While the renewable obligation (RO) is in its final termination stage, for the successor

subsidy scheme contract for difference (CfD) continuous onshore subsidies are unclear

[151]. With the removal of onshore subsidies for new as well as repowering investments,

the likelihood of lifetime extension is becoming more and more thought-provoking as

identified by Everoze [149].

Especially, due to extended subsidies beyond 20 years of operation; i.e, the installed

capacity that entered the RO prior to June 2008 is eligible for subsidies beyond 20 years

of operation until the closure of the old RO scheme in 2027 [152,153]. For this capacity,

economic profitability will subsequently be defined by the spot-market electricity price

from the beginning of 2027. With regards to the capacity that entered the RO scheme
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after June 2008, there is a fixed compensation period of 20 years, thus capacity reaching

its 20th design life will directly be exposed to the market electricity price, although in

2027 there will be a move to a fixed price certificate [154]. With the termination of the

grace period in 2019, the RO will be closed in 2039.

Further, the northern parts of the UK have one of the highest wind resource in Europe

resulting in lower cost of energy [145, 146, 149, 155] and thus in comparison to other

countries, there exist increased profit potential beyond the design life.

4.1.3 Survey Methodology

The overall survey design and execution is published by Ziegler et al. [144]. With regards

to the detailed UK survey execution, in total 12 individuals were pre-determined to be

suitable to participate based on their degree of industrial exposure on lifetime extension

in the UK. 6 out of the 12 identified experts agreed to participate in a guideline-based

interview that was conducted in person as well as over the phone.

4.1.4 Complimentary Survey Results

The collected data was transcribed and contrasted to identify differences and similarities

of participant’s responses. As presented by [144], survey participants of all targeted

countries agreed to life extend in order to maximise the ROI. In addition, participants

in the UK highlighted the existing and hard-won local stakeholder relationships and an

asset’s available infrastructure. Participants further stressed that for many wind farms

there are local constraints (tip height, access, noise), thus options such as repowering

are not perceived as advantageous especially under the light of the terminated RO.

In practise, participants agreed on a two-split lifetime assessment approach based on i)

data evaluation as well as ii) inspections. For the former, in-house designed assessment

approaches were encountered in the UK as there is no governmental lifetime extension

regulation in place, contrary to for example Germany and Denmark [144].

With regards to the applied toolbox to identify the health status of an asset, partici-

pants mentioned the following activities. A review of: i) maintenance reports (main-

tenance history, operation, reliability and failure data), ii) structural survey reports (if
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available), iii) operational reports (turbine availability as well as lifetime output), and

iv) the wind history (permanent met. mast and hub anemometer). In addition, the

asset manager was consulted besides reliability based analysis with supervisory control

and data acquisition (SCADA) systems. Also, data from condition monitoring systems

(CMS) is taken into consideration if available (predominantly drive train accelerome-

ters). Mentioned data processing techniques are benchmarking of individual turbines

(turbulence intensity, mean wind speed1, yawing and pitching activity.) and trend eval-

uation. Operators are further looking into measurement campaigns to evaluate loading

of the tower, blades, and drive train, although at present, this has not been executed.

All participants highlighted the requirement for inspections, with most participants

being aware of the component inspection list of DNV GL’s guideline [23]. Recertification

was not seen essential to the analysis. Details concerning intended/executed inspections

are annual drive train inspections, non-destructive inspection (NDI) of all welded and

bolted connections (e.g. measurement of bolt torque), checking for corrosion as well as

the overall health evaluation of the blades (6/12-month inspection intervals). Annual

maintenance strategies are continued as business as usual. With regards to the electrical

equipment, respondents mentioned to check oil samplings of transformers.

The considered extension age is a combination of the historic wind conditions as well

as the technical asset status. In terms of the optimal evaluation timing, in theory year

12-15 was mentioned as options narrow down quickly; however, in practise this is rather

dealt with in year 18-20. With regards to obtaining turbine data from OEMs, results

showed a pessimistic expectation/experiences, thus for potential future in-depth load

analyses, generic data is likely applied.

Concerning difficulties and concerns, interviewees pointed at the requirement for more

dedicated services and the general lack of experience. For example, it requires skilful

and experienced technicians with a critical eye to thoroughly inspect turbines and iden-

tify critical components. Ideally critical components are repaired, replaced or monitored

by CMSs. With regards to the availability of spare parts to retrofit turbine components,

participants responded incoherently with some seeing the sourcing as a challenge while

1A higher uncertainty was expressed for the turbulence intensity than the mean wind speed due to
terrain impacts
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others do not expect any difficulties. Uncertainty in the UK’s policies and regulation

further feed into the tendency to limit the considered lifetime extension period in order

to ensure economic feasibility. Also, there is a lack of clarity, if a few turbines within

a wind farm require decommissioning (likely the ones with the more severe historical

loading) as selected turbine removal may require amendment of the asset’s land lease

and grid connection agreement as well as planning consent and thus may consume sig-

nificant resources. In fact, the younger the wind farm the tougher are its contracts in

place; i.e., there are examples of indefinite and limited contract lengths concerning an

asset’s land lease, grid connection as well as planning consent. This further prohibits

a standardised lifetime extension approach. With regards to the wind history, par-

ticipants stressed that data from permanent met. masts or nacelle anemometers may

become unreliable and require adjustment. Further changes to an asset’s environment

can influence the local wind regime as occurred in a case where a forest was planted

within the vicinity of a wind farm. Lastly, participants stressed that procurement of

original design standards can be challenging to obtain. If original design standards

were not accessible, IEC design standards were applied as an alternative. It was also

mentioned that lifetime extension does not generate “balance sheet growth” and thus

is not necessarily appreciated by investors.

Overall, interviewees are confident about their in-house lifetime extension practices,

albeit the previously mentioned difficulties and concerns. It is important to maintain a

holistic view on lifetime extension in order to determine economic as well as technical

feasibility. From a strategic point of view, there may be different extension approaches

emerging in the future such as i) short-term < 5 years (lowest operational expenditure

oriented or continuation in the form of business as usual) and ii) long-term > 5 years

(investment based – retrofits).

4.1.5 Limitations

This work relies on experiences from a total of 8 onshore wind farms that have been

subjected to a lifetime extension assessment by industry. Consequently, this research

gives an insight at a few case studies within the UK that give an impression about
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current lifetime extension practises as well as associated difficulties and concerns. The

findings are further limited to the UK market and may change in the future due to more

improved LTE approaches, thus results are not likely to be applicable in other countries.

Lastly, the UK is leading the offshore installation capacity in Europe; however, offshore

assets experience a different loading profile than onshore, thus results are not generically

applicable.

4.1.6 Section Conculsions

This work presents complimentary market data and survey results that depict chal-

lenges and concerns in the UK’s lifetime extension environment. Findings may guide

operators, third party service providers as well as governmental institutions to tailor

projects to streamline and support the lifetime extension assessment framework within

the UK. Due to the current changes within the country’s subsidy scheme, lifetime ex-

tension is expected to become an ever-increasing field of interest for researchers, owners

and investors, third party service providers as well as certification bodies. At the same

time gathered survey results reveal that lifetime extension is not a straightforward pro-

cess, thus requirements and evaluation processes are uniquely dependent on an asset’s

environment.

Based on the interview findings, the UK government is actively encouraged to draft a

lifetime extension guideline as this was observed as a key operational risk in long-term

decision-making. From a technical point of view this may include to develop the poten-

tial for more qualified inspection personnel. One possible strategy may be to provide

governmental certification for independent institutions to train and certify wind tur-

bine technicians for end of lifetime inspections. This will ensure a thorough and more

robust inspection process with a critical eye for detail. This could reduce the need for

costly aero-elastic simulations as aimed for in the Danish legislation [156].
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Figure 4.4: Wind Turbine Performance Degradation [157]

4.2 Wind Turbine Performance Degradation

“Ageing is a fact of life. Its effects are inevitable for all kinds of machinery, reducing the

efficiency, output and availability of steam and gas turbines, solar PV modules, batteries

and automobiles alike” [157]. Ageing is also believed to contribute to the wind turbine

drive train as well as the aerodynamic efficiency of blades affecting the overall availabil-

ity and power output. Consequently this reduces a turbine’s load factor YL that is the

ratio of the actual output of a turbine for a given period and the theoretical output as

if the turbine operates at full capacity. For a reasonably windy site, load factors within

the range of 30% are encountered in the UK for the onshore fleet [158], althoug in the

UK DECC calculates with an average load factor of 28% [117]. Depending of the per-

formance degradation rate, there is a threshold where it is worthwhile to prematurely

replace the turbines with new models or parts; i.e., the economical life is shorter than

the technical designed life expectancy. Research by Staffell and Green [157] suggests

that wind turbines are significantly exposed to performance degradation as exemplified

in Figure 4.4 with an average load decline of 1.6 % per annum. After looking closely
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into this dataset it is evident that most of the generator types are from a commercial

perspective small is size at around 700 kW with around three wind farms that consist

of 1500 kW machines. However, since available power scales quadratically with the

radius of the blade, bigger turbines deliver much more energy, hence O&M becomes a

more critical factor in order to maximise energy yield. Based on this, the hypothesis

is that operators of a relatively small turbine will focus less effort on O&M than ma-

chines greater in size. With this background information and hypothesis Iain Staffell

from Imperial college was contacted and a collaboration was set-up in order to review

wind turbine performance based on different turbine classes in terms of rated power.

The approach to gain such data is identical to Staffell’s and schematically depicted in

Figure A.10 within the Appendix. The only differences to the original work are 1) the

moving average is calculated less complex (25 month moving average was selected with

results in agreement with the previous filtering), 2) the ROC database was updated by

roughly two years, and 3) all wind farms were updated with a rating above 1.5 MW.

Performance degradation results for the class equal or above of 3 MW are illustrated

in Figure 4.5.

Although data is only available for a maximum of 8 years onshore and 8.5 years offshore,

performance indicators illustrate a fairly stable output over time that is significantly

different from previous findings as illustrated in Figure 4.4. Findings reveal how on-

shore as well as offshore load factors increase for the first initial four years, although the

effect for offshore wind farms is much more prominent than onshore. This is likely due

to the effect of the change of reliability over time, since according to [159,160] failures

in wind turbines are more likely to happen at the beginning as well as the end. Due

to the shape of this failure distribution, it is often referred to as the reliability bathtub

curve. Also, improvements as well as learning in O&M processes can have significant

initial impacts in order to increase a turbine’s energy yield. The latter is much more

significant for offshore, since deployed offshore turbines are much younger and fewer in

quantity than onshore turbines, hence less knowledge is available by operators. This

is also in agreement with information given by Graeme Wilson, an asset performance

engineer at SSE stating that their offshore O&M processes experience a steep learning
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curve resulting in improved and more efficient processes and thus an increased avail-

ability and load factor [161] over the initial operational years.

Upon evaluation of results, it became evident that most wind farms are operated under

a performance based maintenance contract (PBMC) in which the owner of the wind

farm is able to penalise the operator when a specified agreed availability is not met

where weather impacts are taken into account. Table 4.1 presents an overview of what

wind farms have or have had a PBMC signed. Overall, 70% of all offshore wind farms

presented in Figure 4.5b are under such an PBMC, whereas for onshore turbines (Figure

4.5a) this is difficult to say as relevant data was not available. However, judging from

the size and type of ownership of the analysed onshore wind farms with no PBMC

information access (community ownership), it appears highly likely that PBMC are

agreed.

In fact, wind turbine performance degradation has two distinct origins when the actual

wind resource is not taken into account or normalised for, on the one hand there

is wear and tear of components where the degradation process is characterised by

a low rate of change and on the other hand there is downtime and hence reduced

availability caused by parts that break down characterised by a high rate of change

(failure/sensor activation). Also, if data is based upon ROCs (Staffell and Green), de-

rated periods constrained by the operator naturally results in a reduced availability and

thus negatively impacts a wind farms’ load factor resulting in an introduced potential

for error.

4.3 Reproduction of LCOE

As an initial step to economically model wind turbine life extension it is important

to reproduce available LCOE parameters by combining multiple sets of data that is

discussed in this section. For this analysis cost parameters are derived for a 3 MW

class turbine, since such rated power is slightly greater in size than the current average

installed onshore turbine [162]. Also, the selected rated power is roughly in agreement
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Figure 4.5: Wind Turbine Performance Degradation (Class ≥ 3 MW)
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with the turbine that is equipped with foundation sensors within the field implemen-

tation (Vestas – V117-3.45 MW). As illustrated in Section 4.3.3 any LCOE model is

based upon various assumptions, hence individual parameters can vary significantly.

In addition, published available is data is often difficult to reproduce as important in-

formation is missing. Therefore, LCOE is reproduced from DECC for onshore wind

farms based on 3 MW class turbines in an installation above 5 MW as it offers the

most abundant data available (investment costs and O&M costs).

4.3.1 Input Data

Investment costs for wind turbines can vary significantly, based on the size of turbine,

size of contract, location, region, material prices, current demand and supply, level

of subsidies etc. [70]. For this tool investment costs are taken from DECC with ex-

penditure assumed at £1,400,000 per installed MW including turbine ex works, civil

works, and grid connection [118]. Also, DECC’s pre-development costs are taken into

account at £100,000 per installed MW, thus in total capital expenditure is modelled

at £1,500,000 per installed MW. Based on the cost distribution by Blanco [70] the

CAPEX cost distribution is as following: turbine ex works - £3,408,000, grid connection

£576,000, civil works £432,000, and other capital costs (site monitoring, permissions,

planning costs, transportation, etc.) £384,000.

The annual turbine yield is obtained by defining the probability of turbulence according

to wind speed v that is assumed to be normally distributed,

pt(v) =
1√

2πσ2

−(v−va)2

2σ2

(4.1)

where va is the 10 minute mean wind speed and σ the standard deviation defined by

the product of turbulence intensity I and va. Since the Weibull distribution pw(va) is

based on 10 minute mean data the power curve as a function of mean wind speed is,

Pa(va) =

∫ ∞
0

P (v)pt(v, va)dv (4.2)
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Table 4.2: LCOE - Wind Turbine Parameters

Parameter Value

Rotor Radius 50 [m]
Mean Wind Speed 6.6 [m/s]
Cut-In Wind Speed 3 [m/s]
Cut-Out Wind Speed 23 [m/s]
Turbulence Intensity 0.1
Cp-Max 0.48
Drive Train Efficiency 0.85
Weibull Shape Factor 2
Weibull Scale Factor Gamma Function

where P(v) is the turbine specific power curve and pt(v, va) the normal distribution

of turbulence intensity. With this the point wind speed of turbulence intensity is

transformed into the 10 minute mean value.

Pyear =

∫ ∞
0

Pw(va)Pa(va)8760dva (4.3)

Finally by integrating from zero to infinity the product of Weibull distribution, the

power curve as a function of mean wind speed and the amount of hours per year, the

annual yield Pyear can be approximated as illustrated in Equation 4.3.

Wind turbine characteristics were modelled according to parameters summarized in

Table 4.2, which yearly yield values are in agreement with models from [163]. For

this specific case, in order to reproduce DECC’s LCOE data, parameters are adjusted

in order to achieve a capacity factor of 0.28 that is defined as the central case by

DECC [117]. Based on given data in Table 4.2 the annual energy yield is estimated to

account to 7.17 GWh.

Another important factor is the cost for operation and maintenance (O&M) that can

once again depend on multiple factors as briefly summarised before and thus published

data varies significantly. Usually O&M accounts for multiple factors as illustrated in

Figure 4.10; however, published data from sources such as DECC, EWEA, Windpower-

Monthly, NREL, and IEA deviate significantly making it difficult to determine reliable

parameters. Since, this Section deals with the reproduction of LCOE, DECC’s input
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Figure 4.6: O&M Cost Breakdown in % [70]

parameters are selected. Detailed cost assumptions by DECC are illustrated in Table

3.5 based on different years of installation (2016, 2017, 2020), where costs are broken

down into fixed and variable costs as well as insurance and connection/use of system

charges.

As illustrated in Section 4.2 wind turbines experience performance degradation due

to wear and tear of the electrical equipment such as generator or gearbox as well as

the aerodynamic performance with e.g. leading edge erosion or damage formation in

the adhesive layer of 1) joining skin and main spar flanges and 2) joining the up- and

downward skins as both latter failure types account to 33% of total blade failures [164].

Hence as suggested by Staffell and Green [157] performance degradation shall be mod-

elled linearly; i.e., with a constant reduction of 1.6% per year. However, DECC’s metric

does not account for performance degradation at all, hence at this stage this data is

not included [119].

Concerning decommissioning expenses, there are different models and suggestions as

well; e.g., in DECC’s assumptions [119] the scrap value at the end of the lifetime is

assumed to equalise decommissioning costs, whereas sources such as [165, 166] require

securities within the region of £90,000 for a 2.5 MW turbine in order to ensure that the

operator is able to decommission the turbine eventually. For onshore wind turbines,
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the UK has no jurisdiction whether securities have to be in place in order to guarantee

the proper execution of decommissioning, whereas in Germany securities are required.

The latter is governed by each federal state’s law, for example in Hessen securities are

required since 2004 based upon a rule of thumb,

Security[e] = HubHeight[m] ∗ 1000[e] (4.4)

where the required security is based upon the turbine hub height, as the required crane

to decommission the turbine is the most expensive piece of equipment that cost fac-

tor increases with height [167]. This is crucial as the owner might become bankrupt

during the course of a turbine’s lifetime that could impact decommissioning require-

ments. Especially in offshore environments this is crucial due to limited turbine access

restricted by weather conditions and significantly increased costs of equipment and ser-

vice charges as a lifting vessel can easily cost more than £180,000 a day [168]. Since

the aim is to reproduce DECC’s LCOE, decommissioning costs are assumed to equalise

with the turbine’s scarp value; however, when the model is subjected to sensitivity of

input parameters, decommissioning costs are also modelled at £90,000 at the end of a

turbine’s lifetime.

Also inflation for manual labour concerning operational expenditures are accounted for

based on a yearly inflation of 3% that in this model affects only labour costs. Conse-

quently, inflation affects administration charges (21% of O&M), and based upon the

assumption that a third of service and spare parts is composed of manual labour, thus

8.6% of O&M (Figure 4.10). The discount rate is taken from DECC’s parameters with

a rate of 10% and as an alternative scenario 7.5%.

4.3.2 Results & Sensitivity Analysis

Based on all presented and discussed parameters in Section 4.3.1, LCOE values for this

model’s 3 MW wind turbine are £99.60 per MWh (disount rate: 7.5% - £86.18) that

is in agreement with the central case of DECC’s LCOE for onshore wind applications

[117,118].
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In order to evaluate the robustness of this model a sensitivity analyses to certain input

parameters is conducted. Results of this analysis are presented in Table 4.3 where

certain input parameters are adjusted while Table 4.4 presents selected cases’ results.

Table 4.3’s cases are quite straight forward, where defined parameters in Section 4.3.1

are reduced by 10%. Concerning the selected cases presented in Table 4.4, the first two

Table 4.3: LCOE - Sensitivity Analysis (1/2)

Case [-10%] LCOE [£] ∆ Baseline Blanco 2009 [70]

Investment Costs 92.22 -7.41% -7.6%
O&M 97.01 -2.60% -2.4%
Capacity factor 109.88 10.32% 8.5%
Interest Rate1 94.11 -5.51% -2.1%
Lifetime2 98.41 -1.19% -4.0%
Weibull Shape Factor 97.95 -1.66% N/A
Mean Wind Speed 127.63 28.14% N/A

1Blanco based on 7.5%, 2 +10%

cases take the inter-annual variability (IAV) of mean wind speed into consideration. In

other words any location’s site characteristics can change; i.e., the annual mean wind

speed can deviate over several decades that can be modelled as a normal distribution

according to findings based on several locations such as multiple sites in the UK as

well as in Minnesota, Unites States, and Norway [169–171]. Observations from the UK

present an overall standard deviation of 7% of mean wind speed based on records up

to 50 years [169]. Based on the mean wind speed and standard distribution a Monte

Carlo simulation is modelled for the mean annual yield over the wind turbine’s lifetime

of 25 years based on 5000 iterations in order to satisfy the 98% confidence interval [172].

Out of these 5000 simulations the minimum and maximum 25 year mean wind speed

is defined as the IAV optimistic and IAV pessimistic parameter.

As expressed previously, performance degradation is not considered by DECC; however

as Staffell and Green present evidence based degradation results, there are two cases

where the annual turbine yield is exposed to an annual linear reduction in efficiency of

1.6% [157]. Additionally, data is presented for an annual linear reduction in efficiency

of 0.8%.

Lastly, decommissioning costs are evaluated as previously discussed with assumed costs
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of £90,000 at the end of a turbine’s lifetime. Since securities are normally required to

be given at installation, the present value is calculated based on a UK Government 30

year bond yield at 2.36% (25 years - interpolated at 2.145%). Therefore, at construction

£50,223 are required as a security deposit (25 years yield: £89,583).

Table 4.4: LCOE - Sensitivity Analysis (2/2)

Case LCOE [£] ∆ Baseline

IAV Optimistic 88.97 -10.62%
IAV Pessimistic 109.88 10.32%
1.6% Performance Degradation 112.17 12.62%
0.8% Performance Degradation 106.07 6.5%
0.2% Performance Degradation 101.19 1.6%
Decommissioning (30 yrs yield) 100.37 0.77%
Decommissioning (25 yrs yield) 100.41 0.81%

The first two sensitivity cases (investment costs, O&M) are in agreement with findings

from Blanco, whereas the sensitivity case of interest rate, capacity factor and life ex-

tension deviate. These changes could be introduced due to the differences in the model

as Blanco models 20 years of lifetime, with a specified debt/equity ratio and a different

interest rate for debt and equity. Also, the model’s methodology is not disclosed, hence

it is difficult to evaluate if there are fundamental differences in calculating LCOE as

illustrated in Section 3.3.4.

Overall the analysis reveals that the greatest sensitivity to LCOE is annual fluctua-

tion in mean wind speed that based on a reduction of 10% can increase LCOE by

28.14%. At the same time it is important to notice the unlikelihood of such a change

over 25 years as expressed in the IAV optimistic/IAV pessimistic sensitivities of Table

4.4. This is also in agreement with the reduction in capacity factor that can be caused

by a reduction in mean wind speed or availability due to downtime caused by faults.

These findings are in agreement with Blanco “the wind resource - which matters the

most” [70]. Further, turbine’s investment costs can impact LCOE significantly as seen

with a reduction in LCOE of 7.41% which is anticipated as initial investment costs

are the biggest cost factor [71]. It is interesting to observe that a 10% reduction in

lifetime O&M costs contribute to a small proportion of LCOE, which findings are also
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in agreement with Blanco. It is important to note here that parameters are not de-

coupled; i.e., changes in O&M expenditure impact downtime and availability that also

changes LCOE parameters, hence reducing O&M costs could potentially reduce LCOE,

although increased downtime might equalise or even increase LCOE eventually.

Concerning the effect of wind turbine performance degradation due to wear and tear,

results based on findings by Staffell and Green increase LCOE by 12.62%, although

as further findings by Staffell and Rubert reveal (Section 4.2), turbines in the multi-

megawatt range have not shown equal degradation results, hence the effect is less

prominent or not present at all. Here, further research is required to be conducted

taking greater periods of data into account in order to analyse this effect in-depth.

Nevertheless, different intensities (1.6, 0.8, 0.2%) of annual linear performance degra-

dation and its effect on LCOE are presented to allow an idea on the impact over a

turbine’s lifetime.

Lastly, decommissioning costs do impact LCOE, although depending on regulatory

frameworks securities are required to be deposited or not. Since the UK does not have

any requirements there will be no direct impacts on the LCOE; however, as many

countries have a different approach (Germany and Denmark) its sensitivity is illus-

trated with an impact of around £0.80 per MWh. With focus on life extension and

decommissioning costs, from an operator’s point of view there is a strong argument to

delay such costs as interest will accumulate and the payment is shifted to a later date,

once a turbine reaches its end of life cycle. This is especially valid for offshore wind

farms.

4.3.3 Model Limitations

Naturally, this model is based upon numerous assumptions, thus parameters can vary

significantly; however, the aim is to find a simple enough tool to model the medium case

although different alternatives and approaches are discussed in this section. Overall the

greatest parameters for uncertainty are itemised below.

• Investment costs/capital expenditure
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• Operation and maintenance costs

• Site and turbine parameters

• Discount rate

• Methodology

Following the analysis, investment costs are a significant parameter in determining

LCOE. Nevertheless, published data displays great ranges as in the case of Blanco [70]

ranging in between e869-1,680 per kW, in the case of DECC [117] ranging in between

£1,200-2,000 per kW, as well as in the case of the UK Government [173] £1,361 per kW,

which is slightly lower than the medium case of DECC. Besides publishing expenses per

installed kW, there exists uncertainty how costs are defined, although for the applied

UK Government data, an itemised breakdown is given as mentioned before.

To allow an impression, how CAPEX assumptions are subjected to specific cases, can

be illustrated by means of local soil conditions and depth of groundwater. If the given

soil conditions are not sufficient, expensive reinforced concrete piles (Section 3.3.5.2)

are required to stabilise soil or if the depth of groundwater does not meet requirements,

expensive reinforcement and water barriers are required during foundation installation.

In both cases, additional expenses can easily exceed £100,000 based on personal wind

farm construction experience. A second example are grid connection cost that de-

pend on the connection type; i.e., transmission or distribution access. This dictates

the required distance to travel as well as costs for the actual interconnection deviate

significantly based upon a specified location. Additionally costs vary with economies

of scale, hence an entire wind farm’s grid connection charges are different than for a

single turbine.

Equally, O&M costs (also known as OPEX) can vary based upon multiple parameters

as described before. Additionally it is also problematic to fully evaluate expenditures,

since there is no accepted standard of what is included in O&M costs and what is

excluded. This is quite challenging, since for example the cost distribution by DECC

is defined fundamentally different to the presented cost structure in Table 4.10 as costs

are broken down in variable costs (probably service and spare parts), fixed costs (likely
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administration, land rent), insurance costs, as well as connection and use of system

charges that might be covered by the power from the grid item, which is unlikely

though. Therefore, different applied methods and cost categorisation approaches can

result in deviations of LCOE.

Further, turbine parameters can slightly deviate such as cut-in and cut-out wind speed,

aerodynamic efficiency (Cp-max), as well as the shape and scale parameter of the lo-

cally recorded Weibull distribution. All parameters affect the approximated annual

turbine yield and thus LCOE.

Another limitation is the applied discount rate (10%) that deviates from other studies,

where in some cases interest rates are split into debt and equity and a weighted average

cost of capital (WACC) is taken into account. Also, the nominal value of 10% is found

to be different in other studies, although DECC also displays LCOE results for an al-

ternative discount rate of 7.5%. In fact, DECC has pointed out that it was impossible

to update their assumption of the discount rate in the call for evidence; however it is

expected that this will be adjusted in the future [117].

Lastly, as presented in Section 3.3.4 the entire method of LCOE may deviate; e.g.,

NREL applies a significantly different methodology and hence same parameters result

in different LCOE estimations that cannot be compared due to such fundamental mod-

elling differences [120].

Having understood the metric of LCOE, the following Section will assess the lifetime

extension economics and present a methodology to support the economic lifetime ex-

tension decision-making.

4.4 A Decision Support Tool to Assist with Lifetime Ex-

tension of Wind Turbines

Although, there are already significant numbers of wind turbines reaching their end

of lifetime [144, 147] as exemplified in Figure 4.7 for the UK, at present there exists

no research analysing the economics of lifetime extension and decision-making at the
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end of lifetime. Consequently, the applied economic LCOE metric is presented and

input variables discussed in Section 4.4.1 alongside a proposed application methodology

to assist economic lifetime extension decision-making. This is followed by a lifetime

extension case study presented in Section 4.4.2 based on a wind farm with a capacity

of 5.4 MW, consisting of six 900 kW rated wind turbine generators (WTGs). Section

4.4.3 presents the case study’s results while in Section 4.4.4 this research’s validation

is presented. In Section 4.4.5 limitations and future work are discussed and finally in

Section 4.4.6, findings are concluded.
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Figure 4.7: Onshore capacity reaching end of design lifetime in the UK (20 years) [147]

4.4.1 Levelised Cost of Energy

This work’s adapted approach is the following. The net present value (NPV) of lifetime

costs accrued of capital- and operational expenditure (CAPEX and OPEX) is estimated

for each year, n and summed over the design lifetime as illustrated in Equation 4.5:

NPVTotalCost =
T∑
n=0

CAPEXn +OPEXn

(1 + i)n
(4.5)

where T is the design lifetime and i the discount factor. Generated electricity flow is a

monetary metric, thus future energy delivery requires discounting as well. This might be

counter-intuitive, because a specified amount of energy delivered in the future is through

discounting worth less quantity at present; however, based on the electricity supply a

102



Chapter 4. Economic Lifetime Extension Decision-Making

revenue stream is created and money exchanged. Hence, discounting is necessary as

illustrated in Equation 4.6:

NPVY ield =
T∑
n=1

AEPn
(1 + i)n

(4.6)

where AEPn is the annual energy production of year n.

LCOE is the cost to generate a defined amount of energy; i.e., [£/MWh], hence the

NPV of lifetime generation costs defined in Equation 4.5 is divided by the NPV of the

lifetime generated energy defined in Equation 4.6, thus:

LCOE =
NPVTotalCost
NPVY ield

. (4.7)

Therefore, to determine LCOE for a project, it’s lifetime expenditure as well as esti-

mated yield requires evaluation. Within the wind energy industry, different organisa-

tions apply different LCOE models; i.e., model varieties originate from different design

assumptions such as the CAPEX that can be dealt with as an overnight cost as sug-

gested by the Department of Energy and Climate (DECC) [119], or alternatively as

a constant annuity payment as suggested by the National Renewable Energy Labora-

tory (NREL) [71]. Further model differences can originate from the discount factor,

selection of which requires caution and due diligence. In essence, the discount factor

represents a project’s risk and thus requires case specific evaluation that is dependent

on several factors. For wind energy investments, this includes the investor and invest-

ment size, historical data, contracts in place, type of power purchase agreement, the

subsidy scheme as well as assumptions in yield estimation and operations and mainte-

nance (O&M) expenditure. Methodologies concerning the applied discount rate may

deviate as well; i.e., NREL [71] takes a project’s debt-equity ratio and corporate tax

rate into consideration by application of the weighted average cost of capital (WACC).

On the contrary, less complex models define a hurdle rate2 aimed at forming a specified

project’s return as applied by DECC that is set at 10%, although in form of a sensitivity

2Internal required rate of return on investments.
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analysis a rate of 7.5% is modelled as well [117–119].

Apart from a WTG’s input, the output requires analysis as well in order to predict

an asset’s annual electricity production. If a turbine’s physical parameters are known

it’s energy yield can be estimated by application of a Weibull distribution defined

by the shape and scale factor as well as the mean recorded wind speed [106]. The

Weibull distribution can thus be modified according to locally recorded environmental

conditions. Once the yield for a given period is estimated or known based on a turbine’s

output, the capacity factor can be calculated. The latter that is defined as the ratio

of the actual output of a turbine for a given period and the theoretical output at full

capacity.

4.4.1.1 Model Input Parameters

In this Section the detailed LCOE methodology is presented, highlighting how param-

eters are obtained in order to allow reproduction of the findings presented in Section

4.4.3. As illustrated in Equation 4.7, a LCOE estimation requires two sets of input,

a turbine’s expected yield and the estimated expenditure over the asset’s design life-

time. Within the wind energy sector, LCOE cost parameters are accessible from sev-

eral sources such as DECC [117, 119, 174, 175], WindEurope [70], Milborrow [69, 176],

NREL [71], and the International Renewable Energy Agency (IEA) [116], while Miller

et al. [177] present a comparison for the US market; however, in agreement with the

latter input parameters deviate significantly (a comparison of OPEX is illustrated in

Table 4.5). This presents challenges to select appropriate model parameters.

Further complexity arises from the time domain, as a wind farm that reaches its end

of design life at present experiences current OPEX, while the asset’s initial CAPEX

was paid for in the past. This modelling challenge is addressed in the proposed lifetime

extension methodology in Section 4.4.1.2.
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Table 4.5: Comparison of fixed and variable O&M expenditure for a 900 kW wind
turbine over 20 years. The turbine is the modelled type of the case study presented
in Section 4.4.2. Inflation data from References [178–180]. Currency conversion factor
from historical 5 year average (2014-2018).

Source Year Type Expenditure 2018 Price 2018 in [£]

DECC (2017) [117] 2013
Fixed £802,980 £824,982 £824,982

Variable £198,200 £203,631 £203,631
Total £1,001,180 £1,028,612 £1,028,612

ARUP (2015) [181] 2016
Fixed £501,012 £532,024 £532,024

Variable £206,128 £218,887 £218,887
Total £707,140 £750,910 £750,910

NREL [182] 2015
Fixed $570,960 $605,586 £411,963

Variable $303,642 $322,056 £219,085
Total $874,602 $927,642 £631,049

Blanco [70] 2009
Total e475,680 e504,048 £413,154

IEA [183] 2013
Variable e311,616 e325,296 £266,636

Milborrow
UK [176] 2009 Total e713,520 e756,072 £619,731

[69] 2012 Total $828,000 $906,557 £616,706

4.4.1.1.1 Operational Expenditure

Operational expenditure covers all occurring activities that are necessary to ensure

a safe, reliable, and continuous operation. Costs include administration, land lease,

insurance, service and spare parts, power from the grid, as well as miscellaneous items

that can vary significantly with an example cost breakdown structure illustrated in

Figure 4.10 of the Appendix. To allow an impression on the variance in cost estimations,

Table 4.5 presents the cumulated fixed and variable O&M expenditure of different

published estimates for a 900 kW wind turbine over 20 years. Overall, a substantial

expenditure range is observable which reveals the degree of uncertainty within LCOE

calculations. In addition, in Germany there is evidence that the O&M costs are 10%

higher in year 11-20 in comparison to year 1-10 [184]. For a UK deployment, the two

most recent LCOE cost parameters are published by DECC in 2013 with a 2017 estimate

[117] as well as ARUP in 2016 with a 2015 estimate [181]. As contrasted in Table

4.6, significant differences are observable. Both institutions are respected in the field
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Table 4.6: Difference in UK OPEX Assumptions [117,181].

Cost Item DECC 2017 ARUP 2015

Fixed O&M [£/MW/y] 37,100.00 23,284.00
Variable O&M [£/MWh] 5.00 5.20

Insurance [£/MW/y] 3,010.00 1,441.00
Connection & system charges [£/MW/y] 4,510.00 3,109.00

and used for governmental estimations; however, taking the global OPEX expenditure

comparison into consideration (Table 4.5), DECC’s fixed cost assumptions appear much

higher in comparison. In this work, the annual OPEX, OPEXn is modelled as:

OPEXn = R(CF + CI + CU ) +AEPnCV (4.8)

where R is the asset’s rated power, CF is the fixed O&M expenditure, CI the insur-

ance cost, CU the connection and use of system charges, and CV the variable O&M

expenditure.

4.4.1.1.2 Capital Expenditure

Wind turbine investment cost can vary substantially, based on the turbine type, size of

contract, location, region, commodity prices, demand and supply, as well as the level

of subsidies as discussed in [70]. Furthermore, Wiser and Bolinger [185] identified in-

vestments with a greater project size than 5 MW experience a significant reduction in

CAPEX. This agrees with DECC’s cost assumption threshold. In the central 2017 sce-

nario, DECC’s CAPEX is assumed at £1,500,000 per installed MW, including turbine

ex. works3, civil works, and grid connection. Also, DECC’s pre-development costs are

taken into account at £100,000 per installed MW. CAPEX and development costs are

in agreement with ARUP’s 2015 estimate [181]. At present, an onshore WTG’s con-

struction is thus likely to cost £1,600,000 per installed MW, resulting in the following

CAPEX cost distribution: turbine ex. works £1,136,000, civil works £144,000, grid

connection £192,000, and other capital costs £128,000 (site monitoring, permissions,

planning costs, transportation, etc.) based on the cost breakdown structure published

by Blanco [70]. In this work, the asset’s overnight CAPEX is therefore modelled:

3Incoterm - direct from the factory or place of manufacture, thus not including transport expenses.
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CAPEX = CE + CC + CG + CO (4.9)

where CE is the ex. works expenditure, CC the civil expenditure, CG the grid connec-

tion expenditure, and CO other capital costs.

4.4.1.1.3 Yield Estimation

In order to establish the annual energy production AEP of a wind farm, a turbine’s

power curve requires modelling. As reviewed by Carrillo et al. [186] as well as Lydia et

al. [187], there exist different power curve modelling techniques with varying accuracy

and complexity. In this work the static power curve is modelled according to the

approximated cubic power curve, PS(v):

PS(v) =
1

2
ρπR2Cp,maxv

3 (4.10)

where ρ is the air density (1.225 kg/m3), R the rotor radius, Cp,max the maximum

effective power coefficient, and v the instantaneous wind speed. The selected approxi-

mation technique offers a reasonable estimate [186] as well as ease of implementation

that is suitable for this work.

While a site’s inflow conditions are dynamic, the static power curve is further adjusted

to account for a 10-minute mean wind speed, va. As a result, the simulated power

curve with respect to mean wind speed, PSim(va) is:

PSim(va) =

∫ ∞
0

PS(v)P (v, va)dv (4.11)

where P (v, va) is the mean wind speed probability distribution, assumed as Gaussian

in nature, hence characterised by the turbulence intensity parameter, TI and va [188].

The annual energy production of a wind farm can therefore be estimated by:

AEP = Z(1− ηW )hηA

∫ ∞
0

PW (va)PSim(va)dva (4.12)

where Z is the number of turbines, ηW the factor for wake induced losses (5-15 %
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- [157, 189–191]), h the number of hours in a year (8760), ηA the machine availability

(95% in agreement with [192]), and Pw(va) the Weibull distribution as a function of

va. Although the long-term wind resource at a site may change over time [193,194], in

this work the annual resource is assumed constant. Further, as determined by Wagner

et al. [195], ideally the rotor equivalent wind speed (REWS) shall be calculated that

depends on the shear profile of the wind, the modelled hub height, as well as the number

of measurement heights. The application of the REWS is further discussed in the case

study.

As identified in [177], NREL applies a capacity factor of 38%, whereas other estimates

are within the range of 18-53%. For a WTG deployment in the UK, on average a

capacity factor of 28% is recommended by DECC [118, 119]; however, as stated by

Sindon [196] and Cannon et al. [193] this parameter is underestimated. The latter

based on a study of average, annual capacity factors over the past 33 years in the UK.

4.4.1.1.4 Components of Lifetime Extension Analysis

Table 4.7 presents an overview of the range of activities that are typically considered

as state-of-the-art of the end of lifetime analysis in the UK. Results are derived from

feedback gathered in [144] as well as the additional consultation of experts in the UK.

In order to qualify as an expert, at least 5 years of experience is required within the

Table 4.7: Components of lifetime extension analysis in the UK. Derived from [144]
and expert knowledge (Table 4.11 of the Appendix)

Item Activity

Visual Visual inspection of: 1) blades (potentially internal for greater rated turbines),
inspection tower, flanges, and drive train

2) non-destructive testing of bolted connections, and
3) drive train vibrational analysis (if considered necessary)

Operational Review of: 1) operational SCADA data,
analysis 2) repair and maintenance log, and

3) conditioning monitoring data (if available)

Loads analysis Review of wind inflow conditions (with met. mast if available) and
compare to initial design assumptions (likely)

Apply an aero-elastic code e.g. Bladed to redo load analysis
of components based on reviewed wind inflow conditions (unlikely at present)

Administration Consulting and overheads to facilitate LTE

industry (the mean consulted industry experience is 18 years) with a track record of
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LTE exposure as illustrated in Table 4.11 of the Appendix.

In essence, the lifetime extension analysis (LTEA) can be broken down into: i) visual

inspection, ii) operational analysis, iii) loads analysis as well as iV) administration.

Project specific activities depend on several environmental parameters such as avail-

ability of data, global and local standards, legal requirements as well as an entity’s

considered best practise [23, 77, 144, 197]. While in the UK no legal requirement exist

for the lifetime extension phase contrary to e.g. Denmark [156] and Germany [198], the

presented activities may deviate from project to project. This is reflected in the UK’s

commonly performed load analysis, that presents substantial cost savings compared to

e.g. the use of aero-elastic simulations as required in Germany. On the other hand,

there is the example of Denmark where the analysis is legally sufficient based on visual

inspections. The lifetime extension capital expenditure, CAPEXLTE is thus modelled

as:

CAPEXLTE = Z(cv + cl) + co + ca + cr,r (4.13)

where cv is the visual inspection cost per WTG, cl the loads analysis expenditure per

WTG, co the operational analysis expenditure, ca the administration expenditure, and

cr,r the cost for necessary repairs and retrofits.

4.4.1.1.5 Other Tool Parameters

Overall, the LCOE methodology is designed in agreement with DECC’s LCOE as-

sumptions, thus inflation in labour expenditure and performance degradation are not

considered, whereas decommissioning costs are assumed to be equalised with the tur-

bine’s scrap value. The discount rate in the central scenario is conservatively selected

at 10%. With regards to the validation of the tool, a sensitivity analysis was executed

in [146] albeit based on a model with less complexity than presented in this work. In

order to overcome the significant variance in published LCOE parameters, this work’s

LCOE estimations are subjected to three scenarios; i.e., a pessimistic, central, and

optimistic case.
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Figure 4.8: Schematic overview of lifetime extension LCOE methodology

4.4.1.2 Lifetime Extension Methodology

For the economic lifetime extension assessment, we propose a three-pronged approach

aimed at i) evaluation of the development of total lifetime LCOE (design life and life-

time extension), depicted in this thesis as LCOE, ii) evaluation of solely the LCOE of

the extension period (+5-15 years), depicted in this thesis as LCOE2, and iii) to de-

velop a contingency investment decision model for alternative re-investment scenarios

deviating from this work’s modelling or one-off unexpected repairs and retrofits.

The applied LCOE methodology is schematically illustrated in Figure 4.8. Throughout

the entire model, OPEX and yield parameters are modelled as static cash-flows. The

CAPEX is dealt with as an overnight cost for the initial investment in year 0 (Section

2.1.1) as well as for the investment required at the end of design lifetime referred to as

CAPEXLTE (see activities presented in Table 4.7). In addition, the cost of repairs and

retrofitting components is budgeted as well if deemed unsafe for continuous operation

due to; e.g., wear and tear. Modelling lifetime extension investments as an overnight

cost enables treating the extended period as a separate investment since at the end of

an asset’s lifetime its investment schedule is terminated and the asset is fully written

off. In addition, at the lifetime extension stage, the LCOE model breaks down due to

severe discounting. Therefore, we propose to economically model the lifetime extension

separately as depicted in Figure 4.8 with the presented LCOE2 estimation model. Note

that the LCOE2 analysis is thus independent of the initial CAPEX in year 0.

If a life extended wind farm is under operation and a severe failure occurs in a WTG or
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within a cluster of turbines, ideally a rapid management process is required to minimise

downtime. Failure modes, their frequency and cost implications are published by a lim-

ited amount of sources; however, published data tends to be either generic (no impact

breakdown; e.g., in minor, major or replacement) [199] or coarse; i.e., specified on the

drive train level, hence lacking a component breakdown [200]. In addition, there exist

limited operational experience at the end of design lifetime and beyond [144]. Since,

access to failure data beyond the design lifetime as well as component replacement data

as an outcome of the LTEA is confidentially treated, this presents challenges in sensible

modelling.

From the point of view of an operator, operating beyond a WTG’s design life can

therefore result in sudden unexpected cost implications that may or may not require

substantial remedial action in subsequent years. If a failure occurs, this generally en-

tails a technical assessment to identify what remedial action is required, paired with a

cost estimation for a given failure mode. This can occur because a turbine experienced

a failure, or as an outcome of an inspection resulting from the LTEA. Assuming an

identified failure can be repaired at a given cost, economic feasibility is not guaranteed

and requires further analysis.

Given the necessary operational flexibility and challenge to sensibly model failure rates,

we propose the application of a contingency based analysis; i.e., a metric on i) how much

money is viable to spend on the LTEA (repairs and retrofits) and ii) how much money

is viable to spend on top of general O&M expenditure before a certain specified cost

threshold is reached in subsequent years. The threshold target may be to maintain the

expenditure 10% below a certain guaranteed subsidy per MWh or below the average

one-day ahead spot market price in a non-subsidised environment, respectively. There-

fore, with the proposed contingency thresholding, an operator can apply the proposed

end-of-life decision-making support tool to rapidly evaluate a certain situation and

determine case specific economic feasibility for a given operational scenario (required

expenditure vs. contingency budget). If the cost is below the contingency budget, exe-

cution of remedial action is supported and the asset is advised to continue to operate.

If, however, the cost is greater than the contingency budget, the remedial action is
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advised against and instead, decommissioning of the asset is recommended.

4.4.2 Lifetime Extension Case Study

Based on findings presented by Ziegler et al. [144], a wind farm rated at 5.4 MW

consisting of six 900 kW rated turbines is modelled with a design lifetime of 20 years.

This turbine type was selected as its configuration is typical of wind farms approaching

their end of design life in the near future. Based on findings by [70,146], throughout all

input parameters, the mean wind speed has the greatest impact on LCOE. Therefore,

careful evaluation is required. Sinden [196] extracted historical capacity factors for

UK onshore turbines (average 30%), while Cannon et al. [193] extracted more recent

historical capacity factors for UK onshore and offshore turbines (average 32.5 %). The

latter concluding a likely increase due to the inclusion of windier offshore regions. As a

result, for this work’s onshore case study, Sinden’s modelled WTG power curve (Nordex

N80) [196] was replicated, resulting in a mean wind speed of 7.1 m/s scoring a capacity

factor of 30% at a hub height of 82.5 m. While the Nordex N80 sits at a higher hub

height than the 900 kW modelled WTG, the wind shear log-law was applied (roughness

length, z0 = 0.03 - open farmland, few trees and hedges), resulting in a reduction of

the average wind speed by 0.25 m/s based on the modelled hub height of 61.5 m [106].

The turbine was further subjected to identify the REWS; however, in agreement with

Wagner et al. [195], the impact was observed to be low in magnitude (reduction of 0.015

m/s) and is thus not taken into consideration. Consequently, 6.85 m/s was applied as

the average mean wind speed. This wind speed is also in agreement with the UK’s

wind atlas [155].

The WTGs’ and environmental parameters are further summarised in Table 6.2. The

turbine’s maximum effective power coefficient is selected at 0.44 in order to address the

design state of the industry in between 1997 and 2000. Table 6.3 illustrates the case

study’s overall input assumption for the central scenario, paired with their estimated

range. Each input parameter’s highest and lowest estimate4 serve as an input for

the optimistic and pessimistic scenario respectively. Where possible, parameter ranges

4Wake losses and availability are applied vice-versa
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Table 4.8: LCOE - Wind turbine parameters

Parameter Value

Rotor radius 25.3 [m]
Hub height 61.5 [m]
Cut-in wind speed 3 [m/s]
Cut-out wind speed 25 [m/s]
Turbulence intensity 0.1
Cp,max 0.44
Mean wind speed 6.85 [m/s]
Weibull shape factor 2
Scale factor (Gamma function) 7.72

were extracted from available research and paired with expert knowledge (Table 4.11

of the Appendix) to ensure model input parameters appear realistic for a UK based

deployment and lifetime extension.

Regarding the LTEA, the specified turbine’s lifetime is assumed to be extended by either

5, 10, or 15 years under the assumption that O&M costs remain static as modelled over

the initial 20 years of operation. In addition, as stated in the DNV GL’s lifetime

extension guideline, if components are likely to fail in the near future, structural health

monitoring (SHM) or component replacement is necessary, thus the following retrofits

are modelled:

• One-off: blades, gearbox, or generator

• Two of: blades, gearbox, or generator

• Replacement of blades, gearbox, and generator.

Cost estimations of retrofits are based on findings presented in [70,123,201,202] and esti-

mated as a percentage of WTG’s ex. works CAPEX. In the case where multiple sources

were available, average percentage figures are applied. Time and rate assumptions were

made to the installation expenditure consisting of i) crane mobilisation/demobilisation

(Mob/DMob), ii) crane operation, and iii) service personal expenditure that estimates

were verified by an expert in the field (Table 4.11 of the Appendix). For example, in

the central scenario the installation cost of a generator replacement is conservatively

priced at £10,050 (100t crane Mob/Dmob - £7,500, crane operation - £810, and service
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Table 4.9: Lifetime extension cost estimations for a wind farm consisting of six 900 kW
WTGs

Parameter Central Range Unit Source

CAPEX
Pre-development 100 30-240 £/kW [118,181]
Construction costs 1,500 1,100-1,800 £/kW [118,181]

O&M
Fixed 30,192 22,644-37,740 £/MW/y [118,181] ±25%
Variable 5.1 3.83-6.38 £/MWh [118,181] ±25%
Insurance 2,226 1,669-2,782 £/MW/y [118,181] ±25%
Connection/system charges 3,810 2,857-4,762 £/MW/y [118,181] ±25%

Other parameters
Discount rate 10 7.5-12.5 % [118] & Expert Knowledge
Wake losses 10 5-15 % [157]
Availability 95 93-97 % [157,203]
Resulting capacity factor 25.47 23.55-27.45 % [193,196,204]

CAPEX LTE
Visual inspection 2,150 1,613-2,688 £/WTG [144] Expert Knowledge ±25%
Loads Analysis 3,500 2,625-4,375 £/WTG Expert Knowledge ±25%
Operations Analysis 10,000 7,500-12,500 £/Wind Farm Expert Knowledge ±25%

Spare parts
3 blades (21% of ex. works) 214,704 151,635-273,745 £/WTG [70,123,201,202] ±25%
Gearbox (13% of ex. works) 132,503 93,580-168,941 £/WTG [70,202] ±25%
Generator (8.2% of ex. works) 84,041 59,380-107,153 £/WTG [70,202] ±25%

Installation expenditure
Crane (100 t) Mob/Dmob 7,500 5,625-9,375 £/Wind Farm Expert Knowledge ±25%
Crane operation 810 608-1,013 £/day Expert Knowledge ±25%
Service personal 58 43.1-71.9 £/h Expert Knowledge ±25%

personal - £1,740).

With regards to the LTEA expenditure, multiple expert cost estimations were gath-

ered, averaged and reverted back to participants for agreement as advised by Yin [205]

(except of visual inspection data, secondary data was not available). Overall, little

discrepancies in responses were observed. Therefore, inspection costs are assumed at

£2,150/WTG with the load analysis budgeted at £3,500/WTG respectively. For the

modelled wind farm the operational analysis is estimated at £10,000 and the overall

administration expenditure for consultants is included in the mentioned budgets (owner

administration is not included in the analysis). The analysis extension period is valid

for 5 years until reassessment is required [144]; i.e., for the 15-year lifetime extension es-

timate, 3 reassessment budgets are modelled (year 20, 25, and 30). For the subsequent

LTEAs in year 25 and 30, the cost for the loads and operational analysis is reduced

by 50% based on the learning curve of the initial assessment in year 20 (only critical

components require loads analysis and operations analysis procedures are established).

4.4.3 Results

Results of the LCOE model baseline scenario as well as the LCOE2 estimates for the

case study presented in Section 3 are shown in Figure 4.9. Complimentary, Figure 4.11
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of the Appendix presents the life extended LCOE results, while Table 4.10 illustrates

the annual available contingency. Overall, findings are presented for the different model

combinations of i) lifetime extension (5-15 years), ii) input assumptions (pessimistic,

central, optimistic), and iii) re-investment type.

Figure 4.9 as well as Figure 4.11 are further equipped with defined thresholds (TH)

aimed at budgeting the LCOE 10% below the average day-ahead spot-market electric-

ity price of the past 5 years (£39.14 [206]) for life extension scenarios in a subsidy-free

environment. A further TH is set under the Renewable Obligation (RO) environ-

ment. The latter is aimed at budgeting the LCOE 10% below the RO revenue stream

defined by the 2017-2018 buy-out price and day ahead spot-market electricity price

(£41.02+39.14 [206,207]).

First and foremost, in the baseline scenario (no lifetime extension), findings result in

LCOE estimates of 106.6 £/MWh for the modelled wind farm in the central scenario

with an optimistic estimate of 61.81 £/MWh and 166.53 £/MWh for the pessimistic

case respectively. While in the central scenario the LCOE estimate appears higher in

relation to other publications [208–211], the optimistic estimate is well in agreement.

The higher central estimate is likely caused by multiple modelling differences, namely i)

the exclusion of wake losses and availability, ii) the deployment of greater scale turbines

as the power scales quadratically with the rotor radius [106], iii) the application of a

lower discount factor, iV) different central CAPEX and OPEX assumptions, V) higher

wind speeds due to increased hub heights, Vi) a higher design lifetime (25 years) and

Vii) increased power coefficient efficiencies (an old design is essentially modelled).

In the simple life extension case (no repairs, nor retrofits), this work’s proposed LCOE2

methodology, estimates a cost range of 15.87-29.95 £/MWh for a lifetime extension of

5 years with the central case at 22.48 £/MWh (+10 years: 15.78-29.77 £/MWh, 22.34

£/MWh; +15 years: 15.75-29.72 £/MWh, 22.30 £/MWh). These results are paired

with significant annual contingency to meet the defined aim to remain 10% below the

average day ahead spot-market price as well as ROC revenue respectively, albeit with

less contingency (Table 4.10: shaded area).

For the LCOE estimates presented in Figure 4.11, results reveal that in the central
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Figure 4.9: LCOE2 model results

scenario, LCOE can be reduced by 4.9% paired with a lifetime extension of 5 years.

For an aimed extension strategy of 10 years, the LCOE reduces by 7.7%, whereas in

the 15-year extension scenario LCOE reductions within the order of 9.3% are achiev-

able. Overall, economic success is endangered under the RO as well as in a subsidy-free

environment, though the derived LCOE metric breaks down as discussed in Section 3,

thus its application is not advised.

For a single component re-investment, the central LCOE2 estimates are well below the

RO target; however, in the defined subsidy-free case, cost estimations are in close prox-

imity to the defined target (except of retrofit of blades +5 & +10 years and gearbox +5

years). Further, where cost estimations are in close proximity to the set threshold; e.g.,

a gearbox replacement paired with a lifetime extension strategy of 10 years; caution

is required. Here due diligence and risk management activities are necessary, due to a

relatively low remaining annual contingency (£67k).

For any two-component re-investments, all central scenarios are below the RO target

where the least cost intensive re-investment scenario (gearbox and generator) paired

with a life extension greater than 15 years is below the defined subsidy-free target.

Once again, caution is required as a 15-year extension commitment scores an annual

contingency of £26k. Apart from the comparatively low contingency budget, a 15-year
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Table 4.10: LCOE2 annual contingency results. N/A: investment is not applicable
(cost above set TH)

Pessimistic Central Optimistic Pessimistic Central Optimistic

5 101,312 198,730 299,039 553,593 687,915 826,271
10 103,254 200,296 300,219 555,535 689,481 827,451
15 103,832 200,781 300,595 556,114 689,966 827,828

5 N/A N/A 68,005 80,625 339,316 595,237
10 N/A N/A 164,041 251,362 474,419 691,273
15 N/A 27,043 194,701 302,222 516,228 721,934

5 N/A N/A 156,034 260,902 472,176 683,266
10 N/A 67,200 215,928 367,300 556,385 743,160
15 N/A 93,259 235,049 398,995 582,444 762,282

5 N/A 59,696 206,791 365,023 548,881 734,023
10 N/A 114,522 245,845 434,263 603,706 773,077
15 2,607 131,488 258,314 454,888 620,673 785,546

5 N/A N/A N/A N/A N/A 363,065
10 N/A N/A 27,192 N/A 258,780 554,424
15 N/A N/A 88,286 47,988 342,024 615,518

5 N/A N/A N/A N/A 126,197 453,622
10 N/A N/A 80,569 65,698 342,939 607,801
15 N/A N/A 129,793 147,250 410,012 657,025

5 N/A N/A N/A N/A 202,901 504,379
10 N/A N/A 110,486 132,660 390,260 637,719
15 N/A N/A 153,057 203,143 448,240 680,289

5 N/A N/A 65,777 77,012 336,403 593,009
10 N/A N/A 162,727 249,038 472,622 689,960
15 N/A 25,592 193,680 300,283 514,776 720,913

Retrofit of Gearbox & 
Generator

Contingency to maintain LCOE2 10% below average day-
ahead spot market electricity price [£]

Contingency to maintain LCOE2 10% below RO 
revenue stream [£]Scenario

Lifetime
Extension 

[years]

Simple Life Extension 
(no repairs/retrofits)

Retrofit of Generator

Retrofit of Blades,
Gearbox, & Generator

Retrofit of Blades & 
Gearbox

Retrofit of Blades & 
Generator

Retrofit of Gearbox

Retrofit of Blades

lifetime extension strategy is further accompanied by a significant external risk factor

(policy changes/spot-market fluctuations).

In the unlikely case of retrofitting a wind farm’s blades, generator, and gearbox, eco-

nomic success under the defined thresholding cannot be met in a subsidy-free environ-

ment, thus decommissioning is advised in the central scenario. In contrast, economic

success can be met under the defined RO target, if subjected to a lifetime extension

strategy above 10 years.

Apart from a single/combination of gearbox, generator or blade replacement, a WTG

can have many different faults or failures with deviating cost implications. For such

cases, the presented simple life extension contingency data (Table 4.10: shaded area)

can be compared to an actual cost/failure scenario to support the economic decision-

making.
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4.4.4 Validation

According to Mitchell [212] validation is the process of testing whether a model rep-

resents a viable and useful alternative means to real experimentation. Further, as

argued by Pidd [213], validation is impossible if seen as a comprehensive demonstra-

tion that a model is fully correct. With respect to the presented LTE model and case

study application, confidentiality and limited experience challenge the degree of ability

to validate. In addition, this is the first published attempt aimed at assisting LTE

decision-making. Hence comparisons to alternative models are beyond the bounds of

possible. Lastly, the proposed method is not designed to generate a definite answer

to the overall decision-making process, it is designed as an economic decision-making

support tool. Given such challenges, a pragmatic validation approach is selected. This

includes i) a model sensitivity analysis (Table 4.12 of the Appendix), ii) a case study

sensitivity analysis (central, optimistic, and pessimistic scenario), and iii) the collection

of feedback from industrial experts in the field. For further validation or comparison

purposes, all assumptions and input parameters are disclosed for model replication.

4.4.5 Limitations and Future Work

The application of LCOE is always accompanied by a great number of assumptions and

generalisations that can be significantly different from project to project. Investment

costs are a substantial parameter in determining LCOE; nevertheless, published data

covers a great variety; e.g., Blanco [70] estimates the CAPEX range between e869-1,680

per kW, whereas this work’s CAPEX ranges between £1,130-2,040 per kW. Although

the derived LCOE2 does not directly depend on a project’s initial CAPEX, there is an

indirect impact since the cost of spare parts are ex. works dependent.

Equally, OPEX expenditure can vary based upon multiple parameters with significant

modelling deviation as illustrated in Table 4.5. Additionally, it is also problematic to

fully evaluate OPEX expenditures, since there is no accepted standard of what is in-

cluded in O&M costs and what is excluded. This is quite challenging, since for example

the cost distribution by DECC is defined fundamentally differently to the cost structure
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presented in Figure 4.10. Therefore, different applied methods and cost categorisation

approaches can result in deviations of LCOE.

With respect to the yield modelling, overall the methodology considers that a 20-year

old turbine design is less efficient in power conversion than today’s WTGs on the mar-

ket (Cp,max: 0.44 vs. 0.49); however, adjustments and developments in i) rotor design

or 2) turbine topology (e.g. fixed or variable speed and pitch or stall regulated turbines

or drive train topology, i.e. synchronous generators with a gearbox vs. direct drive gen-

erator) affect the aerodynamic and drive train efficiency [163]. This will thus impact

the extractable power coefficient, Cp that is also dependent on the tip speed ratio, λ

and pitch angle, β [106,186]. Therefore, a different drive train topology or rotor design

will in return impact an asset’s capital expenditure and AEP.

Furthermore, turbine parameters can slightly deviate such as the cut-in and cut-out

wind speed as well as the mean, shape and scale parameter of the locally recorded

Weibull distribution. All parameters affect the approximated annual turbine yield de-

rived in Equation 4.15 and thus LCOE; however, the mean wind speed will have the

most significant impact on the overall calculation as highlighted in Section 3 and Table

4.12 (e.g. Scotland has a higher mean wind speed than England; The UK is windier

than southern Europe [155, 214, 215]). Given that input parameters can vary signif-

icantly, enclosed to this work is a published database allowing users to adjust any

combination of the mean wind speed, Cp,max, turbulence intensity, and Weibull shape

factor for the central, optimistic, and pessimistic scenario [216].

The consideration of expert judgement is essential in order to allow a representative

state-of-the-art analysis; however, with respect to LTE in the UK, the industry’s char-

acteristics are young and confidentiality making it challenging to collect a representative

amount of expert opinions. In order to account for personal bias at least two experts

were aimed to take into consideration.

As presented in Section 1 the entire methodology of LCOE may deviate; e.g., NREL

applies a different methodology, thus similar parameters result in different LCOE es-

timations that cannot be compared due to fundamental modelling differences. With

the applied capacity factor of 38% by NREL, significantly windier sites and or greater
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rated turbines are considered in the central scenario compared to the UK (since 2006

the UK’s average installed onshore turbine is 2 MW [147]).

With regards to the presented results of the case study, it is overall unlikely yet possible

that all WTG require the same component replacement. Therefore, different scenarios

are modelled paired with their contingencies, thus researchers, wind turbine operators

and investors are able to identify economic boundaries for a given project. In addition,

if no re-investment type appears similar to the presented combinations (e.g. the ex-

penses for a generator rewinding, the purchase of a condition monitoring system or a

SCADA upgrade), it remains possible to compare the required investment sum to the

annual available contingency (Table 4.10: shaded area).

Lastly, the analysis reveals a proportionality between the extension period and esti-

mated contingency. This is vital, since the available annual contingency can be seen as

the likelihood that a set target can be met, thus indicating the risk of an end of lifetime

investment; however, a greater extension period also results in a higher uncertainty

as identified in [144], thus in essence the increasing contingency is out-balanced by a

greater long-term risk perception. In the UK, this is greatly accompanied with the

change to a static RO allocation scheduled in 2027 [154] and the non-existent lifetime

extension regulation contrary to; e.g., Denmark and Germany.

Future work entails to add further complexity, by taking parameters such as perfor-

mance degradation, up-scaling, inflation, WACC, and end-of-life failure rates into con-

sideration. In addition, the time of re-investment in this work is assumed at the end of

lifetime; however, this is certainly not the optimised investment time and thus requires

further scrutiny. Lastly, repowering and refurbishment decision-making synergies of

other industries might be explored.

4.4.6 Section Conclusions

Despite the limitations that have been highlighted, this work provides the reader with

a flavour of the complexity and economic boundaries of lifetime extension and offers

guidance for operators, investors, and academics dealing with the subject of LTEA.

The study gives an idea what investment and cost estimates are achievable for differ-
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ent practical scenarios. Based on the outcomes of this research, the application of the

derived LCOE2 metric is proposed where the life extended period is modelled as a

separate investment in conjunction with the presented contingency methodology.

Overall, the results reveal that significant cost reductions are achievable with an esti-

mated LCOE2 of 15.87-29.95 £/MWh that is shown to be well below the set target

within the RO environment and when exposed to a non-subsidised market. Based on

this work’s identified LCOE, the more competitive allocation of onshore subsidies, and

the termination of the RO in 2017 (grace period until 2019; runs until 2037), we are

confident that lifetime extension will play an ever-increasing role in the UK’s onshore

wind energy market.

4.4.7 Section Appendix

As a supplement to this work, a database is published allowing users to adjust any

combination of the mean wind speed, Cp,max, turbulence intensity, and Weibull shape

factor for this work’s central, optimistic, and pessimistic scenario [216].

21%

18%

13%

26%

5%

17%

Administration Land Rent Insurance

Service & Spare Pars Power from the Grid Miscellaneous

Figure 4.10: O&M cost breakdown in % [70]
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Table 4.11: Overview of consulted UK experts

Generalised Degree Years of experience Knowledge UK LTE
job title in wind energy area exposure

Head of MSc 15 Technical & Supervised 5 wind farms
Department commercial on LTE

Director MEng 11 Technical & Load monitoring campaigns,
commercial commercial evaluation

Director MEng 14 Commercial Load monitoring compaigns,
commercial evaluation

Director MSc 23 Commercial Secondhand wind turbines,
spare parts

Director MEng 16 Technical Supervised 2 wind farms
on LTE

Head of PhD 35 Technical & General commercial
Department commercial project cost

Manager PhD 10 Commercial General commercial
project cost

Director MSc 23 Commercial Commercial project
cost

Table 4.12: Sensitivity of lifetime extension model

Case [-10%]
Gearbox retrofit [+10 years] No retrofit [+10 years]
LCOE2 [£] ∆ Baseline [%] LCOE2 [£] ∆ Baseline [%]

Mean wind speed 40.89 22.03 26.83 20.05
OPEX 31.36 -6.42 20.19 -9.62
Cp,max 35.40 5.66 23.50 5.16

CAPEX (spares) 32.42 -3.24 N/A N/A
Weibull shape factor 33.14 -1.08 22.12 -0.98

CAPEX LTE 33.42 -0.25 22.26 -0.38

Baseline
Simple Life

Extension

Retrofitting of

Blades

Retrofitting of

Gearbox

Retrofitting of

Generator

Retrofitting of

Blades, Gearbox, 

& Generator

Retrofitting of

Blades & 

Gearbox

Retrofitting of

Blades & 

Generator

Retrofitting of

Gearbox & 

Generator

L
C

O
E

 [
£
/M

W
h
]

240

220

200

180

160

140

120

100

80

60

40

30

LCOE2 +5 Years

LCOE2 +10 Years

LCOE2 +15 Years

Spot Market TH
ROC TH

Figure 4.11: LCOE model results
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4.5 The Effect of Upscaling and Performance Degrada-

tion on Onshore Wind Turbine Lifetime Extension

decision-making

Having developed a lifetime extension decision-making tool, this Section will analyse

the impact of upscaling and performance degradation on the lifetime extension decision-

making.

4.5.1 Upscaling

Naturally, as increasingly greater rated turbines have been commercially developed and

installed, there is an inevitable fact of greater rated turbine classes reaching their end

of design lifetime as illustrated in Figure 4.12.

2016 2020 2025 2030 <0.5 MW

0.5-1 MW

1-2 MW

2-3 MW

>3 MW

Figure 4.12: Distribution of WTGs reaching their end of design lifetime (20 years) [144].

In order to compare the impact of upscaling of turbines on LTE economics, an 18 MW

rated wind farm consisting of different generic turbine classes is modelled. The corre-

sponding blade radii and hub heights are taken from commercially available turbines.

If a significant variance in rotor size and hub height was observed at an equal rated

power, the mean encountered turbine is modelled, indicated by an [M] besides indi-

vidual upscaled and downscaled models, indicated by an [S]. Adjusted parameters for

some turbine models are summarised in Table 4.13.
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4.5.1.1 Yield Modelling

Based on findings from [145], the site’s mean wind speed is characterised by 6.85 m/s

at a reference hub height of 82.5 m. Due to the natural shear profile of the wind

inflow [106], each modelled turbine’s mean wind speed at hub height, U(z) varies.

Therefore, U(z) is extracted through the wind shear log-law:

U(z) = U(zr)
ln z

z0

ln zrz0
(4.14)

where zr is the reference hub height, U(zr) the average wind speed at reference hub

height, z the modelled turbine hub height (Table 4.13 and Figure 4.14a), and z0 the

surface roughness length (assumed as 0.03 m for open farmland, few trees and build-

ings) [201]. The application of the wind shear log-law assumes neutral atmospheric sta-

bility and is designed up to heights of 100 m, with evidence of inaccuracies above [217]

and proposed methods to overcome this limitation [218]. The latter method requires

empirical knowledge of a site, presenting challenges to adequately address in this work,

thus for simplicity the shear log-law is applied above 100 m. The annual energy pro-

duction AEP , of a wind farm is estimated by:

AEP = Z(1− ηW )hηA

∫ ∞
0

PW (va)PSim(va)dva (4.15)

where Z is the number of turbines, ηW the factor for wake induced losses, h the number

of hours in a year (8760), ηA the machine availability (95% in agreement with [192]),

Table 4.13: Upscaling input parameters of selected 18 MW wind farm configurations.
Cost estimates origin from literature [145].

Parameter 500 kW [S] 900 kW [M] 2 MW [M] 3 MW [M]

Turbines 36 20 9 6
Hub Height [m] 46.5 61.5 95.5 121.7

Blade Radius [m] 19.5 25.25 44.6 54.32
Cp,max 0.44 0.44 0.44 0.48

Wake Losses [%] 10 5.55 2.5 1.66
Wind Speed at Hub Height [m/s] 6.6 6.85 7.25 7.45

Turbulence Intensity 0.1 0.1 0.1 0.1
Weibull Shape Factor 2 2 2 2

Weibull Scale Factor [m/s] 7.44 7.73 8.18 8.41
Resulting Capacity Factor 0.25 0.27 0.37 0.39

Visual Inspection [£/Turbine] 2,150 2,150 2,688 2,688
Loads Analysis [£/Turbine] 3,500 3,500 3,500 3,500

Operational Analysis [£/Wind Farm] 59,400 33,000 15,000 10,000
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Figure 4.13: Simulated power curve with respect to the 10-minute mean wind speed,
PSim(va) on the left axis and wind speed probability distribution, Pw(va) on the right
axis.

Pw(va) the Weibull distribution as a function of the 10-minute mean wind speed, va,

and PSim(va) the simulated power curve as a function of va [145]. The detailed yield

modelling methodology of PSim(va) can be accessed in the literature [145] and is further

detailed in Section 4.4.1.1.3.

Wake losses depend on multiple factors, such as terrain topology, wind distribution,

atmospheric stability, turbine thrust coefficient, Ct, spacing and the array layout [106,

189–191, 217]; however, in this work the wind farm with the most turbines (36 x 500

kW) is assumed to experience a medium wake loss of 10%. Each of the modelled

wind farm wake losses are scaled linearly with the number of turbines deployed in the

respective wind farm.

Further, all modelled turbine topologies have the same cut-in/out wind speed while the

drive train and rotor efficiency is modelled depending on the encountered efficiencies

of turbines deployed in between 1997 and 2000. Figure 4.13 illustrates the simulated

power curve with respect to the 10-minute mean wind speed (underlying standard

distribution) as well as the wind speed probability distribution on the right y-axis for

the selected turbine generator classes presented in Table 4.13.

Under the presented modelling parameters, the 0.5 [S], 0.9 [M], 2 [M], and 3 MW [M]

turbines achieve a capacity factor of 0.25, 0.27, 0.37, and 0.39 respectively. In addition,

Figure 4.14 illustrates the modelled input parameters of all considered turbine types;

i.e., hub height (a), mean wind speed (b), and rotor diameter (c) as well as output

parameters, i.e., capacity factor (d) and AEP (e) respectively. The turbine model’s
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Figure 4.14: Modelled turbine parameters and their compound effect on capacity factor
and AEP. The mean wind speed (b) is derived from the wind shear power law based on
the modelled hub height (a), while the annual energy production (e) and hence capacity
factor (d) is the result of the mean wind speed (b), rotor diameter (c) as well as the
Weibull distribution and modelled power curve (Figure 4.13). A square displays an
average turbine parameter, whereas a dot indicates encountered min/max parameters.
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annual energy production (AEP) was further compared to [163], giving confidence in

the model.

4.5.1.2 Expenditure Modelling

It is important to highlight that for the life extended period’s LCOE2 estimate, the

cost per MWh is dependent on the AEP, OPEX, and lastly by the LTEA’s captial

expenditure (CAPEXLTE) [145]. Since the initial CAPEX is not considered in the

published lifetime extension LCOE2 framework as illustrated in Figure 4.8, the derived

generation cost is thus independent of an asset’s initial investment cost.

With respect to the CAPEXLTE, the cost for visual inspection for a multi-MW tur-

bine is assumed 25% more expensive, since the total inspection area is larger. The

expenditure for the loads and operational analysis is assumed to scale linearly with the

number of turbines; however, economies of scale and clustering individual turbines into

cells certainly reduce costs. Since available cost figures of clustering activities are not

available and highly site dependent, for ease of analysis, linearity is assumed. The cost

for administration of consultants is included in the other LTEA’s budgets, while the

owner’s administration expenditure is not included in the analysis. CAPEXLTE is thus

modelled as:

CAPEXLTE = Z(cv + cl) + co + ca + cr,r (4.16)

where cv is the visual inspection cost per WTG, cl the loads analysis expenditure per

WTG, co the operational analysis expenditure, ca the administration expenditure, and

cr,r the cost for necessary repairs and retrofits.

The annual OPEX, OPEXn is modelled as:

OPEXn = R(CF + CI + CU ) +AEPnCV (4.17)

where R is the asset’s rated power, CF is the fixed operations and maintenance (O&M)

expenditure, CI the insurance cost, CU the connection and use of system charges, and

CV the variable O&M expenditure. Cost parameters are illustrated in Table 6.3 that

are based on a deployment within the UK [145].
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Table 4.14: Lifetime extension tool parameters [145]. Optimistic and pessimistic pa-
rameters are further presented for the supplement database [219].

Parameter Central Range Unit

CAPEX
Pre-development 100 30-240 £/kW
Construction costs 1,500 1,100-1,800 £/kW

O&M
Fixed 30,192 22,644-37,740 £/MW/y
Variable 5.1 3.83-6.38 £/MWh
Insurance 2,226 1,669-2,782 £/MW/y
Connection/system charges 3,810 2,857-4,762 £/MW/y

Other parameters
Discount rate 10 7.5-12.5 %

CAPEXLTE
Visual inspection Table 4.13 ±25% £/WTG
Loads analysis 3,500 2,625-4,375 £/WTG
Operations analysis Table 4.13 ±25% £/Wind Farm

4.5.1.3 Other Assumptions

In this work inflation in labour expenditure is not considered, whereas decommissioning

costs are assumed to be equalised to the turbine’s scrap value. The discount rate is

selected at 10%.

4.5.2 Performance Degradation

“Ageing is a fact of life. Its effects are inevitable for all kinds of machinery, reducing

the efficiency, output and availability of steam and gas turbines, solar PV modules,

batteries and automobiles alike” [157]. Essentially, if ageing effects are observable on a

wind turbine, this will naturally impact the overall efficiency, thus reducing the AEP

and capacity factor while increasing LCOE as published in the literature [146]. In this

thesis, performance degradation is defined as ”any impact that has a negative effect on

the annual energy production, relative to the optimum operational output at a given

inflow condition. Thus, there is no necessity that performance degradation is time de-

pendent or homogeneous over a given period”.

In fact, wind turbine performance degradation has different distinct origins when the

actual long-term wind resource is not considered or alternatively, normalised for. On

the one hand, there is wear and tear as well as operational errors (e.g. pitch and yaw

misalignment), where the degradation process is characterised by a low rate of change.

In theory, triggers are noumerous; such as, leading edge erosion (LEE), fouling, or de-

formations reducing aerodynamic efficiency [220, 221], reduced system performance in
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Table 4.15: Comparison of available PD identification approaches

Approach Staffell and Green Wilkinson

Data source ROC register SCADA

Data access Public Confidential

Data resolution Monthly 10 minute (1 second)1

Methodology Wind farm simulation of yield Remodelling of power curve
output based on NASA data from operational data

Complexity High Low

Analysis type Holistic Specific

Embedded Wear and tear, operational errors (pitch and Wear and tear,
PD sources yaw misalignment), curtailment, ancillary services2, operational errors (pitch and

downtime (repairs, maintenance, grid faults, etc.) yaw misalignment)

Challenges Correct for curtailment and ancillary services (identify) Correct for downtime (identify)1

Opportunities Introduce SCADA or Identify impact of curtailment,
Elexon data downtime, and ancillary services

1 depends on the system and operational SCADA configuration; 2 low impact at present, expected to increase in
the future [225]

components along the drive train (low and high speed shaft, gearbox, generator due to

inadequate lubrification, bearing failures, or gear teeth detachment), power electron-

ics [222] and auxiliary system [223], etc.

On the other hand, there is turbine downtime and hence reduced availability caused by

broken parts, characterised by a high rate of change (failure/sensor activation), where

the downtime may lead to a significant reduction in annual energy production.

When dealing with wind turbine performance degradation, there is no defined stan-

dard; i.e., what sources of PD are included and what are excluded from considera-

tion. As mentioned previously, studies have aimed to quantify long-term performance

degradation with different methodologies such as based on the UK’s renewables obli-

gation certificates (ROC) register [157] or a supervisory control and data acquisition

(SCADA) system respectively [224]. Naturally, both approaches have advantages and

disadvantages while considering a different combination of PD sources in the analysis,

as contrasted in Table 4.15.

Namely, Staffell and Green’s method is essentially a holistic method that is more com-

plicated in its execution and is impacted by the potential inclusion of a bias due to

increasing curtailed periods. The latter that is expected with an increasing total wind

energy penetration within a network or sub-network [226].
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Whereas Wilkinson’s approach isolates a turbine’s wear and tear as well as operational

errors; the method neglects to include a turbine’s downtime that impacts the long-

term performance. For example, if components fail and require lengthy sourcing or the

installation is restricted by weather conditions (especially offshore) a turbine will not

produce power for a certain period [227] that is not necessarily extractable of SCADA

data (depends on the system and operational configuration).

Consequently, it is impossible to prefer one method over the other, hence depending on

the aimed application of a PD metric, one has to differentiate what sources of PD to

include and which to exclude. For example, in terms of revenue and economic calcula-

tions the holistic approach appears more sensible to apply, because in this application

the long-term annual yield matters that is dependent on wind farm availability, wear

and tear, operational errors (yaw and pitch misalignment), as well as curtailment. Ar-

guably, the latter factor is an operational restriction characterised by a network’s local

capacity limits with no direct impact on degradation.

Therefore, a sensible modification to the holistic approach would be to isolate and

identify the impact of curtailment for a given wind farm or area separately. This is

in essence challenging, because ROC data does not contain curtailment information;

however, can be overcome if SCADA data is accessible, or alternatively through the

purchase of Elexon’s metered generation data [228].

Similarly, for Wilkinson’s approach a downtime registry would be required to introduce

the impact of repairs, maintenance, grid faults etc. Also, the recorded curtailment

periods can be translated into an AEP loss over time caused by de-rating. Consequently,

for both methodologies access to more detailed operational data can thus aim to identify

and categorise the impact of the different identified sources of performance degradation.

Knowledge on the isolated impact of different PD sources can thus help users to apply

suitable PD metrics depending on the type of analysis.

With regards to available performance degradation metrics, published data varies with

a recorded linear annual degradation of 0.2% as published by Wilkinson [224] with

a limited dataset of the first 6 operational years while Staffell and Green’s UK fleet

approach observed a linear annual performance degradation of 1.6%. As highlighted
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by Rubert et al. [146], LCOE for the design lifetime can thus increase by up to 12.62%

based on a simple model, which impact is significant and under such circumstances,

essential to take into consideration.

In terms of implementing long-term performance degradation parameters into the pre-

sented economic model, two 18 MW wind farms (20 x 0.9 MW and 9 x 2 MW presented

in Section 2.1) were subjected to a varying linear, annual PD. The modelled annual

energy production, subjected to performance degradation is thus as follows:

AEPn,γ = AEP (1− γ

100
)n (4.18)

where γ is the annual degradation factor [%] ranging from 0-2, and n is the year.

Overall, the aim was to analyse the impact of PD on LCOE and LCOE2 and further

evaluate if results are projectable on upscaled turbines; i.e., if the cost percentage

impact of PD is comparable to greater scale WTG. Concerning the latter, as identified

by Bolinger and Wiser, CAPEX undergoes cyclical variations [229] and turbines within

the region of 1-3 MW have comparatively equal CAPEX/MW variations [230]. Further,

sub 1 MW as well as above 3 MW substantial cost differences can be observed, although

comparatively little project data was analysed. Since 900 kW is at the top of the sub

1 MW classification it is financially considered as a 1 MW turbine, hence CAPEX

expenditure is comparable to a 2 MW turbine allowing a comparison of LCOE.

4.5.3 Results

4.5.3.1 Upscaling

Figure 4.15 presents LCOE2 estimates for an 18 MW wind farm consisting of different

turbine size classifications for a 5-year lifetime extension period (no repairs, recondi-

tioning or retrofits required). In addition, data was fitted to an exponential function in

the form of f(x) = axb+c scoring an R2 goodness of fit of 0.85 for the cost estimate and

roughly 0.69 for the contingency estimate respectively. Both goodness of fit indicators

illustrate the great variance within turbine classes (some turbines have comparatively

upscaled rotors, presumably for low wind speed regimes), hence the exponential fit and
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Figure 4.15: LCOE2 +5 years upscaling results. This analysis is CAPEX independent.
Subsidy-free (SF)/Renewable Obligation (RO).
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findings require caution in their application.

Findings reveal that cost reductions are most prominent within the sub-2 MW class,

with the rate of change (slope of the function) reducing above. In detail, a wind farm

consisting of 36 x 0.5 MW rated turbines paired with a lifetime extension strategy

of 5 years can achieve LCOE2 of around £23.69/MWh. The generation cost reduces

to £16.59/MWh for a 2 MW turbine class, whereas a 3 MW turbine class results in

LCOE2 of £15.51/MWh. Within the 4 MW range there are fewer turbines commercially

available; however, the Enercon E-141 with a rating of 4.2 MW (a significantly upscaled

rotor diameter in this class) scores the lowest price per unit energy; i.e., £14.64/MWh.

The contingency parameter defines the maximum available budget to spend on unex-

pected repairs and retrofits along the lifetime extension period in order to deliver a

specified operating profit [145]. In the applied model this is implemented by a defined

maximum cost of energy threshold. The threshold is set in order to achieve a profit of

£7.25/MWh5, thus for the subsidy-free scenario the threshold is set £7.25 below the

average day-ahead spot-market electricity price of the past 5 years [206]. For the renew-

able obligation (RO), the threshold is set £7.25 below the RO revenue stream defined

by the 2017-2018 buy-out price and day ahead spot-market electricity price [206, 207].

The applied threshold is therefore £36.24/MWh for the subsidy-free environment and

£81.82 for the RO respectively. Equally to the LCOE2 results, the available annual

contingency within the RO and subsidy-free framework increases with a significant rate

of change below 2 MW, with an observable subsequent slowdown (Figure 4.15 centre

and bottom graph). Besides an increase in contingency, fewer turbines are deployed,

resulting in a substantial increase of available contingency per turbine.

4.5.3.2 Performance degradation

Figure 4.16 presents the impact of PD on the economics of lifetime extension for a wind

farm consisting of 20 x 0.9 MW WTGs. The figure’s x-axis represents an increasing PD

corresponding to a percentage drop in AEP with the top graph presenting the impact

in percent on the LCOE2 metric on the left y-axis (solid line) for different life extension

5This is derived from an assumed ROI of 20% based on a CAPEX of £1.6 million for a 20 year
design lifetime, thus a profit of £16,000/MW/Year.
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Figure 4.16: Impact of PD on an 18 MW wind farm consisting of 20 x 900 kW WTGs
(LCOE applies CAPEX assumption).

scenarios. A lifetime extension of 5 years is marked in black, of 10 years in blue, and

of 15 years in red. In addition, the top graph presents the impact in percent on the

available annual contingency under the RO (dashed line) and subsidy-free environment

(dotted line) on the right y-axis. The bottom graph presents the impact of PD on

LCOE for the design life of an asset (dashed black line with marker) and design life

plus lifetime extension (solid line).

Concerning the latter economic metric, as argued by Rubert et al. [145], the inclusion

of design life on a lifetime extension cost metric is advised against (severe discount-

ing, asset is written off, and CAPEX dependency). Nevertheless, for the purpose of

integrity results are presented. Overall, findings are further fitted to a linear function

to interpolate results.

First of all, based on the applied methodology a reduction in AEP reduces yield and

variable OPEX. Therefore, both effects counter-balance each other to a certain degree.

However, there is a greater impact on yield, increasing the cost of energy and therefore
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Table 4.16: Comparison of the impact of PD on LCOE and LCOE2 of a 0.9 MW versus
a 2 MW WTG in %.

Turbine Annual LCOE LCOE LCOE LCOE LCOE2 LCOE2 LCOE2
Rating [MW] PD [%] Baseline +5 +10 +15 +5 +10 +15

0.9 0.2 1 2 2 2 4 4 4
2 0.2 1 2 2 2 3 4 4

0.9 1.6 12 13 14 15 34 38 41
2 1.6 12 13 14 15 31 35 38

reducing the annual contingency. Second, the impact of PD on the 20-year design

lifetime is in agreement with findings from the simple analysis executed by Rubert et

al. [146] with an increase of LCOE of 11.8% (1.4%) if an annual PD of 1.6% (0.2%) is

encountered. Third, a comparison of the impact of PD reveals a much greater sensitivity

of the LCOE2 methodology (top graph) than the non-advised LCOE approach (bottom

graph). In detail, results indicate that an annual PD of 1.6% (0.2%) elevates LCOE2

by 34-41% (3.6-4.3%) contrary to the LCOE metric with an increase of around 13-15%

(1.6-1.8%).

With regards to the impact on the available contingency of the aimed lifetime exten-

sion period, findings also reveal a significant impact. Overall, an annual PD of 1%

reduces the available RO contingency by 28%, whereas in the subsidy-free environment

a reduction of 47% is observed.

In addition to Figure 4.16, Figure 4.17 of the Appendix presents the impact of PD on

an 18 MW wind farm consisting of 9 x 2 MW rated turbines. Findings are further

contrasted in terms of the percentage impact on i) cost of energy in Table 4.16 and

ii) contingency in Table 4.17. Results reveal a comparable impact with regards to

LCOE and LCOE2 modelling, whereas minor impact differences are observable for the

RO contingency estimates. Substantial differences are observable for the subsidy-free

contingency. This is due to the fact that the baseline contingency for the 900 kW

turbine is substantially lower than the 2 MW’s, relatively to both RO cases.

4.5.4 Discussion and Future Work

This work’s results are aimed at an asset’s design life of 20 years, albeit a great share of

WTG installations are nowadays designed for 25 or even 30 years of operation [231]. In
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Table 4.17: Comparison of the impact of PD on annual contingency of a 0.9 MW versus
a 2 MW WTG in %.

Turbine Annual SF SF SF RO RO RO
Rating [MW] PD [%] +5 +10 +15 +5 +10 +15

0.9 0.2 -10 -10 -11 -6 -6 -7
2 0.2 -7 -8 -8 -5 -6 -6

0.9 1.6 -66 -70 -74 -39 -42 -44
2 1.6 -49 -52 -55 -36 -39 -41

such instances, upscaling LCOE2 results are still valid since the LTE period is consid-

ered as a separate investment case at the end of design lifetime. Further application is

however limited as modelling PD, or any conventional LCOE calculation is dependent

on the design life, hence the suggested model requires modification. Therefore, LCOE

and PD results are only valid for a 20 year design lifetime while LCOE2 estimates are

generically applicable.

Overall, the proposed upscaling and PD methodology works well if no component re-

placement is required. However, in deviating scenarios with component reconditioning

or retrofitting, it is challenging to model turbine spare part expenditure (part of the

LTEA). This is because an ex works CAPEX distribution as well as CAPEX per in-

stalled MW may not develop homogeneously with upscaling (there is evidence that the

CAPEX/MW has equal price fluctuations in between 1-3 MW turbines as discussed in

Section 2.2). Therefore, due diligence is required in CAPEX modelling. In addition,

component replacement installation expenditure requires scrutiny as well, since greater

rated cranes are neccessary with substantially higher mobilisation and daily rates. This

can be further explored in order to model asset specific requirements. Nevertheless, it

is expected that operators and owners will approach LTE from a more strategic point of

view (+10-15 years vs. +5 years), especially for greater rated WTGs (2–3 MW) with

greater budgets to spend for the LTEA (including component replacements). Given

the difficulty in modelling component replacements, the available contingency may be

applied to compare the necessary expenditure to the set budget.

Further, modelling PD in combination with component replacement, draws challenges

to predict yield improvements (e.g., replacement of eroded blades), besides the ability

to identify root causes of performance degradation down to a component level in the
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first place. To take this further, a turbine drive train has many components, hence

sources of PD can vary greatly as highlighted in Section 4.5.2. Second the impact of

PD may or may not be significant nor quantifiable from turbine data (reduction of

0.2% annually [224]); i.e., an annual degradation of less than 1% appears impossible to

account to a specific component’s output. Nevertheless research activities are executed

such as for leading edge erosion by Offshore Renewable Energy Catapult (OREC) whose

results suggest that the AEP can be increased by 1.5-2% following a moderate blade

erosion repair [232].

With respect to the presented upscaling results, overall the methodology is applied

irrespectively of differences in turbine design, hence the power coefficient with respect

to the wind speed, Cp(v) might deviate. In addition, a site’s environmental conditions

can vary significantly impacting the LCOE assessment besides modelling inaccuracies;

e.g., due to the application of the log-law above 100 m height. While is it impractical

to present the depth of possible modelling combinations, attached to this work is a

database allowing users to identify i) baseline LCOE, ii) baseline + lifetime extension

LCOE, as well as iii) the advised LCOE2 estimate for different lifetime extension sce-

narios (+5-15 years) under varying input parameters. The latter includes to vary i) the

turbine rating, ii) the turbine and site parameters (mean wind speed, Cp,max, turbu-

lence intensity, and Weibull shape factor), and iii) the cost scenario (central, optimistic,

and pessimistic – Table 6.3). The tool is accessible in [219].

The UL 4143 lifetime extension standard “Outline of Investigation for Wind Turbine

Generator - Life Time Extension (LTE)” [197,233] states that individual turbines within

a wind farm can be clustered into cells for the LTEA. Naturally, clustering activities

decrease the CAPEXLTE of the load and operational analysis as well as administration

per turbine. Clustering may or may not be applicable, depending on the site’s external

and operational conditions, as well as the applied aero elastic simulation model. In

addition, the LTEA is dependent on local standards and regulations driving the cost;

e.g., in Germany aero-elastic simulations are required whereas in Denmark inpections

are sufficient [144]. Therefore, modelled CAPEXLTE that are presented in Table 4.13

may deviate significantly and may not be comparable to countries outside the UK.
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Nevertheless, sensitivities are also modelled and adjustable in the cost scenario tool

attached to this work (Table 6.3 of the Appendix).

With regards to the lifetime extension period, the set contingency threshold depends on

an owner’s or operator’s operational framework as well as aimed profit margin. Further,

the threshold definition is likely dependent on economies of scale; i.e., for greater rated

turbines, a lower profit margin per MWh may be acceptable, based on a relatively

grater AEP [MWh/MW] (Figure 4.14e). As a consequence, due diligence is required

to evaluate a suitable threshold for a lifetime extended site.

While this work’s model applies an annual linear PD, in reality fluctuations in the rate

of change are likely to be observed. Future work, could aim to identify the impact of

the different sources of PD over time (Table 4.15) and model a case study accordingly.

Based on general industrial feedback summarised by Ziegler et al. [144] as well as dis-

cussions with operators in the field, we are of the opinion that performance degradation

is likely to impact a turbine at a later stage of life than at the beginning (warranty

and performance based maintenance contracts are often in place to maintain a specified

availability [146]). We further think that an average fleet degradation parameter will

be somewhere in between 0.2-1.6 [%/year]. Although, we believe on average, PD lies

within the lower band of the given spectrum if the impact of curtailment is identified

and compensated for. This is also in agreement with recent findings from Olauson et

al. [234], concluding a lifetime energy loss of 6%, which according to this work’s model

corresponds to an annual PD of 0.6% over a 20-year design life. Lastly, the degree of

performance degradation is highly dependent on an asset’s O&M procedures, thus well

maintained turbines are likely less impacted by degradation processes.

4.5.5 Section Conclusions

This work aims to give an overview of the impact of upscaling and PD on the economics

of lifetime extension. Results presented are derived from a model with limitations,

hence its application requires careful evaluation if actual conditions are comparable to

the applied model input. If input data differs significantly, it is possible to replicate

the tool and adapt changes according to an asset’s unique requirements as this model
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is limited to central case assumptions. Nevertheless, to overcome this limitation, a tool

is provided allowing users to adjust selected input parameters.

In summary, this work serves as a continuation of an economic lifetime extension deci-

sion support tool [145], in order to serve the need to understand the impact of upscaling

and PD as well as a combination of both on an asset. Turbine owners and operators

can take these findings into consideration when subjecting a wind farm to an economic

LTEA, or replicate the tool if input data differs significantly.

4.5.6 Section Appendix

As a supplement to this work, a database is published allowing users to adjust any

combination of i) the turbine rating, ii) turbine and site parameters (mean wind speed,

Cp,max, turbulence intensity, and Weibull shape factor), and iii) the cost scenario (cen-

tral, optimistic, and pessimistic) [219].
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Figure 4.17: Impact of PD on an 18 MW wind farm consisting of 9 x 2 MW WTGs
(LCOE applies CAPEX assumption).
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4.6 Lifetime Extension - The Case of BVG Associates

In this work, the developed academic lifetime extension methodology illustrated in

Section 4.4 is applied in a real life application in which BVGAssociates disclosed all

operational data of two onshore wind assets that reach their end of design life in 2020

in the UK. The case studies explore the potential to extend both assets’ lifetime by a

minimum of 7 years under varying economic parameters. While the wind farm Site A

appears to be commercially feasible when looking at increasing the operational lifetime,

the site Site B appears critical and decommissioning is advised after the end of design

lifetime. Assuming that both wind farms are operated by the same owner, it can further

be explored to use Site B ’s healthy turbine spare parts to either store or straight

away replace critical or worn-out components at Site A in order to reduce the cost

of replacements and thus levelised cost of energy. Due to confidentiality, input data

cannot be shared, thus the provided data in Table 4.18 is not disclosed.

4.6.1 Introduction

Lifetime extension of wind farms is becoming more and more attractive; however, when

operating a wind farm at the end of lifetime careful consideration of input parameters is

necessary to derive a suitable lifetime extension strategy. In addition, the required life-

time extension capital expenditure (CAPEXLTE) depends on asset specific regulations

as explored in this work. Overall, the work presupposes sufficient technical remaining

useful lifetime for continued operation and focuses on deriving the economic business

case.

4.6.2 Methodology

The lifetime extension decision-making methodology is schematically illustrated in Fig-

ure 6.8, where the lifetime extension period is treated as a separate investment and

calculated based upon levelised cost of energy (LCOE2). To calculate LCOE2, the net

present value (NPV) of costs is divided by the NPV of the annual energy production
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Figure 4.18: Lifetime extension decision methodology [145].

(AEP):

LCOE2 =
NPVcosts
NPE

=
C0 + L0 +

∑T
n=1

Fn+On+Vn
(1+d)n∑T

n=1
En

(1+d)n

(4.19)

where NPE is the net present energy, C0 the equity capital expenditure of compo-

nent replacements (CAPEXReplace,E), L0 the lifetime extension capital expenditure

(CAPEXLTE), n is the time period after the design lifetime, T the final year of op-

eration (end of extended lifetime), Fn the constant annuity payment of the component

replacement’s expenditure debt in period n (CAPEXReplace,D), On the fixed operating

cost including decommissioning6 in period n, Vn the variable operating cost in period n,

En the energy generated in period n, and d the discount rate. This extended lifetime

methodology is equipped with operational data in terms of cost and yield parame-

ters. The prior includes the CAPEX LTE and operational and maintenance (O&M)

expenditure and the latter identified through operational knowledge or alternatively,

the application of a Weibull wind distribution in combination with a turbine’s power

curve [106]. Of course all variables are ideally based upon the operational design lifetime

and may be adjusted depending on; e.g., failure and reliability data.

With respect to the available contingency Cn, the LCOE2 of Equation 4.19 is replaced

by a defined maximum threshold cost (TH) and the equation is iteratively solved by

varying Cn until LCOE2 matches the TH:

6onshore it is expected that the scrap value equalises decommissioning costs; offshore this is certainly
not the case
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TH =
C0 + L0 +

∑T
n=1

Fn+On+Vn+Cn
(1+d)n∑T

n=1
En

(1+d)n

. (4.20)

4.6.3 Case Studies

In this work, two wind farms (Site B and Site A) are considered that are characterised

by the same turbine type and total rated power. A detailed overview of both asset’s

operational data is illustrated in Table 4.18. Although the sites are fairly similar,

the main difference is that Site B wind farm has severe operational constraints, i.e.,

curtailment due to noise restrictions (40% of gross yield), whereas Site A experiences

average losses due to grid constraints, outages, wake impacts of approximately 5%. For

both wind farms, a renewed environmental impact assessment (EIA) is expected to be

necessary, thus planning extension costs are budgeted. For the Site B wind farm there

is further a planning risk contingency budgeted as the local neighborhood is likely to

oppose any lifetime extension permit.

Assuming that the foundation and tower are able to facilitate the target lifetime ex-

tension period, components along the drive train may require replacement. This is

budgeted as CAPEXSPARE,D and CAPEXSPARE,E with a 70/30% debt-equity split, the

latter budgeted as a constant annuity with the interest rate set as 3.5% [235]. Time

assumptions for the necessary crane service team for component replacements were eval-

uated and agree with modeled data [145]. The operational cost data, CAPEXLTE, and

component replacement costs are further modeled with a standard deviation of ±10%

for the pessimistic and optimistic scenario respectively. This serves, if expected costs

are above or below the estimate. Due to Site A’s and Site B ’s unique position of being

eligible for 7 additional years of continuous ROC support until 2027, any modeling will

be subjected to an initial subsidised and subsequently subsidy free period [236].

4.6.4 Results

4.6.4.1 Site A

As the wind resource may vary over the years as well as within one wind farm, the

LCOE2 results are presented based on a varying annual energy production (AEP).

142



Chapter 4. Economic Lifetime Extension Decision-Making

Table 4.18: Wind farm operational parameters. Operational, CAPEXLTE, and compo-
nent replacement expenditure is further subjected to a ± 10% variation.

Wind Farm Site B Site A

Turbine information
Rated power [MW]

Turbine model
Number of turbines in wind farm

Baseline operational period 20 20
Operational expenditure

Extended period [y] 5–15 5–15
Variable costs [£/MWh]
Fixed costs [£/MW/y]
Insurance [£/MW/y]

Connection & system charges [£/MW/y]
Total O&M expenditure [£/MW/y]

Expected yield
Yield - Gross [MWh/WTG/y]

Losses curtailment [MWh/WTG/y]
Losses excl. curtailment [MWh/WTG/y]

Yield - Nett [MWh/WTG/y]
Mean wind speed at hub height [m/s]

CAPEXLTE

Visual inspection [£/WTG]
Operational analysis [£/WTG]

Loads analysis [£/WTG]
Planning extension [£/WTG]

Planning extension risk [£/WTG]
Legals extension [£/WTG]

Consultancy [£/WTG]
Administration [£/WTG]

Other items
Discount rate [%]

Commercial threshold
Subsidy-free Revenue [£/MWh]

RO Revenue [£/MWh]
Component replacement (total)

Gearbox [£/WTG]
Generator [£/WTG]

Blades [£/WTG]
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Each scenario’s results are presented based on three graphs; one graph illustrating the

LCOE2 based on no reconditioning and the exchange of the entire drive train, one graph

with a single component exchange (gearbox, generator, blades), and one final graphs

for any combination of drive train component exchange. Any component replacement

is scheduled at the end of design lifetime in year 20. In addition a table of the remaining

annual contingency of all scenarios is presented.

Figure 4.19 presents the LCOE2 of no reconditioning as well as the replacement of the

entire drive train, Figure 4.22 when exchanging a single drive train component, and

in Figure 4.25 when reconditioning any two drive train components. The results are

further compared to the expected revenue stream threshold (TH) of (i) the renewable

obligation (RO), and (ii) the subsidy-free sport market.

If no component replacement is necessary, the LCOE2 for continued operation is £43

with a significant contingency of £66,644 based on the RO revenue stream as illustrated

in Table 4.19.

A single component replacement appears feasible only under the continued RO sub-

sidy, scoring a remaining contingency of £57,538, £56,683, £36,740 for the generator,

gearbox, and blades exchange respectively as illustrated in Table 4.19.

A double component replacement also appears feasible; however, in all considered cases,

the remaining contingency is £28,063 for an exchange of blades and gearbox, £28,918

for the exchange of blades and generator, and finally £48,860 for the exchange of the

gearbox and generator.

If the entire drive train were to exchanged, this would be feasible with a contingency

of £20,240, though this contingency is quite low and if encountered with a mean AEP

below 1.5 GWh economic feasibility is not met.

After 2027, if the remaining useful lifetime (RUL) of the wind turbine is sufficient, the

turbine appears suitable to continue to operate as exemplified in the LCOE2 of £42,94

of no retrofit. Actually, the LCOE2 would be lower as the cost for the EIA, loads and

operational analysis are already budgeted in the first 7 additional years of operation.

In the period above 7 additional years, if any kind of replacement is necessary, turbine

decommissioning is advised.
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4.6.4.2 Site B

Findings of Site B are presented in Figure 4.20 to 4.26 and Table 4.20, in identical

form to the previous case study. First of all, the continued operation in a subsidy free

environment does not meet the defined TH, hence decommissioning would be advised.

Since the wind farm is also eligible for 7 additional years of RO subsidies, the operation

would only be profitable if no additional expenses occur; however, the remaining annual

contingency of £4,572 suggests a high risk exposure with limited funds to cover any

eventualities.

Having experienced significant opposition at Site B from neighbours, it is likely that

any lifetime extension process may be opposed which is further budgeted as a risk

contingency of £28,571 shifting the results negatively. In other words, the project

would not meet commercial success under the RO as indicated in Figure 4.21 to 4.27

and Table 4.21. An extension period is thus not advised from a commercial point of

view.

4.6.5 Section Conclusions

This work scrutinised the commercial evaluation of Site A and Site B wind farm under

varying economic parameters. The operator of both wind farms is advised to continue

operation of Site A and decommission Site B at the end of design lifetime. Further, it is

suggested to sacrifice Site B ’s spare parts to store or exchange replacement components

at Site A. This would further reduce elaborated LCOE2 of the replacement scenarios

as the component costs are significantly less, because only the component dismantling

costs are necessary (crane and service personnel).
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Chapter 5

Structural Health Monitoring of

Wind Turbine Structures

Having established a framework for the economic lifetime extension decision-making, a

great importance is to determine the structural integrity in order to define the technical

lifetime extension feasibility. For this reason, this Chapter is aimed at structural health

monitoring purposes of tower and foundation components. The latter that may also be

applied to reconsider foundation design assumptions in order to support the reuse of

foundations for greater rated turbines, the application of less raw materials or in general

design optimisation. As such, this Chapter is subdivided into 4 sections. Section 5.1

presents the aimed sensor for the field trial and the fatigue testing of the transducer’s

characteristics. This is followed by the processes aimed at improving the sensor in

Section 5.2. The foundation field trial and sensor monitoring results are presented in

Section 5.3. Lastly, the testing of a new sensor design variant is presented in Section

5.4.
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5.1 Characterisation of metal-packaged fibre Bragg grat-

ings under fatigue loading

5.1.1 Sensor Design

Advantages of the application of optical fibres equipped with FBGs are summarised in

Table 3.2. No commercially available solution seems to exist that can be used directly

or can be adapted for condition monitoring of reinforced concrete structures. Some

commercial solutions employing FBGs are available, offered for example by Micron

Optics [237]; however, the key disadvantages of these sensors are their inadequate form

factor, which make them incompatible with steel rebars (as the sensors are designed

for mounting on flat surfaces) and their high cost. Also, other sensor types, including

wireless surface acoustic wave (SAW) transducers have previously been tested by the

research team at Strathclyde, demonstrating limited performance. Therefore, the pro-

posed metal-packed sensors are the preferred choice for this application as they offer

considerable robustness, relative ease of deployment, small size, multiplexibility and

relatively low cost [86].

Initially there were two available temperature sensor designs as schematically illustrated

in Figure 5.1a-b; a metal-packaged temperature sensor incorporating a brazed kovar

capillary and steel shim (Figure 5.1a), and an epoxy bonded design (Figure 5.1b). In

the case of the brazed kovar capillary and steel shim temperature sensor, silver alloy

seals both ends of a kovar capillary (ID 2.3 mm, OD 1.6 mm, L 25 mm) with an FBG

sitting inside. The epoxy based temperature sensor consists of two copper tubes that

are sealed with epoxy and filled with thermal grease. In order to improve robustness and

performance of the temperature sensor by eliminating the requirement to apply epoxy

as a bonding agent, a new temperature sensor design was proposed. This also involves

the kovar capillary which is further protected by a soldered copper tube and an optional

soldered shim. This allows the sensor to be spot welded to a metal surface resulting in a

more robust design that is immune to external impacts. This design is further illustrated

in the bottom of Figure 5.1. Such a robust construction is essential to withstand
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Thermal Grease 

b) 2 Epoxy Bonded Copper Tubes

FBG

Brazed 

Kovar Capillary

Steel Shim

a) Brazed Kovar Capillary & Shim

Acrylate Coated Fibre

Epoxy

FBG

Copper Tube

Copper Coated Fibre

FBG

Brazed 

Kovar Capillary

Copper Tube

Solder

c) Brazed Kovar Capillary and Soldered Copper Tube & Shim

Steel Shim
Copper Coated Fibre

Figure 5.1: Schematic Overview of FBG Temperature Sensors

concrete pouring and compaction using pneumatic shakers that may induce stresses

in the vicinity of the sensor, potentially resulting in changing the sensor sensitivity

or even permanently damaging the senor. Therefore, having a protective layer is a

key requirement. Two concurrent sensor variants for measuring strain were considered

sharing the same geometry as illustrated in Figure 5.2. The sensor comprises an FBG

inscribed in copper coated fibre that is enclosed in a kovar capillary and equipped with

two metal shims to allow attachment to a weldable structure. The second sensor variant

involves an FBG that is prestressed before capillaries are joined during the brazing

process. The reason for this is that, although for concrete structures compression

forces are assumed to be mostly absorbed by concrete, in reality compression forces are

still experienced by the steel. Therefore, in order to prevent internal buckling of the

sensor fibre, prestress is applied as an alternative design option.

The temperature sensors vary in length from 20 to 32 mm. The strain sensor is longer,

with a total length of approximately 47 mm, because a third kovar capillary is required.

Including the dimension of the steel shim, the spot weldable sensors are approximately

8.5 mm in width, whereas the epoxy bonded temperature sensor’s width is 1.6 mm.

These dimensions are flexible though hence, depending on requirements, the parameters

152



Chapter 5. Structural Health Monitoring of Wind Turbine Structures

Figure 5.2: Schematic Overview of Strain Sensor

can deviate to for example reduce the total length of the sensor.

5.1.2 Sensor Fabrication

The layout for the sensor manufacture is illustrated in Figure 5.3. The commercially

sourced metal coated optical fibre comprises standard single mode glass fibre (�125 µm)

coated in copper (�170 µm) and equipped with an FBG of the length of 7 mm, written

in a 10-15 mm stripped fibre section. The FBG is placed inside a kovar capillary (ID 200

µm; OD 700 µm) and sealed at both ends with a silver brazing alloy (melting point:

610-850◦C. During brazing, high frequency current (200-300 A, 400 kHz) is passed

through the induction heating coil for a total duration of 30 s. Thus, temperatures

of 610-620◦C are reached within the bonded parts, sufficient to melt the brazing alloy.

With this set-up the curie point of kovar (430 ◦C) is exploited, thus protecting the FBG

placed inside the kovar capillary from excessive thermal stress that could potentially

cause the grating to erase1. Overall, approximately 50% of reflected FBG intensity is

lost throughout this heating process, which is acceptable from the point of view of peak

detection by the optoelectronic sensor interrogation system.

The actual process of prestressing the fibre is labour intensive and technically challeng-

ing as the fibre requires prestressing without damaging the gripped fibre section. It

is therefore of interest whether actual prestress adds further benefits; i.e., if prestress-

1The physical mechanisms of thermal stability of FBGs can be found in open literature; i.e., [238]
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Figure 5.3: Layout of Sensor Manufacture [60]

ing the sensor will actually improve compression resistance and also if compressive

forces will reach critical buckling levels, which is the subject of this investigation. One

disadvantage of applying prestress is that relaxation and creep due to constant mechan-

ical stress could cause the sensor to change its behaviour over time. However, since

temperatures in the turbine application are expected to remain far below 40% of the

solder melting point (the generally accepted threshold for the onset of creep [239]), it

is expected that the effects of creep will be minimal. Nevertheless, this needs to be

investigated as part of a further stage of a fatigue analysis.

5.1.2.1 Methodology

Before evaluation of thermal coefficients of temperature and strain sensors, each design

was assembled and the centre wavelength of the FBG reflection peak was recorded to

gain knowledge about the behaviour of prestressed and non-prestressed sensors during

fabrication. FBGs with centre wavelengths, λB, at around 1550 nm were inscribed into

copper coated fibre. During the brazing process the FBGs were interrogated with a

Micron Optics sm125-500 interrogator at a sampling rate of 2 samples per second (S/s).

5.1.2.2 Results of Brazing Monitoring

For both sensor designs (prestressed and non-prestressed) the wavelength response dur-

ing the first brazing process exhibits an equal reaction; i.e., due to induced thermal

stress the wavelength increased by around 4.5 nm due to thermooptic effect within the

grating and gradually reduced back to the initial wavelength at the process start. Fig-
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Figure 5.4: Shift in FBG centre wavelength during brazing of second capillary end

ure 5.4 presents the FBG centre wavelength of the second brazing process (to realise

the sealing of the second end of the capillaries) for the two strain sensor designs. As

illustrated, the second brazing process results in equal shifts of the centre wavelength

for both sensor designs. This is not intuitive since one sensor was prestressed by 1 nm

and hence it was expected that the final wavelength shift should have been reduced by

the equivalent amount. Table 5.1 further displays the change in λB of the FBG from

the start of the brazing process to the end. As mentioned earlier both sensor designs

show an equal reaction; i.e., eventually reaching a compressed state.

The wavelength spectrum has been monitored in order to evaluate if the sensor’s read-

ings are impacted by the formation of side lobes. However, as exemplified in Figure

A.4 of the Appendix, the spectrum does not suggest this, hence it appears that the

process eventually results in fibre compression in both cases. One possible explanation

of this counterintuitive result is that the fibre softens during brazing to the point that

the initially applied stress in the fibre is reduced significantly or removed altogether

due to a rapid annealing of glass. According to Kalli et al. [240] annealing of silica glass

can occur even at relatively low temperatures of around 100 ◦C.
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Table 5.1: Second Brazing Process - Wavelength Shift

Sensor Type Delta Start/End [nm]

STRAIN 1 Pre-Stressed -2.25
STRAIN 2 Pre-Stressed -3.44
STRAIN 3 Non Pre-Stressed -3.25
STRAIN 4 Non Pre-Stressed -2.65
STRAIN 5 Non Pre-Stressed -3.60

5.1.3 Thermal Characterisation and Calibration

5.1.3.1 Sensor Characterisation and Calibration

As presented in Table 3.2, the FBGs reaction to thermal as well as mechanical stress is

characterised by a linear response making it mathematically simple to use. However,

for the considered sensor designs, it is further of interest to characterise their behaviour

under the influence of thermal stress to evaluate what design delivers the most reliable

performance based on such indicators as sensitivity (wavelength change per ◦C) and

repeatability. This is important in order to be able to isolate mechanical strain from

∆λB (recapture Section 3.3.1: Equation 3.4 and 3.11).

As indicated in Table 3.2 the spectral shift in temperature is significantly smaller than

the strain induced shift in civil engineering applications which places a demand on the

interrogator resolution and accuracy. It is important to ensure reliable temperature

readings to be able to provide accurate temperature compensation even though foun-

dations are usually buried and thus internal temperatures change at a low rate as the

soil and concrete act as a thermal insulator.

5.1.3.1.1 Methodology

In this test the sensors were placed in a Carbolite PN 60 oven and gradually heated

from 25 ◦C to 65 ◦C, with measuring points every 10 ◦C, and then cooled in a similar

fashion. In order to improve accuracy of the reference temperature reading, the oven

was equipped with a Pico SE012 temperature probe with an accuracy of 0.03 ◦C.
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Temperature reference data was read by a Pico high accuracy data logger and manually

saved every 4 hours at the given settling point together with each sensors reflected

wavelength that was monitored by a Micron Optics sm125-500 interrogator. Eight

sensors in total were thermally cycled:

• two brazed kovar capillary and shim temperature sensors (Figure 5.1a)

• two epoxy bonded temperature sensors (Figure 5.1b)

• one brazed kovar capillary with soldered copper tube and shim temperature sensor

(Figure 5.1c)

• two pre-stressed and one non pre-stressed strain sensor (Figure 5.2)

Based on findings from McKeeman [65], all sensors were simultaneously calibrated in

three temperature cycles.

5.1.3.1.2 Results

The FBG centre wavelength shifts with temperature are presented in Figure 5.5 for the

epoxy bonded temperature sensors, in Figure 5.6 for the metal-packaged temperature

sensors, and in Figure 5.7 for the metal-packaged pre-stressed and non-pre-stressed

strain sensors. Data points for each thermal cycle are fitted to a linear function and

normalised by subtraction of the y-intercept in order to allow a graphical comparison of

the slope of each sensor that represents temperature sensitivity. Measurement results

are further detailed at 65 ◦C showing in red each heating cycle and in blue each cooling

cycle. Also, to gauge the closeness of the data points to the fitted regression line, in

general terms indicating the quality of the measurement process, the r-squared value

for each linear fit is given as well as the exact slope that represents the change in

wavelength in nm per ◦C.

Overall one can see that the epoxy bonded temperature sensors significantly change

their behaviour after the first heating cycle and for the first entire cycle (heating and

cooling) it appears that the heating response differs from the cooling response (Figure

5.5a). This is observed for both epoxy bonded temperature sensors, although eventually
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heating and cooling show a similar response after two cycles. The observed differences

in response of the two epoxy bonded temperature sensors are caused by the small

difference in sensor lengths and the positioning of bonding locations and also, to a

lesser extent, due to a different amount of thermal grease used. For the metal-packaged

temperature sensors, in the case of the brazed kovar capillary and shim construction,

the first heating cycle deviates before stabilising with a relatively constant slope (Figure

5.6a-b). In comparison to the epoxy bonded copper temperature sensors, sensitivity to

temperature fluctuation is greater which is counterintuitive since copper has a greater

thermal expansion coefficient than kovar. It appears that much of the actual expansion

of the copper must be compensated by the presence of epoxy in the design.
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(b) Brazed Kovar Capillary and Shim (2/2)

Figure 5.5: Characteristics of the epoxy bonded temperature sensors thermally cycled
three times. The characteristics are normalised by subtraction of the y-intercept.

On the contrary the temperature sensor based around the metal-packaged brazed kovar

capillary with soldered copper tube and shim (Figure 5.6c) responds in a repeatable

fashion from the first cycle, although this design has the lowest sensitivity. It appears

that within this sensor the fibre at the end of the FBG where the kovar capillary ends

must have broken during fabrication and therefore its temperature sensitivity of 10.3 pm

per ◦C is equal to the response of an unstrained FBG, hence purely due to the thermo-

optic effect. This was confirmed by the fact that this sensor could only be interrogated
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(a) Brazed Kovar Capillary and Shim (1/2)
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(c) Brazed Kovar Capillary with Soldered Cop-

per Tube & Shim

Figure 5.6: Characteristics of the metal packaged temperature sensors thermally cycled
three times. The characteristics are normalised by subtraction of the y-intercept.

from one side, indicating that the fibre leading to the FBG on the other side broke

during fabrication. Even though, under these circumstances, the sensor demonstrates

an outstanding performance as a temperature sensor, because the FBG is completely

shielded from the mechanical interaction with the capillary, this transducer would be

impractical as it can only be addressed from one side, preventing multiplexing. An-

other test was scheduled to evaluate exactly the same set-up to determine the response
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while ensuring integrity of the fibre. With regards to the temperature sensors based on

two epoxy bonded copper tubes, performance has been inferior in comparison with the

fully metallic construction, with the response to heating and cooling being different.

In addition, the observed shift is much greater for the epoxy bonded design than in

the metal-packaged temperature sensors. It should be noted that one sensor performed

marginally better than the other.

The metal-packaged strain sensors exhibited comparable results to the brazed kovar

capillary and shim temperature sensors as both sensor types have a very similar con-

struction. In more detail, initial heating response differs from subsequent behaviour

(probably caused by relief of internal friction triggered by the brazing process), where

the non-prestressed sensor demonstrates a significant change in response, contrary to

its counterpart, as exemplified in Figure 5.7c. However, following the first cycle, both

strain sensor designs demonstrate similar responses, although the non-prestressed sen-

sor is slightly less sensitive (shows a lower slope) as illustrated by a comparison of the

graphs in Figure 5.7a-b with that in Figure 5.7c. Based on findings from the temper-

ature cycles (Figures 5.5-5.7), evidence suggests that the metal-packaged temperature

sensors are superior in terms of repeatability than the competing epoxy bonded tem-

perature sensor design.

Since temperature sensors can potentially be embedded within the interrogation cable,

it is not necessary to spot weld them to the reinforcement bar. This enables an easier

as well as quicker installation and the ability to fully characterise the sensor within

the laboratory. On the downside, axial mechanical stresses along the cable within the

foundation can possibly induce strain and thus corrupt temperature measurement read-

ings. Therefore, double capillary temperature sensors were subjected to axial stress.

Findings reveal that the epoxy bonded temperature sensors transmit mechanical stress

to the FBG, whereas the brazed kovar capillary with soldered copper tube fully isolates

the FBG from axial stress. As mentioned before, the latter is broken at one end, hence

in this case the test was repeated to verify this result as illustrated in Section 5.2.2.

With regard to the strain sensors, at this stage it was yet unknown whether prestress-
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(a) Brazed Kovar Capillary and Shim (1/2)
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(b) Brazed Kovar Capillary and Shim (2/2)
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Figure 5.7: Characteristics of the metal packaged strain sensors thermally cycled three
times. The characteristics are normalised by subtraction of the y-intercept.

ing the sensor does result in superior sensor characteristics for the intended application

(foundation condition monitoring). As the sensors are subsequently characterised un-

der thermal stress when attached to a B500B reinforcement bar with a diameter of 20

mm (as encountered in civil engineering applications), the superior temperature sen-

sors (metal-packaged) and both strain sensor designs were selected in order to further

evaluate their thermal behaviour.
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5.1.3.2 Calibration of Sensors Attached to Reinforcement Bar

One steel reinforcement bar (B500B; 20 mm) as shown in Figure 5.27 was instrumented

with sensors spot welded onto its surface. The spot welding was performed using a

30-J energy setting of the spot welding unit. One side was instrumented with the

prestressed strain sensor combined with the brazed capillary and shim temperature

sensor (Figure 5.27a) and 180 degrees apart, the non prestressed strain sensor and

the brazed capillary with soldered copper tube and shim temperature sensor (Figure

5.27b). The steel rod is characterised by a significantly higher thermal expansion

coefficient (10−5 per ◦C) than kovar (5.86 ∗ 10−6 in between 25 to 100 ◦C) and due

to its high stiffness (large diameter in comparison with the sensor), it is expected to

overcome the thermal expansion of the kovar capillary of the strain sensors, defining

their new thermal response. However, it should be noted that the temperature sensors

are spot welded at one end only, and thus are expected to be unaffected by the thermal

expansion of the rebar. Therefore, it is important to repeat thermal cycling of the

strain sensors now attached to the rebar in order to determine their new temperature

response. This is necessary in order to be able to later isolate strain measurements

by processing out the change in wavelength due to temperature as demonstrated by

Equation 3.11. The results are presented in Figure 5.9 for both temperature sensors

(brazed capillary and shim temperature sensor and the brazed capillary with soldered

copper tube and shim) and in Figure 5.10 for both strain sensors (prestressed and non-

prestressed). As expected, both temperature sensors demonstrate the same responses

as before hence, as intended, they can be used to determine the local temperature in

order to provide temperature compensation for the strain sensors. Both strain sensors

have now become more sensitive to temperature changes due to the added expansion of

steel. In practice, it will not be practicable to perform temperature characterisation of

the sensors spot-welded in the field. Therefore, an approximate value of the coefficient

of thermal expansion (CTE) will have to be used in future, with the allowance for

some systematic error. Detailed error analysis will be carried out in the form of (i) lab

temperature sensitivity tests and (ii) temperature compensation coefficients, although

it is expected that due to the relatively small changes in temperature due to the large
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(a) Pre-Stressed Strain Sensor & Brazed Capillary and Shim

(b) Non Pre-Stressed Strain Sensor & Brazed Capillary with Soldered Copper Tube and Shim

Figure 5.8: Sensors attached to Reinforcement Bar
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Figure 5.9: Characteristics of the temperature sensors attached to reinforcement bar
cycled three times. The characteristics are normalised by subtraction of the y-intercept.
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Figure 5.10: Characteristics of the strain sensors and reinforcement bar cycled three
times. The characteristics are normalised by subtraction of the y-intercept.

thermal inertia of the foundation, the effect of the temperature measurement inaccuracy

on strain measurement will be minimal. At this time, however, the sensors were able

to be characterised in order to compensate for temperature induced strain. In the
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next section the reinforcement bars, with two sets of sensors attached are cycled under

fatigue loading in order to evaluate whether they undergo any structural changes that

could influence the accuracy of strain measurement. The epoxy bonded temperature

sensors were dismissed along the course of the testing as their repeatability was worse

than the metal-packaged temperature sensor and additionally mechanical axial strain

was transferred.

5.1.4 Fatigue Experiment

This section presents the results of fatigue tests carried out on the sensors characterised

thermally in Section 5.3.3.3. For this set of experiments the reinforcement bar with at-

tached sensors was cycled under axial fatigue loading in an Instron 8802 servo-hydraulic

machine as illustrated in Figure 5.11.

Figure 5.11: Instron 8802 Rebar & Sensor Fatigue Test
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5.1.4.1 Methodology

Foundations are subjected to static gravity loading as well as dynamic (fatigue) load-

ing. Dynamic loading within wind turbines is the ultimate structural fatigue example,

with the number of cycles in the region of 108 to 109 over a turbine’s lifetime, where

large-scale turbines are placed at the lower end as the angular velocity reduces with

increasing rotor diameter [68]. The amount of total cycles during a wind turbines life-

time is much greater than for example in aerospace or automotive applications [121].

Therefore, it is of paramount importance to ensure that the sensors, which will measure

the parameters of the foundation from which its structural health can be ascertained,

are able to themselves withstand such great number of loading cycles, reliably and ac-

curately sensing over the foundation lifetime. Furthermore, it is important to discover

any potential design limitations through repeated loading in the laboratory setting.

Finally, as strain transfer from the structure to the sensor is imperfect due to several

bonded interlayers as illustrated in Figure 5.2, testing is required to establish the strain

transfer coefficient (STC) and also understand its variance from sensor to sensor. Some

theoretical investigations concerning strain transfer are included in the following refer-

ences [57–59, 63]. In the first test the machine force was selected to vary sinusoidally

from positive 31.4 kN to negative 31.4 kN (stress ratio R2 = -1; fully reversed), cor-

responding to ±100 MPa of stress or ±0.5 mε of strain at a frequency of 10 Hz, with

the set loading amplitude as expected to be encountered in wind turbine foundations

through FEM modelling [86]. During severe compression the sample could potentially

buckle; however, based on the Euler Buckling formula the critical buckling force Pc can

be approximated:

Pc =
π2EI

L2
e

(5.1)

where E is the Young’s modulus, I the second moment of area, and Le the effective

sample length that depends on how the sample is gripped (in this case both ends are

fixed thus Le is half of the sample length L) [241]. With this it was determined that

the applied compression load is significantly less than Pc. The machine data (force

2Ratio of minimum stress to maximum stress in one cycle of loading in a fatigue test. Tensile
stresses are considered positive and compressive stresses negative
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and displacement) was recorded with a frequency of 1 kHz, whereas the sensors were

interrogated with a Smart Fibres - SmartScan unit at a frequency of 250 Hz, resulting in

25 points per period. This was sufficient to be able to faithfully reproduce the estimated

sinusoidal output waveform. After completion of 106 cycles the test was stopped.

5.1.4.2 Results

5.1.4.2.1 Fatigue Results

The results of this test are presented in Figure 5.12. The top graph shows amplitude

readings from the applied machine force, the middle graph compares the normalised

force and normalised strain readings from the prestressed strain sensor and, lastly, the

bottom graph displays readings from both prestressed and non-prestressed sensors that

were cut into 59 s segments and analysed using a fast Fourier transform (FFT), where

the peak magnitude at 10 Hz was re-transformed into the amplitude (time domain)

and plotted for each minute-window up to one million cycles.

The x-axis in Figure 5.12c represents the number of cycles to illustrate the sensor

behaviour as it undergoes fatigue aging. From the top graph it is possible to evaluate

how consistent the force application by the machine is. Data is initially recorded ev-

ery period, then every tenth, hundredth, thousandth and, finally, every 5000th period,

with each absolute periods peak and trough values plotted. The force is applied by

the machine with the resolution of ±0.1 kN, which is in agreement with the force data

records illustrated in Figure 5.12a, with the exception of some occasional outliers that

breach this threshold, nevertheless remaining within ±1% of the total applied force.

Peak values compared to the trough values are higher, since the rebar is gripped with

an initial offset under tension of around 0.2 kN. Based on the monitored machine out-

put, the force input to the reinforcement bar appears constant over time.

In Figure 5.12b the machine force and sensor data is normalised with respect to its

maximum value for the considered length of 23 periods, cross-correlated in Matlab,

and then plotted on the same graph. This illustrates how the actual sensor output
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agrees with the machine input. The sensor appears to represent the force amplitude

and phase faithfully.

The bottom graph in Figure 5.12 shows the change in amplitude of the prestressed

and non-prestressed sensors outputs over time, indicating the degree of performance

deterioration over time. The maximum mechanical stress applied to the rebar is ex-

pected to reach 0.5 mε, hence a 100% strain transfer would result in the sensor readings

reaching an amplitude of 0.61 nm based on the centre wavelength as demonstrated

in Equation 3.5 and 3.6 of Section 3.3.1, where under the assumption that fibre strain

is homogeneous and isotropic, pe is the effective photoelastic coefficient (numerically

≈0.22), and ε is the applied strain. Figure 5.12c shows that the non-prestressed sen-

sors output deteriorates significantly within the first 70,000 cycles, decreasing from an

initial amplitude of 0.39 nm down to 0.185 nm. Applying Equation 3.6 to calculate the

amount of strain transferred to the sensor, these wavelength amplitudes correspond to

an initial strain of 0.32 mε (STC of 0.65) reducing down to 0.15 mε (STC of 0.31).

On the other hand, the prestressed sensor appears to behave fairly consistently with

an initial amplitude response of 0.31 nm, representing a strain of 0.25 mε (STC of

0.51) reducing to 0.28 nm (0.23 mε; STC of 0.46 until reaching 2 ∗ 105 cycles and then

remaining constant over the lifetime of 106 cycles until the test was stopped. Hence,

the prestressed sensor experiences a reduction in the response of around 10% until set-

tling at a constant level. Also, data was analysed in order to evaluate whether sensors

undergo hysteresis, thus machine data (force and displacement) was separately plotted

against both sensors data and fit to a first degree polynomial. Results are illustrated in

Figure A.5 for the non-prestressed strain sensor and in Figure A.6 for the prestressed

strain sensor of the Appendix. From Figure Figure A.5 and Figure A.6 it is possible

to observe that both strain sensors do not experience significant hysteresis. In addi-

tion parameters for the polynomial fit are listed in Table 5.2 based on different cycles

throughout the first fatigue experiment. Overall, the fitted data is in agreement with

Figure 5.12c as the prestressed strain sensor responds constantly above 2 ∗ 105 cycles,

whereas the non-prestressed strain sensor responds constantly above 1.44 ∗ 105 cycles.
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Figure 5.12: First Fatigue Test - Rebar & Sensor

After the test both sensors were visually examined to determine if any visible damage

occurred. It was discovered that the non-prestressed sensor’s spot weld gave away on

one side, explaining why the strain transfer coefficient dropped after 70,000 cycles. The
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Table 5.2: Correlation Machine and Sensor Data

Pre-Stressed Non Pre-Stressed

Sensor & Force Sensor & Displacement Sensor & Force Sensor & Displacement
Cycle Number Slope Y-Intercept Slope Y-Intercept Slope Y-Intercept Slope Y-Intercept

1 0.0098 1564.43 1.42 1530.21 0.0126 1547.37 1.82 1503.57
144.000 0.0093 1564.45 1.38 1531.63 0.0059 1547.47 0.86 1526.84
300.000 0.0090 1564.47 1.33 1532.66 0.0059 1547.49 0.87 1526.82
800.000 0.0091 1564.47 1.36 1531.9 0.0059 1547.49 0.87 1526.71

1.000.000 0.0091 1564.48 1.34 1532.57 0.0058 1547.49 0.85 1527.15

pre-stressed sensor’s spot weld remained properly attached.

As previously stated, the second test was carried out in a similar fashion to the first

test; however, machine force was doubled, now varying from positive 62.8 kN to nega-

tive 62.8 kN, corresponding to ±200 MPa of stress or ±1 mε of strain with a sinusoidal

input waveform at a frequency of 10 Hz. According to Tilly [97] at this stress range (400

MPa) the rebar is expected to break at around 105 cycles, hence in this test sensors are

evaluated under extreme conditions, where the structure itself would be expected to fail.

Figure 5.13 presents the results of the second fatigue test, where the reinforcement

bar cracked at around 0.96∗105 cycles (which was expected as previously stated); how-

ever, both strain sensors survived the testing still performing their basic measurement

function. The prestressed sensor commences at an amplitude of 0.53 nm (0.44 mε;

STC of 0.44), hence with a slightly lower STC than at the end of the first fatigue test.

During the course of such significant cyclic loading the prestressed sensor is shown to
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Figure 5.13: Second Rebar and Sensor Fatigue Test
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still maintain a relatively constant response, once again within the range of 10%. The

cause for the large variation in the response of the prestressed sensor around the rebar

breakage point are due to the fact that the steel shim tore apart, thus, at that stage,

the transferred forces were much higher than before since less material was available

to take up the total force. This demonstrates that a strong bond can be achieved with

spot welding.

The non-prestressed strain sensor’s response further declined caused by further de-

terioration of the spot-welded shim. In the post-test visual inspection to evaluate how

many spot welds remained attached, by applying small force to the steel shim using

tweezers, it was revealed that 80% of spot welds disattached from the reinforcement bar.

With regards to the experienced cycles to failure, the results of both fatigue tests

are in good agreement with available research [242, 243] as illustrated in Figure 5.14a

and Figure 5.14b, albeit both fatigue tests were executed consecutively. Therefore, in

the case of the second test, in fact cumulative fatigue damage of 1.1 ∗ 106 cycles led to

the breakage. This offers reassurance that the spot welding process does not impact

the reinforcement bar’s fatigue properties3 which is in agreement with Perry et al. [63].

Further, the fractured reinforcement bar surface was analysed in order to determine

the crack origin. Figure 5.15 shows a photograph of the fractured surface, illustrating

four distinct regions; 1) crack initiation, 2) crack growth within the “fish eye”, 3) crack

growth outside the “fish eye”, and 4) rapid fracture in agreement with [97, 245]. At

the same time, the location of crack initiation lies within the spot welded area of one

of the temperature sensors. Therefore, there is the possibility that a spot weld caused

an internal material defect that might have caused the fracture location; however, tak-

ing available fatigue research into consideration, spot welding did not impact fatigue

properties. Therefore, from this single test, it is possible to observe that the spot weld

might have caused the location where the structure fractures, but its fatigue resistance

is not reduced. In order to gain a more representative picture further rebar and sensor

3The reader is referred to Ref. [244] for the impact of spot welding on the heat affected zone and
the changes of physical properties of steel.
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(a) Rebar Fatigue Cycles in Comparison to Available Research (1/2) [242]. In red are

the tested sample’s results.

(b) Rebar Fatigue Cycles in Comparison to Available Research (2/2) [243]. In red is the

tested sample’s result.

Figure 5.14: Rebar Fatigue Cycles in Comparison to Available Research

fatigue tests are conducted as illustrated in Section 5.2.3.

5.1.4.2.2 Sensor’s Characteristics

Before the commencement of the fatigue tests several initial tests were conducted in

order to ensure that the long-term tests run according to requirements. Therefore,

as illustrated in Table 5.3, a total of six tests were conducted in which the applied

force, frequency, and number of cycles were varied. The results for each test’s initial
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1

2

3

4

Figure 5.15: Rebar Fracture Surface

cycles (sensor centre wavelength vs. machine force) are shown in Figure A.7 of the

Appendix for the non-prestressed sensor and in Figure A.8 for the prestressed sensor.

The non-prestressed sensor tends to exhibit a more symmetrical response than the

prestressed sensor as the peak and trough characteristics deviate (initially in tension

the signal is constant for a short time in contrast to the non prestressed sensor). Further

Table 5.3: Testing Series

Test Frequency [Hz] Force [kN] Stress [MPa] Strain [mε] Cycles

1 0.25 15.7 50 0.25 101

2 0.25 15.7 50 0.25 101

3 0.25 31.4 100 0.5 102

4 10 31.4 100 0.5 102

First Fatigue 10 31.4 100 0.5 106

Second Fatigue 10 62.8 200 1 105

when comparing each test’s initial FBG centre wavelength as listed in Table 5.4, the

prestressed sensor’s wavelength reduces along the set of tests in contrast to the non-

prestressed sensor’s wavelength that maintains a constant value. This indicates that

the applied prestress may have reduced incrementally, resulting in significant changes
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in response. As prestressing the sensor adds further complexity to the fabrication

process, these findings may indicate that prestressing may not be required. Further

detailed tests are required to verify these conclusions. Also, Table 5.4 lists the change

in STC over time for the first initial tests. In both cases the strain sensor’s STCs start

at a relatively high value and then subsequently decrease. Eventually the prestressed

sensor has a STC of 0.44 after 1.1 ∗ 106 cycles and the non-prestressed sensor of 0.072

respectively, where the latter experiences this significant loss of STC due to the failure

of the spot welded shim.

Table 5.4: Initial Reflective Wavelength & STC

Test 1 2 3 4 First Fatigue

Prestressed [nm] 1564.71 1564.64 1564.64 1564.51 1564.40
Non-Prestressed [nm] 1547.36 1547.36 1547.36 1547.40 1547.37

Prestressed STC [%] 67.6 64 51 49 49
Non-Prestress STC [%] 71.7 71,6 70 68.3 41.7

5.1.4.3 Section Conclusions

The results of this series of initial laboratory experiments conducted on the sample of

FBG based temperature and strain sensors exhibiting differing design and manufactur-

ing features have led to the following preliminary conclusions:

• Two different temperature sensors (brazed capillary and shim and the brazed cap-

illary with soldered copper tube and shim) were subjected to mechanical loading

in order to test their ability to isolate temperature measurement from mechanical

stress. Results show that no mechanical strain is transferred from the reinforce-

ment bar over the shim into the FBG in both cases; however, since the sealed

temperature sensors (brazed capillary with soldered copper tube and shim) broke

at on end, this test is repeated in Section 5.2.2. Another test is designed to

evaluate axial strain transfer to the sensor in order to allow placement of the

temperature sensor within the interrogation cable.
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• Overall, based on the findings of this series of experiments, it is possible to con-

clude that the prestressed strain sensor behaves non-symmetrically. The reasons

for this behaviour are currently unknown, and further investigations are needed

to gain better understanding of this phenomenon. Also, the tests show that the

prestressed strain sensor seems to partially lose its prestress as evidence sug-

gests in Table 5.4. Nevertheless, after the prestressed strain sensor undergoes

initial changes, the centre wavelength response appears symmetrical, and stable

behaviour had been observed for up to 106 cycles.

• The fatigue results indicate to what degree the sensors undergo performance

degradation within the first 103 cycles, with the reduction of STC from around

0.7 down to 0.45, despite evidence of a strong spot weld bond as observed with

the prestressed strain sensor. Following this initial reduction in STC, during

the fatigue test, the STC remained generally constant with a reduction of 10%

to 0.44. On the contrary, the non-prestressed strain sensors STC reduced to

0.072, although this was caused by poor spot welding. Therefore, further tests

are required to gain better understanding of the behaviour.

• As highlighted earlier this test has also confirmed that attention must be given to

the problem of spot welding. The tests have revealed that the interconnection of

copper coating, capillary and shims appear to be of good quality, but the quality

of spot welding needs to be improved. When such sensors are deployed, great care

is required to ensure a strong bond between the sensors shim and reinforcement

bar. This involves production and/or preparation of adequate sensor shims as

well as ensuring that reinforcement bars are free of oxidisation, corrosion, and

grease. One possible option to improve the brazing process would be to use

a vacuum chamber where brazing is performed in order to prevent oxidisation.

Nevertheless, at present, acceptable results are achieved with the application of

brazing flux.

• It was shown that the spot welding process does not impact reinforcement bar

fatigue properties as the cumulative damage is in agreement with available liter-
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ature on cycles to failure.

• Both strain sensor types are required to be further subjected to tests in order

to verify these initial findings. In the case of the metal-packaged prestressed

strain sensor, the existing results need to be verified and in the case of the metal-

packaged non-prestressed sensor, fatigue experiments are required to be repeated

under the same test conditions in order to evaluate the sensor for a total of 106

cycles while ensuring adequate quality of spot-welding. The is carried out in

Section 5.2.3

• The spot welding process requires to be further evaluated (see Section 5.2.1) as

well as the process to mechanically expose the sensor to stresses prior to installa-

tion and thermal characterisation to ensure stable operation. The process of prior

mechanically cycling before installation has been successfully applied in other ap-

plications such as sensors to monitor prestressed tendons in previous work [63,64].

5.2 Sensor Improvement

Based upon findings presented in Section 5.1, this section deals with the verification

and sensor improvement of flaws identified in Section 5.1.4.

5.2.1 Evaluation of Spot Weld Process

For the first experiment, steel shims are spot welded to a B500B reinforcement bar

(diameter: 20 mm) while iterating the transferred spot weld energy ranging from 20 to

35 J. Subsequently the shim is gripped with a pair of pliers and physically removed.

Based upon the required force and rupture behaviour, the attachment strength is eval-

uated. Taking the gathered information into consideration, it is aimed to identify the

most suitable energy level to attach sensors to the reinforcement bar as during previous

fatigue test, one sensor’s spot welded shim detached from the reinforcement bar and

thus corrupted measurement data.
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Energy 

Intensity [J]
Attachment Rupture Pattern

Bonding 

Strength

20 Poor

25 Fair

30 Excellent

35 Excellent

Figure 5.16: Spot Weld Evaluation

Table 5.16 depicts photographs of the spot welded shim attachment to the reinforcement

bar as well as the rupture characteristics after physical removal under varying energy

settings ranging from 20 to 35 J. Each tests’ bonding strength is evaluated qualitatively

with a scale ranging from poor to excellent.

Test results reveal an initial increasing bonding strength with increasing energy inten-

sity, although this appears to plateau at 30 J where no real benefit can be observed

with greater energy levels. Therefore, a set-up of 30 J appears most suitable for the

field installation. Also, in the first test (20 J) a corroded shim area marked in red

outside the tested width was subjected to a spot weld to demonstrate its effect. One
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Figure 5.17: Weld Area FEM

can see, that the entire shim burned off as illustrated in the rupture photograph on the

bottom left of the steel shim. This, once again re-confirms the importance of surface

preparation of the steel shim and reinforcement bar.

Besides the spot welding evaluation it was also desirable to evaluate the stress distri-

bution of the spot welded area. For this, a model was created in COMSOL with the

results illustrated in Figure 5.17. This enables to determine the most critical spot weld

connections as well as the appropriate care in spot weld execution. As illustrated in

Figure 5.17, the most critical locations are the outward spot welds of the first row. If

a spot weld in one of these critical areas is of insufficient quality, this would result in a

poor overall result.

5.2.2 Embedded Temperature Test

The intention was to design a multiplexible temperate sensor that can be placed within

the interrogation cable in order to (i) reduce the requirement to use spot welding as well
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Figure 5.18: Characteristics of the metal-packaged strain and temperature sensors ther-
mally cycled three times. The characteristics are normalised by subtraction of the
y-intercept.

as to (ii) minimise the area of sensor exposure, outside the interrogation cable, within

the foundation. Since the brazed kovar capillary and soldered copper tube and shim

temperature sensor (Figure 5.1 c) broke at one end of the FBG location in a previous

experiment, the test was repeated. This lab test revealed that the design illustrated in

Figure 5.1 c, is highly repeatable in its response to temperature variations as illustrated

in Figure 5.18 with a slope of 15.1 pm/deg C. Further the embedded temperature sensor

isolates axial strain well based on manually applied mechanical stress exposure to the

fibre ends.
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5.2.3 Sensor Improvement Iterations

Main aim of further sensor testing was to understanding the sensor’s weaknesses and im-

prove its manufacture and design to increase reliability and repeatability under fatigue

loading. Overall, several sensor design iterations and tests were performed as sum-

marised in Table 5.5. Although, improvements were achieved (in-house manufactured

sensor suffered a degradation of 8.8% over 106 cycles), in comparison to commercially

available sensors such as the Micron Optics reference sensor, the tested sensors cannot

compete. Based on the testing results summarised in Table 5.5, it is likely that the

following factors are responsible for the degradation:

• Materials: based on the ”Dumbbell 3” fatigue test, the degradation is determined

to be introduced by the layers after the copper coating (brazing alloy, kovar,

or steel). According to [246], Kovar has sufficient fatigue resistance, hence the

brazing joint is likely the weakest link.

• Heat control: during the manufacturing process it is difficult to control the heat,

thus in multiple occasions it has been observed that the copper coating burned

entirely resulting in a poor bond in between the remaining carbon layer and

brazing material.

• Gripping width: based on the UV epoxied copper coated fibre results, it is thought

that the sensor brazing design layout is not sufficient for the capillary effect to

pull enough brazing material inside the kovar tube to increase its gripping friction.

Removal of the top kovar half-tube for 4 mm was not successful as illustrated in

the ”Dumbbell 3” fatigue test.

• With regards to the applied UV Epoxy (EPO Tek OG198-55), the fatigue results

(Figure A.9c of the Appendix) reveal a high repeatability over time; however,

when looking into the exact response it is possible to observe that the actual UV

epoxy behaves in a non-linear fashion with regards to strain exposure (the force

increased by a factor of 2.4 whereas the actual amplitude increased by a factor of

3.75). This behaviour was confirmed in another test, where 5 different epoxy types
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where analysed, with the MBond AE10 Epoxy demonstrating superior results

[247]. This UV epoxy is therefore not recommended for strain measurements.

In order to conclude the metal-packaged strain sensor testing, it is important to sum-

marise the observed drawbacks along the extensive metal-packaged sensor testing:

• Observed performance deterioration along all fatigue tests and sensor variants.

• Substantial fibre compression inside the Kovar tube after manufacture within the

order of 1.6-3.4 nm (Section 5.3.3.2 & 5.1.2.1).

• Challenges with repeatable manufacture.

• Complexity of manufacture (several different materials act together).

• Robustness - due to the sensor length, the kovar capillary can bend/break easily,

because of the lever arm.

• Challenges with sensor packaging (from the kovar diameter the width requires

to be stepped up until the diameter matches the steel armour’s diameter (Fig-

ure 5.24) thus the actual lever arm is further increased in reinforced concrete

applications.

Based on the findings it is therefore recommended to explore new sensor variants, to be

initially tested in the lab and subsequently deployed as a field trial if lab results appear

promising.

5.3 Installation of Embedded Optical Sensors within a

Wind Turbine Foundation at the Windfarm

This project’s selected site is owned by SSE and is located in Scotland. The develop-

ment is for 32 WTGs, a combination of 2 Vestas V112-3.3MW with a hub height of 69

m and 30 Vestas V117-3.45MW with a hub height of 76.5 m respectively [248]. Once

completed the site will have a total maximum capacity of 110 MW. The site layout

is given in Figure A.11 of the Appendix, as well as in a schematic drawing (Figure
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Figure 5.19: Turbine Site Layout. For the elevation profile, the reader is referred to
Figure A.11 of Appendix A.

5.19) presenting all relative turbine locations (blue), the selected turbine to equip its

foundation (black) as well as both permanent met. masts (green and red). Readings

from three site masts (one temporary, two permanent) are illustrated in Figure 5.20.

All three met. mast observations are in close agreement revealing a predominant wind

direction coming from 230 degrees, hence a south-western wind inflow. The presented

turbine layout in Figure 5.19 is further estimated to be exposed to the identified pre-

dominant wind direction of 230 degree. This also reveals that there is no wake impact

expected at this inflow condition.

The turbine equipped with foundation sensors is T22 (Figure 5.19 - black dot), a Vestas

V117-3.45MW with a hub height of 76.5 m.

183



Chapter 5. Structural Health Monitoring of Wind Turbine Structures

Figure 5.20: Wind Rose of Wind Farm.
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5.3.1 V117 - Foundation and Finite Element Analysis

5.3.1.1 General Information

The turbine’s foundation design is a submerged gravity foundation made of a circular

reinforced concrete slab incorporating a circular pedestal upstand. The foundation

is symmetric about any axis in plan and the main slab has a haunched profile in

section with the depth increasing at a constant rate towards the foundation centre.

The mechanism for transferring tower moments into the foundation is direct via a

circular assembly of full length anchor bolts. A cross-sectional technical drawing is

illustrated in Figure A.12 of the Appendix. The material for the reinforcement is grade

B500B (hardened rebar steel with a yield of 500 MPa), whereas the main slab’s material

is C35/45 concrete and C45/55 for the pedestal.

There are multiple rebar shapes applied in this wind turbine foundation; predominately

radial, circumferential, orthogonal bars as well as shear links.

5.3.1.2 Finite Element Model

The foundation FE model’s mesh and boundary conditions are illustrated in Figure

5.21a and 5.21b respectively. Only one half of the model is shown for simplicity, as

geometry and loading conditions are symmetrical. The model includes several dead

loads: the weight of the concrete foundation, Wc, and tower, Fz, along with the weight

of the ballast, Wb. Soil-structure interactions were modelled using a linear spring

constant on the bottom surface of the base, with lift-off occurring for positive vertical

displacements. The concrete was assumed to have a constant elastic modulus of Ec =

35 GPa. Horizontal slippage of the foundation, bolt loads and hydrostatic uplift were

not included in the model, nor were torsional moments about the tower axis.

Strains within the foundation were studied for overturning moments, Mres, ranging

from 0 MNm to 30 MNm. An overview of the selected parameters, their ranges and

source of information is illustrated in Table 5.6.

As the foundation’s reinforcement was not included in the model, absolute stress and

strain values are not accurate. However, comparisons of fractional strain changes be-
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Figure 5.21: FE model a) mesh and wind vector; b) boundary conditions; and c) typical
normalised strain profiles in circumferential, radial and axial directions.

Table 5.6: FEM Parameters and Possible Ranges

Item Value Range Unit Source Comment

Soil Spring stiffness 200 11-230 MN/m3 SWECO Spring stiffness (N/m) per unit area (m2),

hence (N/m3)

Ballast 20 18-20 kN/m3 SWECO Wet vs. dry backfill &
depth (linear equation)

Fz (turbine weight) 3500 N/A kN Vestas Turbine weight (357 t)

Weight foundation (density) 2500 N/A kg/m3 SWECO Foundation weight (1020 t)
Concrete Elasticity 35 35-42 Gpa SWECO Conservative assumption applied

Overturning Moment, Mres N/A 0-30 MNm Vestas & The ULS is defined at 50 MNm
Thrust data

Soil Bearing Capacity >500 N/A kPa SSE The soil bearing capacity is greater 50 t/m2
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tween locations or between load cases are valid, and these were used to inform sensor

placement. Typical circumferential, radial and axial strain profiles are shown in Figure

5.21c, where negative numbers represent compression. As expected, on the side of the

foundation opposite to the prevailing wind direction, there are compressive stresses on

the top surface, while the bottom surface is under tension.

5.3.2 Network Requirements and Sensor Packaging

The following practical aspects and constraints with regard to the advanced optical

sensor network that was installed at the site had to be considered:

First of all, each sensor required a certain spectral bandwidth, so that when multiplexed,

centre wavelengths of the spectrally adjacent sensors do not overlap. Temperature sen-

sors are expected to remain within -20 to +70 ◦C, whereas strain sensors are expected

to reach maximum strain levels of 0.5 mε as determined by work by Perry et al. [89].

This equates to a total of 2.6 nm of the spectrum per strain sensor and 1.6 nm per

temperature sensor.

Secondly, the supplier’s manufacturing constraints with regard to the FBGs inscribed

in copper coated fibres placed some restriction on which centre wavelengths were avail-

able to this project, namely: 1535, 1543, 1551, 1558, and 1567 nm.

Thirdly, the interrogation spectrum of the sensor interrogator had to be taken into

account. For this project the selected interrogator, a Smart Fibres SmartScan device

offered a wavelength range of 40 nm (1528-1568 nm) on four parallel channels.

Apart from these physical constraints, network redundancy can help to counteract the

potential loss of multiplexed sensors by running multiple separate networks. Therefore,

for the total of 10 strain and 6 temperature sensors that were proposed for the site,

it was intended to divide them into four separate channels: two including three strain

sensors and two temperature sensors (channel 1 and 2) and two including two strain

sensors and one temperature sensor (channel 3 and 4) as illustrated in Figure 5.22.
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Figure 5.22: Schematic optical network diagram

Also, two mirrored sensor networks are required to place sensors upwind as well as

downwind, along the prevailing wind direction.

Due to the guided through rebar structure, it was not practical to prepare complete

interconnected sections in advance. Therefore, sensors were manufactured as modules,

either as a single strain sensor or a strain sensor coupled with temperature sensor. This

allowed for the installation of sensors as the construction of the rebar cage progressed

as, otherwise, some locations would not be possible to reach as the steel placement

progressed. As a downside, this required connection and sealing of each module’s end.

Note that to increase redundancy in this experimental installation, each module was

connected to the cable at both ends. This enabled interrogation from either end and

thus increased the likelihood of survival of the sensors should some addressing cables

be damaged. In addition, the modular strain and temperature combination allowed to

reduce installation time significantly. Modules were terminated with Diamond DiaLink

connectors (with exceptionally small diameter), thus placement within a steel armour

(ID 6 mm) was possible as an effective means of protection in this harsh environment.

Between modules, tactical tight buffered optical cable was applied, again, suitable for

deployment where extreme environmental conditions are present.

The length of the strain sensor was required to be as small as possible to fit in most

locations, particularly between orthogonally positioned steel bars, meaning the geom-
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Soldered Copper Tubes

Steel Armour

Figure 5.23: Strain sensor’s designed end

etry of the sensor placement onto the rebar required a step wise increase in diameter

to prevent the kovar capillary from bending. Such an approach also allowed a robust

connection of each module’s end with steel armour that was crimped at each side and

sealed with shrink sleeve to prevent water ingress. The actual design is illustrated

in Figure 5.23 where three copper tubes with a continually increasing diameter, each

with a length of 20 mm were soldered in place and the steel armour was crimped to

the highest-diameter tube. To prevent any potential damage to the sensor, a stainless

steel half tube was positioned on top of the strain sensor and copper tubes, with both

ends secured with epoxy. Along the strain sensor, flexible silicone was applied to not

distort the instrument’s characteristics. The half steel tube protected the sensor from

any excessive impacts or forces, for example, due to workers accidentally stepping on

the cables or when the concrete shakers make direct contact with the sensor modules

during the concrete pour.

The temperature sensors were spliced on one end of the strain sensors and positioned

within the steel armour, hence no steel shim was required as illustrated in Figure 5.1c

(the sensors were not directly attached to reinforcement bar). Within the vicinity of the

temperature sensor, it was important to maintain the cable straight to prevent the outer

copper tube of the temperature sensor from bending as this could bend the internal

kovar capillary and thus change the characteristic of the sensor. Therefore, these areas

were marked on the outside of the shrink sleeve for the purpose of identification.
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5.3.3 Sensor Preparation

5.3.3.1 Sensor Fabrication

As a recap, the layout for the sensor manufacture is illustrated in Figure 5.3. The

commercially sourced metal coated optical fibre comprises standard single mode glass

fibre (ID 125 µm) coated in copper (total diameter of 170 µm) and equipped with an

FBG of the length of 7 mm, written in a 10-15 mm stripped fibre section. The FBG

is placed inside a kovar capillary (ID 200 µm; OD 700 µm) and sealed at both ends

with a silver brazing alloy (melting point: 610-850 ◦C). During brazing, high frequency

current (200-300 A, 400 kHz) is passed through the induction heating coil for a total

duration of 30 s. Thus, temperatures of 610-620 ◦C are reached in order to melt the

alloy. With this set-up the curie point of kovar (430 ◦C) is exploited, thus protect-

ing the FBG from excessive thermal stress that could potentially cause the grating to

erase. Overall, approximately 50% of reflected FBG intensity is lost throughout this

heating process, which is acceptable from the point of view of peak detection by the

optoelectronic sensor interrogation system.

Although the sensor design is inferior to commercial sensors at high loading, (i) there

are no suitable commercial alternatives and (ii) the expected encountered load is ob-

served to be low in range with a maximum of 0.5 mε, thus the decision was made to

install the “dumbbell 2 with the shim on one side” type sensor variant that fatigue

result is illustrated in Figure A.9b and summarised in Table 5.5 (8.8% degradation at

high loading over 106 cycles). At the expected loading profile, the team is confident no

or an insignificant deterioration is observable (1-2% over 5 years).

Figure 5.24 depicts one of the ten manufactured strain sensors. Despite applying flux

to prevent oxidisation of the steel shim during the brazing process, usually some debris

remained. As this could reduce the quality of the spot-welding the sensor to steel rebar,

the steel shim was cleaned with fine sandpaper (P400). Figure 5.25a shows the inter-

nal arrangement of the strain and temperature module. Tactical tight buffered cable

was connected at both ends, with the strain sensor and its gradual increase in cable

diameter on the left and the shielded temperature sensor on the right. Since the inter-
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Figure 5.24: Manufactured FBG strain sensor

nal cable had sharp edges that could potentially get stuck within the steel armour, the

fibre with its splice protectors was placed within a polyurethane half tube and sealed

with silicone as illustrated in Figure 5.25b. To prevent an additional layer that can

increase the thermal inertia of the temperature sensor this section had no additional

coating. As a final manufacturing step, steel armour was placed over this arrangement

and crimped at both ends. Further, shrink sleeve was placed over the armour to pre-

vent water ingress. The modules packaged for transportation to site are illustrated

in Figure 5.25c. The two golden stripes on each sensor module indicate the location

of the temperature sensor to ensure this location does not experience bending during

installation as this could affect the transducer’s sensitivity as mentioned beforehand.

Table 5.7 presents a detailed overview of the four separate channels consisting of the

sensor modules. Overall, there are more strain sensors than temperature sensors be-

cause it was expected that, due to the thermal inertia of the foundation, the rate of

change of temperature would be small. Additionally, due to the symmetrical geometry

of the foundation, the temperature profile would not experience significant differences.

Therefore, it is assumed that, through interpolation, an accurate temperature profile

can be reconstructed based on the discrete and sparse temperature measurements. The

knowledge of temperature local to the strain sensors is important for accurate deter-

mination of strain as discussed in [249].
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Table 5.7: Sensor identification overview

Channel Type Module ID Sensor ID Wavelength [nm]

1 Temp I TR1 1533
1 Strain I TR1 1543
1 Temp II TR1 1566
1 Strain II T15 2b 1553
1 Strain III TR2 1559

2 Temp IV TR2 1567
2 Strain IV TR2 1543
2 Temp V TR4 1558
2 Strain V TR3 1535
2 Strain VI T16 2b 1553

3 Temp VII TR3 1543
3 Strain VII TR3 1535
3 Strain VIII TR5 1559

4 Temp IX TR5 1535
4 Strain IX TR6 1543
4 Strain X T19 2b 1559

5.3.3.2 Evaluation of Sensor Brazing

Based upon findings from Section 5.1.2 it is evident that the sensor brazing process

eventually shifts the FBG centre wavelength into compression. In fact, the sensor pro-

duction has multiple parameters that can further influence its characteristics; there are

four different materials with different thermal expansion coefficients (silver solder, steel,

kovar, and copper), the alignment within the production rig can introduce changes in

experienced temperatures as well as the usage of varying amounts of applied materials

such as the width of the steel shim, the brazing paste or the amount of brazing foil.

Actually, the steel shim (highest thermal expansion coefficient) can be taken out of this

equation as the same process can be observed during the manufacture of the brazed

kovar capillary temperature sensor where no shim is applied. Figure 5.26 presents a

scatter diagram displaying the recorded maximum positive difference (caused by in-

duction heating) from the initial centre wavelength versus the total compression from

the initial wavelength for a total of seven produced sensors. A pattern emerges where
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Figure 5.26: Scatter diagram of manufactured sensor’s maximum peak shift vs. the
absolute final compression

a greater maximum peak shift results in a greater final compression with some scat-

ter that could be introduced due to slightly changing parameters as mentioned before.

Since the kovar’s thermal expansion coefficient is roughly 11 times greater than of the

optical fibre made of silica, the kovar capillary elongates at a much greater rate during

the induction heating. Therefore, it is expected that once the solder solidifies (at a rel-

atively high temperature) it will lock the coated fibre and the kovar capillary at a time

where the fibre is much less elongated, thus during subsequent cooling the actual FBG

will be subjected to compression as the kovar capillary contracts. As a consequence,

the actual temperature difference during the induction process has a significant impact

as observed in Figure 5.26.
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To mathematically evaluate the eventual compression, it is first important to evaluate

the strain transfer of the copper coated FBG when brazed in to a kovar capillary. The

thermal coefficient of kovar, αk, in between 25 and 500 ◦C is around 6.15∗10−6 per ◦C,

thus the theoretical change in the centre wavelength, ∆λBS , is:

[(1− pe) ∗ αK + αn] ∗ λB ∗ 1000 = 15.98pm (5.2)

Where pe is the effective photo-elastic coefficient (numerically around 0.22), αF is the

thermal expansion coefficient of silica (0.55∗10−6/◦C), αn the coefficient for the change

of refractive index (5.86 ∗ 10−6/◦C), λB the base wavelength (1540 nm), and 1000 the

coefficient to transform the result in pm [250].

From the thermal calibration it is known that the temperature sensor’s sensitivity, kT ,

on average is 15.18 pm/◦C [251], thus the strain sensibility, SS , is:

kT
∆λB

= 0.913 (5.3)

hence 91.3% of thermal strain is transferred.

When the solder solidifies it will actually lock the optical fibre and the kovar capillary

with an assumed strain transfer coefficient of 91.3% and will further contract due to

the cooling down to room temperature with a nominal temperature difference, ∆T , of

approximately 550◦C. Therefore, the contraction in terms of length, dL, of the kovar

capillary is:

dL = αK ∗∆T ∗ L (5.4)

Where L is the length of the kovar capillary (25 mm). Consequently, the induced

negative strain from the contraction of the kovar capillary, εK , is:

dL

L
= 3.2mε. (5.5)

Substituting αK with εK in Equation 5.2 as well as introducing the change of temper-
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ature (550 ◦C) results in the approximated expected change in wavelength, ∆λBApprox:

[0.78 ∗ (εK − αF ∗∆T ) + αn ∗∆T ] ∗ λB = 8.37nm (5.6)

which is the sum of the strain impact:

∆λBS = 0.78 ∗ εK ∗ λB = 3.84nm (5.7)

and temperature impact:

∆λBT = (−αF + αn) ∗∆T ∗ λB = 4.53nm. (5.8)

In fact, this change of wavelength is well in agreement with recorded data (Figure 5.4)

showing an overall reduction in the centre wavelength of approximately 8-9 nm (pos-

itive induction shift plus eventual compression). Also, when subjecting the model’s

parameters to a sensitivity analysis, ∆λBApprox appears most sensitive to changes in

∆T that is in agreement with observations from Figure 5.26, thus giving confidence in

the approach. Contrary changes of thermal coefficients within identified bands has an

insignificant impact on ∆λBApprox.

Conclusion and Limitations

There are many limitations to this approximation. First the entire model is based

upon the temperature sensor without the steel shim attached that could potentially

introduce changes; however, recorded data from the temperature sensor brazing and

the strain sensor brazing have shown equal wavelength shifts, thus allowing it to be

used as an approximation. Second, in fact the optical fibre within the kovar capillary

has bare silica fibre at the location of the FBG as well as burned/oxidised copper at

both sides facilitating the connection of brazing paste and kovar capillary. This copper

width has not been taken into account. Third, in terms of the temperature profile

the kovar capillary is heated on one end causing a natural temperature profile over
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its length that is approximated to an average 550 ◦C. The exact temperature profile

could be modelled based on FEM. Also, during solidification there will be a period with

slippage shortly above the solidification temperature well as a period where there are

two phases (solidified and liquid areas) impacting the identified STC of 91.3%. Fourth,

during the induction process, the initial sudden increase in the centre wavelength is

a response to the induction heating process resulting in temperatures at the FBG in

between 500-650◦C. At this temperature available research [240,252] suggests that type

1 FBG exposure to high temperatures over long periods causes annealing resulting in

a reduction in the centre wavelength. Annealing is the process that relieves internal

stresses by heating and then slowly cooling a glass structure. However, the induction

heating is characterised by a rapid heating and subsequent cooling at room tempera-

ture, hence there is a limited exposure to such high temperatures (seconds/minutes vs.

hours in observed annealing processes). In addition, during the first brazing the FBG

experiences an equal temperature profile and stabilises at the exact initial centre wave-

length, thus annealing processes appear highly unlikely to take place. Fifth, it is likely

that after the sensor reaches its ultimate compression the bare fibre section within the

kovar capillary will experience buckling that is however, limited by the internal walls

of the capillary.

Although, there are several limitations to this approach, results suggest that the ko-

var capillary is the significant factor being capable to cause such a severe wavelength

change, compressing the fibre within the capillary. Potentially more detailed mod-

elling could be introduced however, this approximation as well as gathered data from

observation appear reasonable to conclude that no more detailed modelling is required.

5.3.3.3 Thermal Characterisation and Calibration

It is important to ensure reliable temperature readings to be able to provide accu-

rate temperature compensation even though foundations are usually buried and thus

internal temperatures change at a low rate as the soil and concrete act as a thermal

insulator.
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5.3.3.3.1 Methodology

To carry out thermal characterisation, the ten modules were placed in a Thermotron

S-16 environmental chamber and gradually heated in 10 ◦C steps from 25 ◦C to 65 ◦C,

and subsequently cooled in the same gradual manner. The chamber was programmed

to settle for one hour at each temperature step. In order to improve accuracy of the

reference temperature reading, the oven was equipped with a Pico SE012 temperature

probe with an accuracy of ±0.03 ◦C. Temperature reference data was read by a Pico

high accuracy data logger and automatically saved every 60 seconds together with each

sensor’s reflected centre wavelength that was monitored by a Micron Optics sm125-500

interrogator. The sensor modules underwent 5 thermal cycles, although the first cycle

was removed from the analysis as within this first cycle, the sensors moved slightly

within the environmental chamber. Twenty consecutive measurement points were used

for the analysis after the environmental chamber settled at each stage; thus, in total,

each calibration is based upon 640 individually recorded measurement points.

5.3.3.3.2 Results

Some representative results from the thermal characterisation and calibration are pre-

sented in Figure 5.27a (strain sensor VIII, as listed in Table 5.7), and Figure 5.27b

(temperature sensor VII as listed in Table 5.7). All the strain and temperature sensors’

characteristics are summarised in Tables 5.8 and 5.9, respectively. Detailed graphs for

each sensor are included in Figures 16 to 34 of the Appendix. Each detailed graph

represents each sensor’s thermal sensitivity, also known as thermal coefficient KT , as

well as its accuracy based on a 95% confidence interval. In addition, the degree of

linear fit R2 is given. Overall thermal sensitivity of the temperature sensors, with a

spread of 14.4 to 16 pm/◦C (Table 5.9), is lower than strain sensors exhibiting a spread

of 17.3 to 18.6 pm/◦C (Table 5.8). These results are in agreement with the previous

experiments since the additional steel shim of the strain sensors has a higher thermal

expansion than kovar itself, which, consequently, leads to a greater overall expansion

and thus sensitivity [249].

Except for temperature sensor IX, all the sensors respond in a highly repeatable man-
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Figure 5.27: Example of SSE sensor thermal characterisation
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ner with an error of ±0.2 to 0.4 ◦C. Temperature sensor IX exhibited an error of ±1.9

◦C. On close inspection, it transpired that the error was caused by an incorrect FBG

peak detection set-up within the interrogator, resulting in wavelength jumps of approx-

imately 28 pm. For data analysis, the peak detection jumps were filtered from the data

set, now resulting in a sensitivity of 14.7 pm/◦C and an error of ±0.21 ◦C. Also, for

any future measurements the peak detection was correctly set.

Similarly, except for strain sensor X, all the strain sensors behaved in a highly repeat-

able manner, with an error of ±0.17 to 0.46 ◦C. Strain sensor X deviated significantly

from this range to an error of ±2.27 ◦C or ±40.6 pm/◦C (Figure A.17c). However, upon

close inspection, it became evident that the sensor must have either moved within the

environmental chamber or some internal stresses were relieved caused by the heat treat-

ment during the second cycle, thus its characteristic was based upon the last 3 cycles,

not four (Figure A.17d).

Table 5.8: Overview of all strain sensors’ thermal characteristics

Channel Sensor ID Sensitivity [pm/◦C] Error [±pm] Error [±◦C]

1 I 18.6 8.5 0.46
1 II 18 5.4 0.3
1 III 17.6 4.7 0.27
2 IV 17.3 8.1 0.47
2 V 18.6 4.3 0.23
2 VI 17.9 6.7 0.37
3 VII 18.1 4.6 0.26
3 VIII 17.2 3 0.17
4 IX 17.4 3 0.17
4 X 17.8 4.3 0.24

Table 5.9: Overview of all temperature sensors’ thermal characteristics

Channel Sensor ID Sensitivity [pm/◦C] Error [±pm] Error [±◦C]

1 I 14.4 5.8 0.4
1 II 15.6 4 0.26
2 IV 16 4.5 0.28
2 V 15.4 4.6 0.3
3 VII 14.9 3 0.2
4 IX 14.8 28 1.9
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5.3.4 Sensor Installation

5.3.4.1 Assessment of Sensor Placement and Orientation

A circular foundation with tapered slab designed for the Vestas V117 wind turbine to be

erected at the wind farm was considered as a test vehicle for the bespoke optical strain

and temperature modules. The locations for sensor placement within the foundation

were based on the following set of information:

• 3D FEM foundation model (LUSAS) [89]

• Consultation with foundation designers (SWECO)

• Foundation geometry and access (2D CAD Drawings)

• Reinforcement cage installation process

• Wind rose & site assessment

Based on the provided environmental data from three meteorological masts (met.

masts) as well as data from a site assessment, turbine T22 was selected for the proposed

field trial. This location is characterised by the highest annual mean wind speed as it

resides on top of a mountain. The turbine hub height will be 76.5 m and there will

be no corridor for wake interaction. It was proposed that the sensors be placed along

the prevailing wind direction in order to maximise strain readings. Consequently, the

foundation floor was marked along 230 deg based on the provided wind roses shown in

Figure 5.20. On site, the wind direction was identified with the help of a compass.

The sensor location experiencing the greatest loading was based on the information

from a 3D FEM foundation model [89]. The FEM model revealed that the greatest

strain levels can be anticipated 6 m from the outside of the foundation base, hence it

was decided to position the sensors within this area. The key steel components of the

foundation are the orthogonal, circumferential, and top and bottom radial reinforce-

ment bars the latter two held together by shear links. Concerning the reinforcement

bar selection for sensor instrumentation, all available types are aimed to be equipped
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on either end of the foundation (mirrored).

One important constraint to consider is the geometry of the reinforcement cage. Even

though a specific high stress region is identified for the sensor placement, it is possible

that the geometry of the steel cage does not allow sensible sensor placement at such

identified location. In addition, the reinforcement cage is built in stages where sensor

placement could block subsequent fixing of steel reinforcement bars. Therefore, 2D

CAD foundation drawings were taken into consideration to identify suitable locations

within the vicinity of the maximum stress/strain regions determined by the FEM model

for each strain sensor placement. The final selection was eventually coordinated and

agreed with the industrial partners.

Figure 5.28 illustrates a schematic overview of the proposed sensor placement. The

five red dots indicate the sensor location at each side along the prevailing wind di-

rection. The grey lines indicate the foundation edges, whereas the black lines indicate

reinforcement bars. The top drawing of Figure A12 displays a scaled plan view enabling

view of the orthogonal and circumferential reinforcement bars.

The orthogonal reinforcement bars’ orientation is directed by the placement of the

wind turbine ducts, the alignment that did not agree with the prevailing wind direc-

tion. Therefore, the sensor’s location is calculated by trigonometry, hence intersecting

the prevailing wind direction at an angle of 70◦. The foundation design has multiple

orthogonal bars placed on top of each other; however, possible sensor placement was

constrained to just one location. This location is the bottom orthogonal reinforcement

bar (�32 mm, ID: 10e) that is placed on top of the bottom radial ring of the foundation

ring cage (the ring cage is displayed in Figure A.18 of the Appendix). It was proposed

that the orthogonal strain sensor was to be placed on to the bottom of the reinforce-

ment bar. This is to ensure that the maximum stress/strain level is recorded by the

sensor when bend as the highest stresses occur either on the top or bottom when the

turbine tower is rocking fore and aft.

The circumferential reinforcement bar consists of three segments that require to be
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rotated in order to be able to place sensors on either side of the foundation along the

axis of the prevailing wind direction. The circumferential reinforcement bar (�25 mm,

ID: 31G) selected for sensor placement is positioned at 5.9 m outside of the foundation

edge and forms the bottom mat of the reinforcement cage. The circumferential strain

sensor was intended to be fixed to the bottom of the reinforcement bar in order to

allow placement of bottom radial reinforcement bar on top and avoid collision with

the sensor. The bottom drawing of Figure 5.28 displays the elevated foundation view

enabling to sight the top and bottom radial reinforcement bars as well as the shear link

that is placed in between reinforcement bar 510 and 100.

The selected top radial reinforcement bar (�25 mm, ID: 510) is the vertically highest

positioned radial reinforcement bar in the foundation as illustrated in Figure 12. The

most sensible location for the strain sensor is at 6.2 m outside of the foundation base.

This is because of the presence of other reinforcement bars within the vicinity of 6 m

from the outside of the base, where the sensor placement would overlap with circumfer-

ential reinforcement bars that positions shall not be adjusted. The sensor was intended

to be attached to the bottom of the reinforcement bar 510. This ensures that the sensor

is protected from stepping on and from pneumatic concrete shakers that cannot come

in direct contact with the sensor after placement.

The selected bottom radial bar (�25 mm, ID: 100) belongs to the bottom mat of the

foundation reinforcement cage. Sensor placement appears most sensible at 5.6 m out-

side the foundation base due to the presence of other reinforcement bars within the

vicinity of 6 m from the outside of the base. In terms of the sensor installation onto

reinforcement bar 510, it was proposed that the strain sensor was to be attached to the

top of the bar. The top has been selected because there is a wider available space and

there are further bottom radial reinforcement bars above securing this location from

workers to step and as well as from the direct impact of pneumatic concrete shakers.
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a) Scaled Plan

b) Elevation

Prevailing 

Wind 230°
Orthogonal

Circumferential

70°

A

A

Shear

Bottom Radial

Top Radial

A

A

Foundation Edge Reinforcement Bar

Sensor Line of SymmetryA-A

Figure 5.28: Schematic overview of sensor locations. The A-A line is the foundation
centre. Red dots indicate the strain sensor placement within the foundation
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The selected shear link (�8 mm, ID: 612) is the one closest to the determined highest

stress/strain regions than the remaining shear links in the vicinity. More specifically it

is placed 6 m from the outside of the foundation base. Therefore, it was proposed that

the sensor was to be placed in the centre of the foundation height and installed onto

the reinforcement bar facing the foundation ring cage.

Figure 5.29 further illustrates a 2D foundation CAD drawing where the selected rein-

forcement bars are highlighted in red.

5.3.4.2 Sensor Installation

Each sensor installation followed the following procedure:

1. Identification of rebar location

2. Surface preparation of reinforcement bar to remove rust and debris

3. Spot welding of sensors to the cleaned reinforcement bar

4. Attachment of protective steel half tube

5. Attachment of temporary protection

6. Placement of reinforcement bar in foundation

7. Cable connectorisation

8. Removal of temporary protection after 12 hours to allow curing of the epoxy and

silicone

9. Final cable connectorisation

As an outcome of the sensor placement assessment of section 5.3.4.1, the intended

sensor location was known, thus at the site the sensor area was marked with spray

paint after measurement to ease installation. Surface preparation is critical to ensure

reliable sensor attachment using spot welding [249]. Therefore, care was taken to

prepare the surface with drill sanding bits, initially with P80 grit and subsequently
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with P400. Figure 5.30 a) illustrates the surface preparation process. A fully prepared

reinforcement bar is shown in photograph b). Once the surface was prepared, the sensor

was attached with a portable spot welding unit (intensity setting adjusted to 40 J per

spot weld) as shown in Figure 5.30 c)4. Photograph d) illustrates the finished result

the sensor attached onto the reinforcement bar.

As explained in Section 5.3.2, in order to protect the sensor, a half steel tube was

placed on top of the sensor. This was kept in place with flexible silicone along the

strain transducer and fixed with epoxy at both ends. The half steel tube placement is

further illustrated in photograph e) of Figure 14. In order to keep the half steel tube in

place during the epoxy/silicone curing process, the arrangement was wrapped in cling

film. This also offered shielding from water ingress. Depending on the circumstances,

sensors were either installed outwith the foundation (Figure A.19a of the Appendix) or

within (Figure A.19b of the Appendix), although most installations were carried out

outwith for health and safety reasons and to not to disturb steel workers.

Overall, sensor modules were installed as follows, where strain and temperature modules

are abbreviated S&T and strain sensors alone, S, respectively:

• Channel 1: orthogonal (S - III), circumferential (S&T - II), and bottom radial

(S&T - I)

• Channel 2 (direction facing the side entrance): orthogonal (S - VI), bottom radial

(S&T - IV), and circumferential (S&T - V)

• Channel 3 top radial (S&T - VII) and shear link (S - VIII)

• Channel 4 (direction facing the side entrance): top radial (S - X) and shear link

(S&T - IX)

For Channel 1 and 2, the sequence of module multiplexing is also kept as initially aimed

since this can potentially help to locate weak areas/connections that were damaged dur-

ing installation or concrete pour. In more detail, information from the interrogation

spectrum paired with knowledge about how it should be can help to identify at what

4Before installation, the sensor was fully cleaned from oxidisation and deposits caused by the
induction heating process in the laboratory
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stage the multiplexed interrogation cable is damaged. This is not required for channel

3 and 4 as there are only two modules anyway making it clear to assess as no module

sits in between.

Against the initial planned sensor placement (Section 5.3.4.1) some sensor locations

deviate due to the actual sequence of construction of the reinforcement cage and instal-

lation errors. In particular, all radial sensors (top & bottom) and both shear links could

not be positioned directly at 230◦. After installation, the circumferential distance was

measured and the angular difference calculated. As a result, the previously mentioned

sensors are positioned at a direction of 236.25◦; however, as exact measurement was not

possible with the available compass (due to the vicinity of steel), wind entry corridors

of 5-10◦ are intended to be evaluated rather allowing for minor placement errors, based

on SCADA input data that could also experience slight inaccuracies in its calibration.

Furthermore, both bottom radial sensors were not installed as initially planned as the

bars were rotated by the steel workers and the sensors faced upwards. The bottom

radial strain sensor (IV) of channel 2 is situated at 5 o’clock looking from the direction

of the side entrance and the bottom radial strain sensor (I) of channel 1 is placed at

9 o’clock looking from the opposite of the side entrance (reinforcement bar BM100 is

straight and can be freely rotated). Unfortunately, this was noticed too late in the pro-

cess and could not be rectified as several more steel layers were already placed above.

At the same time with the use of FEM, this error can be taken into account in order

to extract maximum stress levels for fatigue calculations.

In addition, due to a communication error the top radial strain sensor (X) of channel

4 is placed at 5 o’clock looking from the side entrance although aimed at installation

at 6 o’clock, thus facing downwards. This could not be rectified either, because the

top radial reinforcement bar is bend as illustrated in Figure 12 thus it is impossible to

rotate the sensor to the correct placement. Once again, FEM modelling can be applied

to extract maximum stress levels.

Cables between sensors were pre-prepared (distances were extracted from foundation

CAD drawings) and tested in the lab, thus sensor modules could be quickly inter-
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connected. Steel armour was placed over this interconnection and crimped onto the

tactical tight buffered optical cable. Shrink sleeve was placed over this section and

heated with a 110V heat gun to achieve sealing against water ingress. Cables running

within the foundation towards the foundation centre were attached to reinforcement

bars with cable ties. From the centre a duct provided by SSE guided the cables out

of the foundation. It was not possible to check the optical network integrity after all

modules were installed and interconnected due to severe weather conditions, preventing

the use of the sensor interrogator. This was unfortunate, as it is now very difficult to

narrow down the potential causes of sensor losses; i.e., due to the installation process

or due to the concrete pouring and compaction process or movement of cable ducts.

At the same time, during sensor installation, no visible faults were observed that could

have negatively impacted the sensor network, nor the sensors.

At the end of the installation process, the cables exiting the ducts were placed in-

side waterproof polyethylene bags that placed inside tough bags connected to the ducts

to seal the cable and connectors from rain.

5.3.4.3 Results

It became apparent early on during the concrete pour that two interrogation cables had

been damaged (location and damage mechanism were not provided) and were removed

from the foundation entirely by the foundation contractor. As a consequence, channel

4 was lost completely. It is difficult to judge what could have happened although, on

closer inspection of the removed cable, it is possible to observe that the crimped steel

armour at the module connection must have failed to sit tight on the buffered cable.

As the cable must have been subjected to severe stresses, possibly when adjusting the

position of the cable ducts, this point of weakness must have given in and the cable

broke.

Two weeks after the concrete pour, each channel was interrogated to evaluate the

health of installed sensor network. Upon arrival it was evident that two bags have

disconnected from the ducts (red circles in Figure 5.31), the duct of channel 3 was
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a)

b)

c)

d)

e)

Figure 5.30: Sensor installation overview - a) surface preparation, b) prepared surface,
c) sensor attachment (spot welding), d) attached sensor, e) sensor protection
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empty as the cables were pulled out (blue circle in Figure 5.31), and the remaining

duct remained sealed as left after installation. In total 4 out of 16 sensors (ten strain

sensors and six temperature sensors) survived. As the sensors are spectrally encoded

and are characterised by unique peak wavelengths, it was possible to identify which

sensors can still be interrogated:

• V circumferential (temperature & strain) of the site entrance area side and

• IX shear link (temperature & strain) of the same site

Based on the evidence that both responding modules (V & IX) survived entirely (strain

and temperature sensor) the concrete pour it appears unlikely that a module got dam-

aged internally. Therefore, the crimped connections in between modules and interroga-

tion cables are likely to have failed here as well rather than something within a module.

Nevertheless, it appears that in these two cases where modules survived, the crimped

connection from one side was rugged enough to withstand impacts during the concrete

pour.

It is to note that there is a chance that where the cable protection failed at the end

Figure 5.31: Inspection of foundation after concrete pour

of the duct (red circles in Figure 5.31), the internal fibre might have broken allowing
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it to be re-spliced once the turbine is erected. This could potentially reactivate some

sensors, although the chances of that are thought to be small.

5.3.5 Results of Monitoring Campaign

Due to access restrictions, the team could not frequently access the turbine to monitor

the foundation sensors during curing and foundation installation. As such, only two

dates were available to evaluate the impact of the turbine weight and rheological strain

(creep and shrinkage) [253]. The first date was shortly after concrete curing, while the

second date was shortly before turbine commissioning. Results show that both foun-

dation strain sensors experience a tension of around 360µε that is in the same order

of magnitude as identified by Bai et al. [55]. It is worth noting that, as expected, the

foundation temperature sensors did not experience such a transition.

The following Section presents data readings from 67 days of measurement recorded

between June and August 2017. Before, the FBG strain gauge data was analysed, their

signal was temperature compensated with the pre-characterised temperature sensors

as presented in Section 5.3.3.3 and outliers were filtered out, the latter likely to be

introduced by FBG peak detection errors in the interrogation system. The process

is exemplified in Figure 5.32 of a tower location and in Figure 5.33 of a foundation

location. In order to translate the change in recorded wavelength to a strain and hence

stress value, the field trial’s set-up was replicated in a laboratory to identify the sensor’s

operational sensitivity for the tower and foundation sensors as highlighted in Section

5.1.

5.3.5.1 Sensor Data

Figure 5.34 presents the time series of the normalised strain of the circumferential strain

sensor in comparison to the parallel tower strain sensor (T1). In addition, Figure 5.35

presents the circumferential’s time series, although in comparison to the 90 degree

rotated tower strain data (T2).

The operational data was further tested under the hypothesis of an underlying normal
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Figure 5.34: Time series of normalised strain of circumferential foundation and parallel
tower sensor. Each sensor is normalised separately.
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Figure 5.35: Time series of normalised strain of circumferential foundation and 90 deg
rotated tower sensor. Each sensor is normalised separately.
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Figure 5.36: Normalised correlation of
shear link strain with parallel tower sen-
sor.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Tower Strain 2 - 90 deg shifted to Foundation Sensor

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
irc

um
fe

re
nt

ia
l S

tr
ai

n

Turbine Operational;  = 0.58
High Foundation Strain
Turbine Low Thrust (T1 & T2)

Linear Operational Fit; R2 = 0.33

Figure 5.37: Normalised correlation of
shear link strain with 90 deg rotated
tower sensor.
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distribution by means of the Kolmogorov-Smirnov and Lilliefors test. Both tests con-

firmed that the strain data is normally distributed. Therefore, the Pearson correlation

coefficient, τ was selected to determine the degree of correlation of the operational

data [254]. The circumferential sensor correlation is illustrated in Figure 5.36 and 5.37.

In addition, the operational data was fitted to a linear function and the fit was tested by

means of R2. Findings are further classified in three operational modes of the turbine:

i) operational (red data points), ii) under vertical dead load tower strains (T1 and T2)

and iii) under high foundation strain (green data points). Each point represents the

10-minute mean of 1599 hours of measurements.

Results show a strong positive correlation between the measured parallel tower strain

with a correlation coefficient, τ of 0.87, whereas a moderate positive correlation with

the 90 degrees rotated tower strain (τ = 0.58). With respect to the shear link strain

measurements, unfortunately three days after turbine commissioning a peak detection

error occurred. Therefore, 1.6 days of operational data is available. Overall, findings

are slightly different for the shear link strain measurements as illustrated in Figure 5.38

– 5.40. Findings also show a strong positive correlation (τ = 0.90) with the parallel

tower FBG strain gauge and a weak positive correlation (τ = 0.5) with the 90 degrees

rotated tower sensor, respectively.

Figure 5.42 further displays a noise component that is picked up in the foundation

strain signals. This noise first appeared when the turbine got energised and is further

picked up in the foundation temperature sensors. The signal component periodically

varies in frequency and magnitude and does not coincide with any of the turbine’s

natural modes. Based on this evidence, this is likely caused by vibrations of either the

wind turbine generator’s (WTG) hydraulic system and or the transformer. The latter

that is located inside the turbine on top of the foundation.

Furthermore, all correlation graphs display a certain level of noise that is likely caused

by i) slight errors in the temperature compensation, ii) a causality of the combination of

T1 and T2’s vertical tower strain on the foundation strain, iii) the underlying fluctuating

foundation vibration as illustrated in Figure 5.42, and iv) the impact of yawing and

the turbine’s control such as for example the individual pitch control algorithm.
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Figure 5.38: Time series of normalised strain of shear foundation and parallel tower
sensor. Each sensor is normalised separately.
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Figure 5.39: Time series of normalised strain of shear foundation and 90 deg rotated
tower sensor. Each sensor is normalised separately.
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Figure 5.40: Normalised correlation of
shear link strain with parallel tower sen-
sor.
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Figure 5.41: Normalised correlation of
shear link strain with 90 deg rotated
tower sensor.
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Figure 5.42: Time series of sensor measurements. The red line indicates the dead load
condition.

Table 5.10 illustrates the normalised average dead load (compiled from the dead load

condition identified in Figures 5.36, 5.37) of the tower and circumferential foundation

strain sensor.

Results reveal a normalised average dead load value of 0.5 for T1, thus along the

prevailing wind direction and oppositely an equal absolute maximum positive and neg-

ative strain was encountered in the observed period. This agrees with expectations

as the deployed wind turbine has a predominant bi-directional wind-inflow condition.

For T2, the mean is marginally shifted indicating a slight imbalance in the absolute

maximum positive and negative strain. This is also expected due to an overall lower

probability that the turbine is acting in either of the two directions. Different results

are found for the circumferential foundation sensor. In fact, the mean is substantially

shifted meaning that the sensor has observed higher tension stresses than compression

stresses. This is in agreement with the design assumption; i.e., concrete has essentially

no tensile strength, so the steel reinforcement takes up the strain, whereas during com-

pression the concrete is able to withstand the stress, thus alleviating strain from the
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reinforcement [255].

Table 5.10: Dead Load Condition

Strain Sensor Normalised Average Dead Load

Tower T1 0.5
Tower T2 0.48

Circumferential 0.38

For the shear link this analysis was not possible to execute, because in the limited time

period the wind inflow was not opposing the predominant wind direction.

5.3.5.2 FE Comparison

It is overall challenging to verify the FE model as it is a stationary model, while the

turbine is subjected to a stochastic wind inflow, hence characterised by a dynamic re-

sponse. Further complexity arises from multiple other reasons, namely: i) the turbine

operates under different control regimes such as for example below and above rated,

paired with an individual pitch control algorithm, ii) there is currently no available

access to high frequency supervisory control and data acquisition (SCADA) measure-

ments, and iii) the turbine’s nacelle orientation with respect to the sensor direction is

unknown, although the power spectral density of the tower base FBG strain gauges

can give a reasonable estimate. Given such challenges, the aim is to evaluate if the

measured strain ranges agree with those expected from the FE model or alternatively

by what magnitude the strain is under or overestimated.

Generally, the sensor data agrees with the simplified FE model, the results of which

are shown in Figure 5.43 and Figure 5.44. Indeed, the circumferential strain sensor

experiences a substantially higher strain magnitude than the shear link. The lack

of deformation in the axial direction is highlighted by the deformed mesh in Figure

5.44 and this confirms operator’s existing knowledge. This is also the reason why the

shear link strain in Figure 5.42 appears noisy in relation to the circumferential sensor’s

measurements. The circumferential strain reaches 95 µε whereas the shear link reaches

maximum strains of 6 µε. This is in agreement with the FEA’s data that suggest

a reduction of the shear link strain by an order of magnitude in comparison to the
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Figure 5.43: Normalised change in strain
in shear link and circumferential rebars,
extracted from the FE model. Positive
overturning moments follow the wind
vector given in Figure 5.21

Figure 5.44: Mesh and sensor locations
before and after loading (deformed mesh
scaled by 103).

circumferential rebar’s strain.

Figure 5.43 also illustrates that the foundation system favours positive (tensile) cir-

cumferential strains, regardless of the direction of the wind. The reason for this is the

impact of the foundation, tower and ballast dead loads, and the fact that the soil be-

low the foundation only supports compression (due to the lift-off boundary condition).

The overturning moment zero crossing-point in Figure 5.43 cannot yet be directly com-

pared with the measured data, as SCADA data (and hence knowledge of overturning

moments) is not available at the time of writing.

5.3.6 Validation

Figure 5.45 and Figure 5.46 illustrate the power spectral density (PSD) of the dif-

ferent strain and temperature signals allowing to identify structural modes, the rotor

frequency (1P) as well as the rotor frequency’s harmonics (nP) [256,257]. For the iden-

tification of the signals system frequencies, Table 5.11 is taken into consideration and

used as a reference of the frequency domain analysis.

With regards to the installed tower FBG strain gauges, both tower pairs (strain gauges

are 180 degrees apart) show an equal PSD. This is in agreement with Newtons’s third

law of motion [262], verifying a correct installation with the sensors exhibiting identi-

cal strain transfers. The tower temperature sensor has a significantly different PSD,

suggesting that the actual tower strain is not picked up in the signal; however, a dom-
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Table 5.11: Natural Frequencies of Wind Turbines [Hz]

Turbine Blade 1st Blade 1st Blade 1st Tower 2nd Tower Source
Radius [m] Flap Edge Fore-Aft Fore-Aft

Siemens 2.3 MW 49 0.99 1.8 0.34 2.2 [258]
SuperGen 5 MW 63 0.68 1.08 0.28 2 [259]

NREL 5 MW 63 0.66 1.07 0.32 2.9 [260]
DTU 10 MW 89 0.61 0.93 0.25 1.38 [261]
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Figure 5.45: Power spectral density of strain and temperature sensors with rotational
sampling and harmonics. Temperature sensor: raw data; FBG strain gauge: tempera-
ture compensated.
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Figure 5.46: Power spectral density of strain and temperature sensors with natural
frequencies. Temperature sensor: raw data; FBG strain gauge: temperature compen-
sated.

inant structural mode is picked up. In essence, it is challenging to completely isolate

a temperature sensor from the structure’s vibration, but given that the power in the

mode is significantly lower in magnitude compared to the power level observed in the

strain sensors, this is acceptable. Further, the temperature sensors are filtered with

a moving average within the window of 80 s, hence effectively eliminating these sig-

nals altogether. Temperature readings are therefore observed as fit for purpose for

temperature compensation of the corresponding tower FBG strain gauges.

With regards to the foundation FBG strain gauges, both PSDs have an equal distri-

bution, although the shear link has a lower overall magnitude. This difference agrees

with the FE model as well as feedback from the foundation designer. Both founda-

tion sensors further pick up the first tower mode, giving confidence in their readings.

The foundation temperature sensor’s PSD picks up the first tower mode; however,

similarly to the tower sensors on a much lower magnitude allowing confidence in its

application for temperature compensation. In addition, at lower frequencies, the power

in the foundation temperature signal (e.g. daily variations) is lower than the tower

temperature sensor, which is expected as the temperature changes at a higher rate at
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Figure 5.47: Power spectral density of foundation and bottom tower FBG strain gauges.
Temperature sensor: raw data; strain gauge: temperature compensated.

the bottom tower section than in the buried foundation. Further, results are in agree-

ment with findings of the PSD of the turbine’s emergency stop, executed as part of

the commissioning as illustrated in Figure 5.47. This data illustrates well how the op-

tical strain gauges detect the turbine’s propagating natural modes and their harmonics.

For the tower sensors, the signal was further long-term evaluated based on a calibration

technique suggested in the IEC 61400-13 standard, where the yaw retwist events can

be used to evaluate the sensor sensitivity and potential long-term drift [263]. Over

the monitoring period, 4 yaw retwist events were observed in total. Figure 5.48 and

Figure 5.49 present the absolute change in sensitivity in between both tower sensors

and over time (slight changes may be induced by a variation in wind load) as well as

the long-term drift pattern.

Overall, tower sensor 1 has an average sensitivity of 46.4 µm whereas tower sensor 2

has 47 µm, respectively. The results thus indicate that the sensors were installed with

an equal sensitivity with an absolute error of 1.1% which is insignificant and acceptable

as the impact is negligible on the overall fatigue analysis. With regards to the long
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Figure 5.48: Long term validation based on yaw retwist events for tower sensor 1. The
x-axis represents separate time events with the exact date of retwist illustrated in the
legend. Each retwist event is roughly a 10-minute period. The legend also states the
magnitude of the observed signal at the given time.

term drift, it is possible to observe that both sensors marginally drift by roughly 20µm

which is in comparison to the absolute observed measurement range of 1200 µm, 1.6%

and thus considered acceptable.

The analysis is also executed for the circumferential foundation strain as illustrated

in Figure 5.50. Overall, it is observable that the absolute magnitude increased from

1.16 µε to a plateau of 2.3 µε with an observable drift of 1.5 µε. The latter that is in

comparison to the absolute observed range of the total observed strain 1.7% and thus

acceptable. The difference in the observed magnitude can be considered significant and

might be attributed to micro-cracking of the concrete. Further long-term data may

help to evaluate if the micro cracks stabilised over time.

5.3.7 Commercial Evaluation

While this field trial is part of Strathclyde’s Technology and Innovation Centre re-

search and development project, its commercial implications are important to consider

for potential future installations. In order to evaluate how the economy of scale could

influence the cost of the system, it is important to first determine the feasible number
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Figure 5.49: Long term validation based on yaw retwist events for tower sensor 2. The
x-axis represents separate time events with the exact date of retwist illustrated in the
legend. Each retwist event is roughly a 10-minute period. The legend also states the
magnitude of the observed signal at the given time.
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Figure 5.50: Long term validation based on yaw retwist events for circumferential
foundation strain. The x-axis represents separate time events with the exact date of
retwist illustrated in the legend. Each retwist event is roughly a 10-minute period. The
legend also states the magnitude of the observed signal at the given time.
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of wind turbine foundations that could be instrumented. Based on a conservative es-

timate that in 2017 there will be 7GW of newly installed onshore capacity in Europe

(0.45 GW UK), paired with an average turbine size of 2.5 MW, this results in 2800 indi-

vidual turbines (UK: 1.88MW - 225 turbines - UK average turbine size is 2 MW [236]).

Furthermore, a conservative assumption that every 10th turbine foundation could be

instrumented with an optical sensor SHM (structural health monitoring) system results

in a total of 280 installations p.a. (23 for the UK) - based purely on the forecasts for

2017. With regards to potential price reductions due to economies of scale, the greatest

identified cost drivers will be accrued in the following system components:

• Sensor interrogator

• Military cable & connectors

• FBG inscribed in copper coated fibre

• SmartAggregates (distributed temperature sensors)

These system components were subjected to pricing quotations based on the number of

predicted installations in Europe. For all other items, quotes for bulk orders have not

been obtained as their capital expenditure is on average one order of magnitude lower

than the items listed above, but a cost reduction of 5% for 10 installations and 10% for

100 installations has been assumed. Manual labour would potentially be subjected to

a more significant cost reduction as processes can be standardised allowing sensors to

be manufactured in batch with potential for process automation during manufacture.

Any reduction in cost would depend on the level of investment in the manufacturing

process development/improvement and an organisation contracted to undertake sensor

production. Since this is unknown at present, these costs have not been included in the

actual breakdown of cost, limiting it purely to physical system components.

Each installation is assumed to be the same as the one described in this work, thus

including the preparation and deployment of a total of 20 sensors (12 strain and 8

temperature including spares). Furthermore, based on learning experiences, the cost

reduction of the required cost-critical components is assumed with greater economies

of scale due to an overall reduction in component damage during manufacture.
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Installation costs such as accommodation, transportation, labour, overheads, NRE

(non-recurring engineering) etc. are not included as such items vary greatly and thus

depend on the entity undertaking the installation, location, time of the year, and degree

of potential to plan ahead as well as availability and experience of staff.

Table 5.51 provides a breakdown of cost for a potentially follow-on installation, 10

installations and 100 installations. Additionally, the cost of installation of SmartAg-

gregate temperature sensors is provided as an option or project add-on.

The summary of cost savings based on the economies of scale are presented in Table

Figure 5.51: Detailed commercial Evaluation

Figure 5.52: Commercial evaluation results

5.52 with the detailed cost break down presented in Table 5.51. The most significant

cost savings can be observed in the sensor manufacture as the total expenditure per

installation reduces by 59.7% for 100 installations compared to a follow-on installation

(10 installations: -42.2%). For the remaining components, grouped under the title of
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installation expenditure, the cost reduction for 100 projects is 41% (10 installations:

-29.4%) and is thus lower than the sensor fabrication component; however, the abso-

lute cost of the field installation is significantly higher than the sensor manufacture.

Consequently, the cost of a single installation as part of a larger campaign of 100 instal-

lations is £13,265.71. This is a reduction of 44.4% (10 installations: -31.7%) compared

to a follow-on installation. Although substantial cost reduction can be achieved, the

unavoidable application of the relatively expensive interrogator (> £5, 000) has a sig-

nificant impact with a share of 57% for a follow-on installation and 48% of total costs

for 100 installations (10 installations: 50%).

5.3.8 Learning Experience

The field implementation and sensor fabrication experiments provided invaluable expe-

rience that can help to influence future technical decisions concerning similar activities.

The practical knowledge gained during the course of AM06 will help to develop a reli-

able sensor system capable of being embedded in a concrete wind turbine foundation.

Future deployment strategies will be influenced by these early trials with the effect of

achieving full success. Table 5.12 lists identified learning experiences combined with

a qualitative assessment of their impacts on the installation outcome. A scale of 1 to

5 has been adopted, where 1 means the item has had little negative impact and 5 a

significant negative impact. In addition, based on the observed and qualitatively cate-

gorised impact, the ability by either Strathclyde or SSE to reduce its negative impact is

determined based on a scale of 0 to 5, where 0 means no ability and 5 straight forward

ability for improvement. By multiplying the identified impact and Strathclyde’s/ SSE’s

ability for improvement, a score per item was generated that was qualitatively trans-

formed into a high (25:18), medium (17:9), and low (8:1) score. Where an item scores 0

any further recommended action is not applicable (N/A) as there is no identified ability

for improvement.

Two items were sub-classified under scheduling and time management learning ex-

periences as potentially having the greatest impact on the improvement of the instal-
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lation process: 1) the potential to identify installation dates more accurately, and 2)

scheduling of sufficient time for cable installation, e.g., by considering incentivising steel

workers to provide larger time windows to allow a more flexible and quality orientated

installation.

For example, as far as the identification of installation times is concerned, the team

found it difficult to prepare well enough due to some last minute changes. For ex-

ample, on the arrival date it was anticipated to have two consecutive days to prepare

and instrument reinforcement bars; however, upon arrival, the team was informed that

foundation works had already commenced and two reinforcement bars had to be fully

instrumented within a couple of hours. This unfortunately resulted in a highly rushed

installation that, with an improved information exchange, could have been prevented.

Although installation time requirements were advised beforehand, it was difficult to

install sensors without time pressure as steel workers had to pause their work during

installation. It should be noted that workers were paid by the ton of steel placed rather

than per hour, without any additional compensation in case the Strathclyde team in-

terfered with their work. This lead to situations where reinforcement bars were already

placed in the areas that still required access. For example, the bottom interrogation

cables were planned to be properly attached at a later stage; however, this was not

possible anymore as access was restricted, and the cables were not attached as it had

been ideally planned. In any future installation it is recommended that incentives are

considered to compensate steel workers when they have to pause their work to accom-

modate sensor installation. However, we are yet very thankful for the steel workers’

patience and commitment on the occasion of this field trial.

In terms of the installation time requirements, the sensor installation was found to be

quicker than anticipated; however, the cabling and connectorisation took longer than

initially anticipated. This was mainly due to the difficulty in accessing areas, so future

installations will require this aspect to be taken into consideration. Specifically, the
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first connections of both orthogonal reinforcement bars required a considerate amount

of time as reinforcement bars were positioned within the ring foundation (Figure A.18

of the Appendix) with limited space to manoeuvre.

Overall, scheduling and time management was identified to have a major impact on

the installation approach (and success) with significant potential for improvement. As

highlighted before, it is possible that the connection between cable and module failed

in some locations due to excessive pulling force on the cable as the crimping of the steel

armour may have been not strong enough. This issue needs to be investigated and

improvements proposed to ensure a more resilient protection of these regions. Other

options include the use of military connectors and/or the application of epoxy prior

to crimping to increase bonding strength. On the other hand, both surviving modules

suggest that the adopted approach is adequate, so, with more time for installation per

module, the connections could have possibly been improved as there would have been

more time to carry out crimping and evaluate the quality of connection. Further testing

and experimental research by Strathclyde will reduce this impact.

In this field trial, sensor modules were terminated with a male and female connec-

tor at either end, respectively; however, it was not anticipated that after installation

two modules might face each other with the same connector, thus the prepared cable

had a much longer distance to travel to the opposite sensor end. This did matter as

a module has a length of about 1.2 - 1.4 m and makes a substantial difference in the

required cable length. During installation, spare cables could be added to increase the

length, as a downside the amount of interconnections would increase. As a learning

experience, next time all modules will be equipped with female connectors and the

cables between modules with male connectors in order to ensure flexibility in module

orientation. As a second benefit, this solution enables a more secure fit of the steel

armour as it slips much easier onto the male connector than on the female connector

which requires a removal of a dust cap. Removal of the dust cap could however allow

dust to enter the connector resulting in attenuation, thus this risk is further contained
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by the suggested approach.

To be weather independent, it was anticipated to set-up a heavy duty tent. Due to

strong winds and gusts the identified tent did not survive the first day. Fortunately,

this did not have a major impact on this occasion as the weather was pleasant. Nev-

ertheless, in order to reduce the risk for future installation, it is advised to set-up a

container on site that can be opened on both sides to offer weather protection and

suitable stability. This will offer weather independence considering sensor attachment

as well as storage during curing, and is therefore highly advised.

After all sensors were installed and interconnected, the team struggled with the de-

ployment of ducts provided by SSE as they were stiff and coiled up, making it difficult

to arrange as planned. These installation difficulties were not foreseen, but it transpires

this was one of the reasons why the top interrogation cables were removed entirely dur-

ing the pour by the contractor. In future installations it is advised to use more suitable,

lighter and more flexible ducts.

A potential, although unlikely impact could also arise from the undesired interaction

of zinc spray (used to protect sensor shims) with silicone and epoxy. Although this

combination of compounds was tested beforehand, the zinc spray was often not al-

lowed to dry before the application of silicon due to the time constraints highlighted

before. Further laboratory testing is required by Strathclyde to determine if this in-

deed could have been an important factor that impacted the success of this installation.

Furthermore, the cabling could have been attached along reinforcement bars with more

care at critical transition areas. However, limited time did not allow to ensure quality

along the process.

An issue occurred with the sourcing of components, i.e., the robust optical cable was

manufactured of poor quality resulting in an highly attenuated signal integrity. Al-
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though, the Swiss supplier is well known in the field with appropriate working quality

certificates, the poor cable quality might have added to the poor result. Especially,

where multiple cables were multiplexed with the dialink connectors that were of very

good quality overall.

Retrospectively, it would have also been worthwhile for the Strathclyde team to be

on site during the concrete pour to observe the process and evaluate any potential

impacts by the poker, as well as to advise if something unexpected happens. In addi-

tion, evaluating the networks response before the concrete pour could have helped to

determine more accurately the cause of damage while ensuring that all sensors were

working prior to the concrete pour. While this would certainly help to gain a more

detailed understanding of any potential failures in future, it would have no bearing on

the success of a network installed at the time, as once the sensors are installed, it is

difficult to make adjustments. With all this said, it is believed that the sensor network

was installed correctly, as a 75% failure rate for the sensors is too large to attribute

purely to the practical aspects of installation, which were well-practised beforehand.

5.3.9 Discussion and Future Work

Although the sensor network was prepared for rough handling and substantial impacts

during the installation and concrete pour, forces in the addressing fibre where much

higher than expected. This resulted in the loss of 75% of the installed sensors. The

knowledge gained during this installation will inform future work that aims to install

optical sensor networks in civil engineering applications with similar complexity. Fu-

ture work thus entails an investigation to determine forces along the addressing fibre

and methods to guide cables in the foundation as well as options for interconnections.

It is recommended that military optical connectors are considered for any future instal-

lations, although the issue in applying such connectors is their thick module diameter

in comparison to the applied reinforcement bars. Alternatively, in order to maintain a

slim connector thickness, the presented crimped interconnection may be trialled with

additional material layers to enhance strength and resilience. One option may be to add
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an epoxy layer at the point of interconnection. The latter is likely to facilitate a slim

connection while increasing overall strength; however, on the downside the installation

time increases due to epoxy curing. Other options include to pre-cure concrete around

the sensor and locations of cable interconnections.

With regards to the results and their validation, the objective was to compare founda-

tion sensor readings with their mirrored counterparts (placed 180 degrees apart in the

foundation). This is a similar methodology to the validation of the tower strain gauges.

However, because the mirrored strain gauges were lost, this straightforward validation

could not be achieved.

Nevertheless, the sensor data agrees reasonably well with the simplified FEAs results

as demonstrated in Section 5.3.5.2, besides the ability to detect structural modes and

harmonics as presented in Section 5.3.6. In order to gain a more detailed, accurate,

and fully validated picture of the overall foundation loading, the project requires a

successful repetition. Nevertheless, long-term data acquisition using the existing trial

will be valuable to assess the internal health of the foundation, albeit limited to the

locations covered by the surviving sensors. At the end of the turbines design life,

sensor readings may be applied to aid repowering and lifetime extension decisions, given

the difficulty to otherwise internally assess the wind turbine foundation’s structural

integrity and cumulative fatigue damage. Here, local sensor data may be extrapolated

in combination with the results generated by FEA.

5.3.10 Section Conclusions

This work presents the results of a first-time demonstration of reinforcement strain

monitoring within an onshore, concrete wind turbine foundation during operation.

The sensor design, construction and field installation activities have been invaluable

in the learning process to successfully design and deploy a structural health monitoring

system for an onshore wind turbine foundation. The results presented may act as a

valuable guide for similar projects. The results obtained have locally corroborated finite

element models of the foundation and have shown a strong correlation with measured

tower dynamics. The gathered sensor data is significantly limited and thus there are
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considerate concerns about determining the ability to reuse the foundation for greater

scale turbines or to optimise the design; however, an FEM comparison of both sensor

measurements was achieved.

5.4 New Sensor Design

Due to the limitations, difficulties, and observed drawbacks of the metal-packaged sen-

sor design, the aim is to design a strain sensor that fits most locations, can be applied

at high temperatures, is resistant to humidity and shows repeatable behaviour. For

this the brazing process to attach the optical fibre is removed and is it aimed to apply

Epoxy within the capillary.

5.4.1 Methodology

The testing procedure is defined through a pre-designed stage-gate process to use re-

sources most economically as illustrated below:

• Stage 1: test process with strain gauge epoxy

– Pre-braze the shims to a greater diameter steel capillary (19G), thus the

optical fibre inscribed with an FBG and epoxy filling capillary (31G) fit in

at the same time in the steel capillary

– Fill the steel capillary with epoxy (Epotek 301)

– Cure the epoxy

– Spot weld to metal sample

– Run long-term static testing (x > 100 cycles). Based on previous tests, this

is where initial degradation was observed.

• Stage 2: repeat the process (a-e) with copper coated fibre and high temperature

resistant epoxy (NCC-3 Ceramic Cement up to 800 deg C)

• Stage 3: if stage 2 successful do fatigue test with stage 2 sensor variant (100.000

cycles). Based on previous tests, this is where the sensors have likely fully settled.
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Figure 5.53: New Sensor Iteration Testing

• Stage 4: add humidity to a static test as conventional epoxy is impacted by

moisture; however, this sensor variant’s epoxy is sealed.

This methodology is selected to ensure to use resources most economically by starting

quasi-static testing and upon success advance to the next stage as itemised.

5.4.1.1 Stage 1

The items were purchased and a sensor was built according to the requirement pre-

sented in stage 1 methodology. The sensor was spot welded to a dumbbell (S355 steel)

and 100 times statically cycled (0.01 Hz) in a Testometric M350-10CT machine as il-

lustrated in Figure 5.53. The maximum machine force was set to 9kN, hence reaching a

strain of 1 mstrain (this was the maximum limit of machine force and material sample).

The oven was kept constant at a temperature varying between 28-34 deg C. Overall,

six total tests were performed, each consisting of 100 cycles.

Results Figure 5.54 illustrates the results of the six sessions, each consisting of 100

static cycles. In detail, the sensor’s wavelength range per cycle is illustrated over time
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and session. After the first session (uncontrolled ambient temperature of roughly 22 deg

C), suspicion was raised that the IMON interrogator was introducing an error due to

its internal temperature compensation mechanism (an initial downward trend), which

agrees with findings of the sensor working group in different tests. In subsequent testing

the interrogator was placed inside the environmental chamber tp provide a stable envi-

ronment. The following three tests (2, 3, 4) with the interrogator in the environmental

chamber (32 deg C) are repeatable in their characteristics, characterised by a greater

stress range at the beginning that settles after roughly 30 cycles. With respect to the

machine readings, the maximum reached force was varying by 0.05% which agrees with

the observed sensor strain response fluctuations after reaching 30 cycles as illustrated

in Figure 5.54. After completion of the tests, suspicion was raised that the sensor

characteristics are dependent on temperature, thus the cycles were carried out at 28

deg C (5) and 34 deg C (6). The sensor results showed a constant response range over

the entire test session which is opposing the results from session (2-4). Based on the

performed tests, there is no indication of a temperature dependence and a constant

response is overall observed. At present, it is unknown why the range is higher in the

beginning and converges to a constant range over time for session (1-4). Also, all tests

are slightly different in the observed range; however, no degradation is observed over

time. Based on the range of carried out tests, it appears that the machine’s calibration

slightly fluctuates with temperature and sample mount. Nevertheless, the results show

repeatability and no degradation from the maximum wavelength range observed in the

beginning of each session. It is therefore advised to proceed to stage 2.

5.4.1.2 Stage 2

Due to time limitations and issues with sourcing of the components, this part was not

executed and is passed onto a PhD colleague to continue this line of research.
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Chapter 6

Economic Lifetime Extension

Based on SHM

So far, this work has looked on the one hand at the economics of lifetime extension

presented in Chapter 3 and on the other hand, on novel optical strain gauge based

foundation SHM presented in Chapter 4. In this Chapter, findings are combined to

assess the value of a foundation and tower strain measurement campaign to assist

lifetime extension decision-making.

6.1 SHM Campaign

6.1.1 Tower SHM

A general review of SHM opportunities, failures, and inspection practices of wind tur-

bines is published by numerous authors [74, 264, 265]. With regards to tower sensor

installation and data assessment practices, the reader is referred to Smarsly et al. [266]

for a 500 kW wind turbine, Rebelo et al. [267,268] for a 2.1 MW wind turbine, Loraux

and Brühwiler [79] for a 2 MW wind turbine, and Botz et al. [269] for a 3 MW hybrid

turbine consisting of a concrete and steel tower section. The 2 MW wind turbine tower

fatigue analysis results in a remaining useful lifetime (RUL) of 135 years in a low mean

wind speed region (5.9 m/s) [79].

In this work, a turbine with a greater mean wind speed (> 7 m/s) and greater rated
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power (> 3 MW) undergoes a load measurement campaign using optical strain gauges

at the tower base sampled at a high frequency (> 50 Hz). The overall procedure of the

fatigue analysis is taken from available and previously mentioned publications; however,

the novelty is to apply SHM information to derive and evaluate the long-term strategic

LTE business case for a specific wind farm.

Ideally, strain gauges are installed at the locations on the tower situated in the prevailing

wind direction. However, the installation of tower sensors might not be feasible in all

areas; access restrictions and risk of damage due to maintenance processes can limit

the available positioning of sensors (e.g. in proximity to the foundation-tower bolts

that require servicing). Such constraints were encountered in this work; however, as

explored below, the problem of imperfect positioning of sensors has not been of serious

consequence to the adopted methodology.

The locations of the tower base strain gauges (T1–T4) with respect to north is il-

lustrated in Figure 6.1. The normalised strain data, paired with 30 minute average

supervisory control and data acquisition (SCADA) wind speed data (in the respective

directional corridor ± 10◦) is illustrated in Figure 6.2 for T1 and in Figure 6.3 for the

90◦ rotated tower strain T2, respectively. Overall, the measurements are well in agree-

ment with the yaw reference SCADA data, allowing confidence in the nacelle sensor

calibration.

Based on the measurement campaign, as expected due to access constraints, the sensors

are not aligned with the prevailing wind direction. This was confirmed (i) based on the

mean SCADA nacelle direction and (ii) since the operational SCADA period of T1’s

inflow corridor (± 10◦) over the total recorded time covered 7.5% and 3.2% for T2,

respectively.

In order to evaluate a component’s total lifetime based on measured or simulated data,

the recorded signal is decomposed in defined discrete cycle ranges and each range’s total

number of occurrence is counted through a process referred to as rainflow counting [270].

Since, the rainflow counting algorithm is highly sensitive to changes in the maximum

strain as well as in the frequency of occurrence of each range [79], the actual prevailing

wind direction requires evaluation.
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Figure 6.1: Schematic of tower sensor positions with respect to prevailing wind direction
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Figure 6.2: Strain data of base tower measurement (T1)
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Figure 6.3: Strain data of 90◦ rotated base tower measurement (T2)

Given that the tower is radially symmetrical and the component’s material (S355 steel)

is designed to operate in its elastic limit, the stress across the circumference of the

tower can be found as a vector sum of the stresses from the sensors. The two sensor

strain measurements vT1(t) and vT2(t) respectively from T1 and T2, being positioned

on the tower at 90◦ from each other allows calculation of the magnitude of the resulting

vector, |v(t)|, and angle, γ(t), by:

|v(t)| =
√
vT1(t)2 + vT2(t)2 (6.1)

γ(t) = tan−1
(vT1(t)

vT2(t)

)
. (6.2)

The direction of the prevailing forces on the tower (which in turn is dictated by the

prevailing wind direction), is identified counting the number of occurrences in the angle

γ(t) using a moving window of 5◦ as illustrated in Figure 6.4. The prevailing wind

direction β with respect to T1 is then identified as the angle with the maximum number

of occurrences.

Figure 6.4 indicates that the actual prevailing wind direction does not coincide with

any sensor positions as it is not a multiple of 90◦. In fact, the actual prevailing wind

direction is shifted by 22◦ counterclockwise with respect to T1, which is also closely in
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Figure 6.4: Identification of prevailing wind direction, β based on γ(t) binning.

agreement with the nacelle’s mean SCADA direction with a difference of 3◦ as illustrated

in Figure 6.1.

Further, it is necessary to determine if the strain is positive or negative for the rainflow

counting as the range (tension and compression) dictates fatigue cycles. Therefore, the

difference between angles is calculated:

α(t) = β − γ(t) (6.3)

and the strain variation over time in the prevailing wind direction, denoted as A(t) is

calculated by:

A(t) = cos(α(t)) · |v(t)|. (6.4)

And for the perpendicular direction as:

B(t) = sin(α(t)) · |v(t)|. (6.5)

It was further verified that of this new set of axes, the higher frequented component is

selected.

Figure 6.5 displays the calculated strain in the prevailing wind direction. The strain

profile is in agreement with the wind speed measurements from the SCADA data. Also,

the SCADA data shows that, in the operational corridor considered, the turbine was
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Figure 6.5: Strain data of derived prevailing wind direction

operational for 23% of the total recorded time. This corroborates the above analysis.

The tower is usually made from hot-rolled steel, welded together circumferentially and

longitudinally [108], with welded flanges at either tower end. As such the S-N curve

assumption is dependent on the weld type [107]. The rainflow counting algorithm

was applied according to the ASTM standard where half cycles are conservatively

treated as full cycles [270,271]. The S–N curve for the tower is used with the following

parameters. The endurance limit at 2 million cycles, ∆σC = 72 MPa [107, 111], the

constant amplitude fatigue limit at 5 million cycles, ∆σD = 53 MPa, and the cut-off

limit, ∆σL = 29 MPa according to EN 1993–1–9 [107]. With the established S–N curve,

Miner’s damage calculation was applied, after the strain was transformed into a stress

(Young’s Modulus, E = 200 GPa), to assess the cumulated fatigue damage D for each

S–N curve slope:

Di = S−mm

N∑
i

ni∆σ
m
i (6.6)

where Sm and m are material constants. If ∆σi > ∆σD, m = 3 and if ∆σL < ∆σi <

∆σD, m = 5. Otherwise, D = 0. The total fatigue damage is thus calculated as

exemplified in Equation 6.7.

Dtot =
∑

Di (6.7)
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Figure 6.6: Impact of binning width on lifetime prediction

The binning width of the rainflow counting algorithm and sampling frequency determine

the accuracy of the lifetime prediction; however, a high sampling frequency in combi-

nation with a small binning width, significantly increase processing requirements. As

such, the appropriate binning width of 0.2 MPa was identified as illustrated in Figure

6.6 while an appropriate minimum sampling frequency is identified as 100 times the

first tower mode as illustrated in Figure 6.7.

The total tower lifetime, based on the recorded measurement data T1 was thus es-

timated to be 163 years and for T2 225 years, respectively. In the prevailing wind

direction, the derived and more frequented corridor β, the lifetime analysis resulted in

a reduced lifetime of roughly 15 years with a total of 149 years1. The magnitude of

this reduction further allowed confidence in the data processing. In order to verify this

result, the lifetime analysis was carried out for varying β (0-180◦) as more significant

loading, albeit with an overall lower number of occurrence, could have been experienced

for wind directions off the prevailing axis. This analysis verified the prevailing wind

direction β, identified in Figure 6.4.

Further, based on findings by Rebelo et al. [267,268] and Loraux and Brühwiler [272],

the maximum tower stress is likely to be experienced at 30-40% of the hub height.

1binning width of 0.2 MPa and frequency of 380 times the first tower mode
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Figure 6.7: Impact of sampling frequency on lifetime prediction based on a 0.2 MPa
binning width

At present, the complete tower geometry of the considered wind turbine is unknown.

Therefore, a conservatively selected correction factor, derived from the previously men-

tioned tower monitoring campaigns, is introduced. The corrected total lifetime at the

critical tower height is thus identified as 54.7 years. A further correction is required as

the outer shell of the tower has a greater stress, thus this correction leads to a total

lifetime of 54 years. The overall data processing results are further illustrated in Ta-

ble 6.1. If residual cycles of the rainflow counting process are treated as half cycles,

as suggested by the IEC 61400-13 standard [263], the total lifetime is identified as 55

years.

Overall, from the point of view of the tower a LTE of 15 years thus appears feasible,

given considerate safety margin, as the conservatively executed fatigue analysis reveals

a total lifetime of 54 years.

6.1.2 Foundation SHM

Overall, SHM of wind turbine foundations is a challenging area of research as high-

lighted by several studies, since the foundation is mainly inaccessible for inspection

[55,273,274]. Given that wind turbine foundations (i) are designed for a lifetime of 50

years or more, (ii) their design is based on conservative assumptions, and (iii) they are
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Table 6.1: Process of Data Manipulation. PW: prevailing wind, HC: height correction,
SC: section correction. Frequency of 380 times the first tower mode.

Analysis RUL [yr] Comment

T1 (tower base) 163 Sensor 22◦ to prevailing wind (clockwise)
T2 (tower base) 224 Sensor 112◦ to prevailing wind (clockwise)
PW (tower base) 149 Derived prevailing wind with Equation 6.4

PW + HC 55 Corrected for stress at most critical height
PW + HC + SC 54 Corrected for the outer shell

structurally of key importance, there is little concern to accommodate for LTE. Based

on an internal strain analysis of the reinforcement cage by Rubert et al. [273], this is

further supported. As a consequence, from an economic lifetime extension decision-

making perspective, the foundation is not of concern (except when severe cracks are

encountered). “Cracking is normal in reinforced concrete structures subject to bending,

shear, torsion or tension resulting from either direct loading or restraint or imposed de-

formations” [94]. Although cracking is expected to some degree, there is a crack width

limit, wmax that is governed under the service limit state. The acceptable crack width is

dependent on the concrete exposure class and type of reinforcement and can be looked

up in design codes and guidelines. Also, if cracks appear work by Perry et al. [274] and

McAlorum et al. [126] may be applied for SHM. Results thus reveal a possibility of an

extended WTG operation of greater than 15 years.

6.2 Lifetime Extension Methodology

The lifetime extension decision-making methodology is schematically illustrated in Fig-

ure 6.8, where the lifetime extension period is treated as a separate investment and

calculated based upon levelised cost of energy (LCOE2). To calculate LCOE2, the net

present value (NPV) of costs is divided by the NPV of the annual energy production

(AEP):

LCOE2 =
NPVcosts
NPE

=
C0 + L0 +

∑T
n=1

Fn+On+Vn
(1+d)n∑T

n=1
En

(1+d)n

(6.8)
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Figure 6.8: Lifetime extension decision methodology [145]

where NPE is the net present energy, C0 the equity capital expenditure of compo-

nent replacements (CAPEXReplace,E), L0 the lifetime extension capital expenditure

(CAPEXLTE), n is the period ranging from year 1 after the design lifetime to T the

final year of operation (end of extended lifetime), Fn the constant annuity payment of

the component replacement’s expenditure debt in period n (CAPEXReplace,D), On the

fixed operating cost including decommissioning2 in period n, Vn the variable operating

cost in period n, En the energy generated in period n, and d the discount rate.

This extended lifetime methodology is equipped with operational data in terms of cost

and yield parameters. The prior includes the CAPEX LTE and operational & mainte-

nance (O&M) expenditure and the latter identified through operational knowledge or

alternatively the application of a Weibull wind distribution in combination with a tur-

bine’s power curve [106]. Of course all variables are ideally based upon the operational

design lifetime and may be adjusted depending on; e.g., failure and reliability data.

6.3 Lifetime Extension Case Study

6.3.1 Strategy

The structural integrity of the foundation and tower is one of the main factors in

determining economic lifetime extendibility (high replacement costs) and the high im-

2onshore it is expected that the scrap value equalises decommissioning costs; offshore this is certainly
not the case
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Table 6.2: Wind turbine parameters

Parameter Value

Cut-in wind speed 3 [m/s]
Cut-out wind speed 25 [m/s]
Rated wind speed 12.5 [m/s]
Turbulence intensity 0.1
Availability 97 [%]
Wake losses 10 [%]
Weibull shape factor 2

portance in serving as a load-carrying component, their RUL is of significant interest

for a given wind turbine. As previously discussed, the foundation design lifetime signif-

icantly exceeds other components, hence the tower RUL is of greater concern. There-

fore, knowledge of the site-specific tower RUL will provide argument for the long-term

economic business base.

The results from the SHM campaign presented above indicate that lifetime extension of

15 years appears feasible. Therefore, for the LTE business case the strategic extension

period is considered to be 15 years.

6.3.2 Input Data

The turbine’s generic parameters are illustrated in Table 6.2. The power curve was

reproduced as highlighted by Rubert et al. [145]; however, rather than applying the

maximum power coefficient, Cp,max to derive the power curve, Cp varies with wind

speed, Cp(v) that was derived based on the manufacturer’s data sheet (ρ = 1.225

Kg/m3). This enables greater accuracy in the yield modeling as outlined by Carillo

et al. [186] and Lydia et al. [187]. The turbine’s mean wind speed was derived using

operational SCADA data, accounting for the impact of curtailment (provided by the

operator). Curtailment was included in the model by reducing the average wind speed

for the specific wind turbine.

Given that the foundation and tower are able to facilitate the target lifetime extension

period, components along the drive train may require replacement. This is budgeted

as CAPEXSPARE,D and CAPEXSPARE,E with a 70/30% debt-equity split, the latter
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Table 6.3: Lifetime extension cost estimations for a wind farm [145]

Parameter Central Range Unit

O&M
Fixed 30,192 22,644-37,740 £/MW/y
Variable 5.1 3.83-6.38 £/MWh
Insurance 2,226 1,669-2,782 £/MW/y
Connection charges 3,810 2,857-4,762 £/MW/y

CAPEX LTE
Visual inspection 2,689 2,017-3,361 £/WTG
Loads Analysis 3,500 2,625-4,375 £/WTG
Operations Analysis 2,000 1,750-2,250 £/WTG
Administration 1,000 750-1,250 £/WTG

Spare parts
3 blades 238,560 178,920-298,200 £/WTG
Gearbox 147,680 110,760-184,600 £/WTG
Generator 93,152 69,864-116,440 £/WTG

Installation expenditure
Crane Mob/Dmob 20,000 15,000-25,000 £/Wind Farm
Crane operation 2,000 1,500-2,500 £/day
Service personal 58 43.1-71.9 £/h

budgeted as a constant annuity with the interest rate set as 3.5% [235]. Cost and time

assumptions for the necessary crane (1,200 t) and service team for component replace-

ments were evaluated. The time requirement was increased by 50% and the service

team number increased by 25% from those from [145]. The overall cost assumptions

are summarised in Table 6.3 for the central case as well as optimistic and pessimistic

scenario, respectively.

The discount factor is assumed at 7.5%, with inflation set at 1.5% accounted to admin-

istration and spare parts of the O&M expenditure.

Also, for the scenario with no component replacement, an annual performance degra-

dation of 0.3% is modeled based on findings by [157, 234, 275]. In the other scenarios,

due to component upgrades the performance degradation is likely significantly smaller

and thus neglected.

To get greater confidence limits, a Monte Carlo simulation is further applied based on

the application of normal distributions. This was executed for the scenario with no

component replacement and the exchange of the entire drive train. The annual wind

speed was characterised based on SCADA mean data paired with a standard deviation

of 7% of the AEP [169]. The cost data was modeled with a standard deviation of 25%

as illustrated in Table 6.3. For the component replacement process, if the wind speed

is above a certain wind speed threshold, components cannot be lifted. Therefore, the
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required crane and service hours were applied based on the minimum expected time

and a normally distributed time component added to account for wind related delays.

Based on the procedure detailed by Vose [276], the number of required iterations n was

identified as 50,000 based on a standard error of 3% and a 90% confidence interval.

6.4 Results

When operating a wind farm, each turbine can be characterised differently; i.e., some

turbines have greater average wind speeds than others, depending on the local terrain,

wake effects, and operational parameters. With regards to LCOE calculations, the

mean wind speed has the greatest impact [70, 145]. When pairing the mean wind

speed with operational knowledge (downtime, degradation, curtailment, etc.) the AEP

or capacity factor can be derived. Therefore, when operating a wind farm that is

reaching its end of design lifetime with fewer revenues or when directly exposed to the

spot-market electricity price, some turbines might be less profitable in their continued

operation than others. As a consequence, a LTE decision-making requires turbine

specific evaluation.

The lifetime extension LCOE2 of the bespoke economic turbine model based on op-

erational wind conditions are illustrated in Figure 6.9 under the assumption of (i) no

retrofit and (ii) the exchange of the entire drive train; in Figure 6.10 for a single retrofit

of a drive train component; and in Figure 6.11 for any retrofit combination of drive train

components. As mentioned before, each scenario has an assumed extended lifetime of

15 years.

The error bands are based on the cost variation illustrated in Table 6.3. A wind

farm usually consists of several individual turbines, with varying degree of loading

and electricity production, thus when it comes to lifetime extension, not necessary all

turbines are economically suitable to keep in operation. Knowing that the annual wind

speed and hence AEP has the greatest impact on LCOE, the wind speed is varied in

order to determine profitability of the different cases.

With turbines mostly being exposed to the subsidy-free spot market electricity price, a

threshold is defined to determine individual turbine suitability. This is defined as 10%
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Figure 6.9: LCOE2 of lifetime extension period with annual energy production (no
retrofitting and drive train exchange)

below the average UK’s spot market price of the past 5 years [145].

Overall, without any component replacement, the LCOE2 is significantly below the

defined subsidy-free threshold (£39), hence LTE is supported for any of the modeled

AEP cases. Alternatively, if the entire drive train requires replacement (blades, gearbox,

and generator), this would only be economically viable if the annual energy production

is above 8.6 GWh/WTG. The complete range is illustrated in Figure 6.9.

For any single component exchange (blades, gearbox, and generator), all medium cost

estimates are below the threshold; however, for the pessimistic cost scenario, the re-

placement of blades are economically infeasible and decommissioning is advised as

illustrated in Figure 6.10 when below 8.3 GWh/WTG.

For any two component replacement scenario, the cases including new blades require

at least 7.5 GWh/WTG when paired with a generator exchange, and 7.8 GWh/WTG

when paired with a gearbox exchange in order to be economically viable as illustrated in

Figure 6.11. The replacement of a gearbox in combination with the generator is feasible

in the medium cost scenario; however, in a pessimistic scenario caution is required.

252



Chapter 6. Economic Lifetime Extension Based on SHM

Figure 6.10: LCOE2 of lifetime extension period with annual energy production (single
retrofit)

Figure 6.11: LCOE2 of lifetime extension period with annual energy production (double
retrofit)
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Table 6.4: Annual Contingency [£] for 15 year LTE under different scenarios. N/A:
costs exceed revenue

Scenario Pessimistic Central Optimistic

No Reconditioning 141,363 186,268 231,173

Reconditioning of Blades 37,704 104,901 173,560

Reconditioning of Gearbox 76,837 135,610 195,286

Reconditioning Generator 99,283 153,214 207,719

Reconditioning Blades,
Gearbox, & Generator N/A 24,980 116,871

Reconditioning Blades
& Gearbox N/A 56,138 138,952

Reconditioning Blades
& Generator N/A 73,743 151,385

Reconditioning Gearbox
& Generator 37,221 104,452 173,158

Table 6.4 further displays the annual available contingency with respect to (i) the

different replacement scenarios and (ii) the expenditure range based on an AEP of

9.3 GWh. As illustrated in Figure 6.8, this parameter indicates the potential money

to spend before the project becomes non-profitable along the life extended period;

i.e., when decommissioning is advised. The remaining contingency may be applied to

support the operational LTE decision-making as the available budget indicates the risk

of an aimed strategic decision. An example would be if the replacement of the drive

train is strategically considered matched with central cost estimates, as the remaining

annual contingency is £24,980/WTG. In such an instant, if severe issues occur (such as

a major generator or bearing failure), the project is likely more risky to be profitable

than other decisions with a greater annual contingency. This risk can potentially be

reduced by in-depth structural analysis and the application of reliability models based

on inspection results.
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Figure 6.12: Monte Carlo analysis of LCOE2 of no component replacement

Results of the Monte Carlo simulation are presented in Figure 6.12 with no component

replacement and in Figure 6.13 for the replacement of the entire drive train. In addition,

Table 6.5 presents the respective P10/50/90 percentiles.

Table 6.5: Project expenditure percentiles [£] based on Monte Carlo simulation

Scenario P10 P50 P90

No replacement 16.10 20.54 25.02
New drive train 31.68 37.07 42.53

Overall, there is a 90% probability that the LCOE2 is below £25.02 with no component

replacement, whereas when exchanging the entire drive train, there is a 50% chance

that LCOE2 are above £37.07. With respect to the threshold spot market electricity

price, there is a 69% chance to be economically profitable. Of course, results of the

Monte Carlo simulation will change with differently encountered mean AEP.
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Figure 6.13: Monte Carlo analysis of LCOE2 of drive train exchange

6.5 Discussion and Future Work

Confidence in the SHM measurement campaign increases as a function of the duration of

the data monitoring campaign; a longer monitoring period will thus deliver an increase

in confidence in the strategic LTE business case.

Applying the AEP of each turbine requires closer examination as often turbines are

curtailed due to network restrictions. Therefore, besides looking at the AEP in isola-

tion, curtailment information can deliver a more accurate picture. Also, when having

operated a wind farm for 20 years, its grid integration is well understood and thus data

readily available.

As identified by Tavner [277], Wilson [278], and Reder [279], wind turbine reliability

is correlated with environmental conditions. Thus, a turbine’s components have an

individual and thus varying load profile. Of course, the design of the respective turbine

should accommodate for such differences given the IEC classes (IEC 61400-1). The tur-

bine in question was identified based on the highest annual wind speed of the respective

wind farm. Nevertheless, such indicators as turbulence intensity are also important.
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The O&M costs may therefore fluctuate per turbine and should ideally be taken into

consideration in the economic evaluation. In order to accommodate fluctuations, the

optimistic and pessimistic cost bands are presented.

While local wind conditions may change over the years [193, 194], so in turn would

the AEP. Therefore, when extracting the AEP, a period of several years should be

considered. Ideally, the entire operational life.

It is further possible to extrapolate tower fatigue findings onto each individual wind

turbine in the wind farm by application of a tower finite element model and, ideally,

analysis of high frequency SCADA data (if available). This may be considered in

future work, in order to determine a wind farm lifetime extension strategy, by clustering

turbines into cells with different loading. In this regard, low wind speed and turbulence

intensity exposed wind turbines might be selected for turbine removal and the spare

parts might be stored or straight away used to replace turbine components with higher

mean wind speed and turbulence intensity values.

Judging from the cost to carry out a tower measurement campaign (roughly £20,000-

30,000), it is suggested that to gain an accurate LTE strategy, the benefit outweighs

the costs of the installation of such a system. Of course, the latter depends on the

deployed turbine and wind farm size [275] as well as the SHM system design.

It is further suggested to install tower sensor sets (one sensor each side for validation

purposes [273]) 90◦ apart as well as to analyse each wind corridor by varying β in

order to cover any eventualities if e.g., the assumed prevailing wind direction does not

match the real prevailing wind corridor as highlighted in Section 6.1. In addition, as

the cross sectional moment of inertia and bending moment change with tower height, so

does the stress distribution. Ideally, the tower wall thicknesses and sectional diameters

are measured to derive the maximum stress location. Nevertheless, in the absence

of tower geometry data, a correction factor may be applied as highlighted in Section

6.1. Overall, it is strongly recommended to measure the tower’s geometry (thickness

and diameter with hub height) to identify the most critical stress location. At this

location, the fatigue analysis shall be executed. As such, the application of generic

or simplified tower geometries may lead to severe uncertainties and inaccuracies of
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aero-elastic simulations and thus caution is advised.

The SHM monitoring campaign may be tailored for a global analysis aimed at evalu-

ating stresses of critical tower areas, such as along the entrance door as well as flanges

as discussed by Schedat et al. [280].

With respect to the rainflow counting algorithm, it is suggested to use a binning width

equal or lower than 0.2 MPa paired with a minimum sampling frequency of 100 times the

first tower mode. This allows accurate measurements while maintaining an appropriate

accuracy (within 10%). Also, a correction parameter can be applied based on the

findings presented in Figure 6.6 and 6.7 if data is available at a lower sampling frequency.

It is also strongly recommended to measure the tower’s geometry (thickness and di-

ameter with hub height) to identify the most critical stress location. At this location,

the fatigue analysis shall be executed. The application of generic or simplified tower

geometries may lead to severe uncertainties and inaccuracies of aero-elastic tower sim-

ulations.

SHM data combined with economic findings do not suggest that long-term lifetime

extensions should be carried out blindly, thus the necessary inspections are key in

making sure that the continued operation is safe. For the tower, critical sections are all

welded and bolted connections as well as areas with corrosion [23, 77]. An inspection

guideline published by DNV GL for the tower and foundation is presented in Table

6.6 of the Section Appendix. In addition, an inspection guideline is published by

Megavind [77]. In critical cases, it is further suggested to reduce the inspection interval

or to install tailored SHM hardware. For an example of tower flange cracking, the reader

is referred to work developed by Do et al. [113]. To access experimental mechanical

and fracture properties of welded S355 steel, work by Mehmanparast et al. [281] is

suggested.

As illustrated by Helm [282] based on data by the Department for Business, Energy,

Industry, and Strategy (BEIS), the electricity price is expected to remain at current

prices and then gradually increase from 2020, reaching a high in 2024 before dropping

off in the UK. In fact, this requires careful observation and scrutiny in order to define

the profitability threshold appropriately.
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Finally, great uncertainties origin from the weld assumption; data that is unlikely shared

by turbine manufacturers. For example the tower section-flange connection may be

a fillet weld, hence considered a FAT class 41. Alternatively, the flange connection

might be a 80% penetration butt weld with a FAT class of 80 MPa, thus with a

significant higher resistance to fatigue cycles. Potentially, the weld might be analysed

with ultrasonic wall thickness measurement devices to get confidence in the selection

of FAT classes.

6.6 Section Conclusions

This work explored a case specific lifetime extension decision-making process, based

on information gathered through SHM. The process indicates that if the tower and

foundation are in a good condition (acceptable level of corrosion, no cracks for the tower;

foundation cracks within acceptable limit), these key turbine components are generally

well suited to be relied upon for making lifetime extension decision-making. Overall, the

results of this study further support the operational knowledge that lifetime extension

is highly site specific; however, it is essential to derive a suitable LTE strategy for the

continued operation to generate the economic business case. This is especially valid

for multi-MW turbines with substantial annual energy production. Besides allowing

continued electricity generation and maintaining local O&M jobs, lifetime extension

reduces the generation of waste which is of general interest.
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6.7 Section Appendix

Table 6.6: Tower & foundation inspection guideline. D is damage, C is cracks, Co is
corrosion, Sp is safety sign plates, Ps is prestress, Cf is connection/fitting, and F is
function. [23]

Tower Component Inspection

Tower structure D,Co,C,Sp
Ladder, fall protection D,Co,F,Sp

Bolted connections Co,Ps,C
Foundation, embedded section D,Co,C

Foundation D,C
Grounding/Earthing strip Cf,D,Co
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Conclusion

The overall research approach is schematically illustrated in Figure 7.1, showcasing the

thesis objective; i.e., to support the economic and technical lifetime-extension decision-

making.

This is carried out in a twofold approach, looking at the commercial decision-making in

Chapter 4 with different tools and techniques and in Chapter 5 with specific technical

focus on onshore foundations and towers. Based on the research findings, a pathway

for strategic lifetime extension is exemplified in Chapter 6.

In the following text, detailed conclusions are drawn for the economic lifetime extension

decision-making in Section 7.1, for optical sensor development in Section 7.2 and for

supportive lifetime extension SHM in Section 7.3. Finally, the thesis is completed with

general recommendations for action in Section 7.4 and a brief outlook is presented in

Section 7.5.
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Figure 7.1: Overview of Thesis Research Approach

7.1 Economic Lifetime Extension

Based on the economic lifetime extension research, the following key results are sum-

marized, allowing a concise overview of the findings:

• Greater rated turbines generate relatively more electricity (rated power vs. rotor

diameter - πR2), thus substantially more revenues can be allocated to support

LTE. Such as the installation of tower sensors for fatigue analysis.

• Lifetime extension is expected to be the preferred option to repowering based on

the current subsidy system in the UK, Germany, Denmark, and Spain.
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• It is suggested to model LTE as a separate investment, but to update input

parameters based on the total operational experience (see collaboration with BV-

GAssociates in Section 4.6).

• The LCOE2 model is mainly dependent on the wind speed. This is hence the most

important economic parameter to estimate accurately besides the day-ahead spot

market price.

• Lifetime extension processes are highly dependent on national requirements.

• Potential to add further complexity to the model; i.e., failure rates, delaying

decommissioning costs (especially offshore), hybrid case studies (subsidised and

non-subsidised extension), etc.

• LTE is asset/policy/country dependent, thus standardisation is challenging.

As highlighted in Section 4.4, an economic tool is only useful if appropriate model pa-

rameters are applied. This has been achieved by collaborating with BVGAssociates in

Section 4.6 and operational data received from the wind farm presented in Section 6.

Given that there are unique operational conditions for each wind farm (e.g. noise cur-

tailment, downtime, operational curtailment, degradation, etc.), the analysis requires

asset specific evaluation. This can be applied as detailed as down to a single turbine

or cluster of turbines. In addition, the derived LTE model may be used to support

mergers and acquisitions of wind farms as the economic profitability may be derived

based on cost estimates.

7.2 Sensor Development

For the sensor development, the following outcomes are of importance:

• For any further sensor design, a stage gate process is advised to be implemented

to ensure resources are utilised most economically as illustrated in Section 5.4.

This goes hand in hand with the initial quasi-static testing (up to 1500 cycles)

and if successfully, subsequent dynamic fatigue tests.
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• Although the manufacture of the metal-packaged strain sensor was improved sig-

nificantly, this sensor type is suggested to be disregarded due to complexity and

process control limitations. Therefore, is it advised to design less complex vari-

ants. One promising approach is exemplified in Section 5.4 and it is highly rec-

ommended to continue this line of sensor research.

7.3 Supportive Lifetime Extension SHM

Key highlights of the foundation results are itemised below:

• Measured foundation strain is low in magnitude. In detail, significantly below

the fatigue cut-off limit.

• It is challenging to install optical sensors in wind turbine foundations (requires

packaging and installation refinement).

• Requires in-depth commitment by the operator to support project execution.

• Costly, as there are no commercial services available on greater scale (difficult to

make use of economies of scale).

• Fragility of optical addressing is a concern as experiences from the field trial.

• There is significant potential to reduce material (steel/concrete) in the future due

to less conservative design assumptions (the considered foundation weighs 1 Mt)

or alternatively to reuse foundations for greater scale turbines.

Based on the initial measurement campaign, findings reveal low observed strain ranges

reaching a maximum of 95 µε that leads to the conclusion that the turbine may operate

indefinitely; i.e., it is heavily over-engineered. At the current stage concrete cracking

was observable as identified in Figure 5.50. This observation may further change in the

future and thus it is impossible to express full confidence in an indefinite operation.

Also, environmental effects such as freeze-thaw cycles will affect the structural integrity

over time.

Given that a turbine is designed for 20-25 years of operation while the foundation is

264



Chapter 7. Conclusion

designed for 50 years, confidence may be expressed of an extended lifetime of another

20 years, though long-term data would of course reduce uncertainty.

Due to sensor losses in key areas, it is impossible to scientifically provide an argument

for design optimisation or the reuse of the foundation with greater scale turbines.

For the tower measurement campaign, the following key highlights are worth noting:

• The tower’s weakest links are the welds, especially at the flanges (critical to

the weld execution). In addition, the entrance door might be a critical area,

especially when aligned with the prevailing wind direction. On the other hand

there is evidence that the Magavind project does not see the tower entrance door

area as a critical element [77]. This is also confirmed by recent ultrasonic tower

wall thickness field measurements of the V117 generator, identifying that the wall

thickness is 70 mm at the entrance door, whereas the average tower wall thickness

at the sectional height is 40 mm.

• Findings reveal a total lifetime of 54 years for the tower (SCADA average wind

speed of 7.35 m/s) based on a limited measurement period at the tower base.

• It is of importance to identify the strain in the actual prevailing wind direction

as illustrated in Section 6.1.1.

• Findings reveal that the variation of the tower thickness and sectional diameter

influences the stresses along the tower significantly with the highest stresses ob-

served at 30-40% of the hub height as illustrated in Table A.1 and A.2. It is

therefore highly suggested to take tower thickness and diameter measurements

into consideration to derive the long-term lifetime extension strategy.

• In addition, ideally there is a requirement to correct for the outer fibre of the

tower wall; however, this second stress correction is insignificant in comparison

to the height correction as identified in Table 6.1.

• In order to select the weld assumption properly, such as for flange-tower welds,

ultrasonic wall thickness measurements may help to select the appropriate FAT
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class.

• Generic tower geometries will likely introduce severe uncertainties in RUL esti-

mations as it may fluctuate as contrasted in Table A.1 and A.2. Thus geometry

measurements are highly suggested to define stresses along the tower height (wall

thickness and diameter to derive the cross sectional moment of inertia).

With regards to the tower fatigue findings, results show that the weld assumption is

of critical importance; however, the RUL of the considered turbine is estimated to

be 54 years (conservative assumptions), which also indicates significant potential to

increase the lifetime of the turbine by another 10-15 years without reaching a critical

operational region. For the business operation this may be of vital information to

consider an extended operation of the wind farm. However, critical areas such as the

entrance door and transition pieces require thorough inspection.

While this work analysed a small section of lifetime extension SHM applications, find-

ings are important to limit to this thesis’s specific SHM results. The main findings are

summarised as follows:

• Steel is forgiving in its response [283]; thus, there are early indicators of fatigue

failure. An example crack model is illustrated in Section 3.3.3.4.

• The foundation is at present not of concern as the strain levels are below the

fatigue cut-off limit. However, more data might reveal higher stresses due to

micro-crack propagation.

• The tower is of importance as it is a load carrying component. Fatigue data of

one turbine can be compared to SCADA data and extrapolated onto the entire

wind farm.

• So far the tower measurement campaign results in a RUL of 54 years, which is

expected to slightly reduce once the winter months are covered.

• Monitoring the tower allows to support the long-term strategic business case for

lifetime extension. Tower measurements also enable to define/support a LTE

strategy very early on.
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• There is potential to determine a global tower SHM analysis to monitor transition

pieces, stresses at different tower levels as well as the entrance door.

7.4 Recommendations for Action

Based on the technical and economic findings, the following recommendations for action

are summarised when operating beyond the asset’s design life:

• Make sure inspections are carried out thoroughly and periodically (including non-

destructive inspection of tower welds, blade inspections, etc.). Focus on all items

that can cause a catastrophic failure to reach target safety levels, prevent economic

loss as well as negative publicity. If uncertain increase frequency of inspection.

Develop methods to define risk and probability bands to prevent catastrophic

failures.

• Start the economic LTE evaluation in year 12-14 and reconsider operational pro-

cedures impacting the RUL. Execute the measurements for at least a year, ideally,

for the entire operational time or as long as economically deemed possible.

• Apply lifetime extension either strategically (+10-15 years if the turbine is con-

sidered in a good shape) or operationally (+1-5 years if the turbine is considered

problematic). This can be based on inspections, load analysis, and or operational

data.

• Forecast the electricity price to determine economic feasibility/thresholds for

decision-making and swift reactionary responses if failures occur.

• Turbine and foundation SHM may deliver increased certainty in the decision-

making, but usually comes at significant expenditure, thus the benefit must be

properly assessed. For greater scale wind farms, SHM data collection appears

more feasible. The appropriate threshold may be defined in the future.

• It is highly recommended to measure the tower thickness and diameter distri-

bution to gather information about the cross sectional moment of inertia with
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height for a representative analysis; i.e, to identify the most critical location with

the highest fatigue loading. At the highest stress location, gathered data needs

to be evaluated in the prevailing wind direction as exemplified in Section 6.1.1.

Also, the application of generic aero-elastic geometries will likely have significant

uncertainty involved in assessing the tower’s RUL, thus generic models are not

recommended.

• Pair tower fatigue data with SCADA and extrapolate onto wind farm (identify

critical turbines, or for clustering - UL standard). An aero-elastic code and or

tower FEM may support this decision-making.

• The application of aero-elastic codes is not legally necessary in the UK and Den-

mark; however, when in doubt or of concern of the public image (if a turbine

fails), recertification will allow for a stronger sense of security. The latter shall

be carried out as part of turbine specific analysis.

• Follow the IEC lifetime extension regulation (currently being developed under the

ID of IEC 61400-28 – “Through Life Management and Life Extension of Wind

Farms”).

• Follow DNV GL’s initiative to standardise concrete fatigue tests to optimise

design assumptions for wind turbine components and facilitate lifetime exten-

sion [284].

• There is great potential to extend the LTE LCOE tool to compare investment

decision-making to repowering and decommissioning or add failure rates and mod-

els. In addition, a socio-economic analysis and policy options might be explored.

• Prepare a failure mode and effect analysis (FMEA) and run a survey for lifetime

extension to gain statistically representative failure probabilities and impact [£]

parameters to feed into economic models. An initial literature review was carried

out with the content accessible in reference [285].

• In combination with an FMEA, reliability considerations are state-of-the-art ques-

tions in LTE and need to be addressed.
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• There exists merit in embedding sensors in onshore foundations to reduce con-

servative design assumptions or for reuse purposes for sites that are aimed to be

repowered with greater rated turbines; however, any similar effort requires sub-

stantial resources and refinement as identified in this field trial. Costs savings

of 9% are potentially achievable as a saving in CAPEX as highlighted in Section

4.4.1.1.2.

7.5 Outlook

From a research point of view, lifetime extension offers significant potential for fur-

ther research. Economic models may be developed with further complexity such as

modelling i) end of life failure rates, ii) a hybrid scenario in which the wind farm

is partially in a RO subsidy and subsidy-free environment as it will occur for farms

reaching their design lifetime before 2027 under the RO, iii) the value of deferring de-

commissioning costs, iv) a socio-economic analysis versus repowering, v) the business

case for a governmental lifetime extension policy, vi) looking at reliability levels and

respective confidence parameters, and vii) any considerations offshore. With respect

to the governmental lifetime extension policy, lifetime extension may be subsidised to

support operators to keep fully working and healthy power plants on the grid, to fulfil

the recently renewed and increased European renewable energy targets, while reducing

premature decommissioning of assets. Thus, reducing waste, especially left from mate-

rials applied in reinforced foundations and blades.

To facilitate this, SHM may provide valuable information to support the long-term

business case; however, the actual implementation and scope of data analysis requires

further research to determine what is essential (cost-benefit analysis). For the founda-

tion SHM, this work provides invaluable information that may be accessed to support

equal activities in the future to prevent the loss of sensors. For the tower analysis, there

is potential to execute an in-depth tower monitoring campaign to determine loading

patterns, stresses, and strains at all critical areas and interpolate findings based on

SCADA data paired with an FE tower model onto the entire wind farm. Economically,

this would be feasible at large wind farm sites, such as Whitelee with a rated total
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power of 539 MW.
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Figure A.7: Non Pre-Stressed Sensor - Characteristics
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Figure A.8: Pre-Stressed Sensor - Characteristics
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Figure A.9: Overview of fatigue test results
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1 Tower Inspection 7 Wind sensors Inspection

1.a Tower structure D,Co,C,Sp 7.a Anemometer D,F,Co

1.b Ladder, fallprotection D,Co,F,Sp 7.b Windvane D,F,Co

1.c Bolted connections Co,Ps,C 8 Yaw Mechanism

1.d Foundation, embedded section D,Co,C 8.a Yaw drive, gear, pinion D,F,N,Co,L

1.e Foundation D,C, 8.b Brake F,C,W,Ps

1.f Grounding/Earthing strip Cf,D,Co 8.c Hydraulic components D,T,F,Co

2 Nacelle 9 Hydraulics

2.a Yaw bearing T,N,Co,L 9.a Pump T,F,Co

2.b Gear F,L,W,C 9.b Accumulator T,Co,L,Ps

2.c Nacelle foundation/main frame D,Co,C 9.c Hoses including couplings D,T,Co,C

2.d Nacelle cover D,Co,C 10 Control and Electrical 

Installations

3 Drive train 10.a Cabling Cf,D,C

3.a Hub D,Co,C 10.b Grounding, machine compon. Cf,D

3.b Main shaft D,Co,C 10.c Grounding, lightning protection Cf,D

3.c Coupling D,C 10.d Sliding contacts, main shaft Cf,D,W

3.d Main shaft bearings T,N,L 10.f Hazard beacon F

3.e Gearbox T,N,L,W 10.g Emergency light, tower Cf,D,F

3.f Torque support D,Co,C 10.h Switch cabinet D,T,Co,Sp

3.g High speed shaft D,Co,C 10.i Control system F

3.i Generator D,N,L 10.j Grid loss F

3.j Cooling system/circuit Cf,D,T,C 10.k Converter Sp, D, Cf, T

3.k Bolted connections Co,Ps 10.l Transformer station Cf,D,T,Sp

3.l Protective covers D,Co 10.m Medium-voltage system D,Co,Sp

4 Rotor Blades 10.n Power transformer Cf,D,T,Sp

4.a Blade structure D,C 11 Manuals and documents

4.b Blade connection D,T,Co,C 11.a Operating manual E

4.c Bolted connections Co,Ps 11.b Maintenance duty book E

5 Pitch Mechanism 11.c Maintenance reports E

5.a Blade tip brakes D,F,Co 11.d Commissioning report E

5.b Blade adjustment T,F,N,L,W 11.e Building permit E

5.c Blade bearing T,N,W 11.f Certification reports E

5.d Coupling elements D,Co,L,C 11.g Analysis of oil sample E

5.e Pitch mechanism D,F,N,Co,L,C 11.h Inspection papers elevator (pers.) E

5.f Hydraulic components D,T,F,Co 11.i Inspection papers crane 

(material) 

E

6 Safety system 11.j  Certificate of conformance

6.a Rotor locking device D,Co,Sp E

6.b Yaw locking device D,Co,Sp,C

6.c Mechanical brake F,Co,C,W,C

6.d Hydraulic components D,T,F,Co Tested for:

6.e Vibration switch Cf,D,F Damage D Connection/fitting Cf

6.f Overspeed gauge F Examined E Tightness T

6.g Emergency push buttons F Noise N Function F

6.h Cable twist sensor F Cracks C Corrosion Co

6.i Short circuit protection F Safety sign plates Sp Oil level L

6.j Fire extinguisher, first aid box E Prestress Ps Wear W

Figure A.13: Lifetime Extension - Inspection List (DNV GL) [23]
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(a) Temperature sensor I
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(b) Strain sensor I
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(c) Temperature sensor II
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(d) Strain sensor II
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(e) Strain sensor III

Figure A.14: SSE sensor characteristics - Channel 1
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(a) Temperature sensor IV
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(b) Strain sensor IV
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(c) Temperature sensor V
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(d) Strain sensor V
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(e) Strain sensor VI
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(f) Temperature sensor T1 (Optional)

Figure A.15: SSE sensor characteristics - Channel 2
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(a) Temperature sensor VII
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(b) Strain sensor VII
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(c) Temperature sensor VIII

Figure A.16: SSE sensor characteristics - Channel 3

278



Appendix A. Graphs, Figures, and Tables

20 30 40 50 60 70
1534.7

1534.8

1534.9

1535

1535.1

1535.2

1535.3

1535.4

1535.5

Temperature [degC]

W
av

el
en

gt
h 

[n
m

]

 

 

K
T
 = 14.8 ± 28.0 (pm/degC); R2 = 0.9910

Measurement data
Line of best fit

(a) Temperature sensor IX
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(b) Strain sensor IX
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(c) Strain sensor X (4 cycles)
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(d) Strain sensor X (3 cycles)
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(e) Temperature sensor T2 (Optional)

Figure A.17: SSE sensor characteristics - Channel 4
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Figure A.18: Foundation ring cage
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Figure A.3: Sensor Temperature Characterisation
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Figure A.5: Hysteresis of Non-Prestressed Sensor and Machine Data
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Figure A.6: Hysteresis of Prestressed Sensor and Machine Data
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(a) Sensor installation outside of the foundation

(b) Sensor installation inside of the foundation

Figure A.19: SSE sensor site installation
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Appendix A. Graphs, Figures, and Tables
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Appendix B

LTE Standards

B.1 DNV GL

Simplified Analysis

• load calculation, may be performed using generic turbine model

• calculation of possible extension of lifetime based on environmental conditions as

per original design vs. environmental conditions at the site

• possibly accompanied by load measurements

Practical Part

• inspection based on general inspection plan

• visual inspection of all load-transferring and safety-relevant components

• review of maintenance reports and inspection reports for specific turbine

• consideration of SCADA data

• consideration of wind turbine type related field experience

• performance of tests

Detailed Analysis

• load calculation based on specific turbine model
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Appendix B. LTE Standards

• calculation of possible extension of lifetime based on environmental conditions as

per original design vs. site specific environmental conditions and utilization rate

of components

• reserve calculations on load-transferring components

• possibly accompanied by load measurements

• possibly optimization of control system

• consideration of turbine type related field experience

• development of turbine-specific inspection plan

Practical part

• inspection as per turbine-specific inspection plan that has been developed in the

analytical part

• visual inspection of all load-transferring and safety-relevant components

• review of maintenance reports and inspection reports for specific turbine

• consideration of SCADA data

• consideration of wind turbine type related field experience

• performance of tests

Probabilistic Analysis

• structural reliability analysis (stochastic approach)

• calculations based on generic or specific turbine model

• selection of reliability levels

• identification of failure modes

• possibly accompanied by load measurements

• possibly optimization of control system
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Appendix B. LTE Standards

• consideration of turbine type related field experience

• development of turbine or site-specific inspection plan

Practical part

• inspection as per turbine-specific inspection plan that has been developed in the

analytical part

• visual inspection of all load-transferring and safety-relevant components

• review of maintenance reports and inspection reports for specific turbine

• consideration of SCADA data

• consideration of wind turbine type related field experience

• performance of tests

B.2 UL

Step 1: Requirement for external condition

The first step deals with the evaluation of the external environment; i.e., the site’s wind

conditions:

(1) Operational historical data shall be used

(2) SCADA data, met mast data, and/or public databases may be used

(3) The measurement period shall cover at least 12 months (seasonal variations)

Step 2: Requirement for operation condition

The due diligence for the operational condition deals with the historical characteristics

of a power plant and includes the following activities:

(1) Operational historical data of wind turbine conditions relevant to the structural loading

(2) SCADA data and operational and maintenance records may be used.

(3) Wind turbines can be grouped in cells represented by one wind turbine. The selection criteria for the

cell definition shall be specified.
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Appendix B. LTE Standards

(4) The following information shall be evaluated as a part of the assessment:

(I) General

(A) Source of the data (e.g. SCADA, OEM records)

(B) Material and software change logs

(C) Criteria for the selection of the representative wind turbine

(D) General description of the wind farm control and communication with the wind turbine

controller

(E) The operational data of the wind turbine including the load relevant events

(II) Load relevant transient events

(A) Transient events with significant impact on the loads of the wind turbine like:

(i) Emergency stops (E-stops) and stops triggered by the safety system

(ii) Stops performed by control system

(iii) Start ups

(iv) Operation with yaw misalignment exceeding the design limits

(v) Failure of wind turbine systems

(B) Wind speed at hub height and electrical power (and/or operating mode), at which the event

has occurred

(C) Total number of events

(D) Type/reason of event and typology of the braking program used to stop the wind turbine

(III) Power production data

(A) Power production distribution over time per turbine

(B) Cumulative power produced per turbine

(C) Measured power curve based on SCADA data for the representative period/wind turbines

(IV) Parked/idling data

(A) Number of hours under idling condition

(B) Wind speeds and wind direction during parked condition

(C) State of the wind turbine electrical supply during idling state

(V) Maintenance and repair data

(A) Maintenance report and protocols

(B) Report of major damages to the wind turbine

(C) Report of replacements or repairs of components

(D) Special maintenance, if applicable

(E) Inspection reports

(VI) Grid related data on site

(A) Annual number of network outages on the wind farm

(B) Fault ride through methodology (if present)

(C) Voltage and frequency range related shut downs or disconnections
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Appendix B. LTE Standards

(D) Ramp rate or power factor related shut downs

(E) Corrections in the operating strategy for grid suitability

(F) Other grid related shut downs

(VII) Other data (if applicable to the site)

(A) Number of hours of ice accretion

(B) Wind speed during the ice accretion

(C) Methodology for ice detection and reaction of the wind turbine

(D) Mass of the ice on the blades and the approach used to determine the mass

(E) Potential influence of the wind farm controller on the operation of the wind turbine

(F) Earth quake

(G) Lightning strike

(H) Storm events

(I) Other geographical characteristics

(VIII) Control system related data

(A) Description of the control system strategy (inputs, outputs, sensors, load reduction and

operational strategies)

(B) Current software version of the control system

(C) Report of the modifications in control system software and the deviation of the parameters

or limits from the values considered in the design

(D) Modifications in pitch converters (if any)

(E) Upgrade in the controller strategy

(F) Other changes in control system or safety system related items of the wind turbine

Step 3: Requirement for wind turbine model

The third part deals with the load simulation in order to evaluate a turbine’s RUL of

its components:

(1) A list of parameters to generate the simulation model

(2) For a simulation model that was validated in the course of a wind turbine type certification in accordance

with Wind turbines Part 22: conformity testing and certification , IEC 61400-22 or equivalent a prove

of the validation shall be provided

(3) For a simulation model that does not comply with IEC 61400-22 or equivalent. The model generation

and validation shall comply with:

(I) A detailed procedure of model generation including the data used to build up the wind turbine

model

(II) Model data validation

(III) Validation of aerodynamic model

(IV) Validation of structural model

297



Appendix B. LTE Standards

(A) To validate the structure model, the 1st Eigen frequency of simulation and measurement

shall be compared for tower and blade as a minimum

(B) Risk analysis

(V) Load evaluation

(A) Load time series generated from simulation shall be compared to MLC for relevant situations

to confirm the dynamic behavior

(B) DLCs fatigue loading level for the following component shall be compared to MLC:

(i) Blade sections (if applicable);

(ii) Blade root

(iii) Shaft (rotating and non-rotating)

(iv) Tower top

(v) Tower bottom

(vi) Tower sections (if applicable)

Step 4: Requirement for remaining useful life

The forth part deals with the condition if the lifetime extension is suitable from a RUL

component point of view:

(1) The RUL of the wind farm is calculated by representative sample of wind turbines RUL in each cells

(2) The RUL of the wind turbine is defined by the minimum RUL of the individual components in the wind

turbine

(3) The RUL Criteria is calculated: FLdesign ≥ FLconsumed + FLRUL where FL is the fatigue life

(4) The RUL for any critical components in respect to the structural integrity and the operational safety of

the wind turbine shall be derived by comparison of site specific component load to their design load

(5) The load evaluation shall be based on the standard and the respective edition used as design standard

of the wind turbine under assessment

Step 5: Requirement for inspection

The fifth part deals with the required scope of inspections:

(1) The representative wind turbine used for the LTE shall be inspected for their critical components health

condition and functioning

(2) Further inspections shall be decided based on results from first round of inspections

(3) The following components as a minimum shall be evaluated as a part of the inspection

(I) Over all wind turbine condition

(II) Damages on the following components/systems
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(A) Tower (sections) and foundation

(B) Blade

(C) Nacelle and hub

(D) Bolt connections

(E) Bearings

(F) Pitch system

(G) Yaw system

(H) Hydraulic systems

(I) Electrical systems

(J) Gear box (through videoscopy if applicable)

(III) Wind turbine operation

(IV) Test of safety and control systems

(V) Test of all operating states

(VI) Personnel safety aspects

(VII) Maintenance logs (including the track of the controller, pitch system software)

(VIII) SCADA data for the correctness check of operational data

(4) The inspection as part of the LTE analysis shall take place not earlier than one year before the date the

LTE analysis is based on

Step 6: LTE Risk Analysis

The last part deals with the required risk analysis in order to i) evaluate uncertainties

in the analysis, ii) address uncertainties in the model, and iii) mitigate their impact:

(1) General

(I) A risk analysis shall be performed to identify uncertainties in the calculation of the remaining

useful life time

(II) Since the process of calculating the RUL is subjected to the uncertainty; accuracy of simulation

data shall be taken into account to derive the safe operation of wind farm based on RUL

(III) All steps to calculate the RUL shall be considered in the risk analysis

(IV) The failure mode shall be derived

(V) Based on wind farm history and operation condition relevant failure modes shall be derived

(VI) A justification to decrease the severity level or increase the confidence level on accuracy shall be

summarized in a report

(VII) A justification of conditions for extended operation of the wind turbine based on risk analysis shall

be developed by the applicant. This may include but not only limited to replacements of any wind

turbine components, modifications in the operating strategy (e.g. de-rating, curtailment), repair,

inspections/maintenance details and software updates
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(2) Risk analysis procedure

(I) A failure mode shall be derived for the site

(II) Severity level in the scale of 1 10 for each failure mode shall be assigned by the applicant, the

severity is defined by the level of impact of failure mode to overall RUL; where 1 is lowest and 10

is highest

(III) Confidence level on accuracy in the scale of 1 10 for each failure mode shall be assigned by

the applicant, the confidence level defines how accurate the real site condition is mapped into

simulation model; only level 1, 5 and 10 shall be chosen where 1 is highest and 10 is lowest

(IV) The final risk priority number (RPN) number is calculated as follows: RPN = (Severity)X(ConfidenceLevel)

(V) A risk analysis shall be carried out to identify uncertainties in the calculation of the remaining

useful life time. The risk analysis shall include the determination of consequences of each risk on

the RUL (impact on the RUL). In addition, preventive and detection measures shall be specified,

if applicable

(3) Risk criteria

(I) The RPN number defines the confidence level on input used to derive the RUL, RPN shall be less

than 50 for any failure mode
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PART I: Company experience with lifetime extension 
Introduction

a) Name: ………………………………………………………………………………………………………………………………………………….. 

b) Country: ………………………………………………………………………………………………………………………………………………. 

c) Role: ……………………………………………………………………………………………………………………..…………………………….. 

How does lifetime extension (LTE) affect your business? 

Role of the company? 

 Owner: (final decision?) …………………………………………………………………………………………………………..…………… 

 Operator (asset management): …………………………………………………………………………………….………….………….. 

 OEM: (extended designed lifetime, specific services – as G47?) ……………………………………………..……………. 

 Independent expert: (technical advice, estimation of remaining lifetime?) …………………………….……………. 

 Certification body: …………………………….………………………….………………………….………………………….………………. 

 Maintenance services provider: …………………………….………………………….………………………….………………………. 

 Research institute: …………………………….………………………….………………………….………………………….………………. 

 Politics: …………………………….………………………….………………………….………………………….………………….……………. 

 Finance: …………………………….………………………….………………………….………………………….………………………………. 

 Lawyer: …………………………….………………………….………………………….………………………….………………….……………. 

 Other: …………………………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

In your opinion, what is the general motivation of LTE? 

(Please specify whether it adds value to Operating Assets (OA) or New Projects (NP); and whether it 

involves internal decision (ID) or a financial transaction, due diligence (DD)) 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

Figure C.1: Semi-structured survey questions (1/4)
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Concerning the health status of an asset:

• What activities do you perform to understand the health status of an asset? 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

Preventive Maintenance (PM) & Inspections: YES  - NO  - How often? ……………………………………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

Monitoring: YES  - NO  - If YES, redirect to next question 

• What do you monitor and what is the role of monitoring? (TI, loads, CMS?) 

Loads: YES  - NO  - If YES , where (tower?), how (sensors?) …………………………..………….………………. 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

• Do you have a record of operation and maintenance history? 

YES  - NO  - If YES , how? (log books…) …………………………………………………..……..………….………………. 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

• How do you plan to use this information in an end-of-life scenario? 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

Has your company been involved in any LTE project? 

• How did you assess the remaining useful lifetime? 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

Is the interviewee working for a third party involved? YES  - NO  ………….…………………………...………… 

Was the OEM involved? YES  - NO  …………………………………...……………………………………………...…………. 

Was the design model used? YES  - NO  …………………………………...…………..…………………………...………… 

Which data was used for the assessment? ……….…………………………………...…………..…………………………...………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

*** Wind conditions: WS  - TI  - shear  - Others  ……….…….…………………...………… 

*** Loads: YES  - NO  ……………....…………..…………………………………………….....................………… 

*** Reliability data: Failure rates  - Others  : ………….………………….…………………..........………… 

*** How long did it take to be conducted? ………………………….…………………….……..………………...………… 

Were there any critical components? ……………….…………………………………...…………..…………………………...………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

• What investments and retrofits were necessary? 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

Figure C.2: Semi-structured survey questions (2/4)
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• Was re-certification needed? 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

• What were the factors that affected the decision? 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….……………

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

• Which parameters had major uncertainty? 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

From the following chart, what were the most uncertain categories/ parameters? 

Operation Site 

conditions 

RUL 

assessment 

Economics Legal 

framework 

Other aspects

Performance Turbulence 

intensity 

Design models Market price 

electricity 

Insurance Availability of 

spare parts 

O&M costs Wind speed Critical 

components 

Energy yield Authority 

requirements 

Grid 

requirements 

Figure C.3: Semi-structured survey questions (3/4)
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PART II: General aspects of lifetime extension 
How do policy and legal aspects play a role for LTE in your country? 

 Support: …………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

 Hinder: …………….…………….………………………….………………………….………………………….…………………….……..……… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

• If incentives are existing, are they enough to ensure profitability? 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

What are the biggest difficulties and concerns? 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

How do you see the application of the recent DNVGL standard on lifetime extension? 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

What services does the industry need? 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

Do you think specific national/European policies need to be formulated? 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

……………………………….…………….………………………….………………………….………………………….…………………….…………… 

Figure C.4: Semi-structured survey questions (4/4)
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