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Abstract 

Partial Discharges are symptoms of insulation degradation that continually 

promotes the deterioration of the insulation condition, eventually leading to 

permanent failures. The PD event itself is not dangerous but it is the state of the 

discharge activity that can lead to unforeseen failures. Hence continuous monitoring 

of PD enables the prevention of these unforeseen failures that result in economic 

losses. High voltage equipment that has been installed more than forty years ago is 

highly susceptible to PD since it is reaching the insulation end life. For the case of 

underground cables, continuous PD monitoring will help avoid unplanned outages 

and the need for the immediate replacement of faulty cable sections that will incur 

large costs. Traditionally, PD diagnostics have been carried out through offline 

methods, whereby the cable specimen is removed from service during the diagnostic 

tests. On the other hand, online PD diagnostics are preferable since the services are 

not disrupted. However, there are some major challenges that come with the online 

approach. For instance, heavy noise interference, the detection and location of PD 

through the interpretation of measured signals. 

Presented in this Thesis are presented novel contributions to the area of 

online PD detection for underground HV cables. The work encompasses aspects of 

physical data acquisition procedures and the post-processing signal processing 

algorithms. 

A new online PD data acquisition unit equipped with pre-processing and 

signal conditioning is presented. The system has other features that take into account 

the difficulties of logistics as well as issues related to the regulations and protocols of 

the utility. The primary aim of this developed system is to produce a PD database 

that will be used for research purposes. 
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Since applied wavelets for the field of PD diagnostics have been popular 

amongst researchers, it was investigated further in this Thesis. Following from the 

data acquisition system, large data sizes required intensive processing. A new 

wavelet-based algorithm combined with the use of Higher Order Statistics is 

presented. This algorithm enables the simplification of data signals to highlight 

potential PD activity resulting in the reduction of manual examination of wavelet 

algorithms. 

The conventional wavelet algorithms applied in the literature generally 

referred to a specific approach of the wavelet implementation i. e. the decimated 

approach. However, it was found that the non-decimated approach has several 

advantages with regards to PD signature detection and PD location. The application 

of both approaches and their comparisons is applied to simulated data as well as 

online field data. 

Finally, the analysis of online PD data acquired from the new data acquisition 

system is presented. Several PD characterisation processes are applied and positive 

results were generated. Aspects relating to the physical environments of test site are 

also included. The challenges and experiences gathered in this research project are 
described. 

vii 



Acronyms 

2D Two Dimensional 

3D Three Dimensional 

BPF Band-pass Filter 

CBM Condition Based Monitoring 

CWT Continuous Wavelet Transform 

CT Current Transformer 

db Daubechies 

dB Decibel 

DWT Discrete Wavelet Transform 

EPR Ethylene-Propylene Rubber 

FIR Finite Impulse Response 

FT Fourier Transform 

FTP File Transfer Protocol 

GIS Gas-Insulated Substation 

GPS Global Positioning System 

HPF High-pass Filter 

HV High Voltage 

IDWT Inverse Discrete Wavelet Transform 

LPF Low-pass Filter 

LV Low Voltage 

MV Medium Voltage 

vii' 



OWTS Oscillating Wave Technique 

PD Partial Discharge 

RF Radio Frequency 

RMU Ring Main Unit 

SNR Signal to Noise Ratio 

STFT Short Time Fourier Transform 

SURE Stein's Unbiased Risk Estimator 

SWT Stationary Wavelet Transform 

TDR Time Domain Reflectometry 

UHF Ultra High Frequency 

VHF Very High Frequency 

VLF Very Low Frequency 

WT Wavelet Transforms 

XLPE Cross-linked Polyethylene 

ix 



Contents 

Chapter 1: Introduction ...................................................................................... 1 

1.1 Partial Discharge Diagnostics for Underground Cables 
................................ 1 

1.2 Motivation for our Research .......................................................................... 4 

1.3 Summary of Original Contributions 
............................................................... 5 

1.4 Organisation of Thesis ................................................................................... 6 

Chapter 2: Fundamentals of Partial Discharge in Underground Cables ........... 10 

2.1 Introduction .................................................................................................. 10 
2.2 Partial Discharge Definition ......................................................................... 11 

2.2.1 Internal Discharges ............................................................................... 12 

2.2.2 External Discharges ............................................................................. 14 

2.3 PD Physical Mechanism .............................................................................. 15 

2.4 Cable Structures and Theory ........................................................................ 17 

2.4.1 Conductor ............................................................................................. 18 

2.4.2 Insulation .............................................................................................. 19 

2.4.3 Sheath and Armour .............................................................................. 20 

2.5 Transmission Line Equations ....................................................................... 20 

2.6 Attenuation and Dispersion .......................................................................... 23 

2.6.1 Reflections at Terminations 
................................................................. 23 

2.7 How to Detect PD ........................................................................................ 24 

2.7.1 Non-Electrical Detection Methods ....................................................... 24 

2.7.2 Electrical Detection Methods ............................................................... 25 

2.8 How To Locate PD's - Signals Point of View ............................................ 29 

X11 



2.8.1 Single Ended Location ......................................................................... 
29 

2.8.2 Double Ended Location ........................................................................ 
31 

2.9 Condition Based Maintenance ..................................................................... 
33 

2.9.1 Offline Location Techniques ................................................................ 
34 

2.9.2 Online Location Techniques ................................................................ 
35 

2.10 Conclusion .................................................................................................. 
37 

Chapter 3: PD Data Interpretation and Signal Processing Techniques .............. 38 

3.1 Introduction .................................................................................................. 
38 

3.2 Partial Discharge Signals ............................................................................. 
39 

3.2.1 Types of signals ................................................................................... 
39 

3.2.2 PD Propagation and Cable Effects ....................................................... 42 

3.3.3 Errors in PD Location .......................................................................... 
42 

3.3 Knowledge Rules for Data Interpretation .................................................... 
45 

3.3.1 Partial Discharge Quantities ................................................................. 
45 

3.3.1.1 Basic Quantities .............................................................................. 
45 

3.3.1.2 Derived Quantities .......................................................................... 
46 

3.4 Applied Signal Processing for PD Diagnostics ............................................ 
47 

3.5 Wavelet-based Algorithms for PD Analysis ................................................ 
50 

3.5.1 Introduction to Wavelet Transforms .................................................... 50 

3.5.2 Types of Wavelet Transform and Implementation .............................. 51 

3.5.2.2 Continuous Wavelet Transform ..................................................... 51 

3.5.2.3 Discrete Wavelet Transform .......................................................... 
52 

3.5.2.4 Stationary Wavelet Transform ....................................................... 55 

3.5.3 Wavelet De-Noising ............................................................................. 
56 

3.5.4 Applied Wavelets to PD diagnostics .................................................... 58 

3.6 Conclusion ................................................................................................... 
59 

Chapter 4: Remote Access PD Data Acquisition (RPDAQ) System Design ........ 61 

4.1 Introduction .................................................................................................. 
61 

Xlii 



4.2 Problems associated with Online PD data acquisition ................................. 
62 

4.3 Requirements for PD data acquisition instrument ....................................... 
63 

4.4 New Partial Discharge Acquisition Unit ...................................................... 
64 

4.4.1 Technical specification and unique features ........................................ 
64 

4.4.2 Hardware Architecture ......................................................................... 
64 

4.4.2.1 Inputs from sensors ......................................................................... 
66 

4.4.2.2 Protection Device ............................................................................ 
67 

4.4.2.3 Data Logger ..................................................................................... 
69 

4.4.2.4 Switching Device ............................................................................ 
70 

4.4.2.5 Signal-Conditioning Unit ................................................................ 
70 

4.4.2.6 Data Acquisition .............................................................................. 
72 

4.4.2.7 Storage Media ......... ........................................................................ 
73 

4.4.2.8 System Controls ...... ........................................................................ 
73 

4.4.3 Software Operations ..... ........................................................................ 
74 

4.4.4 Overall System Process ........................................................................ 
77 

4.4.4 Data Acquisition Process -"Acquire" .................................................. 
80 

4.5 Performance of PD Acquisition Unit ........................................................... 
83 

4.5.1 Pre-prototype Field Trials .................................................................... 
83 

4.5.2 Full system Field Trials ........................................................................ 
84 

4.5.2.1 Current load profile ......................................................................... 
84 

4.5.2.2 Types of data - varying sampling rates ........................................... 85 

4.5.2.3 Comparison to pre-prototype data ................................................... 
87 

4.5.3 Problems and Limitations of the system .............................................. 89 

4.6 Conclusion ................................................................................................... 
90 

Chapter 5: Wavelet-based PD Analysis ........................................................... 92 

5.1 Introduction .................................................................................................. 92 

5.2 Why Wavelet-based PD Detection ............................................................... 
93 

5.2.1 Important Factors for Wavelet Implementation ................................... 94 

5.2.1.1 Choice of wavelet ............................................................................ 
94 

xiv 



5.2.1.2 Level of Decomposition 
.................................................................. 95 

5.2.1.3 Deviation of Local Maxima ............................................................ 96 

5.2.2 The Approaches to PD Detection ......................................................... 96 

5.2.2.1 Multi-scale Edge Detection Method ............................................... 96 

5.2.2.2 Wavelet De-Noising Approach ....................................................... 99 

5.3 Which optimal Wavelet Technique? .......................................................... 101 
5.3.1 Implementation of Wavelet Transforms ............................................ 101 

5.3.2 Significance of Shift invariant properties .......................................... 101 

5.3.3 Performance of Decimated and Non-Decimated DWT ..................... 102 

5.3.3.1 PD Detection and Its Wavelet Signature ...................................... 102 

5.3.3.2 Wavelet De-Noising ...................................................................... 108 

5.4 Novel Kurtosis Based Wavelet PD Detection Algorithm .......................... 110 

5.4.1 The Algorithm Description ................................................................ 112 

5.4.2 Simulation Results ............................................................................. 114 

5.4.3 Results on Field Data ......................................................................... 124 
5.5 Conclusions ................................................................................................ 127 

Chapter 6: Interpreting Online HV Field Data ................................................... 129 

6.1 Introduction ................................................................................................ 129 

6.2 Substation A-B 33 kV Network Configuration ........................................ 130 
6.2.1 Sensor Connections at Substation A .................................................. 132 

6.2.2 Cable Joints ........................................................................................ 133 

6.3 Interpreting the origin of pulse ................................................................... 134 

6.3.1 Single Ended Systems ........................................................................ 134 
6.3.1.1 Single Ended Location Method ..................................................... 136 

6.3.2 Double Ended Systems ...................................................................... 139 
6.4 Substation A Field Data ............................................................................. 140 

6.4.1 Unprocessed Field Data ..................................................................... 140 
6.4.2 Noise Analysis For the Raw Signals .................................................. 142 

6.5 Characterisation of PD 1 source .................................................................. 147 

xv 



List of Figures 
Figure 2.1: Internal discharges : -flat void, spherical void, long and parallel voids..... 13 
Figure 2.2: Electrical Tree ............................................................................................ 14 
Figure 2.3: Surface discharges ..................................................................................... 14 
Figure 2.4: Corona at sharp edges ................................................................................ 15 
Figure 2.5: (a) Gas void in the insulation ; (b) Equivalent `abc' circuit ...................... 16 
Figure 2.6: Recurrence of Discharges [Bartnikas 2000] .............................................. 17 
Figure 2.7: (a) PVC insulated solid aluminium conductor (b) Stranded 4 core cable. 18 
Figure 2.8: Equivalent circuit for a transmission line of length OZ ............................. 21 
Figure 2.9: Basic circuit for electrical discharge detection .......................................... 26 
Figure 2.10: Tan S vs voltage waveform ..................................................................... 27 
Figure 2.11: Basic Schering Bridge Circuit ................................................................. 27 
Figure 2.12: Bewley lattice diagram for PD event ....................................................... 30 
Figure 2.13: Measured PD signals ............................................................................... 31 
Figure 3.1: PD current pulse waveforms: (a) N2 99%ISF61 %, (b) pure CO2 

. ............. 40 
Figure 3.2: PD wave shapes (a) Wide band detection systems (b) Narrow band 

detetion systems ................................................................................................... 40 
Figure 3.3: Step-like waveform for a positive going transition from state sl 

to state s2 [Paulter 2002] ....................................................................................... 43 
Figure 3.4: Pulse distortion of incident and reflected PD pulse ................................... 44 
Figure 3.5: Example of N+q plot generated from liquid nitrogen through a plane 

electrode [Swaffield 2004] ................................................................................... 47 
Figure 3.6 : Meyer Wavelet, Daubechies Wavelet, Haar Wavelet [Misiti 2000] ....... 51 
Figure 3.7: Wavelet decomposition for decimated DWT ............................................ 53 
Figure 3.8: Wavelet reconstruction for decimated DWT ............................................. 54 
Figure 3.9: Wavelet Decomposition for SWT ............................................................. 55 
Figure 3.10: Wavelet reconstruction for SWT ............................................................. 56 
Figure 3.11: Types of threshold (a) Original signal (b) Hard thresholding (c) Soft 

thresholding with value of 5 
................................................................................ . 57 

Figure 4.1 Block diagram for RPDAQ ...................................................................... . 65 
Figure 4.2: Picture of RPDAQ during On-site testing ................................................ . 66 
Figure 4.3: Picture of Protection Box at site, with connections made ........................ . 68 
Figure 4.4: Circuit diagram for protection device ....................................................... . 

69 
Figure 4.5: Block Diagram for signal-conditioning unit ............................................. . 71 
Figure 4.6: Picture of signal-conditioning unit ........................................................... . 72 
Figure 4.7: Header-Generator software for RPDAQ .................................................. . 75 
Figure 4.8: RPDAQ client software ............................................................................ . 76 

xvii 



Figure 4.9: Overall System Process Flow Chart .......................................................... 
77 

Figure 4.10: Process flowchart for "Acquire" command ............................................ . 80 
Figure 4.11: Block diagram of pre-prototype measurement devices .......................... . 83 
Figure 4.12: Daily Load profiles: Maximum, minimum and typical patterns for 

summer and winter 2002/2003 [SP Dist 2003] ................................................... . 84 
Figure 4.13: Daily load profile during weekday and weekend measured from 

RPDAQ ................................................................................................................ 85 
Figure 4.14: Typical examples of measured signal from the RPDAQ ........................ 87 
Figure 4.15: Comparing measurements from prototype setup and RPDAQ ............... 88 
Figure 4.16: Zoomed version of PD structure for test measurement setup and 

RPDAQ ................................................................................................................ 
89 

Figure 5.1: Flow Diagram of general approach to PD analysis ................................... 
94 

Figure 5.2: Mother wavelet tV (x) in (a), and cubic spline function, O(x) in (b) ......... 
97 

Figure 5.3: Example of wavelet decomposition ........................................................... 
98 

Figure 5.4: Example for shift invariant property ....................................................... 
102 

Figure 5.5: Sample signal ........................................................................................... 
103 

Figure 5.6: Normalised wavelet decomposition using DWT-A approach ................. 104 
Figure 5.7: Normalised Wavelet Decomposition for DWT-B approach ................... 105 
Figure 5.8: Detail scale 5, (D5) for DWT-A and DWT-B ......................................... 105 
Figure 5.9: Example for segment selection in cross correlation application ............. 106 
Figure 5.10: De-noised signals for the DWT-A and DWT-B using the .................... 109 
Figure 5.11: New wavelet-based on HOS PD detection algorithm ........................... 113 
Figure 5.12: Simulink model for PD simulation in cable .......................................... 115 
Figure 5.13: (a) Simulated PD signal (b) Pure noisy signal ....................................... 115 
Figure 5.14: Wavelet approximation scales for signal containing PD ....................... 117 
Figure 5.15: Wavelet detail scales for signal containing PD ..................................... 117 
Figure 5.16: Wavelet approximation scales for signal with no PD ............................ 119 
Figure 5.17: Wavelet detail scales for signal with no PD .......................................... 119 
Figure 5.18: Kurtosis values for the wavelet decomposition scales .......................... 120 
Figure 5.19: Smart sum for wavelet approximation scales ........................................ 

123 
Figure 5.20: Smart sum for wavelet detail scales ...................................................... 124 
Figure 5.21: New Algorithm results for 33kV field data where the x-axis denotes the 

segmented parts of the whole 50Hz sample signal (a) Rule 1 and 3 for 
approximation scales, (b) Rule 1 and 3 for detail scales, (c) Rule 2 for both 
approximation and detail scales ........................................................................ . 125 

Figure 5.22: Smart-sum result for segment 5 of signal ............................................. . 126 
Figure 5.23: Smart-sum result for segment 7 of signal ............................................. . 126 
Figure 6.1: Picture of IP65 location in substation switchyard .................................. . 131 
Figure 6.2: Substation A-B 33 kV Cable Network ................................................. . 131 
Figure 6.3: Interpreting pulse origin from single ended measurement systems ....... . 135 
Figure 6.4: Example of TDR location technique ...................................................... . 137 
Figure 6.5: Example of cable joint markers used for TDR analysis. (a) Cable network 

topography indicating the position of cable joints within the cable. (b) TDR 
signal with cable joint markers added ............................................................... . 138 

Figure 6.6: Interpreting pulse origin from double ended measurement systems ...... . 139 
Figure 6.7: Typical example of double ended measured signal ................................. 

139 

xviii 



Figure 6.8: RPDAQ data for Cable-1 cable circuit .................................................... 141 
Figure 6.9: RPDAQ data for Cable-2 cable circuit .................................................... 142 
Figure 6.10: De-noised "signal" for WI and W2 ....................................................... 143 
Figure 6.11: Transient noise interference for W1 and W2 ......................................... 144 
Figure 6.12: Zoomed de-noised PD pulses ................................................................ 145 
Figure 6.13: Zoomed version of transient noise ......................................................... 146 
Figure 6.14: Characteristics of PD1 inception voltage with the load current............ 147 
Figure 6.15: Variations of phase voltages and effects on phase angle ....................... 148 
Figure 6.16: Pulse propagation within Substation A cable network .......................... 148 
Figure 6.17: Scatter plot of PD1 for peak voltage values against relative phase 

voltage (Blue (B), Red (R), Yellow (Y)) ........................................................... 149 
Figure 6.18: Signal averaging for 100 PD1 pulses for 3 phases in W2 cable............ 151 
Figure 6.19: Using cable joint information to identify possible reflections .............. 152 

xix 



List of Tables 

Table 3.1: List of Basic PD Quantities ......................................................................... 46 
Table 4.1: List and description of commands for RPDAQ .......................................... 79 
Table 5.1: Modulus Maxima values of wavelet decomposition example .................... 99 
Table 5.2: Results of comparing de-noised signal through the normalised cross 

correlated values of the de-noised signal and the original signal for the 
exponential decay pulse and the decaying sinusoidal pulse ............................... 108 

Table 6.1: General characteristics of a pulse and its reflection in a cable ................. 136 

xx 



Chapter l: Introduction 

Chapter 1: Introduction 

1.1 Partial Discharge Diagnostics for Underground Cables 

Recent growth in population and urbanisation has increased the demands of 

electricity supplies worldwide. Many important management and reliability issues 

have been prioritised in order to cope with the daily electricity requirements. 

Technology advancement from light industries to heavy industries in this competitive 

world has sparked a necessity of maintaining the supply of electricity without 

disruptions, as this would affect the vast businesses. Even domestic users are 

applying pressure on the utility companies to ensure continuous power supply to 

their homes. Hence, the pressure is increasing on the electricity distribution 

companies to ensure the reliability of their services. This means that unnecessary and 

unforeseen disruptions have to be minimised wherever possible. The main method of 

achieving this is to minimise electrical breakdowns from the high voltage equipment. 

The majority of electrical breakdowns in the 21S` century are likely to 

originate from insulation deteriorations. Much of the high voltage equipment that has 

been installed around the 1950's and 1960's is reaching the end of its operating life 

[Kreuger 1989]. Gas filled voids are common among such equipment, formed 

through continuous cyclic loading effects and also during the manufacturing 

processes. This is especially true for paper insulated oil impregnated cables. 

Insulation materials such as polyethylene and epoxy have been used widely because 
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Chapter I. - Introduction 

of their good dielectric properties. When parts of the insulation are substituted with 

voids, the dielectric properties start to differ. These gas filled voids have lower 

electrical permittivity compared to the dielectrics. Hence, the electric field stress 

within the void is higher than in the dielectric. In general, a void has lower 

breakdown strength than the surrounding dielectric. A gas void will break down 

before the strength of the surrounding dielectric is reached. This phenomenon is 

known as Partial Discharge (PD). 

The occurrence of PD is not classified as critically dangerous because it 

depends on the level of discharge activity within the insulation. However, the 

degradation of the insulation is further promoted through partial discharges and 

eventually leads to permanent breakdowns. For this reason, preventive measures are 

preferred, for example through continuous condition monitoring of high voltage 

equipment and substations. 

In order to do this, the discharges must first be detected and located in order 
to accurately classify the level of discharge activity. There are several factors that 

will affect the level of discharge activity. The main factor is the physical properties 

of the defect, for instance: type of discharge - for example internal or surface 
discharge, corona or electrical trees. Other complex factors such as the size and 

orientation of the void and electric field stress will also affect the discharge activity 
[McAllister 1997, Bartnikas 2002]. 

PD diagnostics are performed either through offline or online methods. The 

offline diagnostics are more established and there have been several successful 

techniques used. However, offline techniques are performed whilst the cable circuit 

is removed from service and have to be energised separately through an external 

power source. Among these techniques are the 0.1 Hz Very Low Frequency (VLF) 

techniques [EaTech 2001, KEMA 2004] and the, Oscillating Wave Test System 

(OWTS) technique [Gulski 2000]. The main advantage of this method is that the test 

cable will be isolated and the location of the discharge is performed relatively easily 

since there are fewer problems associated with signal interpretation and noise 
interference. Obviously, a disruption in service is required for the offline method, 

which could vary from several hours to several days. This is generally more 
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Chapter 1: Introduction 

expensive and undesirable for economic reasons. Furthermore, the diagnostics will 

not exhibit actual characteristics of the PD activity during normal operating 

conditions. 
For online diagnostics, the measurements are performed whilst the HV 

equipment is under normal operating conditions. This method is preferred mainly for 

economic reasons and to minimise power disruptions. Previously, the application of 

online diagnostics has not been widespread because of major challenges in data 

interpretation and dealing with high noise interference, which causes limitations in 

measurement sensitivity to levels above those required for accurate evaluation. 

Online diagnostics usually is performed by signal acquisition from sensors attached 

to the cables; this involves signal interpretation and some form of de-noising. 

Recently, the research drive is to online PD diagnostics. Advancement in 

semiconductor and microprocessor technology has opened new avenues to deal with 
issues associated with online PD diagnostics. High-speed data acquisition devices, 

sensors, and microprocessors in the GigaHertz frequencies provide stronger 

processing power and noise mitigation capabilities. In addition, advanced signal 

processing techniques are more readily implemented through these technologies. 

Commercial units available in the market mostly utilise computer-based 

systems that enable data acquisition and on-board data processing. Examples include 

the LDS-6 [LDIC], NetworkTrend [Webb 2002], and Partial Discharge Locator 

(PDL) [Baur 2005]. These units have high frequency sensors incorporated in the 

diagnostics toolkits. The PDL claims to have the ability to measure the apparent 

charge of the PD and to determine its location for MV cable joints. Other older 

online techniques would have required the cable surface to be accessible in order that 

sensors could be spread along the cable. 

In reality access to underground cable networks is the major problem that 

hampers online PD diagnostics. Accessible points on the cables are limited and 

usually located at the terminations. Furthermore, live connections imply that the 

cable networks are interconnected so that signal interpretation becomes inherently 

complicated especially in the presence of noise interference. 

3 



Chapter 1: Introduclion 

In this thesis, we plan to address the issues associated with online PD 

diagnostics for underground HV cables particularly with signal acquisition and data 

interpretation. 

1.2 Motivation for our Research 

The motivation for our research in the area of online Partial Discharge 

detection and location for underground high voltage cables stems from several 

perspectives: 

(i) Online PD diagnostics techniques are economical and efficient for 

underground cables. Data acquisition systems that operate under these 

conditions are limited and costly. The main driving force behind this 

research is the development of online PD diagnostic systems for high 

voltage underground cables. 

(ii) Noise interference is a common problem for online PD diagnostics 

that impairs the detection and location of PD within the equipment. 
Most systems are operated offline for this reason. Field data from 

online high voltage equipment for research purposes are not available 
in the industry. Hence, priority is emphatically placed on the 

generation of field data. 

(iii) In many situations, only single-ended diagnostic techniques can be 

performed under online conditions for underground HV cables. This 

is due to the physical accessibility to the equipment. We plan to 
investigate the feasibility of single-ended diagnostic systems for 

cables and to characterise the PD from such data. 
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Chapter 1: Introduction 

(iv) Wavelet transforms have many forms of variations and have been 

applied in PD diagnostics but the investigation into online field data is 

limited. The development of wavelet-based algorithms and 

performance evaluation of current algorithm is investigated further in 

this research work. 

In this thesis the problems associated with online PD detection and 
location through single-ended systems will be addressed. A new data 

acquisition system will be developed and novel digital signal processing 

algorithms for PD detection will be presented. Online field data from high 

voltage cable network will also presented and investigated. 

1.3 Summary of Original Contributions 

The research documented in this thesis includes original contributions to the 
field of Partial Discharge assessment for HV underground cables. These 

contributions are as follows: 

(i) A new remote controlled PD data acquisition system (RPDAQ) is 

presented. This system enables the data acquisition from online cable 

systems. It includes features that enable signal conditioning during 

acquisition or post-processing and large storage capacity, addresses 
issues associated with logistics. A PD database is generated from this 

system. 

(ii) A new kurtosis based wavelet transform algorithm for PD detection is 

presented. The algorithm identifies regions within the input signal that 

may contain PD activity. The algorithm utilises a novel `Smart Sum' 

technique, which produces simplified signals for user interpretation. 
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Chapter 1: Introduction 

The algorithm is applied to simulated data and field data obtained 

from the RPDAQ. 

(iii) A method of PD location in cables for single-ended and double-ended 

systems that utilises the non-decimated Discrete Wavelet Transform is 

presented. The advantages and application of non-decimated Discrete 

Wavelet Transforms over conventional decimated Discrete Wavelet 

Transforms is analysed and demonstrated on simulated and field data 

from the RPDAQ. 

1.4 Organisation of Thesis 

The organisation of the thesis is as follows: 

Chapter 2 

In Chapter 2 the fundamentals of Partial Discharges in underground HV 

cables are presented. The different types of PD are described followed by their 

physical mechanisms and properties. The general theory of physical cable 

configuration and the characteristics of pulse propagation within the cable are also 

presented. These include the transmission line characteristics and the cable losses 

and the effects on PD signal due to such phenomena as attenuation and dispersion. 

Methods of PD detection are then covered where electrical and non-electrical 

methods are reviewed. Aspects of PD location in cables are dealt with, for instance 

the single-ended and double-ended methods where the procedure and interpretation 

of these methods are elaborated. Finally, a review of condition-based maintenance 

approaches is presented. This encapsulates the techniques that have been applied 

within this research field under offline and online conditions. 
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Chapter 3 

Chapter 3 covers the relevant signal processing, wherein the various types of 
PD signal are discussed taking into account the aspects of pulse propagation and 

losses in the cable, and the uncertainties and errors that arises from these. Several 

knowledge rules of PD quantities are presented, and these include the basic quantities 

and the derived quantities that are generated through post-processing of PD data. 

These quantities are then used to aid the interpretation of PD and determine the 

severity of PD activity within the HV equipment. A review of signal processing 

techniques applied on PD diagnostics is then presented. Techniques employed by 

researchers such as digital filtering, fuzzy reasoning, neural networks and more are 

elaborated. Recently, wavelet transforms has emerged to be useful tool for PD 

processing. Hence, a section is dedicated to the understanding of wavelets and its 

applications. The different types of implementation, its application and how it has 

been applied to the field of PD analysis are presented. 

Chapter 4 

Chapter 4 describes the new remote controlled PD acquisition system 
(RPDAQ) that was developed in this research project. The difficulties and problems 

associated with online PD data acquisition are discussed. The requirements for online 

PD monitoring systems for optimal performances are also described. Then the new 

remote controlled PD acquisition unit is described. All the features and components 

of the system are elaborated stage by stage. Hardware description and software 

programmes are presented and a major operation procedure is included. Then the 

performance of this new system is evaluated through comparison with another 

prototype measurement system. The data acquired from field test are preliminarily 

examined with the current load profile and the various types of data acquired from 

the available data acquisition settings are presented. Finally, the limitations of the 

RPDAQ are discussed. 
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Chapter 5 

In Chapter 5, issues related to the wavelet-based PD analysis are presented. 

The important aspects required for effective wavelet analysis and implementation is 

presented. For instance, the type of wavelet, the depth of the analysis and the natural 

tendency of the wavelet decomposed signals. The two approaches where wavelets 

are commonly used for PD detection - i. e. the multi-scale edge detection approach 

and the de-noising approach - are described. The advantages and disadvantages of 

each approach are elaborated. Then from among the several types of Wavelet 

Transform (WT) available, it is revealed that using non-decimated Discrete Wavelet 

Transform (DWT) yielded better performance compared to the decimated DWT. 

Robust PD signatures are generated through the non-decimated DWT and the effects 

are demonstrated when applied to PD location. These results are due to the shift- 

invariance property. The comparison of both wavelet implementation methods is 

performed and results from the analysis are presented. A new algorithm that 

combines this non-decimated DWT and higher-order-statistics is then presented. This 

algorithm can be applied to PD data to summarize segments of the signal (relative to 

phase) that may contain PD activity. It aids a user to pre-identify the useful part of 

the signal that will be analysed in detail. This algorithm is applied on simulated data 

and field data, and the results are presented. 

Chapter 6 

In this chapter, the signal processing and PD analysis techniques are applied 
to the field data acquired from the new RPDAQ acquisition system. The background 

of physical network configuration of the substation where the data acquisition was 

performed is described. This includes the cable joint details and the sensor devices 

used during the data acquisition process. The systematic approaches of locating PD's 

in a cable for a single-ended system and a double-ended system are presented. These 

approaches utilise the information of the cable joint locations because they are 

common locations of PD, according to the literature. Then the comparison of 
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unprocessed data and processed data for the set of measurements conducted for the 

pair of cables at the substation is presented. A noise analysis of the signals is 

performed and the result of the analysis is discussed. It was found that a signal 

structure within the set of signals contained information similar to PD. Hence, an 

attempt was made to characterise this signal structure. The result of the analysis is 

presented and the outcome from this analysis is discussed. 

Chapter 7 

Finally, Chapter 7 concludes with the summary of the contributions presented 
in this thesis and the conclusions drawn. Also presented is a discussion of the 

potential future research directions that may be employed in the area of detection and 
location of Partial Discharges in underground transmission cables. 
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Chapter 2: Fundamentals of Partial Discharge 

in Underground Cables 

2.1 Introduction 

Much high voltage equipment is reaching the current end of its operational 

life at this present time. Equipment such as cables, transformers, motors, bushings, 

etc. are starting to cause problems since it was installed around the 50's and 60's. 

Insulation deterioration problems have prompted important developments in 

condition monitoring and early detection of potential breakdowns, in order to prevent 

unforeseen breakdowns: In many countries, industry and academics are collaborating 

to develop systematic and effective non-destructive diagnostic techniques and 

condition monitoring procedures to maintain the integrity of such high voltage 

equipment. 

A common cause of insulation degradation is that due to Partial Discharges 

(PD). A partial discharge is considered as an effect arising from defective insulation. 

The danger of PD activity is that it promotes the further degradation of the insulation 

condition and eventually leads to permanent electrical breakdown. Hence, it has been 

a primary importance to monitor the level of PD activity. The theory of PD's 

involves the analysis of materials, electric fields, arcing characteristics, pulse wave 

propagation and attenuation, sensor spatial sensitivity, frequency response and 

calibration, noise and data interpretation [Paoletti 2001]. The expression "prevention 

is better than cure" has been adopted by the utilities and governments to avoid 
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catastrophic failures. The subject has been actively researched since the early 80's 

and significant advances have been made. However, researchers are still trying to 

develop methods of predicting the lifetime of insulation from measurements of the 

activity of partial discharges. 

In this chapter, the fundamentals of partial discharge are presented. In section 

2.2, the definitions and nomenclature of PD are described. The mechanisms and 

properties of PD are also presented here. Section 2.3 describes the models of cables 

and the different types of cables available including the dielectric properties of the 

cables. Methods of PD detection are presented in section 2.4. This includes the 

evolution of PD detection from the conventional methods to the more modern 

techniques. Basic and derived quantities for PD are presented in section 2.5. In 

section 2.6, the advantages and disadvantages or offline and online detection are 

presented and the conclusions drawn are presented in section 2.7. 

2.2 Partial Discharge Definition 

Partial Discharge (PD) is defined as a localised electrical discharge in the 

insulating medium, restricted to a part of the dielectric under test and only partially 

, 
bridging the insulation between conductors [IEC 60270]. The discharge is caused by 

concentration of electrical stress localised in the insulation or its surface. PD's give 

rise to high frequency voltage and current pulses, which propagate along a cable 

returning through a ground path. Associated with these are electric and magnetic 

fields, which propagate in the surrounding insulation and dielectric material. Typical 

discharges have rise times in the order of ns and pulse duration of less than 1 gs 

[Boggs 1990a]. The order of magnitude of the discharges is small, usually measured 

in pC. 

Partial discharge is commonly caused through field enhancement in the 

gaseous, solid or liquid insulation, or through voids or inclusions in the solid or 
impregnated insulation, or through sharp protrusions. Progressive deterioration 

caused by discharges in gas-filled voids [Mayoux 1995], has been known to be one 
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of the major factors limiting the life of cable, transformer and capacitor dielectrics. 

More emphasis has been given to power cables with regards to voids. Evidently, 

many new types of cables have been developed with better dielectric properties to 

cope with the issues of insulation deterioration and increasing the durability. Gaseous 

voids are usually formed during the manufacturing process or formed after a 

significant operation period [Bartnikas 2000]. Modern polymeric cables such as PE, 

XLPE, and EPR are screened thoroughly during the manufacturing process to 

eliminate the formation of voids [Peschke 1999]. For the oil impregnated paper 
insulated cables, the current and thermal loading of the cables often causes oil 

migration to occur which leads to formation of voids [Bungay 1982]. 

The various categories of PD are simplified into four types of physical 
discharges in [Kreuger 1989], i. e. surface discharges, internal discharges, electrical 
trees, and corona. PD is distinctively classified into internal discharges within a 

closed system or external discharges that occur outside the equipment [Weber 1986]. 

2.2.1 Internal Discharges 

Voids or cavities, inclusions and electrical trees are the major sources of 
internal discharges. Inclusions can arise from dirt, paper or textile fibres and other 
foreign particles impregnated into the insulating material during manufacturing 

process. The low dielectric strength of such inclusions will cause internal discharges 

to occur. In gas-filled voids or cavities, the discharge properties and characteristics 

are governed by their orientation and size [McAllister 1997, Kreuger 1989]. Figure 

2.1 illustrates several examples of internal voids and their orientation. A flat void 

situated perpendicular to the electric field has a stress value of 

EC = ed Ed (2.1) 
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where E, is the stress in the void, Ed is the dielectric constant of the insulating 

material and Ed is the stress in the dielectric. For a void that is long and parallel to the 

direction of the electric field, the stress is 

E=E,, (2.2) 

For spherical voids, the stress in the voids is [Kreuger 19891: 

3t 
Eý. =�E,, (2.3) 

1+2Ed 

which tends to 1.5Ed, for large Ed, where Ed is the dielectric constant of the insulating 

material 

Dielectric Insulation 

Figure 2.1: Internal discharges : -flat void, spherical void, long and parallel voids. 

Another source of internal discharges originates from electrical trees as 

depicted in Figure 2.2. It starts from a defect in the insulation and the growth is rapid 

as the tree sets in. After some time, the branches and stems grow hollow. The 

discharges become clearly visible and grow in extremely short periods that may 

cause breakdowns [Baumgartner 1991]. Electrical trees can be caused by water trees, 

which are formed when moisture or water ingress into the insulation. The study of 

electrical trees and propagation of the trees are described in I Dissado 1997, Kaneiwa 

2000]. 
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Figure 2.2: Electrical Tree 

2.2.2 External Discharges 

Surface discharges and corona are examples of external discharges that occur 

in high voltage systems. Surface discharges are partial discharges that may come 

from a conductor passing through a gaseous or liquid medium onto the surface of 

solid insulation. Examples of surface discharges are found at bushings, cable splices, 

terminations, overhang of windings or wherever a discharge is from a conductor in 

contact with the insulation. Figure 2.3 illustrates the location of surface discharges. 

Corona is a term used for discharges that occur with the breakdown of air and 

other gases at the tip of solid objects usually sharp points. For power cables, this can 

be caused by surface protrusions at the earth potentials, or even the wires. The 

enhanced electric field around the tip of the object causes a spark glow to occur 

appearing like a spark discharge. This is due to the partial breakdown of the 

surrounding air at the tip, as illustrated in Figure 2.4. Corona discharges in high 

14 

Figure 2.3: Surface discharges 



voltage networks usually indicate inadequate insulation and provide early warnings 

of possible flashovers (Trinh 19951. 

Figure 2.4: Corona at sharp edges 

2.3 PD Physical Mechanism 

There are many varieties of PD processes, which occur in high voltage 

electrical insulation. This variety is due to the vast range of insulating materials used 

and to the various voids or interface geometries. Generally, partial discharges can be 

considered as gas discharges, although electron avalanches may also occur in solids 

and in liquids. In order for a PD to be initiated, a free electron must be present in the 

void. Depending on the type of gas discharge, (eg. Glow discharge, Streamer, 

Townsend) [Bartnikas 20001, the free electron initiates the electron avalanche that 

travels towards the anode [Brunt 1994, Boggs 1990c]. The growth of the electron 

avalanche forms a channel across the void in time. The breakdown of the void 

requires a minimal voltage known as the inception voltage or breakdown voltage 

(U+) whereby PD is observed. The value is often governed by the properties of the 

void [Morshuis 1993]. The magnitude of the induced charge is strongly dependent on 

the orientation of the void with respect to the applied field direction [McAllister 

1997]. 

The behaviour of internal discharges can be described through the well- 

known "a-b-c" circuit [Kreuger 19891 represented as the electrical circuit depicted in 

Figure 2.5. The `abc' circuit assumes that the dielectric components can be replaced 

with capacitances with: 
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C,, = The capacitance of the dielectric between the conductors 

Ch' = The capacitance of the dielectric on each side of the void 

C, = The void capacitance 

Figure 2.6 illustrates the voltage waveforms associated with the void and the 

dielectric with zero mean. The void capacitance will start to discharge as the voltage 

across the void increases until the breakdown criterion (inception voltage) is reached. 

The discharge in the void causes current impulses to occur that are concentrated in 

the regions of the rising or failing edge of the AC supply voltage and the PD reoccurs 

at every half cycle [Fouracre 2001]. However, the characteristic form of such 

discharge activity differs, depending on the type of void and PD IRobinson], [Brunt 

1994]. This behaviour is repeated when the void voltage switches polarity and 

similar effects recur. 

Gas Void' 

A 

Insulation VAR 

ý 
VUD 

VCD 

B 

taccttodc 

(a) (h) 

Figure 2.5: (a) Gas void in the insulation ; (b) Equivalent `abc' circuit 

VAR 

After the discharge, some charges may remain in the void producing the final 

voltage known as the residue voltage, (Vt) I Kreuger 1989]. Each time a PD occurs in 

the rising edge of the signal, different time locations are manifested with reference to 

the AC supply signal with varying magnitudes. The repetition of discharges has a 

stochastic nature. This is due to the initiation time required to produce an electron 

avalanche required to produce the breakdown across the void. This is known as the 

statistical time lag [Bartnikas 2002]. Variations of the discharge frequency behave 
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with a stochastic nature. The stochastic behaviour in the distribution of the PD 

magnitudes and phases aids the determination of the type of discharges [Vonglahn 

1995, Montanari 2000]. 

Figure 2.6: Recurrence of Discharges [Bartnikas 20001 

2.4 Cable Structures and Theory 

Power cable technology has been increasingly developing to meet the 

demands of growing urbanization. The need to replace conventional overhead 

transmission lines with underground cables for power transmission and distribution 

has grown. In major cities, rapid growth of illumination under some circumstances is 

impossible to accommodate with the number and size of feeders required using the 

transmission line approach. As long ago as 1884 in New York City, an ordinance law 

was passed requiring the removal of the overhead line structures and their 

replacement by underground cables due to the dangers posed and to safety hazards 

[Meyer 19161. 

Underground power cables come in different shapes and sizes depending on 

the specifications required. Some examples of these cables are the oil impregnated 

paper insulated cable, cross-linked polyethylene cable (XLPE), Ethylene-Propylene- 
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Rubber etc. These cables are differentiated by the dielectrics materials used as the 

insulation, and also the type of configurations employed [Gonen 19881. Cables vary 

in diameter, type of conductor and number of cores; also load capacity, cyclic 

loading and thermal expansion. 

Utilisation of power cables will also vary depending on the circumstances of 

each application. The main factor that governs the choice cables is the electrical 

rating of the cable i. e. voltage and current. [Cotton 1931]. Other factors such as 

choice of route, lengths, operating temperatures, climate, and critical stresses affect 

the choice of cables. Operating voltages define the insulation requirements and the 

maximum current defines the thermal ratings for the cable. The common components 

of a cable are its conductors, insulation, and the armour and sheath for high voltage 

cables [BICC 1948]. 

2.4.1 Conductor 

Copper and aluminium are the common metals used for most conductors. The 

conductors are chosen based on their electrical conductivity, coefficient of 

expansion, breaking strength, heat resistance and cost. Aluminium is preferred over 

copper because of its lower costs. Figure 2.7(a) shows an example cross-section 

through PVC insulated 1kV cable with solid sector aluminium conductor and Figure 

2.7(b) shows a stranded 4-core cable. 

heath insulation 

randed 
iductors 

lation 
teen conductors WýM- 

I mvp/ý, 

14 
Solid aluminium 

conductors 
(a) (b) 

Figure 2.7: (a) PVC insulated solid aluminium conductor (b) Stranded 4 core cable 
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The application of solid conductors is beneficial for soldering and 

compression jointing but has a restricted flexibility. In the UK, solid conductors have 

extensively been used for the 600/1000V cables and 19/33kV cables with paper and 

polymeric insulation [Powers 1994]. 

2.4.2 Insulation 

The vast majority of conventional power cables are insulated with either solid 

extruded dielectrics or liquid impregnated papers. The former now dominates the 

distribution power cable field, whilst the latter is still extensively used for high 

voltage transmission. Oil-impregnated paper insulations have been a popular cable 

for HV transmission. The liquid compound added to the paper was for the purpose of 

filling air gaps between sheets of the paper. This reduces the dielectric losses, 

reduces the chances of gap breakdowns, reduces moisture content and increases the 

flexibility of the cable [Bungay 1982]. 

In polymeric insulated cables, insulation types such as polyethylene (PE), 

cross-linked polyethylene (XLPE), ethylene propylene rubber (EPR) and poly vinyl- 

chloride (PVC) are common [Clegg 1993]. These may be classified into two different 

types of polymeric materials i. e. thermoplastic and thermoset materials. 

Thermoplastics are materials which are capable of softening by heating and 

hardening by cooling. The good example is the PE and XLPE, which have high 

dielectric breakdown strength and low dissipation factor [Bartnikas 2000]. 

Thermoset materials are insoluble and infusible. EPR is a thermoset material. 

In HV cable configurations, a layer of semiconductor is usually placed 
between the conductor and the insulation. Imperfections in the surface contact 

produce small air gaps in the interface. Thus, to avoid surface discharges the 

semiconductor layer is added [Fouracre 2000]. Its primary purpose is to provide a 

smooth, continuous, conductive and isopotential interface between the conductor and 

insulation [Bums 1992]. 
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2.4.3 Sheath and Armour 

The sheath is the layer after the insulation. The sheath's main function is to 

provide a mechanical outer protection for the cable and cover for prevention of 

moisture ingression [Bartnikas 2000]. In oil-impregnated paper insulated cables, it 

also acts as a seal to prevent leakage of the oil compound in the cable. There are two 

types of sheath, metallic and non-metallic. Lead has been the material used for the 

longest time for sheaths in power cables [Powers 1994]. Another compound is 

aluminium, which is light, has more flexibility and has good mechanical properties. 

Cable armour is the outermost layer of a cable. It functions to protect the 

cable in many aspects - such as from chemical corrosion, animal gnawing and sharp 

objects - and it has to withstand strong pressure forces especially for buried cables. 

Two universal types of armour are steel tapes and galvanized steel wires [Bungay 

1982]. It also represents the ground return path for any external earth fault currents. 

2.5 Transmission Line Equations 

An approximation for a transmission line circuit model is the Distributed 

Parameter Line model, that has its circuit parameters distributed uniformly along the 

line. The electrical circuit representation of a line parameter of length Az is 

illustrated in Figure 2.8. This is also known as the Pi-section model of the 

transmission line. A distributed parameter line is the product of cascading several Pi- 

sections together [Mathworks 2000]. The transmission line parameters are: 

R, resistance of the conductors per unit length in Q/m 

L, inductance of the conductors per unit length in Him 

G, conductance of the dielectric media per unit length in S/m 

C, capacitance of the conductors per unit length in F/m 
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The derivation of the line equations can be done by using Kircoff's Voltage 

and Current Law. The voltage equation around the perimeter of the circuit in Figure 

2.8 can be written as: 

AV' 
=-(R+ jak)I, -I (R+ ju)L)AI, 

Az 2 

I ý(z, t) 

V (z, t) G. Az C. Az 

(2.4) 

I '(z+Az, t) 

V, (z+Az, t) 

Az 

z z+Az 
Figure 2.8: Equivalent circuit for a transmission line of length AZ 

As Az tends towards zero, Als also approaches zero, thus the second term 

vanishes leaving: 

d 
dz, = _(R+ jwL)I, (2.5) 

By neglecting the second order effects, the voltage across the central branch 

can be approximated as V, and the second equation is obtained: 

dz -(G + jwC)V, 

R. Az/2 L. Az/2 R. Az/2 L. Az/2 

(2.6) 
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The equations above are known as the time harmonic transmission line 

equations [Hayt 1989]. The first order partial differentiation equations are known as 

the general transmission line equations as shown below: 

av, (z, r) =_ 
ai(z, t) 

Dz -R. i(z, t) -L at 
(2.7) 

Di, (Z, t) = -Gv(z, t) -C 
av(Z, t) (2.8) 

and can be simplified into: 

v(z, t) = Re(V(z)ejai) (2.9) 

i(z, t) = Re(I(z)e'°`) (2.10) 

Combining equations (2.7) and (2.8) produces: 

d2V(z) 
=i dz2 

Y V(z) (2.11) 

d21(z) 
=2 dz2 Y 1(z) (2.12) 

where y is the propagation constant: 

y=a+ jß = (R + jaiL)(G + jwC) (2.13) 

where: 

a is the attenuation constant of the line with units of Neper/m. 

0 is the phase constant of the line with units rad/m. 
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Another important parameter is the characteristic impedance Zo (92), which is 

derived by using the voltage line equation (2.5) divided by the current line equation 
(2.6), and is represented as: 

Z_ 
(R + jwL) (2.14) 

° (G + jwC) 

2.6 Attenuation and Dispersion 

As a travelling wave moves along a transmission line, it suffers from the 

attenuation and dispersion/distortion phenomena. When the magnitude of a wave is 

decreased, it is known as the attenuation. When the wave changes shape i. e. becomes 

more elongated, its steepness is reduced, its irregularities are smoothed out or the 

voltage and current waves cease to be similar, then it is known as 

dispersion/distortion [Bewley 19511. 

Attenuation is caused by energy losses and dispersion is induced by 

frequency-dependent variations in propagation velocity determined mainly by the 

inductance and capacitance. Losses are incurred by transient skin and proximity 

effects, dielectric losses or leakage over the insulators. High frequency losses are the 

result of the dielectric losses and the propagation of the radial displacement current 

through the resistance of the semi-conductive layers [Boggs 1996]. 

A lossless line is considered when the R and G=0, (see equation 2.14). For a 
distortionless line, R/L = G/C must be satisfied [Bewley 1951]. 

2.6.1 Reflections at Terminations 

A travelling wave may undergo reflections when it arrives at a termination of 

the transmission line. The reflections are governed by the value of load impedance 

connected at the end of the line. The reflection coefficient is given by: 
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r_ZL-Z0 
ZL+ZO 

where: 
ZL is the load impedance at the termination 

Zo is the characteristic impedance 

(2.15) 

For a typical open circuit termination, a positive reflection of the incident 

waveform without any changes in the amplitude (ZL = co) is expected. For a typical 

short circuit termination, a negative reflection of the incident waveform (ZL = 0) is 

obtained. Matched impedances are used to avoid reflections i. e. (ZL= Zo). 

2.7 How to Detect PD 

Methods for PD detection are classified into non-electrical methods and 

electrical methods. In both instances, particular measuring devices and circuitry are 

used to detect the presence of PDs. These measurements can either be conducted 

offline or online. The difference between the terms is that offline methods are 

connections from the sensors or measuring devices and the measurements are 

performed whilst the measured equipment is switched off. For online methods, the 

connections and measurements are performed whilst the measured system is under 

normal operating conditions. 

2.7.1 Non-Electrical Detection Methods 

Non-electrical detection methods for discharge detection are such as chemical 

transformation, gas pressure, heat, acoustic and optical. Amongst the methods 
described, sound and light represent the ones of practical importance [Kreuger 1989]. 

For non-electrical methods, the main advantage is that noise disturbances will not 

affect the performance of the PD detection. One disadvantage of this method is that it 
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cannot be used for detecting the magnitudes of the discharges and is unable to 

characterize PD's. Often the case, non-electrical methods are tailored for specific 

applications and cannot be generalised for different equipment. Many times, the 

techniques are less sensitive, tedious, labour intensive and more costly than electrical 

methods, and in some cases not suitable for factory environments [Chan 1991]. 

Optical methods have the capability of achieving sensitivity up to 0.01pC 

through sophisticated devices. Photographic records can be taken without noise 
disturbances from discharges. However, this detection method can only be used for 

surface discharges and corona. Other disadvantages are high costs for development 

of photographs and the technique is usually performed in real time. 

Acoustic methods have become somewhat popular among some of the 

researchers in this field. This method can be extended to locate discharges in a gas, 
both internally and at the surface of insulations. The advantages are low costs, high 

sensitivity and simplicity of application [Harrold 1993]. A good method is based on 

ultrasonic pulse-echo radar and is used for crack detection within the insulations 

[Lundgaard 1992a]. According to Lundgaard, acoustic methods are not suitable for 

PD detection in cables because of the reduced sensitivity with variations of distance 

from the discharge source [Lundgaard 1992b]. Furthermore, for underground cables 

the application of acoustic methods is limited since the cable is required to be 

submerged and surface may not be accessible. In [Tian 2003], VHF capacitive 

couplers have been successfully applied for offline detection of PD in joints and 

short lengths of cable. The disadvantage is that the method is only applicable to 

certain types of cables and the sheaths of the cables have to be removed to install the 

sensors. 

2.7.2 Electrical Detection Methods 

Partial discharges result in localised electrical disturbances that are modelled 
by considering a transient voltage collapse in a small volume of insulation. Electrical 

detection of PDs is done by measuring either by the voltage disturbances at the 

terminals of the equipment or by using sensitive, high frequency current devices 
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observing the current in the equipment conductors. The short duration of current 

pulses generated by PD's are of the order of a few ns [Boggs 1990a] and the 

optimum detection bandwidth ranges between 10 - 20 MHz [Kreuger 1993]. 

However, in solid dielectric cables the process of attenuation and dispersion alters 

the shape of the PD pulses depending on the relative distance from the source to the 

point of measurement. At the point of origin, attenuation or dispersion are at the 

minimum and the PD signal may be completely preserved [Boggs 1990b]. 

Discharge detection systems measure the PD levels, phase-resolved patterns 

and location of the discharges as a function of the applied voltage. Two principles for 

discharge detection process are [IEC 60270]: 

1. Discharge detection by measuring the apparent charge magnitude of the PD 

pulses in pC or nC 

2. High frequency measurement of the voltage magnitude of the PD pulses 

registered in µV and mV. 

The first method involves measuring circuits, which function to detect the 

current impulses. The detection circuits may vary from detection impedance, RC 

circuits or RLC circuits [Kreuger 1989, Steiner 1991]. The method assumes that the 

test object is regarded as a capacitor, and the detection of the PD signals employs a 

coupling capacitor and the detector requires its input impedance with specific 

arrangements and a wide or narrow band-pass integrator [Cigre 2002]. The basic 

diagram of a detection circuit is depicted in Figure 2.9. The detection impedance, Z 

may be connected in series with the test object or in series with the coupling 

capacitor, Ck. 

High 
Voltage 
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Figure 2.9: Basic circuit for electrical discharge detection 



Another form of detection is performed by measuring the dielectric loss, 

which is quantified by the tan S. The charge transfer in the void event produces a 

sudden change in the tan 9 waveform as depicted in Figure 2.10. Energy dissipated 

from the PD can be measured using bridge circuits. The Schering Bridge is well 

known for loss tangent measurements with its circuit configuration shown in Figure 

2.11. 

tun ( 

\7 

Cable 

specimen R, 

Standard 
capacitor 

C, 

Figure 2.11: Basic Schering Bridge Circuit 

The CS represents a standard capacitor with negligible losses, R' and C represents the 

series equivalent circuit for the specimen, and R3, R4 and C4 are balancing elements 

of the bridge. When the bridge is balanced, the voltage drop across Cs (phase and 

magnitude) equals that across the specimen, as the null detector is reduced to zero. 
Hence, the product of the of the impedance terms at opposite arms must be equal: 
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Z3 ZS = ZZ4 2.16) 

After inserting the relevant components into equation 2.16, and equating the real and 

imaginary terms (more information in [Bartnikas 2000]), the dissipation factor for 

the series equivalent circuit of the cable insulation is given by 

tan S= coR4C4 (2.17) 

Then the supply voltage is gradually increased until the desired test voltage is 

achieved. The observation from the graph of tan S against the applied voltage, V 

indicates the dielectric losses. This method has very high sensitivity for discharge 

detection, but the negative side is that the increase in the tan S may be due to the 

increase in the conductivity of the material, integrating the effect of PD activity as 

well [Fouracre 2000]. 

In the second method, signal acquisition of the specimen under test 

conditions is performed in the high frequency domain. Partial discharges may 

contain energies in a very broad frequency band up to 3GHz. The detection 

instruments or sensors used are such as Rogowski coils, HF current transformers, and 
inductive or capacitive couplers. The variation of discharge properties due to type of 
discharge, test equipment and application governs the type of test voltage applied and 
the different frequency ranges [Cigre 2002]. The aim of this method is to measure 

and to quantify the shape or the frequency spectrum of the partial discharge pulses 

under on-site conditions. The two approaches to this method are conducted under 

offline conditions or online conditions. Offline techniques are performed whilst the 

specimen is de-energized during the test period, while online techniques are 

conducted whilst the specimen is fully energized. Each approach has its pros and 

cons, which will be discussed in the next section. 
Recent advances in technology has produced state-of-the-art equipment and 

electronic devices, in effect this has significantly improved the quality of detection 

capabilities in this research field. The major contribution is evident in the increase of 
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powerful microprocessors and data acquisition systems, advancing the capabilities in 

data storage and processing power. 
However, a major problem with this technique is noise interference. These 

disturbances can originate from switching circuits, radio interferences, imperfections 

in cables and connections, and higher harmonics of the test voltages [IEC 60270]. 

The danger is that sometimes the PD can be masked under the noise levels, which 

makes detection difficult. Thus, applications of digital signal processing are now 
being developed and used to enhance the detection of PD's. The various signal 

processing algorithms applied to date to PD diagnostics will be reviewed in Chapter 

3. 

2.8 How To Locate PD's - Signals Point of View 

Emphasis has been given towards the location of PD's since the 1920's 
[Kreuger 1989]. The process of PD location is somewhat more difficult compared to 

detection. Being able to quantify and locate the PD along a cable is advantageous 

since condition-based monitoring procedures and necessary risk assessments can be 

carried out on the equipment. The general concept of locating a PD within a cable is 

either through scanning probe methods [Morin 1999] - whereby the cable is scanned 
for its entire length for PD activity (less feasible) - or Time Domain Reflectometry 

(TDR) based methods. The limitation of the scanning probe method is that the entire 

surface of the cable has to be fully exposed for scanning purposes. The TDR is the 

preferred method since the application of the concept is simple yet effective. 
Nominally, the TDR method is performed by signal acquisition from one end of a 

cable or from two ends of cable. 

2.8.1 Single Ended Location 

The travelling wave method, or the time domain reflectometry (TDR) 

method, is commonly used in radar applications and determining distances. 

Reflections of the incident pulses are used to determine the origin of the source. The 
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concept is applied for cable fault locations, which functions the same with PD 

location. When a discharge occurs, the discharge current impulse travels through the 

conductor and the sheath of the cable and propagates towards both ends of the cable 

Ahmed 19981. The main reflection of the incident pulse occurs at the termination of 

the cables. This is better illustrated with the Bewley Lattice Diagram [Bewley 19511 

shown in Figure 2.12. 

The PD pulse will propagate towards both ends of the cables starting at x1 

distance away from the measurement end. Reflections take place at the measurement 

and far ends of the cable. After a period of time, the first reflection from the far end 

will arrive to the measurement end of the cable. The process continues until the 

reflected signal eventually becomes negligible. The second and third reflections are 

usually very small because they travel double the distance along the cable. 

A 
-- -- 

Figure 2. l3Figure 2.13 illustrates examples of expected PD pulses measured 
from one end of the cable. With the time between the incident pulse and the first 

reflected pulse (reflection time, T,. ), it is sufficient to deduce the origin of the PD. 

The reflection time is given by: 
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lr - 
2(L - x, ) (2.1 8) 

V 

where v is the velocity of propagation in the cable, and L is the length of cable. By 

simple manipulation of equation 2.18, the origin of the PD source from the measured 

end is given by: 

x1=L------- 
V*T' (2.19) 

In real cable systems, reflections are likely to occur because of mismatch of 

impedances at the end of the cable and some in cable joints [Clegg 1993]. The 

incident pulse will undergo attenuation and dispersion process and the percentage of 

the reflected pulse depends on the reflection coefficient of terminations. 

9) b 

eo 
ö 

Distance 

Figure 2.13: Measured PD signals 

2.8.2 Double Ended Location 

The difference between this method and the single ended method is that 

measurements are performed at both ends of the cables. Double-ended location 

methods are usually performed for online diagnostics of cables. Reflections of the 

incident pulses are not of particular importance. However, the measurements must be 

done simultaneously and synchronised to determine the PD location. Depending on 
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the length of the cables, typical time of flights of pulses to propagate from one end to 

the other is within regions of , us. Hence, any time difference between the start time of 

the acquisitions will cause errors to occur. In [Kezunovic 1996], Global Positioning 

System (GPS) satellite receiver and a digital fault recorder was used to locate faults 

in the cable through synchronisation of samples. This has been extended to partial 

discharge diagnostics for multiple branched cables [Steennis 2001]. Although the 

GPS services are more readily available now, the cost of the service is still relatively 
high. Furthermore, when using the GPS synchronisation, both ends (or every sensor 

location) have to be within the line of sight of two satellites if locations are known 

and four if not [Wielen 2004]. 

An interesting method was introduced by Shim et. al. using double ended 

measurements utilising synchronising pulses known as timing pulses [Shim 1999]. 

These timing pulses were injected from one end of the cable. PD can appear in any 

random location, causing ambiguity in determining the point in time where it 

occurred (t=0). The timing pulses provide a reference point to correlate the 

measurements acquired from both ends of the cable. The mathematical description is 

described in [Shim 2001], together with test results. The method is also extendable to 

cases whereby more than one discharge occurs. 

Every method comes with its disadvantage; in the case of timing pulses, this 

method was not applicable to scenarios whereby only one end of the cable is 

accessible. In the UK, some HV systems have completely enclosed Ring Main Units 

(RMU) at one end of the cable circuit, which prohibit any possibility of access 

points. Based on previous experiences, high noise levels in the cables exceeding the 

amplitudes of the injected timing pulses causes problems with the registration 

process [Shim 2001]. In the Netherlands, double-ended methods are extensively used 
for online PD location since their cable systems are mainly accessible at the Ring 

Main Units (RMU) [Wielen 2003a]. 

There are some limitations to the TDR method, which have been described in 

[Du 1997]. When a PD occurs at the far end of the cable from the measuring end, the 

reflection times becomes very small which in turn produces a superposition of the 
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incident and the reflected PD. Thus, evaluation of the time delay then becomes a 

problem. 

2.9 Condition Based Maintenance 

Many utilities are emphasizing Condition Based Maintenance (CBM), which 
is preventive maintenance depending on the actual conditions of the high voltage 

equipment. New asset management strategies are being developed to provide 

efficient handling of risks of equipment failures. A risk based asset management 

approach is used to target assets that are suspicious and have high risks of permanent 

failures. This encapsulates the technical aspects of condition assessment, which 

includes the type of defect and its location [Cigre 2002]. For EDF Energy Networks 

(England), several key criteria necessary for effective condition-based asset 

management program are identification of critical plant and equipment, direct 

monitoring and maintenance of critical plants, establishment of early warning 

systems, generation of a condition-based table of assets based on age, type and health 

[Walton 2003]. For Scottish Power, scheduled diagnostics for plant and equipment 

are carried out periodically by employing third parties to perform tests to screen out 

potential dangers arising from them, mainly EA Technology (UK) and KEMA 

(Netherlands). Nevertheless, partial discharge testing is one of the common 

procedures conducted to detect early signs of insulation deterioration. Especially 

aged high voltage equipment such as transformers, cables, bushings, motors, and gas- 

insulated substations systems. that are susceptible to PD activity. In general, the 

detection and location of PD's is performed either using offline diagnostic methods 

or online diagnostic methods. 
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2.9.1 Offline Location Techniques 

During offline diagnostics, the normal operating voltage on the cable is 

switched off. The circuit breakers are de-activated or set to open circuit mode to 

isolate the test cable and other parts of the network connected to it. In practice, there 

are several methods of conducting the offline diagnostics. Each method requires the 

test cable to be energised separately with an external HV power supply. The different 

techniques of offline diagnostics are generally categorised from the method of 

energizing the cable and the frequency characteristics of the supply voltage. Ideally, 

the test cables should have similar conditions to its normal operating conditions. 

However, to energise the cable at 50 Hz (or 60 Hz) at high voltages, large supply 

trucks are required and only can produce very short periods of power for this 

purpose. Practically, this is not advantageous and is very costly. Other sought 

alternatives are methods such as DC testing methods, the very low frequency (VLF) 

or the 0.1 Hz method, and the Oscillating Wave Test System (OWTS). 

In all methods, the general procedure is to gradually increase the supply 

voltages from a value well below the inception voltage until discharges are detected 

[IEC 60270]. Since the cables have been taken offline before the energising, the 

supply voltage can vary from lUo up to 3Uo. Higher stress is required to initiate the 

first PD that will cause the chain of PD's to occur. This is one of the reasons why 

offline techniques can be dangerous. In the process of trying to locate the PD, higher 

stress applied to the cables may cause other weaker points in the cable to breakdown. 

Noise levels in offline diagnostics are often much less than noise 
interferences during operating conditions. Since the test cable is isolated, good signal 

to noise ratios are achieved unless a source of AM broadcast is situated close to the 

test site. 
The DC method has found to be studied to be disadvantageous because of the 

continuous stress that is exerted on the cable throughout the testing. Many countries 

that have applied DC testing on their cables, and majority had found that breakdown 

of the cable occurs not long after the test [TF21.05 2002]. 
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On the other hand, the VLF method has been quite popular in the industry. 

Many diagnostic service providers such as KEMA, EATechnology, UltraPower 

Technology, Detroit Edison, Baur Equipments [Baur 2005] etc. utilise this method 

[Hassani 2002]. Through this method, the test cable is energised at supply voltage of 

0.1Hz. The inception and extinction voltages can be successfully determined and 

PD's can be located. However, the results from this method cannot be directly 

extrapolated to normal power frequency conditions [Hotboll 1997]. The partial 

discharge behaviour varies because of the characteristics of the cable. The electrical 

field distribution of the cable undergoes a transition from capacitive to resistive when 

the supply voltage is varied from normal AC conditions to DC conditions [Kreuger 

1995]. 

The Oscillating Wave Test System (OWTS) applies oscillating voltage wave 

of several tens of cycles duration and frequency that ranges between 50 Hz and 1000 

Hz [Gulski 1998, Turner], which is similar to the power frequency during operating 

voltage. The test cable is charged up to operating voltage for few seconds duration 

using a DC source. The system uses a solid-state switch with fast closure time to 

create a series resonant circuit from the test object and air-cored conductor. 

Oscillation of the circuit is determined by resonant frequency (f = 1/[2it'LC]) of the 

inductance of the air core. During this time, the PD that occurs are recorded and 

diagnosed. Location of the PD is then performed using the TDR method. 

2.9.2 Online Location Techniques 

The process of locating the source of PD's in cable through online techniques 

is relatively more complicated than offline techniques. The main difference is that 

the diagnostics are conducted whilst the cable is under normal operating conditions. 
Hence, the main implications are higher noise interferences and increased 

complexities for the interpretation of data signals. Since all the other parts of circuit 

are connected to the test cable, noise originating from the other electrical devices is 
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coupled into the measuring devices. Transients originating outside from the test cable 

have to be recognised in the data interpretation process. 

The common practice for online diagnostics is to acquire data from the cables 

through a measuring system and process the signals. Signal processing is applied to 

the data signals to extract useful information pertaining to PD activity. Both single- 

ended and double-ended location techniques are employed to locate the PD's within 

the cable wherever applicable, subjected to the substation configuration and 

regulations. For single-ended systems, the localisation process is heavily dependent 

on the reflection from the far end of the cable, compared to the double-ended system, 

which only requires the direct PD pulse. The double-ended system will either be 

conducted through the synchronisation of the measurements through GPS, atom- 

clocks or by injecting timing pulses into the cables [Wielen 2004, Shim 1999]. 

Recently, [Matthieu 2003] has introduced an enhancement for the single- 

ended TDR technique by using a manual transponder device, which is an active 

device using match filtering. This active device functions to magnify the reflection of 

the PD from the far end of the cable. The reflected signal is re-transmitted into the 

cable to enable successful identification of the reflected pulses from the measured 

signals (at the measuring end). The transponder utilises the concept of match 

filtering, whereby the PD signature is required to be known before the device can be 

operated. However, this method is limited by the connectivity of the device onto the 

cable circuit. Where terminations are completely enclosed, this method cannot be 

applied. Furthermore, there is the element of uncertainty with regards to the 

variations of PD signatures from cable to cable. 

The challenges of locating PD through online conditions are certainly great, 
because of the high levels of complexity to the problem. There are not many 

researchers that claim to have successful technology in location of PD's in cables. 
However, there are several companies that have units that enable online diagnostics 

of PDs, and have the capability of PD location. 
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2.10 Conclusion 

In this chapter, the phenomena of Partial Discharges for cables were 

reviewed. Physical properties and characteristics of cables were discussed in order to 

provide better comprehension of PDs, including the variations of PD types. Typical 

pulse propagation within the cable was presented by accounting for the attenuation 

and dispersion, including the voltage and current characteristics of cables. 

The major points addressed in this chapter are the process of detection and 
location of PD within cables. Offline and online PD diagnostic detection and location 

techniques were reviewed. The advantages and the shortcomings of using those 

techniques were discussed. From the literatures, the trend has been to enhance online 

PD detection systems because of economic and non-economic benefits. The older 

and the newer PD diagnostic technology were discussed. With the advance in 

technology and measuring systems, modern diagnostic techniques are becoming 

more powerful and more easily implemented. 
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Chapter 3: PD Data Interpretation and Signal 

Processing Techniques 

3.1 Introduction 

One major part of online PD diagnostics will rely on the application of signal 

processing techniques. These techniques are used to deal with noise interference and 
data interpretation, which represents the major challenges associated with online PD 

diagnostics. In order to fully maximise the effectiveness of signal processing 

algorithms, prior understanding of the PD signal properties is required. In this 

chapter, the aim is to provide a better understanding of the signal wave shapes and 

characteristics of PD signals as well as the signal processing tools that have been 

developed and applied in this field by the worldwide research communities. 
The typical PD signals, characteristics and wave shapes are described in 

Section 3.2. Signals originating from narrowband and wideband sensors are 

illustrated. The effect and consequences from the attenuation and dispersion 

phenomena of the signal propagating in a cable is also discussed. In Section 3.3, 

knowledge rules pertaining to PD analysis is described. Statistical approaches and 

the measurable quantities are provided. In Section 3.4, the signal processing 

algorithms and techniques applied to PD diagnostics are reviewed. Older and recent 

techniques that have been applied by other researchers are discussed. The wavelet- 

based techniques will be explored in depth because its applications published in the 

literature. Section 5 describes the theory of wavelet transform algorithms, the types 
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of implementation methods and its applications within the PD diagnostic field. 

Finally, the conclusions are provided in Section 3.6. 

3.2 Partial Discharge Signals 

Electrically measured PD signals obtained from sensor devices used in 

monitoring of HV systems will have a number of variations. The variation in 

waveform shape and amplitudes often depends on the type of equipment monitored, 

the type of defect and the time of measurements. In Figure 3.1, several PD 

waveforms generated from experimental measurements is illustrated. The diagram 

illustrates the effects of discharge strength from different sources of gas voids 

[Okubo 2002]. Here the variations of the discharge pulse shapes, its duration of the 

pulse and the characteristics of the decay are used to identify the types of gas 

discharges. PD activity also changes as the current load conditions changes and it 

causes variations in the signal amplitudes [Wester 2003]. The waveform obtained 

from the measuring terminal is not the actual representation of the PD waveform at 

the point of origin due to attenuation and dispersion effects [Boggs 1996]. In 

addition, noise from electromagnetic interferences whether coupled conductively or 

radiatively and different type of sensors used will govern the final shape of the signal 

[Ma 2002]. Sensors systems will have their own frequency responses, which could 

modify the true PD signal. 

3.2.1 Types of signals 

The shape of the measured signal will be governed by the system response of 

the PD detectors and the measuring system. These PD detectors can be narrow band 

or wide band measuring detectors, which result in generalised PD wave shapes 
depicted in Figure 3.2. The wide band signal is similar to an exponentially decayed 

impulse that is overdamped, while the narrow band signal has more oscillatory 
decayed signal that is underdamped. The Gaussian model of a PD pulse is another 

model that can be used for the wideband signal [Zu 1997]. 
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Narrow band measuring systems are characterised by a small bandwidth Af 

and a mid-band frequency f,,, , which can be varied over a wide frequency range [BS 

60270]. This system is similar to a band-pass filter with a variable bandwidth. The 

recommended stop-band value of the frequency spectrum should be at least 20 dB 

below the pass-band value. The application of narrow band detection is to isolate 

bandwidths of the frequency spectrum that contains strong PD frequency spectrum. 
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The output response of a PD current pulse occurring in the system is a transient 

oscillation with positive and negative peak values of the envelope proportional to the 

apparent charge. The advantage of this method is that the mid-band frequency can be 

tweaked to the best position where distinct PD activity is present. However, it may 

be less accurate for location by means of TDR because of the band-pass response. 

Conversely, wide band PD measuring systems have high sampling rates to 

capture a wide range of frequency spectrum. The detection circuits in combination 

with the coupling devices is characterised by the transfer impedance Z(f) with fixed 

values within the range of frequency spectrum. The choice of bandwidth may vary 

from application to application. For example, frequency range may go up to 10 MHz 

(HF) in transformer systems, up to 200MHz (VHF) in cable systems [Tian 2003], or 

up to 2GHz (UHF) for GIS systems [Judd 1998]. The differences in the frequency 

used takes into account the distance between the discharge and the measuring sensor. 

In the transformer case, 10 MHz is sufficient for measuring the discharge signals. 

The VHF technique are specifically applied to the cable joints, hence the discharge 

distance is very close to the sensors, while in GIS systems UHF sampling rates are 

used because the sensor can be at the point of the discharge origin. Therefore, very 

high sampling rates are required to capture the sharp rise times and the duration of 

the discharge. Generally, the response of these systems to a PD current pulse is a 

non-oscillating pulse (overdamped). The apparent charge and polarity of the PD 

current pulse can be determined from this response The advantage of wide band 

detection systems is the majority of the PD frequency spectrum can be captured and 

the measured signal provides a better representation of the actual PD source. There is 

an increasing trend to higher frequency bandwidth monitoring and it is an important 

specification in the PD description. Subsequently, applying TDR techniques on these 

signals will produce more accurate results compared to the narrow band method. The 

drawback is that with higher frequency resolutions, data sizes increase and there may 

be an increase in the noise interference, depending on the noise levels present at the 

measurement site. 
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3.2.2 PD Propagation and Cable Effects 

Previously, in section 2.5 the definition of the attenuation and dispersion 

effects in the cable were presented. In this section, the consequences of these 

phenomena are taken into account. The method of quantifying the measured pulses 

and the error in the location is further elaborated. 

3.2.2.1 Quantifying Pulses in Signals 

The PD pulses are usually measured in voltage form. The apparent charge of 

the discharge is calculated using the voltage signals. In most cases, a calibration is 

required to determine the apparent charge of the PD signal and the minimum 
discharge level specified by the IEC [IEC 1981]. Calibration is performed by 

injection of a known pulse from one end of the cable and measuring the signal at the 

other end. This is usually carried out on the measurement system and the cable by 

injecting a step pulse. The losses of the step pulse will provide the attenuation and 
dispersion characteristics of the cable. Due to the varying pulse shapes and sizes, it is 

crucial that a fixed standard of quantifying a pulse be employed. The IEEE standard 
definition for 2-state pulse is illustrated in Figure 3.3 [Paulter 2002]. In general, PD 

pulses will have 3-states sequence and it is common to either note the location of the 

pulse (relative to the phase) after the transition occurrence time or at the peak of the 

epoch. 

3.3.3 Errors in PD Location 

When a PD occurs within the cable, it will propagate towards the ends of the 

cables [Ahmed 1998]. The amplitude of a PD pulse propagating towards the ends of 

the cables will decrease due to the resistance and dielectric losses. Generally, the 

origin of the PD pulse will affect the PD location process because of the pulse 

propagating distance from the origin to the measurement system. This applies to both 
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the single-ended or double-ended location methods. The effect of the attenuation and 

dispersion causes the point of reference within the PD pulse to vary and errors are 

produced when synthesising these pulses. An example is illustrated in Figure 3.4 a 

single-ended approach; where the location process is performed by evaluating the 

difference between the incident and the reflected pulse. The time taken for the 

incident pulse from the base to the 50% reference level is tl and t2 respectively. The 

value of t2 will be larger tl because of the attenuation and dispersion occurring. There 

are several methods of performing these measurements such as the level crossing 

method, generalised cross-correlators, and more sophisticated sub-space and 

nonlinear maximum likelihood techniques. Steiner et. al summarises the varieties of 

time delay estimators that can be used to locate PD in cables for instance generalised 

cross-correlators, level crossing method, and match filtering method [Steiner 1992]. 

The simplest method for time delay estimation is the level crossing where the 

reference point is predetermined by an amplitude threshold. 

50% Level Reference Instant 

10% Level Reference Instant 90% Level Reference Instant 

-------------- -- --------------- 

90% Reference Level »»» »' °-"'°{ 

Transition Amplitude »""" "-» ""- " "» 50% Reference Level - °- -°- 

-" - --- -- "» 10% Reference Level -" --"--- 

Transition Duration Offset 

Transition Occurrence Time ý! 

r..... »». »..... »...... » »»» .»..... »»». »»» Base State 

Waveform Epoch 

Figure 3.3: Step-like waveform for a positive going transition from state sl 
to state s2 [Paulter 2002] 
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In the time domain, the high frequency content of the reflected pulse will he 

attenuated [ Kreuger 1993, Boggs 19961. The pulse width of the reflected pulse is 

wider and the height of the pulse is reduced. It will also have a longer rise time 

compared to the incident pulse and the maximum point of the main pulse epoch will 

deviate. Hence, the evaluation of the distances will contain errors when using the 

maxima point. In a cable fault location technique, the reference point is made at the 

time the pulse is initiated i. e. at the relative zero crossing of the pulse FNavanecthan 

20011. 

Another cause of errors is pulse superposition that may occur for reflected PD 

pulses when the pulses originate from the far end of the cable. However, this is 

typical for only single-ended systems. The pulse that originates from the far end of 

the cable will have reflections closer to the incident pulse. It is also known as the 

blind length of the cable [Kreuger 1993]. If superposition occurs in PD pulses with 

oscillatory natures, locating the reflected pulse may not be possible. This depends on 

the PD signal stricture for instance its time duration and the pulse shape whether 

oscillatory or non-oscillatory. Oscillatory pulses will tend to have a longer duration 

than non-oscillatory pulses, hence more likely to be superimposed. 

Volt, tI I -- -: -1 -- , 
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3.3 Knowledge Rules for Data Interpretation 

3.3.1 Partial Discharge Quantities 

Partial discharges occur repetitively within the power frequency cycle for 

both positive and negative half of the voltage cycle. Factors that affect the rate of 

discharges are the type of discharges, the size of the voids and orientations 

[McAllister 1997], number of discharge sources, the type of cable and its 

temperature. These discharge characteristics can be quantified systematically and can 

be divided into two main groups: 

" Basic PD Quantities (according to IEC 60270 [IEC 1981]) 

" Derived PD quantities, PD pattern (Phase, amplitude related derived 

quantities) 

The evaluation of random properties from PD events are characterised by the 

variations of magnitude and the relative phase angle of the voltage. The diagnosis on 
insulation defects can be achieved through several PD quantities indicating the PD 

recurrence and classical methods of evaluating PD [Cigre 2002]. Recent advances in 

computer-aided systems and data capturing equipment, facilitates the opportunity to 

store large amount of data and the capability of post processing. Complete high 

resolution and long durations of data recordings are acquired such that thorough 

analysis and further diagnostics of insulating systems may be performed. Basic 

quantities and derived PD quantities can be reproduced from the data. Pattern 

recognition algorithms are also developed through the large volumes of data. 

3.3.1.1 Basic Quantities 

PD signals are processed using the frequency domain or the time domain. The 

results of the processing are the quantities that are determined are summarized in 

Table 3.1. The exact definition of each parameter is available from the IEC 60270 
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[IEC 1981]. These are the parameters that are usually observed during the 

diagnostics of the cable. In cases where voltage signals are measured, the parameters 
have to be correctly interpreted and converted; usually requiring the cable and the 

instruments to be first calibrated. 

Parameter Units 

Discharge magnitude, q; [pC], [nC], [µC] 

PD pulse amplitude µV and mV 

Discharge phase, 0, [ms] 

PD intensity (repetition rate), N - 
Time between successive PD pulses, At [s] 

Inception voltage, V; [kV] 

Residue voltage, Vr [kV] 

PD pulse shape V(t) 

PD pulse spectrum DBm 

Table 3.1: List of Basic PD Quantities 

A combination of one or more of these quantities is used to produce more 

complex quantities used as diagnostic tools. The derived quantities are usually in 

two-dimensional or three-dimensional formats, which can be in time functions, 

histograms or patterns of PD. 

3.3.1.2 Derived Quantities 

The PD characteristics are known to be complex and depending on a wide 

range of conditions at the discharge environment, for example the thermal or the 

electrical stress conditions. The derived quantities are often associated with 

observing a particular PD quantity over a period of time or a function of the applied 

electric field. The outcome of this are usually illustrated in 2-dimensional or 3- 

dimensional phase resolved patterns. For instance, the N+q patterns where the PD 
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pulse intensity is taken against the discharge phase and the apparent charge quantity, 

depicted in Figure 3.5. It has been found that different phase resolved patterns can be 

used to differentiate the types of PD sources for example corona discharge, void 
discharge and surface discharges IHudon 1995, Heitz 1999]. Other examples of 

derived quantities the inception voltage conditions (PD type dependent), changes in 

electrical or thermal loads over monitored period. However, these will only indicate 

the temporary characteristics of PD and does not indicate the direct relation to the 

insulation degradation. 

'' 

r 

Figure 3.5: Example of N-O-q plot generated frone liquid nitrogen through a plane electrode 
[Swaffield 2004] 

In some instances, experimental procedures are specially designed to generate 

some derived quantities within high voltage laboratories. Kim et. al utilised the N-O-q 

patterns to observe the PD characteristics of aging dielectric insulation ( Kim 2004]. 

These patterns can also commonly combined with fuzzy based or neural network 
based signal-processing techniques to classify the type of PD activity [Candela 2000, 

Salama 2000, Contin 2002, Tu 2002]. 

3.4 Applied Signal Processing for PD Diagnostics 

The major signal processing challenges for PD diagnostics come from the 

online diagnostics where the noise interference is significantly higher. The noise 
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interference may completely mask the small amplitudes of the PD pulses and hamper 

PD detection. Another challenge for online diagnostics is to isolate the pulses 

originating within the cable. Signals originating beyond the cable are regarded as 

noise. Since the connections are live, there will be external sources of signals 

propagating into the cable and measured into the measuring devices. 

Various techniques of signal processing have been applied to counter these 

challenges and in this section they will be presented. Noise reduction methods were 

classified into the open-loop or the close-loop approach, where in the former the 

noise reduction is performed during post processing of the data and the latter the 

noise reduction process is performed during the data acquisition period with prior 

knowledge to the noise characteristics [Shim 2001]. 

One source of noise interference is the narrowband noise. Common sources 

of narrowband noise are radio interference usually local radio channels within the 

area. Rejection of narrowband noise using digital notch filters has been implemented 

to reject the frequency bands within the frequency spectrum containing narrowband 

noise [Nagesh 1994, Kopf 1995, Werle 2002]. One setback of using notch filters to 

remove narrowband noise is that overlapping frequency bands of the PD will be 

removed during the process. In cases where many bands of narrowband noise are 

present, then much of the PD spectral characteristics may be removed. Digital filters 

can also be used to enhance PD signals by band-pass filtering, where known PD 

spectral characteristics can be selected for processing [Steiner 1992]. 

Match filtering has also been applied for PD detection enhancement. Match 

filters are designed specifically to filter out spatial components of a signal that is 

similar to the match filter characteristics, whereby the SNR at the output is 

maximized [Ifeachor 1999]. However, the PD signal has to be known prior to the 

usage of match filters. The PD signals can be simulated in the high voltage 
laboratories and the results generated are used to design the match filters. In some 

instances, a match filter bank is applied to the signals to address the variations of the 

PD pulse undergoing attenuation and dispersion along the cable [Veen 2003]. The 

cable must firstly be calibrated, in order to determine the loss parameters. The 

matched filter bank is created based on the PD pulse originating from the cable joint 
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locations. This is because PD has high probability of occurring from them [Cigre 

2002]. This method has been successfully applied by using double-ended data 

acquisition method through accessible points at the cable terminations [Wielen 

2004]. The match filter technique was also implemented in a device known as the 

transponder [Matthieu 2003], as described in Section 2.5. 

The variations of stochastic PD properties for instance the type of PD, 

repetition rate and amplitudes over time generate different PD signatures. These PD 

signatures can be used to determine the type of PD occurring within the equipment. 

PD pattern analysis and classification is performed based on the knowledge of PD 

signatures through various advanced signal-processing techniques. Majority of these 

techniques involve the application of fuzzy reasoning and neural networks. These 

techniques may include a combination of other signal processing techniques to form 

hybrid algorithms that are used for pattern recognition. For instance, applying fuzzy 

reasoning, neural networks and wavelets [Carminati 2001], neural networks and 

wavelets [Tu 2002, Smith 2002]. PD pattern recognition can be performed by pulse 

height observation over a period of time [Contin 2002, Cavallini 2003]. The outcome 

of which may be intensity histograms, phase resolved patterns or time domain 

signals. Different types of PD will exhibit certain characteristics and can be 

determined from these results. In another approach, the statistical and fractal 

parameters were utilised through a neural network for PD recognition [Candela 

2000]. 

Several important factors associated with PD pattern recognition are that 

large volumes of data are usually required to train the algorithms to work effectively 

and that known sources of PD are required. Laboratory simulations can produce PD 

signatures that are used as approximations for field data, Hence, in order to 

accurately classify field data effectively, experimental procedures have to be 

thoroughly examined and the parameters have to be as identical to the cable if 

possible. 
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3.5 Wavelet-based Algorithms for PD Analysis 

3.5.1 Introduction to Wavelet Transforms 

The Wavelet Transform (WT) was evolved from the realisation of the 
limitations of the Fourier Transform (FT). As the FT performed the analysis of the 

signal in the frequency domain, time localisation of the frequency was not 

permissible. Hence, the analysis of time-frequency components was unavailable with 

the FT method. Modifications were made to the Fourier method, to enable a means 

of localisation of both time and frequency through the Short-Time-Fourier- 

Transform (STFT) introduced by Gabor in 1946 [Polikar 1998]. Windowing is 

introduced to the conventional FT to map the signal into a two dimensional map in 

time and frequency function. This provides a limited precision of both domains, 

depending on the size of the window. However, the STFT was bounded by 

Heisenberg's Uncertainty Principle, which states that, 

L\f"T>_1 (3.1) 

where Lf and T represent the resolutions in frequency and time respectively. When a 

window size is chosen, this window remains the same for all frequencies. If good 

time localisation is present, frequency resolution is less accurate and vice versa. This 

limitation is significantly disadvantageous for analysing non-stationary signals, 

especially transient type signals. 
Hence, logically WT was introduced in replacement of the STFT. It has 

similarities with the FT and the STFT, by which instead of having the signal 

weighted by a series of sines and cosines, the signal values are weighted by wavelet 

functions. A wavelet is a waveform that has a finite duration and is localized with an 

average value of zero [Misitti 2000]. All wavelet functions are derived from a basic 

(mother) wavelet. The WT breaks up the signal into scaled and shifted versions of 

the original or mother wavelet. At low scales, a high frequency resolution is obtained 

with a wide selection of time base. The opposite is achieved for high scales where 

good time localization is achieved. 
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Wavelets have their unique properties that are attractive for analysing signals. 

Applications of wavelets include detection of events, transients, regularity of a 

signal, compression, de-noising and more. Analysing wavelets are classified to their 

family of wavelets, which have properties such as singularity, regularity, time and 

frequency localization, orthogonal, and compactly supported wavelets [Mallat 1999, 

Daubechies 19941. Figure 3.6 illustrates several examples of wavelet functions. 

Meyer Wavelet Daubechies Wavelet Haar Wavelet 
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Figure 3.6 : Meyer Wavelet, Daubechies Wavelet, Haar Wavelet [Misiti 2000] 

3.5.2 Types of Wavelet Transform and Implementation 

3.5.2.2 Continuous Wavelet Transform 

The family of wavelet functions are derived from the mother wavelet, T(t) E 

L2 (90, by performing scaling and shifting operations on the T(t) given by: 

"/r .= /1ý t//ý 
t-Z1 (3.2) 

1r ,ßSJ 

where s and iE 91 (s>0) are the scaling factor and shifting factor. 

The Continuous Wavelet Transform (CWT) produces wavelet coefficients 

from the product of the scaled and shifted versions of the mother wavelet convolved 
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with the signal. The wavelet coefficients are decomposed into frequency scales, 

which are weighted by the similarities or correlation of the wavelet function and the 

input signal. The CWT is defined as: 

CWT (z, s) _ T, " (z, s) _f x(t). yr` 
(t 

s 
Z)dt (3.3) 

The scaling parameter is not directly proportional to the frequency. High 

scales corresponds to the low frequencies which refers to the global information of a 

signal and low scales corresponds to the high frequencies which refers to the detailed 

information of a hidden pattern in the signal [Ifeachor 1999]. 

From the wavelet coefficients, the original signal can be perfectly 

reconstructed. However, the admissibility condition has to be satisfied to allow a 

successful reconstruction, which is given by: 

CV =+f`'( 
2 

aav<00 (3.4) 
w 

where `P(tv) is the FT of T(t). Equation 3.4 implies that ̀ I'(0) =0 and that, 

f yr(t)dt =0 (3.5) 

Thus, for equation 3.5 to be satisfied the wavelet must be oscillatory and will 

exhibit band-pass behaviour. The reconstruction process is performed by using the 

equation below: 

X(t)= c 
Lf 

JT 
(zs)S ;v 

(t 

sz 
dz. ds (3.6) 

Vss 

3.5.2.3 Discrete Wavelet Transform 

The CWT has a high level of redundancy and is impractical for large 

samples. Discretisation has been applied to the CWT to improve the performance of 

the transform, reduces the complexity and the computation time yielding the Discrete 
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Wavelet Transform (DWT). The DWT implement method is relatively easier and 

more efficient compared to the CWT. Equation 3.3 can be discretised by replacing s 

with so and 'r with kio which produces: 

Wjk(t)=so->12v'(so-! t-kr0) (3.7) 

For scales and shift parameters that are chosen in the powers of two are called 

dyadic scales and translations. Thus, the wavelet transform becomes: 

V'J. k 
W= 2-i12Vf (2-1 t- k) (3.8) 

If the yr(j, k) constitutes an orthonormal basis, then the DWT is defined as: 

x(t)= (3.9) 
jk 

The implementation of the DWT was efficiently introduced by Mallat by 

using the dyadic filtering schemes [Mallat 1989]. Mallat's algorithm is also known as 

the classical two-channel subband coder [Strang 1996, Vetterli 1995]. For this 

reason, the DWT is commonly referred to the decimated DWT. The algorithm is 

illustrated in Figure 3.7 for a two level decomposition. 

x[n] 
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The original signal, x[n], convolved with a high-pass filter, G, and a low-pass 

filter, H, of which the outputs are decimated by a factor of two. This outputs of this 

process yields the detail (Dk) and approximation (Ak) scales respectively, where k is 

the depth level of the decomposition. The decimation process produces filter 

coefficients that are half of the original length. The advantages of a dyadic 

decomposition with the decimation process is utilised because the same set of filter 

coefficients can be used repetitively [Ramchandran 1996]. At the next level, the 

output from the low-pass filter or the approximation scale is used as the substitute for 

the input signal. The same filtering process is carried out on the new input signal, Ak, 

to produce the Dk+J and Ak+i. This process is iterated until the desired or maximum 

level of decomposition is reached. 

D1 { G[n]' 

x[n] 

D2 F-->(T2 )-)1 G[n]' I1 ->(T2 )-)I H[n]' 

A2 F3{12}- I H[n]' 

Figure 3.8: Wavelet reconstruction for decimated DWT 

From the wavelet decomposition scales, the reconstruction process known as 

the Inverse Discrete Wavelet Transform (IDWT) is illustrated in Figure 3.8. In the 

same manner, the signal is reconstructed level-by-level, starting from the lowest 

scale. The approximation (Ak) and detail (Dk) scale are first interpolated by a factor 

of two, then convolved with the inverse filter G[n]' and H[n]' to form the original 
decomposed signal, Ak_1. This is iteratively repeated until the original signal is 

produced. The decimation process introduced at the decomposition process will 

cause aliasing effects. Thus, to achieve a perfect reconstruction of the signal, the 

filter coefficients for the decomposition and reconstruction has to be closely related. 

Effectively, quadrature mirror filters are employed to achieve this [Vetterli 2001]. 
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3.5.2.4 Stationary Wavelet Transform 

The Stationary Wavelet Transform (SWT) is also known as Non-Decimated 

Discrete Wavelet Transform, which is the redundant version of the decimated DWT. 

The filter bank technique is also applied for SWT implementation with some 

modifications. The wavelet filters used are essentially similar to the DWT with the 

difference that the decimation and interpolation processes are removed [Nason 1995, 

Mallat 1992]. Hence, the wavelet filters are updated at each level of the wavelet 

decomposition and reconstruction process. The block diagram representation of the 

wavelet decomposition is illustrated in Figure 3.9. 

x[n] 

Figure 3.9: Wavelet Decomposition for SWT 

At the first level, the original signal, x[n], convolved with a high-pass filter, 

Go, and a low-pass filter, Ho, produces the detail and approximation scale D1 and Al 

respectively. In the next level, the wavelet filters are modified by zero interpolation 

i. e. a zero is added between each filter coefficients to form the new filters. In other 

references, the filters are noted in a different manner where 2(k"1) zeros are added 
between each filter coefficient of the original filter [Pesquet 1995, Guo 1995, 

Coifman 1996]. Then, with the approximation of the previous level used as the new 
input signal the decomposition is repeated. This is iterated until the desired or 

maximum level of decomposition is reached. 
For the reconstruction stage, the detail and approximation scales are 

convolved with the reconstruction filters respectively and added together to form the 

approximation scale at the next level. The reconstruction filters are obtained 
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similarly with the conventional DWT approach i. e. by using the quad-mirror filter 

technique. The difference is at the k" level the filter has 2(k-1) zeros inserted between 

each of the original reconstruction filter coefficients. The filtering and adding 

process is iterated until the new reconstructed signal is obtained. An example of a 

two level reconstruction process is illustrated in Figure 3.10. 

x[n] 

Figure 3.10: Wavelet reconstruction for SWT 

3.5.3 Wavelet De-Noising 

The "important" part of a signal can be recovered or enhanced by suppressing 

the unwanted signal levels or noise through wavelet de-noising. Wavelet de-noising 

is performed by applying thresholds on the wavelet decomposition to remove or 

reduce elements that contain characteristics of noise. The basic procedure for wavelet 

denoising is to compute the wavelet decomposition of the signal, applying the 

selected threshold, and the de-noising procedure is complete after the threshold 

wavelet coefficients are reconstructed through the inverse wavelet transform 

[Donoho 1995a]. Thresholds types are divided to hard and soft thresholding, or 

VisuShrink and SureShrink respectively [Donoho 1995b]. The differences between 

both the threshold methods are illustrated through Figure 3.11. The outputs of which, 

are as follows [Strang 1996]: 

Y(t) _ 
x(t), Ix(t)I >S 

0, j x(t)I <8 
Hard Thresholding 
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fsiýýn(x(t))(I x(t) -8), jx(t) > 
Y(t) Soft Thresholding 

l 0, x(t) <_ 8 

Hard thresholding is described as the process of setting to zero the absolute 

values that are lower than the threshold. Soft thresholding is similar to hard 

thresholding except with an addition of shrinking the non-zero values above the 

threshold value towards zero, as shown in Figure 3.11 (c). Hard thresholding method 

creates discontinuities at borders of the zeroed values whilst soft thresholding does 

not. Donoho claims that soft thresholding provides a visually more pleasing estimate 

than hard thresholding [Donoho 19941, but asymptotically the optimal thresholds 

give similar results. However, in some instances it may be beneficial to use hard 

thresholding to retain the original peak within a signal. 

ýs 

-8 

(a) (h) (c) 

5 

Figure 3.11: Types of threshold (a) Original signal (h) Hard thresholding (c) Soft thresholding 

with value of S. 

The next important point is the threshold selection rules. The performances of 

each thresholding rule depend on the statistical properties of the sample signal. 

Hence, the advantages and disadvantages of the rules are evaluated individually 

depending on case. Since Donoho and Johnstone, there are other variations of 

threshold selection algorithms, which are improved versions through additions or 

combinations with other algorithms, for example, Non-Negative Garrote [Gao 1998], 

Generalised Cross Validation [Jansen 1997], Stein's Unbiased Risk Estimate (SURE) 
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[Donoho 1995b], Bayesian Approach [Abramovich 1998], Minimax [Krim 2000], 

Fixed Threshold, or a combination or more [Misiti 2000]. 

3.5.4 Applied Wavelets to PD diagnostics 

In the past decade, wavelet-based algorithms has emerged as an important 

tool for PD diagnostics and have been applied to diagnostics for various high voltage 

equipment. The major application of these wavelet-based techniques is for the 

purpose of signal de-noising. This was because the performance of the de-noising 

was found to be effective and enhanced the PD detection process. Many researchers 

have successfully applied difference wavelet-based algorithms to reduce the noise 

levels in the signal [Hu 1998, Phung 1999, Shim 2001a, Ma 2002, Satish 2003]. In 

these analysis, different wavelet types and thresholding methods were applied to the 

data, individually yielding positive results in the PD detection process. For those 

papers, different wavelet parameters and signal sources were utilised. In general, 

there is not a fixed approach for the best wavelet parameters, since it will depend on 

the individual circumstances and the signal of interest. The choices of parameters are 

dependent on the nature of the signal, for instance in [Phung 1999] the db3 wavelet 

was used, in [Shim 2001a] the db2 wavelet, in [Ma 2002] the db2 and dbl. The 

Daubechies wavelet family was chosen because of the variations of the wavelet 

shapes that range from less oscillatory characteristics (db2) to higher oscillatory 

characteristics. In [Satish 2003], their signals were analysed and compared with the 

range of db family wavelets ranging from db 12,15,16, and 30. One common 

platform that these researchers have is that the type of wavelet transform utilised was 

the decimated DWT because of its efficient implementation method. 

Other than signal de-noising, wavelet-based algorithms was also applied for 

other purposes such as data compression, PD classification, PD location in 

transformers. The acquisition of PD data often produces large data sizes due to the 

high sampling frequencies used. Ma et. al. found that PD data size can be 

compressed to 10% of its original size [Ma 2001]. This was performed by discarding 
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information that is conveyed within the wavelet scales based on the hard 

thresholding technique. However, by performing this most of the high frequency 

details were discarded and issues relating to the original PD signal resolution had 

arisen. Wavelet analysis was used for classification of multi-sourced PD's in [Lalitha 

2000]. This was feasible because different sources of PD had different signal 

structures, which yielded PD wavelet signatures that could be distinguished. PD 

location was successfully applied to transformers using the UHF technique in [Yang 

2003]. This is relatively different with power cables because in the transformers, PD 

reflection was not required. Essentially the PD location process is similar to the 

double-ended system used for cables as described in Section 2.8.2. 

3.6 Conclusion 

In this chapter, the issues pertaining to PD signals and their characteristic, 

and the aspects of PD signal processing were presented. Typical errors in PD 

location for power cables were discussed and methods of quantifying PD were 

presented. This included the standard basic quantities and also the derived quantities, 

which are commonly used to produce 2D or 3D graphical results that aid the PD 

interpretation procedures. 
Various applied signal-processing techniques were also reviewed. Among 

these techniques was application of digital filtering for noise reduction and signal 

enhancement, for instance FIR filters, match filters and adaptive filters. Fuzzy 

reasoning combined with neural networks was shown to effective for PD 

classification. 

Wavelet-based algorithms represented a major part of this chapter because of 
its emergence as an important diagnostic tool for PDs. The basic theory of wavelet 

transforms was included to provide a clear distinction of the difference in types. This 

will be used later in this thesis in chapter 5, where the advantages of using the non- 

decimated wavelet transform will be described. The application of wavelet analysis 
is widespread and was found to have positive results in the literature. Based on this, 

59 



Chapter 3: PD Data Interprelalion and Signal Processing Techniques 

the pattern of PD diagnostics is predicted to converge into hybrid algorithms that will 

consist of wavelets, fuzzy reasoning, higher order statistics, and neural networks. 
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Chapter 4: Remote Access PD Data Acquisition 

(RPDAQ) System Design 

4.1 Introduction 

In order to address the issue of lack of field data [Shim 2001], the need was 

present for a new method of data acquisition. A permanent means of robust data 

acquisition was produced. Previously, data acquisition was carried out on field trials 

basis, whereby the equipment used for data acquisition consisted of separate 
hardware components and had to be brought to site each time. Measurements were 

conducted on the power cables under energised conditions. The entire process was 

time consuming and several problems were experienced. 
The objective of this chapter is to present a new partial discharge measuring 

system developed in this project. In section 4.2, the problems and challenges 

associated with online PD data acquisition are presented. Main issues here are the 

protocols and safety procedures for field trials to the requirements of hardware 

systems. In section 4.3, the requirements for a PD data acquisition instrument is 

described. Section 4.4 presents the new PD acquisition unit developed. The features 

and description of the new PD acquisition unit (RPDAQ) is elaborated, together with 

the hardware architecture details and the overall system processes. The performance 

of the new PD acquisition unit is evaluated in Section 4.5, whereby a comparison of 

the developed device and the original prototype measurements are performed. The 

problems and limitations encountered by the new device will also be presented. 

Finally the conclusions are presented in section 4.6. 
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4.2 Problems associated with Online PD data acquisition 

An agreement has to be made with the collaborating power utility company 

prior to the data acquisition. To achieve a successful agreement, conditions of the 

stringent health and safety issues have to be met. Making online connections for HV 

systems are serious issues and usually requires thorough evaluations before it is 

allowed. If allowed, connections are performed by skilled and authorised personnel. 

Risk assessments procedures are conducted during each site visit. This includes the 

protection issues of the connecting equipment, training and competence of the 

visiting personnel to the substation. In addition, hardware components used, the 

methods of connections, and its operating conditions has to qualify the integrity 

criteria set by the utility. This will vary from utility to utility. 

The first criterion is emphasized on operating conditions during faults. If a 
fault should occur from the data acquisition equipment, it must not set off the cable 

systems protection alarm in the substation. The connection configuration depends on 

the layout of the protection sensors. Secondly, the data acquisition unit also has to be 

properly isolated from the cable circuit in any circumstances of faults, whether 

occurring from the cables or the data acquisition equipment. 

A general rule is that at least one authorised personnel is present and closely 

monitoring every action that is made. This means that an engineer is required during 

each substation visit; including relevant protocols and paperwork. In many cases, 

valuable engineers time that is sacrificed. 

In overall, the process of performing PD data acquisition is very time 

consuming and troublesome. Especially when most of these substations are remotely 

located, and access is restricted. Hence, it is clear that to address the need of field 

data for research purposes, a robust method of data acquisition is of high importance. 
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4.3 Requirements for PD data acquisition instrument 

PD data acquisition instruments will vary depending on the type of 

application, for example if only for data acquisition or self contained diagnostics 

units. There are many companies that offer PD diagnostic services and equipment for 

the high voltage industry such as [Lemke], [EATech 2001], [ERA 2004], [Kema 

2004], and many others. Each of these companies has developed techniques to 

diagnose high voltage equipment for partial discharge activity. However, the issues 

of online PD monitoring and diagnostics are still not addressed. Although several 

companies have produced equipment for online diagnostics [Russworm 2000], the 

challenges are still the performance of the equipment and its cost. 

In each of these companies, a means of PD data acquisition has to be 

developed. The equipment will meet the specifications of the [IEC 60270], and have 

unique features. To address the problem of data acquisition, instead of purchasing 

these commercial products, a new data acquisition unit was proposed. The reason 

why the system was created rather than bought was because of the limitations of the 

readily available systems in the market. Some of the issues related to it were the 

means of protection for the system against faults, some technical features, and the 

safety feature. The system we required will be installed permanently at substation 

site in the open. Hence it would require safety features against theft and severe 

weather conditions. Ideally, the unit must have the capability of remote control and 

access to minimise site visits. The proposed unit must be capable of performing data 

acquisition using the wideband technique or narrowband technique. High sampling 

rates are required to sufficiently capture the properties of the PD. Other important 

features are large storage facilities, noise reduction features, and signal enhancement 

capabilities. In overall, the data acquisition system must be flexible and robust. 
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4.4 New Partial Discharge Acquisition Unit 

4.4.1 Technical specification and unique features 

A new partial discharge acquisition unit has been developed to address the 
issues of field data and the access issues associated with it. The unit utilises filter 

concepts, such as high-pass and band-pass filters, which have produced good results 

[Shim 2000]. In addition, several enhancements were added by exploiting the 

advances of technology in modern communications and digitised equipment to 

produce a new partial discharge acquisition unit. The key features of the system are 

as follows: 

" Fully remote controlled system; allows user to operate system either on-site 

or remotely 

" High sampling rates up to 100MS/sec with adequate amplitude resolution of 
14 bits. 

" Signal conditioning features that offers choices of noise reduction and PD 

signal enhancements in hardware and potentially extendable in software. 

" Large storage capacity and robustness in retrieval of data. 

" Flexible and robust; PC-based system which can be customised according to 

preferences. 

4.4.2 Hardware Architecture 

The remote controlled partial discharge acquisition unit (RPDAQ) was 
developed to facilitate easier acquisition of PD data. At this stage, the main objective 

of the RPDAQ is to facilitate online field data. In future, enhancements will be added 

to produce an independent system for PD detection and location for HV underground 

cables. The block diagram of the RPDAQ is depicted in Figure 4.1. 
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Figure 4.1 Block diagram for RPUAQ 

The RPDAQ is a PC-based system that is fully equipped with remote control 

features. This allows a user to operate the system either on-site or remotely. Figure 

4.2 depicts the picture of the RPDAQ during on-site testing. A laptop is used as the 

user interface to control and monitor the signal acquisition in progress. Remote 

control access is performed either through a network connection or a modem 

connection. These are the advantages of using a PC-based system i. e. the flexibility 

and the capability to customise the data acquisition parameters and analysis. 

Specified acquisition parameters are stored in fixed text files, and are uploaded to the 

RPDAQ. The acquired data can be accumulated for days or weeks, depending on the 

user defined frequency and quantity of data acquisition. 
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Figure 4.2: Picture of RPDAQ during On-site testing 

4.4.2.1 Inputs from sensors 

Sensors usually either capacitive coupled or inductively coupled to measure 

signals from HV equipment. The advantages of using inductive couplers over 

capacitive couplers for online are clearly described in [Wiclen 2003a1. Inductive 

coupling method using current transformer (CT) was the preferred method for the 

RPDAQ. In cases of HV underground cables, limited access points will govern the 

connection configuration to the RPDAQ. Phung et. al. [Phung 19991, made the CT 

connections to the sheath of the cable, whilst Matthieu [Matthieu 2003], made 

connections to the earth line of the cable. In both cases, the types of cables used were 

I -phase cables and accessible points were available. 

However, when working with 33kV networks in Scotland, most of the cable 

types are 3-phase cables that share a common earth IScottishPower 20031. If the CT 

connections were made to the earth, the signal amplitudes are too small and will be 

superimposed from all three phases, which complicates the interpretation of data 

especially PD detection. 
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An alternative was to use the CT readily installed at the substation. These CT 

are used for protection purposes and conforms to the British Standards [BS3938 

1973]. It usually has low frequency responses up to 100kHz since it was designed for 

protection monitoring purposes. Although the CT was not designed for high 

frequency responses, they were also not designed to have a band limit. Hence, high 

frequency components are still measurable from these CT through its stray 

capacitances. This stray capacitance will become dominant at frequencies above the 

self-resonant frequency of the CT. For the CT used in the present work, no data was 

available, which would allow any quantitative assessment of this capacitive coupling. 
The CT outputs from all three phases are connected to the protection device. 

Nevertheless this was the only choice that was available for this project. Alternative 

sensor connections were prohibited. However, the performance of the RPDAQ will 
be more reliable and precise with alternative high frequency inductive couplers can 

be used in replacement for this CT. 

4.4.2.2 Protection Device 

The collaborating power utility required a protection device as the interface 

between the sensors and the data acquisition unit. In general, the design of the 

protection device will vary and is custom built according to their specific 

requirements. The primary function of the protection device is to isolate the cable 

circuit and the data acquisition system in any case of fault from the RPDAQ or a 

surge over-voltage occurring in the cable circuit. It was designed to protect the alarm 

system of the utility company rather than the RPDAQ itself. If any fault should occur 
from the RPDAQ system, triggering the alarm system of the utility is prevented. The 

CT at the substation is connected a measurement device for the alarm system. It has 

very low impedance. The RPDAQ is connected in parallel to this measurement 
device. Therefore the RPDAQ is required to have high input impedance. Hence, the 
failsafe mode was required to be open circuit; otherwise the alarm will be triggered if 

the CT output is short-circuited. A block diagram that represents the connection 
between the RPDAQ and to the CT is depicted in Figure Al (see Appendix A). 
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Figure 4.3 depicts the picture of the protection box, with all the co-axial connections 

made. The box is situated within the switchyard cabinet, where the accessible points 

to the CT are situated. The circuit diagram for the protection device is depicted in 

Figure 4.4. 

Figure 4.3: Picture of Protection Box at site, with connections made 

The protection device has an input impedance of 1 kQ and inverting amplifier 

circuit has unity gain and bandwidth up to 60 MHz. In a case of a surge over-voltage 

the op-amp of the amplifier circuit will blow. A limiting factor to the system is that 

the protection device can only be blown once. After one surge, the protection device 

no longer function to protect the remaining circuitry connected to it. However, there 

is a fuse included before the protection circuitry to disconnect the data acquisition 

device from the CT sensors if a surge occurs. 
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Figure 4.4: Circuit diagram for protection device 
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In order to check if the protection device is still functioning remotely, a "self- 

check" system was developed. The self-check operation is performed before each 

data acquisition is initiated, to ensure the integrity of the protection device. A burst 

of pulses is transmitted from the signal-conditioning unit into the inputs of the 

inverting amplifier. If the op-amp has failed, the output of the signal will not be 

inverted; hence the failure of the op-amp can be detected by the observation of the 

self-check signals. 

4.4.2.3 Data Logger 

Partial discharge activity is related to the ambient temperature of the 

operating cable IDervos 19901. The temperature is related to the load conditions of 

line current. When the line current increases, the amount of heat dissipated to the 

insulation also increases. However the exact measurement of ambient temperature of 

the entire length of the underground cable is usually not feasible. Hence, a current 
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data logger was incorporated to facilitate the estimated analysis of the relationship 

between the temperature or line current and partial discharge activity. The effects of 

current loading are taken into consideration by monitoring the line current and its 

loading conditions. For this purpose, the current on one phase of the circuit is 

sufficient since the three-phase system is a balanced system. A current transducer is 

connected to one of the inputs to RPDAQ. The line current is monitored at 

programmed time intervals and stored in the hard drive of the PC. 

4.4.2.4 Switching Device 

The RPDAQ was designed to accept maximum of two inputs to the system. 
This design strategy was chosen mainly because of economic reasons. Since there 

were three input sources to the system, a switching device was required. Software 

controlled switches were included such that up to two channels of acquisition can be 

selected simultaneously. For single-phase measurements, the switch is programmed 
to select one of the three phase inputs. Any two out of the three combinations for 

phase inputs can be selected for the dual phase measurements. This is performed 
depending on the choices of the user. 

The mechanisms used for this purpose were high frequency relays that were 
only switched in during an acquisition process. The relays have a high isolation 

between contacts of 3kV, which was over the estimated amplitude of surge over- 

voltages. In a case where a surge travels beyond the protection circuit, the relays can 

withstand and protect the internal circuitry of the RPDAQ. This indirectly minimises 

the risk sustained from possible multiple series of surge over-voltages in the cable. 

The chosen input signals are then sent to signal-conditioning unit. 

4.4.2.5 Signal-Conditioning Unit 

The signal-conditioning unit comprises of pairs of anti-aliasing filters, 

amplifiers, high-pass filters and band-pass filters for the two channels. The individual 

components on both channels can be activated independently. If required, the filters 
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can he bypassed. Figure 4.5 depicts the block diagram for the signal-conditioning 

unit. 

TTL Trigger Output 

R 
Channell 

-ý .( 
OUT1 

LPF HPF Gain BPF 1- 

B 
+ MUX 

OUT2 
LPF HPF Gain BPF y 

Channell2 ýý \\ 

TTL Trigger Output 

Figure 4.5: Block Diagram for signal-conditioning unit 

The high-pass filter is designed specifically for the removal of the 50Hz 

frequency of the power signal. The aim is to provide better amplitude resolutions to 

the PD signals. The amplifier has preset gain or attenuation values and those values 

are set at 1 x, ±I Ox, and ±100x respectively. Modification on the resistor values in the 

hardware components will allow the change of the preset values. Finally, followed 

by a band-pass filter that has a variable centre frequency and bandwidth up to 

60MHz. The Sallen-Key filter design methods were utilised for both the high-pass 

filter and the band-pass filter. 

In our RPDAQ, the purpose of this signal-conditioning unit is to provide a 

means of noise reduction in addition to enhancing the PD signals. The aim is to 

provide a choice of narrowband or wideband detection methods. In the former, 

certain bandwidths of the signal with strong PD activity can be extracted through the 

hand-pass filter. Wideband detection method is achieved when the band-pass filter is 

switched off. 

The self-check sequence is also initiated from this unit. A train of square 

pulses are generated for duration of 2 ms. The self-check signal is passed through the 

protection device and through all the components of the signal-conditioning unit. 

Any defect of in any circuit components will be detected by observing different of 
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the amplitude and the polarity of the signal in comparison to the default self-check 

signal. The default self-check signal is obtained with before the RPDAQ is 

commissioned into the substation. 

The picture of the physical unit is illustrated in Figure 4.6. It is externally 

connected to the PC and housed in a metallic shielded box. Extruded BNC 

connections allow the usage of co-axial cables, which have some form of shielding 

from radio noise to the system. 

Figure 4.6: Picture of signal-conditioning unit 

4.4.2.6 Data Acquisition 

The next component is the data acquisition block, which comprises a high- 

speed analogue-to-digital converted card within the PC. The card has two channel 

inputs with sampling rates up to 100 MSamples/s (single channel) and 50 

MSamples/s (dual channel). The amplitude resolution of the card is 14-bits and it has 

8 MByte of on-board memory. This card was chosen for cost optimisation. If a four 

channel input card was chosen, the cost of the card would have been doubled. The 

chosen specifications are sufficient and adequate for capturing PD properties and 

data analysis. Based on previous experience [Shim 2000a], high sampling rates are 

required together with good amplitude resolution. The advantage of using high 
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sampling rates is that there is better time resolution in the signals when applied for 

time domain reflectometry (TDR) applications. However, one limitation of the card 

whilst sampling at high sampling rates is the maximum continuous acquired data is 

limited by the fixed amount memory. When the memory buffer is filled, the data is 

transferred into the storage section. If continuous data is required, the sampling rates 

can be adjusted to low sampling rates for instance, 1,2,5, and 10 MSamples/s. These 

settings are utilised for statistics analysis, for example the trend or characteristics of 

the PD over short period of time. 

4.4.2.7 Storage Media 

The acquired data is transferred to a storage media every time the memory 
buffer is full or during each separate cycles of data acquisition. These files are stored 
in systematic file formats, for easy recognition. Files and folder management are 

performed with correlation to the date and time of acquisition. This is further 

elaborated in the next section. Log files are also generated for a history of acquisition 

and feedback results from the acquisition process. 
The storage media is mainly comprised of a hard drive unit. With the current 

technology, there are many new hard drive units with increased storage capacity up 
to 500 Gbytes. In our case, a 140 Gbyte hard drive was at the optimum price range 

and value for money. Stored in removable casing, the hard drive can be swapped 

whenever it was necessary. The process of retrieval was designed for easy access. An 

authorised personnel of the utility company is able to perform the taskby himself. 

This avoids unnecessary paperwork and logistics. 

4.4.2.8 System Controls 

The RPDAQ is highly flexible in its system controls. A user can operate the 

system either on-site or remotely from any PC in the world. A standard GSM modem 
is used as the means of remote communications. The GSM modem is capable of 

establishing a connection speed up to 14.4kbps under normal data call mode. 
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However, the practical nominal speed that it can establish is within 3kbps. The GSM 

service provider usually governs the data transfer rate. Higher speeds are available 

through GPRS packages offered by the service providers. These packages provide 
higher data transfer rates up to 2Mbps, at a higher subscription cost. In our case, the 

speed is relatively slow, but it is sufficient for the purpose of system control. The 

actual acquired data is not transferred back to the base of operations. Only 

acquisition parameters, programs, and important files are transferred to the RPDAQ. 

If a user wishes to view certain result of acquisition (or processing), the log files, 

system file contents and the compressed version of the data signals can be retrieved. 

The data signals can be customised and compressed into a visual aid, for 

example a JPEG file. The JPEG file is retrieved for inspection purposes from the 
RPDAQ. This allows the user to check if the acquisition parameters were 

satisfactory. 
The system is also equipped with adequate security protocols. Using layers of 

TCP/IP protocols, the remote user must first establish a dial-up connection. The right 

phone number (data), user name and password is required before a connection is 

established. Furthermore, if the correct details are provided, the usual protocol for the 

RPDAQ is that it will return the call to a pre-set phone number. This callback feature 

is activated for security purposes, and can be de-activated with additional passwords 

and relevant parameters. Therefore, the flexibility of remote accessibilities to the 

system is not compromised by its security. 

4.4.3 Software Operations 

The RPDAQ system parameters and data acquisition board settings are 

controlled by software. These parameters are stored in "daq" files. The "daq" files is 

a text file that contains a specific set of RPDAQ board and system parameters. For 

individual data acquisitions, their corresponding system parameters are stored in 

separate daq files. Each time the acquisition parameters change, the relevant daq file 

containing the parameters is retrieved. The daq files are generated by using specific 

software ("header-generator"); designed to create, modify, view the daq files. The 
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header-generator is a graphical user interfaced that has many drag/drop objects for 

parameter selection. This is to minimise the possibilities of errors occurring from 

manual creation or tweaking of the daq files. Figure 4.7 depicts the header-generator 

software for the RPDAQ. 
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Figure 4.7: Header-Generator software for RPDAQ 

The generated daq files are uploaded into the RPDAQ through file-transfer 

protocol (FTP) using the client software. At the RPDAQ, the server software is 

switched on 24-hours listening on a port for an incoming call. The call is initiated 

from the remote computer that uses the client software. The client software is the 

interface that enables a user to monitor the status of the RPDAQ, check, upload, 

modify and delete the daq files within the RPDAQ. At the server side, the daq files 

are listed in the order of their names. Hence, the file that resides at the top of the list 

is the first to be initiated by the RPDAQ. Once the file has been opened and initiated, 

the daq file is changed into a different filename. This effectively changes the type of 
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the file and denotes that the operation has been completed on that file. This is used 

for verification and checking purposes. 

Besides this, the client software is also used to initiate commands to the 

RPDAQ. These commands correspond to specific actions that the RPDAQ is to 

perform. The commands will be elaborated in the next section. The client software 

operated in the command line mode i. e. the server compares the keywords in 

message to identify which command to execute. For example, if "AcquireNow" was 

sent to the RPDAQ through the client, the RPDAQ will perform a data acquisition 

with the parameters of the first daq file on the daq list. The client software is depicted 

in Figure 4.8. 
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Figure 4.8: RPDAQ client software 
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4.4.4 Overall System Process 

The RPDAQ operates as a server, which is permanently switched on. The 

system allows users to make connections to the RPDAQ remotely or on-site via a 

network connection. Commands are sent from a remote user to the RPDAQ through 

the GSM modem connection. These commands are processed and executed by the 

RPDAQ. The flow chart of the overall system is presented in Figure 4.9. 

Initialise System Activate 
Programs 
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Wait for 
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No 
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No 
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Figure 4.9: Overall System Process Flo", Chart 

V 

Execute 
Commands 

In order to simplify the interface and the complexity of the system, the 

approach was to utilise multiple independent executable files to perform specific 

tasks instead of a complete program. When the RPDAQ is first switched on, system 

initialisation is performed. The RPDAQ server program, data logging program and 

scheduled data acquisitions are activated. The server program functions to accept 

connections from remote users and to decipher the commands sent to the RPDAQ. 

This is the main program that controls and performs the execution of data acquisition 

process. The data logging process is independent of from the server program; it only 

controls the acquisition of the data logger. For instance, data acquisition for all three 

phases of the cable can be performed under hourly basis for one week; to monitor the 
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PD activity at different current loadings. The scheduled data acquisitions are 

performed at fixed time intervals through timer software. 

Once the programs are activated, the RPDAQ waits for dial up connection 

from a remote user. When a connection is received, the security parameters are 

verified. The callback sequence is initiated automatically, i. e. the RPDAQ returns the 

call to the specific preset phone number. The option is available to bypass the 

callback sequence by supplying a special username and password. Upon 

authorisation of the call, the RPDAQ then awaits for the commands from the user. 

The commands are verified and executed. Some of the commands are "Acquire", 

"SelfCheck", "UploadFiles", "ConvertFiles", "RetriveLog" and more. 

The "Acquire" process is represents a major block of the RPDAQ and will be 

discussed in the next section. Parameters and settings of the data acquisition are 

stored in "daq" files, which are in text file format. The description of the commands 

is presented in Table 4.1. Note that the commands are flexible and are easily 

customized or modified. Also, newer versions of programs can be uploaded into the 

RPDAQ remotely. 

When the user has completed the uploading of files and commands, the 

execution of the commands is performed. The RPDAQ does not require the user to 

stay connected for the data acquisition procedure; hence the connection may be 

terminated at this point. In some instances, the user may choose to restart the 

RPDAQ for refresh its memory. Being a Windows based PC system, restarting the 

system is advantageous; especially when the scheduled data acquisitions are 

performed very frequently. Otherwise the system may become unstable and 

connections may be refused. If the RPDAQ is not restarted, it will return to the wait 

for connection state for the next connection. 
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Command Name Description 

Performs data acquisition, uses the parameters from the 
"da " files The command can either erform ac uisition 

Acquire 
q . p q 

for all the "daq" files uploaded into the RPDAQ or 
individually. 

This command initiates the switching relays, generates the 

SelfCheck self-check signal for testing the hardware components in 

the protection device and signal-conditioning unit. 

The "daq" files are uploaded from a remote computer to 

UploadFiles the RPDAQ through this command. A list of "daq" files is 

refreshed each time this command is initiated. 

This command allows the selection of data files for 

ConvertFiles conversion into JPEG images. When the JPEG files are 

generated it is sent to the remote user. 
The log files of the data acquisition and errors are sent RetrieveLog 
back to the remote user through this command. 
The optimum range for data acquisition is checked with 

RangeTest this command. The input range is varied from the 

maximum setting to the best range setting. 

Table 4.1: List and description of commands for RPDAQ 
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The process flow chart of the Acquire command is depicted in Figure 4.10. 

When the Acquire Command is called, the function first loads the corresponding 

"daq" files containing the parameters required for data acquisition. Then the RPDAQ 

attempts to verify and set the parameters to the designated components. However, if 

an acquisition process is already in progress, the system will not continue with the 

process and will terminate the process with an error message. The wait state is 

invoked, until the system is ready. A timeout flag is included in the wait state to stop 

the program to be looped continuously. If the timeout flag has occurred, the error is 

logged and the process is terminated. 

Once the system is ready for the acquisition process, the signal-conditioning 

unit is configured. Relay switches are activated depending on the chosen parameters. 

Any of the three phases (red, yellow, blue) for one or both channels are selected. For 

example, red phase for both channels, or red phase for channel one and blue phase 

for channel two. Next, the filters including the amplifiers are activated (refer to 

Figure 4.5). The high-pass. filters, amplifiers and band-pass filters are activated 

accordingly. If the components are not used, it is bypassed through a switch. 

The data acquisition card is initialised with its board parameters in the next 

state. These parameters are: no. of acquisitions, channel operation modes, sampling 
frequency, depth of capture (maximum of 8 MB for single channel and 4 MB for 

dual channel), input impedance, dynamic range of the board and trigger level. The 

operation mode is either single channel or dual channel mode. The sampling 
frequency can be varied from 1,2,5,10,25 and 50 MS/s in dual channel mode and up 

to 100 MS/s for single channel mode. The depth of capture controls the length of 
data. Any value can be assigned varying from usually 1MB to the maximum 

allocated values. Upgrades for memory capacity are usually available if required. 

The input impedance is usually set to low values (5052) to match the output 
impedance of the signal-conditioning unit. 

The dynamic range of the board is important because the amplitude of the 

signal pulses is optimised and maximised for best resolutions. PD signals are usually 

of small amplitudes; hence optimised range settings will provide better resolutions to 

PD signal. 
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Triggering is usually performed on the measuring phase. By default, the 

trigger is set for rising edges on channel one. However, the value of the trigger 

setting has to be adjusted accordingly. The trigger is set at the zero crossing of the 

positive half of the 50 Hz power frequency. There is an option available for external 

triggering if required. Both the range settings and trigger settings are tested each time 

the RPDAQ is deployed to a cable network. The nominal characteristics of the 

individual cable networks are recorded before the optimum parameters are decided. 

It is also used for comparison purposes and data analysis. 

Next the data acquisition process is started. If the signal is triggered, the 

captured signal is stored into the hard drive of the system. If the signal is not 

triggered, the system waits for a short period of time before a timeout is produced. 

Once the trigger timeout it invoked, the capture is forced. The log file will contain 

the information of the triggering process. The captured signals are stored into 

filenames systematically and for easier identification. Folders are created on the basis 

of the dates of the data acquisitions. Each folder will contain files stored in *. SIG 

formats (default format). The file format is binary numbers stored in 32-bit integer 

formats. The naming of files is done as such that the phase, sampling frequency and 

range information can be identified from the observation of filenames. An example 

filename is "r64al. sig", from this the first alphabet denotes the phase of the cable 

(r, b, y), the next number denotes the sampling rate, followed by the range setting, 

channel, and no. of acquisition. The data acquisition process is repeated until the 

desired iterations are achieved. 

Finally, the log files are generated from the acquisition and stored together 

with the data files. Then the relay switches are opened so that the RPDAQ is not 

connected to the protection device. This is such that the risk of damage to the 

RPDAQ is minimised. 
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4.5 Performance of PD Acquisition Unit 

Before the RPI)AQ was installed at the substation, several preliminary field 

trials were conducted using pre-prototype devices. The aim of the field trials was to 

gain familiarisation with the substation environments and the nominal signal 

conditions. From these preliminary field trials, several important points were 

discovered. 

4.5.1 Pre-prototype Field Trials 

The pre-prototype field trials were carried out with a few measurement 

devices. The configuration of the devices is depicted in Figure 4.11. Each filter 

component in the block diagram is self-contained devices. The low-pass filter 

functions as the anti-afiasing filter with the cut-off frequency at 25 MHz. The 

sampling rate used was 50 MS/s, for both channels. The high-pass filter was used to 

remove the SO Hz power frequency. The band-pass filter had preset gains, windowed 

of 300kHz, up to 20 MHz. However, the resolution of the oscilloscope was 8-bits. 

Input 
Low pass 

filter Oscilloscope 

igh-pass Band-pass 

L filter filter 

Figure 4.11: Block diagram of pre-prototype measurement devices 

One observation from these signals was the quantisation error was high due 

to the high sampling rates used combined with the 8-bit resolution. Hence, this setup 

was performed at a lower sampling rate (25MS/s). This field trial was mainly to 

determine the voltage output range of a typical measured signal for all three phases 

and signal and noise characteristics. 
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4.5.2 Full system Field Trials 

4.5.2.1 Current load profile 

The amplitude of the measured signals was found to vary with the time of the 

day with respect to the current loading. The current loading of the power cables is 

governed by the usage and demand of electricity supply. The maximum demand of 

electricity usually is dependent on the seasons; the highest demand is typically 

during winter. Hence, this should be accounted for in the analysis of PD because the 

PD activity is affected by the change in temperature and current loading. The daily 

load profile will also vary depending on whether it is a weekday or weekend. The 

effects of thermal loading may provide useful information with relations to PD 

activity. Figure 4.12 depicts the typical daily load profile pattern for 2002/2003. 
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Figure 4.12 : Daily Load profiles: Maximum, minimum and typical patterns 

for summer and winter 2002/2003 [SP Dist 2003] 

84 

I.. ". r ;n day 
Q 1tuýý `[013 s)srem mmunum demand c, QI AI summrr Jcmnud (Wed 03,07'02) 
Q1 ýp-I w mit I dem and 0% , 106 11 U`ý 121102'21103s>slcm ma ximurn tie ni a nd 11 uc MAI1r1131 



220 

200 

180 
mV 

160 

140 

, 7n 

Weekdays 

NxN 

ft 39 
x% 

xi 
x 

xxx 

wx�s  
Blue Phase 

"x Red Phese 
  Yellow Phase 

05 

200 

10 15 

Weekend 

20 25 

-- x - 
x xx 

rý 180 . 

xx x x 

mV 160 xx x"x 
x 

x" 
* M x Blue Phase 

140 x ýj x x Red Phase M x x Yellow Phase 

120 L j 
0 5 10 - 15 20 2 - 5 

Time, (hours) 

Figure 4.13: Daily load profile during weekday and weekend measured from RPDAQ 

Figure 4.13 depicts the typical patterns of the daily load profiles for a 

weekday and weekend. The same pattern is observed from the data that is obtained 

from the RPDAQ. Usage of electricity peaks from 1800hrs onwards to 2300hrs, i. e. 

when most users have their heating equipments switched on. The pattern of the 

weekend load has slight variation to the weekday load, whereby around midday there 

is a higher usage of electricity. Generally, the load characteristic has a good 

correlation with the data provided in [SP Dist 2003]. In chapter 6, the comparison 

between PD data obtained at different times of the day will be investigated, where 

the effects of current loading is accounted. 

4.5.2.2 Types of data - varying sampling rates 

By varying the sampling rates, the resolution and duration of the signals can 

be adjusted. Low sampling rates facilitates longer durations of data whilst high 

sampling rates provides data with good time resolution. The sampling rates are 

governed by the application of the data for analysis purposes. When lower sampling 
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rates are used, for instance 10 MS/s, the maximum amount of data accumulated is 0.8 

s, which is 40 cycles of data. The usage of lower sampling rates will depend on the 

PD characteristics, taking into account the attenuation and dispersion of the pulses in 

the cables. One important requirement is that the main PD pulse can be detected. The 

main application of this type of data is for statistical analysis and to develop 2D or 

3D plots (Section 3.3). The observation of a signature over a period of time produces 

useful information and features for characterisation process. PD signatures or noise 

sources can be identified from the observation of its properties over continuous data. 

PD analysis through expert systems and neural networks applications exploits these 

features [Hucker 1995, Candela 2000, Borsi 1995]. 

High sampling rates are used for maximisation of the time resolutions. With a 

sampling rate of 100 MS/s, the RPDAQ is capable of capturing signal intervals 

within lOns duration. This is advantageous when applied to PD location through 

TDR methods. Depending on the length of cable, reflections are in the order of µs; 

this effectively provides a better representation for the signals. The higher the 

sampling rates the better the time resolution, at the expense of increased noise 

interference and shorter duration of data (governed by the memory buffer size). 

A general idea of the types of measurement conducted with the RPDAQ is 

illustrated in Figure 4.14, where (a) is a typical measurement containing the phase 

voltage and (b) is the measurement performed with the 50 Hz frequency removed. 
Type (a) is useful for providing phase information relating to the PD pulses and type 

(b) provides good amplitude resolution for the pulses because the settings are 

matched to the dynamic range of the signal. For both cases, high or low sampling 

rates may be used. Another combination of signal measurement is using dual phases 

of the cable. This type of measurement provides correlation between the signals from 

two phases. It is also used to isolate pulses that are stronger within phases. However, 

one physical drawback is that the RPDAQ can only measure 2 phases simultaneously 

out of the three phases of the cable. 
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Figure 4.14: Typical examples of measured signal from the RPDAQ 

Finally, there is the single phase measurements usually conducted at the 

maximum sampling rate i. e. 100 MS/s that provides 80 ms of signal duration. This 

type of data is used to analyse individual components within the signal in the time 

and frequency domain. PD type signatures are analysed and checked for reflections. 

4.5.2.3 Comparison to pre-prototype data 

The measurements were carried out with the prototype measurement 

configuration and with the RPDAQ separately to determine the difference between 

measurements. These measurements were conducted at different time instances; 

hence there will be variations in signals. The comparison was performed initially to 

correlate the measured signals and determine the system response of the 

measurement system. The results depicted in Figure 4.15 is an overview of the signal 
for a complete 50 Hz cycle; where the top traces are the signal containing the raw 
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signal and the bottom traces are measured through the high-pass filter removing the 

50 Hz. 
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Figure 4.15: Comparing measurements from prototype setup and RPDAQ 

A zoomed version of the signal is depicted in Figure 4.16. The main transient 

structure had high correlations in both traces. However, the RPDAQ signal had better 

defined transient noise compared to the other. This difference is due to the higher 

resolution of the RPDAQ and the sampling rate used. The exact calibration of the 

RPDAQ measurements was not possible to achieve because a test measurement 

system with identical specifications as the RPDAQ was not available. In general, the 

measurements from the RPDAQ were found to be fairly accurate in terms of 

amplitude and shape of measured signals and the frequency content. 
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Figure 4.16: Zoomed version of PD structure for test measurement setup and RPDAQ 

4.5.3 Problems and Limitations of the system 

One problem that was encountered was related to the band-pass filter of the 

RPDAQ. The band-pass filter was designed by cascading series of high-pass filters 

and low-pass filters. The Sallen-Key filter techniques were used in the filter design. 

The high-pass filter forms the lower cut-off frequency whilst the low-pass filter 

produces the higher cut-off frequency. During the design stages, the overall 

performances of the filters were accepted. Simulation results indicated that the filter 

performance corresponds to the desired specifications. However, when the band-pass 

filter was constructed on PCB, the problem was changing the cut-off frequencies of 

the filter. The minimum allowable bandwidth was within 60 MHz. Although the cut- 

off frequencies were set to produce low bandwidths, the output of the band-pass filter 

produced unexpected results. The wide bandwidth of the filter was inappropriate for 
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usage since the performance was beyond the capability of the other acquisition 

components. 

Furthermore, the attenuation produced by the band-pass filter was within the 

region of -20dB. Small signal components will be heavily attenuated especially PD 

signal components. The amplifier that was produced was capable of producing gain 

of 100 times. However, the amplifier did not have unity gain performance because of 

the high bandwidth requirements. Hence, for the initial stages, the band-pass filter 

was omitted. The individual system board responses for the band-pass filters and 

amplifiers are included in Appendix B l. Data acquisition with the other components 

of the RPDAQ was sufficient to facilitate research data. 

Another problem that was encountered was dealing with the operation 

system. In a case whereby if the PC system was out of memory or encountered a 

Windows® critical error, then the remote control device will not function normally. A 

manual debug or restarting the system is required. This is a common problem with 

remote controlled devices especially in the early stages of development. Hence, 

precautionary measures were taken to avoid the cases of encountering errors as such. 

Restarting the PC after a period of time and checking of software codes ensures the 

reliability of the remote system. 

4.6 Conclusion 

In this chapter, a PD data acquisition system called the Remote Partial 

Discharge Acquisition Unit (RPDAQ) was presented. The primary objective of the 

RPDAQ is to facilitate online field data for research purposes. The RPDAQ has 

satisfied the safety requirements of the collaborating utility company. Logistic and 

preparation issues related to site visits are minimised through the RPDAQ. The initial 

installation at designated site allows a user to fully control and manage the 

acquisition system. This reduces the work required at site and performs the task more 

efficiently. Retrieval of the storage media is also performed relatively easier and 
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faster because a quick replacement of a second storage media or also known as a 

"hot-swap" is permissible. 
The main hardware configurations and software operations were presented in 

this chapter. Preliminary data from the test site was presented along with the data 

from the completely installed RPDAQ. A comparison was performed to identify the 

performance of the RPDAQ. The results indicated that the RPDAQ has produced 

satisfactory data. 

Several problems that arose from the system were highlighted and identified. 

Despite the limitations of the band-pass filter from the signal-conditioning unit, the 

RPDAQ was still capable of achieving its primary objective. In the next two 

chapters, the emphasis will be towards data analysis and interpretation techniques. 

The data acquired from the RPDAQ will be investigated. 
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Chapter 5: Wavelet-based PD Analysis 

5.1 Introduction 

During the course of this research, the wavelet-based techniques emerged as 
important and useful tool for PD analysis. The provision of good time and spectral 
information from wavelet transforms has significant advantages and impact on non- 

stationary signals such as Partial Discharges. There are many published journals and 

conference papers on the applications of wavelets for PD diagnostics for HV 

equipment. Within HV cable diagnostics, wavelets have been primarily used for de- 

noising purposes [Shim 2001a, Phung 1999], which enhanced the PD detection 

process. Another application is data compression for PD signals [Ma 2001]. 

Wavelets techniques have been used in many applications as described in 

Section 3.5.4. Also there are several methods and variations the implementation. The 

type of implementation, selection of filters and properties of wavelets will vary 
depending on the choice of the user. Each technique and wavelet family will have 

their advantages and drawbacks. This will also depend on the purpose of the 

application. 
The commonly referred wavelet technique is the decimated Discrete Wavelet 

Transform i. e. DWT. This is because of the simplicity and efficiency of the method 

of implementation. The method utilises the filter bank approach described in Section 

3.5. The advantage of this method is obvious, whilst the drawback of it have not been 

clearly emphasized. 
In this chapter, wavelet-based techniques for PD data analysis is presented. 

Issues of wavelet-based techniques are explored in more depth. The drawbacks of the 

conventional wavelet approach will be discussed. The emphasis is given towards the 
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analysis of the time domain characteristics for individual datasets instead of 

statistical methods. Firstly, the general approaches to PD detection through wavelet 

transform are introduced. Two approaches presented are the wavelet de-noising 

method and the edge detection method. Both approaches are described in detail and 

the important factors for implementation are described in Section 5.2. In the next 

section, the types of wavelet implementation are investigated. A distinct comparison 

of the non-redundant DWT method (DWT-A) is made with the redundant non- 
decimated discrete wavelet transform (DWT-B) is presented in Section 5.3. The 

performances of both methods are investigated with simulated data and online field 

data acquired from the RPDAQ described in the previous chapter. In Section 5.4, a 

new wavelet PD detection algorithm based on kurtosis presented. The efficacy of PD 

detection process has been improved through this new algorithm because it 

minimises the requirement for data interpretation for the user. The investigation of 

the advantages and drawbacks are presented and the algorithm was applied to 

simulated data and several field data. Finally, the conclusions are drawn up in 

Section 5.5. 

5.2 Why Wavelet-based PD Detection 

The major difficulties of analysing online field data are noise interference 

reduction and signal extraction processes. In Chapter 3, various signal processing 

tools and techniques for PD analysis were reviewed. The conventional method for 

PD analysis is performed from the time domain or frequency domain analysis. 
However, noise interference present hampers effective characterisation of PD's 

within both the time and frequency domain. In the past decade, wavelet analysis has 

emerged as a superior signal-processing tool for PD analysis. Its time-frequency 

resolution has a better representation of information for non-stationary PD signals 

and effective signal extraction within a noisy environment. Hence, wavelet-based 

approaches are appealing for this purpose. However, there are many variations of 
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wavelet implementations. Figure 5.1, illustrates a self-explanatory flow diagram of a 

general approach to PD analysis. 
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Figure 5.1: Flow Diagram of general approach to PD analysis 

5.2.1 Important Factors for Wavelet Implementation 

Prior understanding of wavelet properties is necessary in order to maximise 

the efficiency and outcome of the analysis. Several important factors for wavelet 

implementation can be simplified into three categories: 

5.2.1.1 Choice of wavelet 

Choosing the right and the optimum wavelet from a wide selection of wavelet 

families is important to produce accurate and desired results. Several popular ones 

are the Daubechies, Mot-lets, Coiflets, Symlets, and more have been used in the 

power-engineering field [Pillay 1996, Hamid 2002, Ece 2004]. In each wavelet 

family, there are different wavelet variations depending on the properties of the 

wavelet such as the regularity, number of vanishing moments, compactly support and 
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others. More information of the wavelet properties can be found in [Mallat 1989a, 

Daubechies 1994, Misiti 1997]. However, in regards to applications for detection of 

transient like discharges (or singularity detection), the rule of thumb is rather 

straightforward. The choice of a wavelet is subjected to the shape of the discharge (or 

system response from the detection device) [Mallat 1989, Shim 2000, Ma 2002]. The 

wavelet with the best correlation with the shape of the discharge will maximise the 

result in the wavelet coefficients generated from the analysis. The main aim is to 

identify PD wavelet signatures from the wavelet analysis. Generally, if the discharge 

is assumed to be an impulse, then wavelet signature produced in the wavelet analysis 

is the impulse response of the wavelet filter. In some instances, the wavelet may be 

chosen because of the wavelet signature it generates. For instance, the Gaussian 

wavelet and its derivatives are used in [Mallat 1989] because of the performance and 

effectiveness in the interpretation the results. This example is illustrated in Figure 

5.2, where the wavelet signature shape takes the 1" derivative of the Gaussian 

function. 

5.2.1.2 Level of Decomposition 

The maximum level of wavelet decomposition is governed by the equation: 
log2(N), where N is the signal size [Misiti 2000]. The relationship between the 

frequency of the signal and the wavelet scales is inversely proportional. The 

important characteristics to note in the wavelet decomposition is that the low detail 

levels will usually be corrupted with the noise interferences, and the extreme high 

detail scales will contain very low frequency bandwidths. Choosing the maximal 

level of wavelet decompositions may not necessarily be good because at both 

extreme ends, there will be redundant scales [Mallat 1992]. Hence, choosing the 

optimum level is important to avoid extra computation efforts. This can be done 

through trial and errors until the highest scales (low frequency regions) start to 

exhibit very low frequency components. 
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5.2.1.3 Deviation of Local Maxima 

In an event of a transient or PD, one-wavelet maximum will be produced in 

each wavelet scale. The peak of each wavelet signature produced is known as the 

local maxima. This forms a maxima line when observed across the wavelet 

decomposition scales. However, as it reaches the higher scales (low frequency), the 

wavelet signature tends to undergo "dispersion", which causes the broadening of the 

pulse and altering the position of the maxima point. The maxima line tends to 

deviate/curve away from the actual time value whereby the discharge had occurred. 

If the higher scales were included in the process of edge detection, this may result in 

significant errors. Hence, some of the higher scales are redundant and often 

neglected in the analysis [Mallat 1992]. 

5.2.2 The Approaches to PD Detection 

Transient like signals such as PDs are non-stationary, which ideally are Dirac 

impulses and most of the time contains a wide frequency spectrum. Multi-scale 

approaches will exhibit more information when used to extract useful information 

from these signals. 
Wavelet-based techniques have been widely used in the literature for 

discharge analysis, in particular discharge detection. The upper hand of wavelets 

compared to the Fourier techniques is distinctly shown in the performance of 
discharge localisation. Wavelets have achieved good performances by exploiting the 

multi-scale properties, which have good time-frequency localisation. Two 

approaches that are used for discharge detection through wavelets are the multi-scale 

edge detection method and the de-noising of the signals method. Both methods are 
described in this section. 

5.2.2.1 Multi-scale Edge Detection Method 

The most important features for analysing the properties of transient signals 

are the points of sharp variations. The wavelet transform is a good candidate that is 
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closely related to multi-scale edge detection. The wavelet transform edge detection is 

similar to the Canny edge detector [Canny 1986], which is to observe the local 

maxima of the wavelet transform modulus. The local maxima of the wavelet 

transform provide useful information of the transient. In general, wavelet signatures 

produced from transient events will form the wavelet modulus maxima. 

Synchronization of the wavelet modulus maxima across the wavelet decomposition 

will confirm the presence of the transient within the signal. 

Using the second criteria discussed in Section 5.2.1, a good wavelet candidate 
is a non-orthogonal wavelet 141(x) depicted in Figure 5.2. This wavelet has unique 

wavelet signatures that are prominent and easy to distinguish. The mother wavelet 

itself is the first derivative of the cubic spline function fi(x). The generated wavelet 

signature from 4(x) has an extrema that corresponds to the zero crossings or 
inflection point of the mother wavelet signature (see Figure 5.3). This wavelet 

signature is easy to detect and useful in the development of the multi-scale edge 
detection algorithm. 

0R 

-0.8 

0 

1.4 

0 
(a) (b) 

Figure 5.2: Mother wavelet ter (x) In (a), and cubic spline function, 4(x) in (b) 

Example for Multi-scale Edge Detection Method 

In this example, the sample signal used is an exponential decaying pulse. The 

sample signal and the wavelet decomposition with the cubic spline wavelet are 
depicted in Figure 5.3. For this example, noise was excluded in order to provide a 

clear understanding of the edge detection method. The three important criteria for 

wavelets mentioned previously were taken into account. The level of decomposition 
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was stretched to the maximum i. e. 7 levels (for illustration purposes), where a� and 

d, (n = 1,2, ... 
N) are the approximation and detail scales. 

In this case, the higher scales (low frequency) produce wavelet signatures that 

are smoothened. If noise were added to the signal, the first few lower detail scales 

will contain high amount of noise. The noise level dictates the possibility of 

detecting the wavelet signature. Hence, the usual procedure is to neglect the first few 

detail scales to discard the noisy signals and the extreme end of the higher detail 

scales to avoid inaccurate evaluations IMallat 1989]. 
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Samples Samples 
Figure 5.3: Example of wavelet decomposition 

The evolution of the wavelet transform modulus maxima across the scales 

generates specific patterns can be used to distinguish the type of transient present. It 

can be used to characterize the transients or singularities. The measure of the decay 

across the wavelet decomposition allows the classification of the type of transient. 

This is illustrated in IMallat 19921 with an example, whereby a series of different 

types of edges produces different types of modulus maxima patterns that conform to 

exponential decay shapes. 

98 



Cheq, ter 5: R4nvelet-based PD Analysis 

Table 5.1 indicates the values of the wavelet modulus maxima and the 

relative location in samples unit. The modulus maxima in both approximation and 

detail scales have an exponential decay feature. As the scales approaches higher 

levels, the location of the modulus maxima tends to deviates away from the actual 
location of the input pulse, caused by the smoothening of the pulses. This is obvious 

for the detail scales, but the approximation scales do not show deviations because 

noise is not present. In reality, it is common practice to discard the low frequency 

scales for localisation purpose. 

Level, n Max Id,, I Sample Max la�l Sample 

1 1.3333 252 0.6330 253 

2 0.9030 252 0.3719 253 

3 0.6128 251 0.2094 254 

4 0.3592 248 0.1091 254 

5 0.1917 243 0.0552 254 

6 0.0978 233 0.0277 254 

7 0.0491 211 0.0138 254 

Table 5.1: Modulus Maxima values of wavelet decomposition example 

In summary, the transients are identified through the observation of the 

wavelet scales. Local maximas are identified and aligned across the wavelet scales. 
The pattern of local maxima evolution across the wavelet scales is used to provide 

additional information for the transient. 

5.2.2.2 Wavelet De-Noising Approach 

The other approach is by using wavelet de-noising. First, the appropriate 

wavelet is applied to the signal to produce the wavelet decomposition. Next, wavelet 
thresholding is carried out with the selected threshold method and the "cleaned" 

signal is reconstructed. The detection of discharges is performed from the analysis of 

the new reconstructed signal. The difference between this method and the multi-scale 
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approach is that the PD analysis is performed on the new signal only. The main 

purpose of de-noising is to enhance the visibility of the discharges. 

The drawbacks of this method is that peaks that occur in the new 

reconstructed signal may not necessarily be discharge sources, and can be mistaken 

to be a false discharges. The de-noising procedure also reduces a portion of the 

information portrayed from the discharge source because of the signal clipping 

through the thresholding process. This is especially in cases where high noise levels 

are present; the performance of the de-noising process will be weak. 

Wavelet de-noising has become the basis of signal-processing block in the 

power-engineering applications. Excessive noise interferences can be significantly 

reduced, hence making it a powerful tool. This is evident from the amount of 

literature published with variations of different applications [Wilkinson 1996, Pillay 

1996, Santoso 1997, Lai 1998]. Several authors have reported their successes in 

noise reduction for PD analysis [Ma 2002, Shim 2001a, Phung 1999]. 

The key to wavelet de-noising is the selection, of the thresholds. The 

application of thresholds in de-noising in general will depend on individual cases. 

The main factors that affect threshold selection are the nature of the noise and the 

properties of the signal. There are many thresholding techniques that have been 

developed over the years and often involve high depths of signal processing. Some 

examples are SUREshrink [Donoho 1994,1995b], Minimax [Sardy 2000], Non- 

Negative Garrote [Gao 1998], Fixed Thresholding [Donoho 1994], etc. In [Ma 2002], 

a modified version of the Fixed Threshold method was presented. Instead of having a 

fixed threshold for all the wavelet scales, the threshold was computed at each 

wavelet scale through the same method for the Fixed Threshold with an addition of 

scaling the local noise power. 

100 



Chapter 5: Wavelet-haled PD Analysis 

5.3 Which optimal Wavelet Technique? 

5.3.1 Implementation of Wavelet Transforms 

In Chapter 3, the methods of implementing wavelet transforms were 

presented including the conventional Discrete Wavelet Transform (DWT) methods. 

For notation purposes the Decimated DWT will be noted as DWT-A and the 

Stationary Wavelet Transform, (or Non-Decimated DWT) will be noted as DWT-B. 

There are major differences that result from these two approaches for PD analysis. 

These include the generation of robust PD signatures in the wavelet decomposition, 

better and accurate results from de-noising process. The result of which, produces a 

better diagnostic method for the detection and location of PD in the cables. The 

DWT-B approach will produce more accurate PD wavelet signatures compared to the 

DWT-A approach because of the preserved shift invariant property; but the drawback 

is that the computation complexity is increased. This is confirmed by the illustration 

of the comparison of both methods on a simulated PD signal, presented in the next 

section. 

5.3.2 Significance of Shift invariant properties 

Figure 5.4 illustrates the results obtained for a shift invariant and non-shift 
invariant system. The second input signal is the exact duplicate of input signal 1, 

with a delay of 200 samples. The output for the DWT-A approach indicates that the 

wavelet signatures generated vary, but the DWT-B result depicts the same version of 

the output from input signal 1, delayed by 200 samples. The DWT-B approach is 

known to be shift invariant. 

Signals exhibiting similar features but slightly different alignment in time or 
frequency might generate fewer signatures in comparison to each other. 
Characterisation of PD signatures plays an important role in the data interpretation 

process. Origin of PD from the same source will have variations in amplitudes and 
frequency because of the stochastic nature. Hence, it is important that the generated 
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PD signatures are shift invariant to provide consistency and robustness in the 

classification of PD's. Furthermore, if multiple discharges are present, consistency in 

the generated PD signatures can be used to differentiate them. 
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Figure 5.4: Example for shift invariant property 

Discharge pulses often undergo reflection at cable terminations, which 

produce reflected discharge pulses that are reduced in amplitudes and dispersed. The 

shift invariant properties of wavelet processes can produce better results in efforts to 

locate the origin through TDR methods. 

5.3.3 Performance of Decimated and Non-Decimated DWT 

5.3.3.1 I'D Detection and Its Wavelet Signature 

The main objective in this example is to demonstrate the accuracy and 

performance of both the wavelet approaches when applied to TDR signals. All the 

generation of signal models and analysis were performed using Matlab. The original 

signal and the noise added signal is illustrated in Figure 5.5. The signal examples are 

deliberately chosen to be easy for the purpose of demonstrating the performances of 

the DWT approaches. The PD signal was assumed to be an exponential decay pulse 

i. e. an over-damped signal. With a 200-sample delay, a smoothened and attenuated 

version of the incident pulse is added to imitate a positive reflection from the 

termination. 
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The noise added to the signals comprises of narrowband noise and random 

noise. The narrowband noise is simulated radio frequencies at 200 kHz, 600 kHz and 

800 kHz. The overall signal to noise ratio (SNR) was set to -3 dB. The important 

points of this simulation are: 

" Attenuation of the pulse along the cable is very small, almost negligible. 

" Pulse dispersion does not occur. 

" Reflection only occurs at one end of the cable 

" Noise added to simulation is identical to noise in real environments. 

The wavelet analysis was carried out on this signal, and the results of the 

DWT-A and DWT-B are depicted in Figure 5.6 and Figure 5.7 respectively. The 

wavelet filter used for this analysis is Daubechies-2, with 7-stage decomposition. For 

the DWT-A, the wavelet signatures generated for the first PD incident (around 

abscissa 600) are not similar throughout the detail scales. In the DWT-B, the wavelet 

signatures generated are more consistent throughout the detail scales. Furthermore, if 

we observe the reflection of the PD pulse (abscissa 800), in the DWT-A case the 

wavelet signatures are inconsistent throughout the detail scales and also comparing to 

the incident pulse. However, for the DWT-B more consistent wavelet signatures are 

generated. 
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Wavelets are used in certain instances to derive feature vectors or for 

statistical classification. Hence, the consistency of generated wavelet signatures is 

important for accurate classification of PD's. Besides that, the importance of robust 

PD wavelet signatures is portrayed when applying TDR analysis for PD location 

purposes. PD reflections will undergo attenuation and dispersion, causing the PD 

wave-shape to vary. If robust PD signatures are not generated, problems may arise 

when attempting to match the incident pulse with its corresponding reflected pulse. 

This will be seen in signals with more complex nature; for instance signals 

comprising more than one PD sources arriving at the measured end and measured 

within close proximity. 

The TDR analysis is performed by measuring the time duration of the 

reflected pulse with the first pulse. In the wavelet domain, the same measurement of 

the time duration of the first generated PD signature and the second one is 

performed. Only certain scales are suitable for this purpose, and it is usually the 

wavelet scales that contain minimum noise yet with its spatial features preserved. In 

this case, the detail scale 5, (D5), is chosen and depicted in Figure 5.8. 
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Figure 5.6: Normalised wavelet decomposition using DWT-A approach 
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DWT-B Decomposition 
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Figure 5.7: Normalised Wavelet Decomposition for DWT-B approach 
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Figure 5.8: Detail scale 5, (D5) for DWT-A and DWT-B 
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There are several methods that can be applied to determine the delay time 

between the incident and the reflected pulse. Two common methods are directly 

choosing a prominent point for example the maximum/minimum point and matching 

it with the second pulse, or to use a cross-correlation based analysis. In the first 

method, the results for the delays are 208 (DWT-A) and 198 (DWT-B) samples. 

In the cross-correlation based analysis, the segmented cross-correlation is 

applied, whereby the complete segment of the incident pulse is taken and applied to 

the whole signal. When the segment is at the exact location of the incident pulse, the 

highest correlation value is achieved. When it arrives at the reflected pulse, high 

correlation values should be achieved. One important factor whilst using this method 

is how the segments are determined. It may be difficult to determine the start and end 

for the segment because of the noise and the uncertainty of the incident shape. 

One method of choosing the segment is the selection of the zero crossings of 

the pulse. This is depicted in Figure 5.9 where the scale D5 for the DWT-A is used. 

The two examples of segments are provided. The length of the segment should not he 

too long that it coincides as it will coincide with the reflected pulse and also not too 

short because it will contain low information. The best results are obtained through 

evaluation of several segments and taking the average of many signals. 
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Figure 5.9: Example for segment selection in cross correlation application 
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For this case, the choice was made on approximating the start of the pulse 

until the duration of the pulse is complete. In reality, the accuracy of this method will 

depend on the selected segment. Best results are obtained by clearly identifying the 

shape of the PD signature. Here, the results are 193 and 197 for the DWT-A and 

DWT-B respectively. 

The process of determining the reflected pulse for the DWT-B method is 

relatively easier and more accurate than DWT-A. The consistent wavelet signatures 

generated within the noisy environment indicates the benefits of using DWT-B. 

Although in this case the results do not show great differences, the implications for 

the actual PD location may be critical. The resolution used for this simulation was 

the no. of samples as the measure of time difference. The actual resolution of the 

distance in meters for every 10 samples is given by: 

0.5 x 10samples x- (5.1) 
3 

where v is the velocity of propagation, and FS the sampling rate. Hence, every 10 

samples of signal will correspond to 16.7m in the actual distance of the cable (v = 
1.67x 108 ms'', FS = 50 MHz). From the consultation with a utility manager, PD 

location within 10 meters of the actual PD origin is considered good, especially 

through online diagnostics. 
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5.3.3.2 Wavelet De-Noising 

The performance of wavelet de-noising is generally evaluated by measuring 

the closeness of the de-noised signal with the original signal. The quality of the de- 

noising will depend on the accuracy of removing the noise whilst restoring the 

original waveform. In many cases, the signal of interest is rarely known; hence the 

performance cannot be directly measured. Using knowledge rules from the de-noised 

signal or signal structure is one reasonable method to evaluate this. 

Here the decimated DWT and non-decimated DWT application of wavelet 

de-noising is compared. The evaluation is performed by comparing the original 

known signal with the de-noised signal i. e. using the cross-correlation method. The 

sample signals used are the exponential decay pulse and the decaying sinusoid wave 

(Figure 3.2). These signal structures represent non-oscillatory transients and 

oscillatory transients. The best wavelet thresholding method was pre-identified and 
found to be the Heuristic Stein's Unbiased Risk Estimator (SURE) Thresholding 

[Donoho 1994]. The comparisons were performed for a range of SNRs; the result of 

which is tabulated in Table 5.2. The values in the table represent the normalised 

cross correlation values of the original signal and the de-noised signal. Hence, higher 

values of the correlation factor indicate that the de-noised signal is closer to the 

shape of the original signal. 
Exponential Decay Oscillatory 

SNR DWT-A DWT-B DWT-A DWT-B 

-3 db 0.8235 0.8477 0.6989 0.8067 

-5 db 0.8229 0.8439 0.5233 0.7255 

-10 db 0.7942 0.8252 0.6089 0.5911 

-15 db 0.5255 0.6487 0.4311 0.4900 

Table 5.2: Results of comparing de-noised signal through the normalised cross correlated values 

of the de-noised signal and the original signal for the exponential decay pulse and the decaying 

sinusoidal pulse. 
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For the exponential decay pulse, the performance of the de-noising was better 

for the DWT-B. For the decaying sinusoidal wave, the performance of the de-noising 

was better for the DWT-B compared to the DWT-A. The wave shape of the de- 

noised signal is more accurate to the original wave shape for the DWT-B. In overall, 

as the SNR decreases the performance of the de-noising becomes poorer. From -10 
db onwards, the de-noised signal starts to contain false signal structures, as depicted 

in Figure 5.10. Transient structures arising from high noise levels are produced 

whilst the original signal structure becomes less precise. Hence, the correlation 

results between the original signal and the de-noised signal become less accurate. In 

some cases, visual observation of the signal is the best way to identify the quality of 

the de-noised signals. 

These results also highlight the drawback of using the wavelet de-noising 

approach for transient detection i. e. when low SNR is present, false transients will 

appear. If this was performed on the full wavelet decomposition scales, the accuracy 

of transient detection will be higher. 
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Figure 5.10: De-noised signals for the DWT-A and DWT-B using the 

HeurSURE thresholding method for various SNRs 
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5.4 Novel Kurtosis Based Wavelet PD Detection Algorithm 

PD signals are categorised to have similar characteristics to transients. Its 

distinct signal structure that is different from noise characteristics produce large 

coefficients in the wavelet decomposition. This generates a distribution that is non- 

Gaussian. In contrast to noise samples, a Gaussian distribution is obtained when the 

signal is observed for a sufficiently long time [Ravier 1998]. The combination of the 

narrowband noise and random noise will generate a distribution close to a Gaussian 

distribution. Hence, the discrimination between PD's and noise can be deduced from 

a Gaussianity measure. Higher Order Statistics (HOS) are traditionally used to carry 

out this characterisation process through obtaining the kurtosis, which is the 

normalised fourth order cumulant. The kurtosis of a signal y can be evaluated as 

[Nikias 1993]: 

yy = E{y4}-3(E{y2})z (5.2) 

The conventional method of detecting transient like pulses within the wavelet 
domain has been presented previously. Both the wavelet de-noising and edge 
detection method has shown reasonably good results and accuracy, particularly with 

the DWT-B approach. In the former, the signal is de-noised and a clean signal is 

produced. The PD detection is based on this clean signal. The performance of this 

technique is limited when there is poor signal-noise-ratio (SNR), or when the 

threshold parameters are not suitable. The latter technique has more reliable results 
because the PD detection is based on a multi-scale decomposition, based on the 

knowledge rules of PD characteristics and the wavelet criteria mentioned previous 

sections. However, this technique is also subjected to poor performances with very 
low SNR. 

Generally, the wavelet-based algorithms are performed using Simulink from 

Matlab software platform because the enhanced graphical interfaces. The main 
disadvantage is that, the process time is increased and generally more tedious 
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especially when dealing with large data samples especially for computers that have 

low specifications. Low memory capacity and the processor capability will form 

limitations that will affect the performance of the user's controls. Hence, efficient 

methods of using these techniques will require relatively good processors and 

memory specifications to generate cost effective and valuable results. 

Implementation of the wavelet algorithms can be significantly improved by using 

other programming languages such as C/C++, Pascal, Oberon and others. However, 

the drawback of this is more complex programming is required for producing good 

graphical outputs. Hence, there will be minimal graphical user interfaces for data 

interpretation. 

In reality, the PD detection process is complicated because of variations in 

PD amplitudes, shapes and features for each cycle of the power signal. In addition, 

noise interference present will also hamper the PD detection process. When dealing 

with raw field data, the computation complexities of the wavelet algorithms are 
increased significantly due to the large PD databases that are caused by using high 

sampling rates. This is especially for the DWT-B approach, which uses the 

redundancy concept of the wavelet transform. On the other hand, high sampling rates 

are necessary for maintaining the high frequency spectrum and good spatial 

resolution of PD pulses. 
Often large sizes of data are divided into smaller sizes for file management 

and data analysis. This generally reduces the computation complexity and optimises 

the resolution of wavelet analysis. The new segmented data is processed using the 

relevant choice of wavelet-based transforms, and are conditioned individually. Under 

usual circumstances, a user will have to manually select the segments of the data that 

may portray useful PD information within the cable. Each segment is individually 

analysed using wavelet analysis and visually inspected for the existence of a PD 

signature until the complete signal has been covered. This process can be tedious and 

cumbersome especially for large PD data size. When these useful segments are 

selected, secondary analysis is conducted to isolate and identify potential PD activity. 

In this section, novel kurtosis based wavelet PD detection algorithm is 

presented. Although, the technical aspects of this algorithm are not new on its own, 
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the combination of these algorithms produces a powerful tool for PD detection. The 

method of synthesising the obtained results is simplified and more efficient 

compared to the manual identification of PD activity. The main advantage of this 

algorithm is the flexibility under operation. This new algorithm also functions as a 

semi-automated PD detector, which highlights regions within a signal that may 

contain PD activity. 

5.4.1 The Algorithm Description 

The flow chart of this new algorithm is depicted in Figure 5.11. The raw 

signal is first segmented with sufficiently long segment size for effective 

characterisation of the noise levels. This is to guarantee the performance of the 

proposed algorithm. The concept behind this is to isolate segments of the signal 

containing mainly noise and selecting segments of data with useful information. 

Next, the segmented data are analysed using the wavelet transform i. e. using the 

DWT-B. A suitable wavelet filter and the maximum level for the wavelet analysis 

are chosen. In the previous section, a manual inspection of the wavelet scales was 

used for PD detection. In Figure 5.11, this manual inspection process is replaced with 

the application of decision rules generated by the evaluation of the kurtosis of each 

wavelet scale and performing signal processing. 

Each scale in the wavelet decomposition is treated as individual signals. For 

a signal that contains mainly noise, the measure of kurtosis tends to be close to zero. 
If a PD or transient event is present, the kurtosis is a finite and distinct value. 
Kurtosis values in the wavelet scales will indicate if it contains useful signal 

structure. When the kurtosis values across the wavelet scales are tabulated, the 

distribution of the kurtosis values will indicate the existence of a potential PD or only 

noise. Preliminary results are obtained from the classification process, which is done 

by the observation of the generated pattern of the kurtosis values across the wavelet- 
decomposed scales. 
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Figure 5.11: New wavelet-based on HOS PD detection algorithm 

Next, the wavelet decomposition scales are normalised and thresholding is 

applied to them to produce a simplified binary format signal. In theory, the sum of all 

wavelet scales will produce the highest pulse peak at the instance where the transient 

has occurred. However, this is not necessary true especially when noise interference 
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is present. Here, a "smart sum" procedure is introduced whereby only wavelet scales 

that have kurtosis levels beyond the threshold level are added; i. e. only scales with 

prominent signal structures. This process is better described by using an example 

analysis. From the results of the smart sum, the actual location of the transient event 

can be identified (relative to the phase of the signal). 

This entire process is iterated until the complete raw signal has been 

analysed. The final results obtained will indicate flagged segments from the complete 

signal. From the results, a user can conduct further investigation to verify the 

presence of the PD's and attempt to locate it physically from the flagged segments. 

5.4.2 Simulation Results 

The algorithm was applied to a simulated PD signal created in Simulink. A 

PD signal comprised a decaying exponential impulse signal with pulse width of 200 

ns. With a sampling rate of 50 MSamples/sec, narrowband and random noise were 

added to the signal. Narrowband noise were used to simulate the RF interferences; 

and consisted of sine waves modulated at 200kHz, 700kHz, 800kHz and 1.2 MHz. 

The simulation model is depicted in Figure 5.12. The parameters of the cable are set 

according to the Pirelli 33kV XLPE cable specification [Pirelli 1996]. In this model, 

one end of the cable is matched to the characteristic impedance and the other can be 

varied depending on required parameters. Hence, only one reflection is produced and 

the reflection parameter depends on the impedance of the load. The results of the 

simulation are signals containing noise and PD sources. 
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Figure 5.12: Simulink model for PD simulation in cable 

The overall signal-to-noise ratio was -15dB. The simulated signal is separated 

into two segments for illustration purposes; segment-A with the simulated PD model 

and segment-B with pure noise without PD. Figure 5.13 depicts the normalised 

versions of the corresponding segments. The PD event is located approximately at 

0.08 of the abscissa in Figure 5.13(a). 
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Figure 5.13: (a) Simulated PD signal (h) Pure noisy signal 
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The wavelet decomposition was carried out on the signals by using the cubic 

spline wavelet depicted in Figure 5.2. This wavelet was chosen because of its good 

correlation to the transient signals and the PD signature it generates, which simplifies 

the detection process. Figure 5.14 and 5.15 depicts the wavelet decomposition for the 

simulated PD signal for approximation and detail scales (1-10) respectively. An 

important observation from Figure 5.14 is that as the approximation scales increases, 

the signal information conveyed decreases. The signal containing PD will produce a 
PD signature that is synchronised across all the scales. The peak from the PD 

signature is clearly distinguishable across the scales and has the similar shape as the 

wavelet function. However, it is smoothened towards the end scales. 

In the wavelet decomposition for the detail scales (1-10) as depicted in Figure 

5.15, the signature generated has the same shape as the mother wavelet, yl(x). The 

detail scales contain mainly the high frequency components of the signal. Hence, the 

PD signatures generated within the first few scales cannot clearly be distinguished, 

since it mainly contains the high frequency noise components from the signal. It is 

common practice in signal processing to discard the first few scales (D1-D3) [Mallat 

19901, depending on the usefulness of the information conveyed in these scales. 

In Figure 5.16 and 5.17, the wavelet approximation and detail scales of the 

noisy signals are illustrated. There are some indications of peaks in the scales but 

there is no distinct indication of an event in the wavelet scales. However, in 

computer vision, the peaks in each scale will still be accounted for. The result of this 

is that false information of events may occur. The importance is emphasised on the 

identification of peaks that are events in the signal. There are several algorithms 
developed by researchers in the image-processing field that utilises fuzzy reasoning 

to isolate relevant peaks within the wavelet scales [SheikhAkbari 2005, Setaredhan 

1998]. These techniques have high computation complexities and work best with 

step functions instead of oscillatory and non-oscillatory transients. The primary 

application was to detect edges or borders within images. 
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After obtaining the wavelet decomposition, the kurtosis of each wavelet 

scales is evaluated to produce the measure of Gaussianity. In reality, if a signal is 
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approximately Gaussian, the kurtosis will not exhibit a zero value, but exists within a 

confidence interval [Ravier 1998]. The average values obtained from simulated and 

field results showed that the kurtosis value had an upper boundary value of 4 for 

Gaussian distributed scales. In cases where a PD is found to be present, high values 

of kurtosis was measured. Both the approximation and details scales are utilised for 

this and the kurtosis values are displayed as in Figure 5.17 for the signal with PD and 

the noise signal. There are two important features to observe i. e. the shape of the 

kurtosis distribution across the wavelet scales and the absolute difference between 

the highest value and the lowest value. 

In the first observation, the kurtosis distribution across the wavelet scales 

should indicate a "bell-shaped" curve pattern if transients are present compared to a 
"random-shaped" pattern for noise signals. Also in the noisy signal the kurtosis are 

mainly below the value of 4, compared with the PD signal that contains high values 

of kurtosis. The approximation (A5-A10) and detail scales (D8-D11) of the PD signal 
indicate the presence of non-Gaussian signal components is distributed across these 

wavelet scales. 
From the redundancy and deviation of wavelet maxima issues described in 

section 5.2.1, a range of scales around the first and last few scales in the wavelet 
decomposition are neglected. Noise mainly resides in the first few scales, hence the 

observation of the kurtosis values from these scales will have minimum values. 
At the last few scales, the wavelet decomposition has been stretched to the 

maximum levels of decompositions, low frequency components that reside in these 

scales will emphasize Gaussian features; hence the kurtosis values will be small. 
Therefore, this observation enables the classification of each segment of the signal; 
i. e. whether potential PD or noise by this observation. 
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The next stage is to isolate the location of the transient with reference to the 

phase of the signal. Theoretically, by adding all the normalised wavelet scales (either 

approximation or detail), the wavelet signature produced by the transient should 
indicate the highest value at the point of occurrence. However, scales with mainly 

noise will cause the results to be inaccurate. The summation of all scales may 

generate maximal values that do not correspond to transients. Therefore, the "smart- 

sum" is introduced to overcome this problem. The "smart-sum" performs addition to 

the wavelet scales (approximation or detail) by selecting only certain scales that 

contain transient characteristics. This selection is based on the transient detection 

criteria discussed previously. The smart sum is defined by the equation: 

J 
S=J: Bn"xn"Bn (5.3) 

n=1 

5 
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for n=1,2,.... J, where S� is the individual hard limit threshold for each wavelet 

scale, X� is either the set of approximation, (A�) or detail scales (Da), B� is the 

selection multiplier (1 or 0). The hard limit threshold, 5,,, is determined by using a 

percentage of the normalised wavelet scale, for example 75%. Any values below this 

threshold is set to 0 and above this value is set to 1. The multiplier, B,,, is obtained 

from the kurtosis values of the wavelet scale. This means that only wavelet scales 

that have high kurtosis values and above the threshold are selected. Hence, if the 

scale comprises of noise then that signal is neglected. From the simulated 

experiments with various types of noise and distribution, the nominal value for the 

kurtosis was found to be approximately 4. Therefore, from this analysis the threshold 

was set to this value. Estimators can be used to determine a more accurate threshold 

for the kurtosis. However, under the criteria of kurtosis-based characteristics this 

experimental value was sufficient to perform the task. 

The smart sum output is illustrated in Figure 5.19 and 5.20. The smart sum 
has the form of a simple binary signal with three values, (-1.0,1). The evaluation 

process is repeated for all the segments in the signal. Finally, the smart sum is used 

to indicate whether segments of the signal contain potential PD activity or noise. The 

important segments are flagged and secondary analysis is further conducted for PD 

detection and location. However, the interpretation process for the smart sum by 

computer algorithms have to be determined by using a set of knowledge rules to 

produce accurate interpretation of the data. These rules are as shown: 

Rule 1: Ratio of maximum value of the smart sum and the total scales used 
Rule 2: Difference of peak values and the threshold values 

Rule 3: Number of consecutive kurtosis values above the threshold value. 

When a transient like signal is present, the sum of scales will produce a high 

value at the proximity of the event. The first rule observes the maximum value of the 

smart sum compared to the number of scales used for the addition procedure. For 

instance, if the maximum value is 5 and the number of scales used is 6, the ratio will 
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indicate high value of 83.3% (5/6). The high ratio values indicate high probability 

that the result occurs because of a transient event and likewise for low ratio values. 
The second rule observes the difference of the peak value of the kurtosis 

distribution with the threshold value. From this, if the values are not distinctly more 

than the threshold value, the signal has not prominent non-Gaussian features and the 

kurtosis distribution is highly probably caused by false events that are a weak 

transient representative. 

The third rule relates to the wavelet signatures within the wavelet scales. As 

mentioned previously in Section 5.2, transients will produce wavelet signatures 

across all scales. In some instances, there may be scales that will not produce strong 

prominent wavelet signature depending on the strength of the noise within the scales, 

especially narrowband noise that might have stronger wavelet coefficients in certain 

scales. In other instances, a noisy signal structures (noise events not originating from 

PD) may display high kurtosis values in random scales. Therefore, the sequence and 

consecutiveness of the kurtosis values satisfying the threshold are observed. The 

consecutive values correspond to the likelihood that the event is a transient; In other 

words by observing the "bell-shape" pattern as depicted in Figure 5.18. 

In Figure 5.19, the summing techniques were applied to the wavelet 

approximation scales for the signal and the noise. If the top two axes are observed, 

the summed values both indicate distinct peaks at around abscissa 0.05. The results 

of both are reasonably good. However, the purpose of the algorithm was for semi- 

automated PD detection purposes. This is clearly illustrated by the summed signals 

from the noise. In the smart-sum process the maximum value is 1, which is a very 

low value, compared to the conventional summing method that has high values of 9. 

In this case, the machine will have difficulties interpreting the signals obtained from 

the conventional summing method because of the similar amplitudes of signals 

generated. The smart-sum algorithm clearly distinguishes the signal and the noise. 
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Figure 5.19: Smart sum for wavelet approximation scales 

The identical process was applied for Figure 5.20, where the summing 

methods were performed on the wavelet detail scales instead for the same set of 

signal and noise. Again the smart-sum method clearly distinguishes the signal and 

noise. In this case, the values obtained are lower than the values in the approximation 

scales because of the added noise i. e. only a few scales are used for the smart sum. 

The conventional method does not work well because it generates similar 

characteristics for both signal and noise. Hence, this new algorithm has potential to 

be a useful tool for a semi-automated PD detection. 
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Figure 5.20: Smart sum for wavelet detail scales 

5.4.3 Results on Field Data 

This algorithm was tested on field data obtained from a 33kV cable network, 

The sampling rate used for this signal was 50 MS/s; hence the size of this dataset was 

lx 10' samples (one 50 Hz cycle). Firstly, the signal was divided into fifty segments 

of 20000 samples each. These segments were processed and the results of which is 

shown in Figure 5.21. In Figure 5.21(a), the smart sum values (see Rule 1) and the 

consecutive wavelet scales above the kurtosis threshold (see Rule 3) is shown for the 

approximation scale. Figure 5.21(b) also provides the same information as Figure 

5.21(a) but for the detail scales. Figure 5.21(c) shows the range of the kurtosis (see 

Rule 2) of the wavelet scales for each segment. For simplicity, we will only 

concentrate on one half of the 50 Hr cycle i. e. from segment 1 to 25. Segments 5 and 

7 have prominent kurtosis value range that suggest that transient activity is likely. In 

addition the maximum smart sum values are high and also with high ratios of the 

maximum smart-sum value to the maximum sequence. 
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Figure 5.21: New Algorithm results for 33kV field data where the x-axis denotes the segmented 

parts of the ýOhole 5011z sample signal (a) Rule I and 3 for approximation scales, (b) Rule 1 and 

3 for detail scales, (c) Rule 2 for both approximation and detail scales 

In actual case, a prominent transient was present in segment 5 of the signal. 

This is illustrated in Figure 5.22, where the top trace is the original segment of the 

signal and the other two are smart-sum signals. Here, clean signals were produced 

within the smart-sum for both the approximation and detail scales. Also note that the 

shape of the smart-sum represents a simplified approximation of the original 

transient structure. 

however, for segment 7 prominent transient signals was not the case. Here, 

the signal structures had less amplitudes and noise is comparable to the size of the 

transients (as illustrated in Figure 5.23). There were more than one instances of 

transient in this case; both with low amplitudes and detected by the algorithm. The 

structure ot'this signal was different to the one in segment 5 in amplitude and shape. 

125 



0.05 - -r 

V 01' 

-0.05 

10 

5' 

0ý 

5 

10 

iI 

0 

Original segment of signal (5) 
r--- --I 

Smart Sum Approximation Scale 

Smart Sum: Detail Scale 
i 1. --r ------- ------r-----1- j 

{1 
-T-- 

1 
-- . -- 

0.2 04 06 0.8 1 1.2 1.4 1.6 1.8 2 

x 10' 
samples 

Figure 5.22: Smart-sum result for segment 5 of signal 

0.01 rr 

0.005 

V0 

-0.005 

-0.01 

10 

5 

0 

Original segment of signal (7) 

5L' 
Smart Sum: Detail Scale 

5 -- rz- T- Tr 

-5 ----- 
0 0.2 014 0.6 0.8 1 1.2 1.4 1.6 1.8 2 

x 104 
samples 

Figure 5.23: Smart-sum result for segment 7 of signal 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 

126 

Smart Sum: Approximation Scale 
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In overall, this algorithm provided a means of simplifying the analysis of 

large quantity of datasets that have long lengths. The signal interpretation time was 

shortened significantly with the aid of this algorithm. Focus was emphasized on the 

regions of signal where PD activity was found highly probable. 

5.5 Conclusions 

In this chapter, the background to wavelet-based PD detection algorithms was 

presented. Both the edge detection approach and the de-noising approach were 
discussed and examples were illustrated. The emphasis was given towards the edge 
detection approach because the multi-resolution concept of PD detection was more 
desirable compared to the single resolution de-noising approach. Furthermore, the 

de-noising approach has the limitation for enhancement of PD signal for TDR 

applications, especially for highly noisy signals. 
The differences between the non-decimated DWT and the decimated DWT 

were presented in detail. Significant improvement was shown for the non-decimated 

DWT method for PD detection through edge detection approach. In terms of PD 

signatures, robust PD signatures were generated from the non-decimated DWT and 

not quite from the decimated DWT. The performance of de-noising of both DWT 

implementations showed that non-decimated DWT produces de-noised signals, 

which were more alike, the original signal. 

A new kurtosis based wavelet detection algorithm was presented which 
functions primarily as a semi-automated PD detection algorithm. It was found that 

the algorithm helped reduce the time spent on PD data interpretation and processing. 
The utilisation of the smart-sum provides a visual signature of the transient within 

the signal. The result generated from simulation and field data were encouraging 
because it did successfully identify the presence of transient signal structures. 

Although in certain cases, when the signal contains transient interference this 

algorithm may fail to function because the entire signal would trigger the smart-sum 

process. This will apply to the signals that are presented in the next chapter. Those 
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signals are the same signals that were measured from Subtation A (Cable-I and 
Cable-2), but at a different time instance. 
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Chapter 6: Interpreting Online HV Field Data 

6.1 Introduction 

In the past two chapters, the data acquisition system for field data 

measurements and wavelet-based signal processing techniques were presented. In 

this chapter, the outcome of the previous two chapters is merged; where field data 

will be analysed. This chapter aims to address the issues related to data analysis 

procedures and to present results of the analysis. This is emphasised on the various 

signal-processing techniques developed, in conjunction with the wavelet-based 

algorithms to produce important data analysis and interpretation procedures. The 

investigation is performed in-depth and results and analysis will be provided. 

Aspects of efficiency of the algorithms will also be covered for the algorithms with 

high computation complexities. 

However, before that prior knowledge and understanding to the physical 

cable network configuration is required. Hence, the network configuration, 
background and brief history of the test site is discussed in Section 6.2. In Section 

6.3, the signal interpretation procedures for detection and location are presented. This 

covers the single-ended and the double-ended approaches. Next, the acquired data 

from the test site is provided in Section 6.4. The signals acquired from the set of 

power cables at the substation is analysed and compared. The noise interference 

analysis was conducted in order to differentiate signal from noise. Difficulties with 

signal interpretation are also discussed in this section. Section 6.5 then provides the 

results of all the data analysis conducted on the variety of field data signals. The 
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trends and characteristics of the PD are highlighted in this section. Finally, the 

conclusions are presented in Section 6.6. 

6.2 Substation A-B 33 kV Network Configuration 

In this project, the emphasis was placed towards the single-ended PD 

detection and location techniques. The developed data acquisition system was used 

to gather data from a selected 33kV network. The particular cable network 
(Substation A- B) was chosen because of its history of frequent breakdowns. The 

cable network works under a dual cabling system, whereby two parallel sets of 

cables were laid from Substation A- Substation B. This was to ensure that if a 
breakdown does occur on one set of cables, the other functions as backup for the 

network. When both cables are under normal operating conditions, the load current is 

shared equally between both sets of cables (Cable-1 (W1) and Cable-2 (W2)). The 

utility company found that whenever, either one set of cables is taken offline for 

repairs or maintenance, the other corresponding set of cables tends to have a fault not 
long after the event. This is likely to occur because the backup cable has to sustain 
double its normal current loading of the cable, which enhances the stress conditions 

on the cable. A picture of the substation switchyard is shown in Figure 6.1 and the 

section of network configuration for the Substation A-B network is illustrated in 

Figure 6.2. 

At the Substation A end, the cables are divided into 2 circuits i. e. Cable-1 and 
Cable-2. The cables originate from connections are made to the 33kV bus bars 

known as the Substation A Grid. There are many other 33kV cable networks 

connected to this bus bar (see Appendix Cl). The cable lengths are approximately 
1.7 km, running towards Substation B. At Substation B, the cables are connected to a 

step-down transformer, which converts the voltage to 11kV distribution network. 
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6.2.1 Sensor Connections at Substation A 

Sensor connections and their specifications are vital issues pertaining to data 

acquisition. They can be connected to accessible parts of a cable, usually at the 

terminations of the cable. Inductive couplers are quite popular for online PD data 

acquisition. However, when dealing with live cable networks, the utility companies 
have strict regulations and restrictions. Hence, for a third party to make connections 

and perform data acquisitions, permission must be sought. In our case, accessible 

points to the cable were limited. 

At the Substation A end, there was very little possibility of connecting an 

external sensor onto the cable network. Whilst at the Substation B end, access points 

were only available after the 33/11 kV step-down transformers; which is not useful 
for the measurements. The fully enclosed transformer had made the cable 

connections unreachable. Previous data acquisitions conducted on the earth enclosure 

of the transformer indicated that the results obtained were inadequate for signal 

processing [Shim 20011. 

The remaining method of connecting the data acquisition system onto the 

cable network was to utilise the Current Transformer (CT) that was used for 

protection purposes and monitoring the load currents on the cables. During the time 

of installation, those CT's were designed for low frequency monitoring of the current 

within the cable. Also, high frequency signals did not play a significant role for those 

measurements. Hence there was high possibility of measuring the high frequency 

components through capacitively from the sensors. The measurements obtained so 
far indicates that high frequency components beyond the nominal 50 Hz operating 

power frequency were present in the acquired data. In effect, this thesis would also 

examine the feasibility of using these protection CT's for condition monitoring 

purposes. 
One drawback of the measurement configuration through using these 

protection CT's is that the frequency response of the device is unknown. However, if 

the assumption that the high frequency components have been coupled uniformly 
from the device, the data acquired through within can be considered valid. If not, 
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these CT's are can be substituted with proper high frequency CT's. The data 

acquisition system and the DSP techniques developed in this thesis will still be 

applicable. 

6.2.2 Cable Joints 

The knowledge of cable joint configuration is crucial for the understanding 

and interpretation of PD signals. Continuity between the layers of cable insulation 

and semi-conductive layers will affect the pulse propagation through the joint. Partial 

discharge propagation usually travels along the interface layers of the cable, i. e. at 

the sheaths and the semi-conductive layers [Fouracre 2000]. There are several types 

of cable joint configurations depending on the particular instances and connection. 

Some examples are straight joints for three-core to three-core, three-core to single 

cores, and "T joints". In the Substation A-B cable network, only straight joints are 

present. The details of the jointing procedures will not be dealt with in depth, but the 

actual cable joint diagrams are available in Appendix D. However, the important 

factor worth noting is that the semiconductor layers of all three phases of the cables 

are in contact with each other. Hence, there will be a high degree of cross-talk 

between the cables. 

PD cross-talk is the signal coupling between phases or other nearby circuits 

which induces PD signals into healthy cable phases. During offline testing, usually 

only one phase of the cable is energized, and PD cross-talk are easily isolated since 

measurements are made mainly on the tested phase. While under online conditions, 

all three phases of the cables are energized simultaneously, which makes the 

interpretation complexity rises. In general, phantom PD's are identified by their 

lower magnitudes and by their phase relative to the voltage [CIGRE 2002]. 

Simultaneous measurements of the different phases of the cables will enable 
justification for this matter. 

However, this is not true for all cases as there are physical factors that can 

affect the strength of the PD signal within each phase. The strength of the PD pulse 
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will depend on the origin of the source of PD within the cable. In general, the phase 

closest to the source will have the highest signal amplitude and the furthest will have 

the smallest signal amplitudes. This will depend on the total electric field 

concentrations in the void generated from all three phases of the cable. A simple 

model of the real PD magnitude to the detected apparent charge at the cable 

terminations is presented in [Wielen 2003]. A calibration pulse with known 

amplitude is first applied to determine the characteristics and losses of the cable. 

Then it is used to work out the apparent charge of a discharge occurred within the 

cable. 

6.3 Interpreting the origin of pulse 

The complexity of online PD diagnostics is increased by the process of 
interpreting the origin of the pulse. Unlike offline methods, whereby the circuit 
breakers are opened to isolate the test cable, the ends of the cables remain connected 

to the previous configuration of the network. This means that clear open circuited 

reflections are not produced. Furthermore, pulses measured at the acquisition system 

may originate from either within or outside of the cable' (near-end or far-end). A 

major challenge is to recognise and isolate these pulses that are not of interest. 

6.3.1 Single Ended Systems 

For the ideal single ended systems, where the ends of the test section of cable 
have reflective terminations, if directional couplers were not applied, the 

conventional method is to determine the delay of the reflected pulse (far-end from 

measured end). This is further illustrated with the aid of Figure 6.3. Appendix E 

describes the more complicated behaviour encountered in the substation concerning 

with the present study. 
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Figure 6.3: Interpreting pulse origin from single ended measurement systems 

PD pulses originating outside of the cable can be determined through 

reflected signals. If measurements are conducted at End A, the reflection of the pulse 

from End B will take double the time-of-flight of the cable, since it has to travel to 

the other end and travel back to End A. This is likewise if the measurements were 

conducted from End B. However, there are several factors that negate this, such as 

very small amplitude of the reflected signal and a PD occurring within the cable that 

is located in close proximity to the measured end. To identify the PD pulse that has 

occurred within the cable, the reflection of the pulse at both ends of the cable will be 

less than two times the time-of-flight, T. The pulse origin can be summarized as: 

" T. = 2i (outside cable) (6.1) 

" Tr < 2i (in cable) (6.2) 

where T is the time-of-flight and Tr is the delay time of the reflected pulse. The main 

challenge for single ended systems remains still in the interpretation of the reflected 

pulse. Table 6.1 illustrates the general characteristics of a pulse occurring from 

different sections of a cable. These characteristics will assume that reflection does 

take place at the far end of the cable. From this table, if a pulse has originated from 

regions 1, the likelihood of detecting the reflected pulse is small because of the pulse 
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propagation distance. The pulses occurring from region 2 and 3 will have higher 

incident pulse amplitudes and chances of detecting reflections are moderate. From 

region 4, the incident pulse and the reflected pulse will have small amplitudes 
because of the distance travelled. Hence, these general principles can be used to aid 

in data interpretation procedures. If the cable can be calibrated with a test pulse, the 
interpretation process will be greatly enhanced. 

Incident Pulse Reflected Pulse 

Region Amplitude Travelled Distance Detection 

1 Very Good, clear defined 1.75L <x< 2L Low chances 

2 Good, clear defined 1.5L <x<1.75L Slight possibility 

3 Average 1.25L <x<1.5L Possible 

4 Smallest amplitude L<x<1.25L Best chance 

Table 6.1: General characteristics of a pulse and its reflection in a cable 

6.3.1.1 Single Ended Location Method 

Locating the origin of a PD pulse within a cable using the single-ended TDR 

method is straightforward. The objective is to obtain the time delay between the 

incident pulse and the reflection (as described in Section 2.8.1). However, the 

difficulty of this task is magnified by the fact that prominent reflections are usually 

not the case, whether for offline or online acquired signals. Significant advantages 

are obviously present with offline signals because of less noise corruption levels. 

Interpretation of reflected pulses from mishmash signals tends to be more 

challenging task. In both cases, a systematic approach has to be adopted to produce 

efficient and accurate results. Most cable failures are caused by cable joints (52%), 

followed by non-electrical damages (43%), cable terminations (4%) and cable 
insulation (1%) [Cigre 2002]. Nominally, the probability of a PD coming from a joint 

is much higher than any parts of the cable. The faults occurring from cable joints are 

mainly caused by poor workmanship manufacturing, which eventually leads to PD 
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activities and permanent breakdowns. From the statistics obtained from many of the 

experiences and publications in research, cable joints become the prime suspect for 

the cause of PDs. Therefore important data pertaining the information of cable joint 

locations are vital. With this information, the process of PD location is then narrowed 

down and it provides a form of biasing to aid in deciding the PD source. 

When computing the time delay from the incident pulse to the reflected pulse, 

the result is often produced in units of samples. The resolution of which, is 

determined by the sampling rate. The higher the sampling rate, the better the 

resolution for time. For illustration purpose, Figure 6.4 depicts an example of 

simulated TDR signal. With a sampling rate of 100MS/s, the resolution between each 

sample is 10nns in duration. The reflection time, T,. = S,. / Fs, where S,. is the reflection 
in samples, and Fs is the sampling rate. When Sr is 200 samples, with the velocity of 

propagation, vat 1.68x 108 ms-1 and the length of cable to be 2 km, the origin of the 

pulse 1.832 knm from the measure end of the cable (using equation 2.17). Each 

deviation in the sample difference is related to 0.5v / Fs, which amounts to 

approximately 0.8m of cable per sample for the previous values. This value is high 

and the errors can become significant for example with an error of 100 samples, the 

error in location becomes 80 m from the actual location. The errors are mainly 

caused by inaccurate interpretation from the reflected pulse that will be attenuated 

and distorted. It also depends on the bandwidth of the analogue system and the 

transducers. These errors can be avoided by computing averages and by using cable 
joint markers. 

Incident pulse 1 S` reflected pulse 

Figure 6.4: Example of TDR location technique. 
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Cable joint markers are used to aid the interpretation of the reflected signals. 

These markers are derived from the actual physical location of the cable joints within 

the cable. Each marker should indicate the possible position of the reflected pulse, if 

the incident pulse has originated from that particular cable joint. Figure 6.5 depicts 

an example of cable joint markers used for the same TDR analysis. Here the reflected 

pulse is in close proximity of J5, which indicates a high possibility that the PD source 

has originated from this cable joint. 

End A 
300m 450m 800m 1100 1800 

End B 

C__j ,II, C--, -1 
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L 1. iii. 
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(b) 
Figure 6.5: Example of cable joint markers used for TDR analysis. (a) Cable network 

topography indicating the position of cable joints within the cable. (b) TDR signal with cable 

joint markers added. 
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6.3.2 Double Ended Systems 

End A Midpoint End B 

F--------- - --------- 

Region 1 Region 2a Region 2b Region 3 

L4 
Measure Measure 

Figure 6.6: Interpreting pulse origin from double ended measurement systems 

The location of the PD pulse origin for double-ended systems is almost 

identical to single ended systems. For illustration purposes, Figure 6.6 depicts a 

simple cable model with the end connections neglected. In this case, the pulse can 

originate from either region 1,2, or 3. This example assumes that the measurements 

are synchronised and it produces an arbitrary start time. However, it should be noted 

that in practice the typical GPS system gives 10-100 ns synchronisation accuracy and 

when measuring delays are included, accurate synchronisation in this context may 

not be sufficient. Figure 6.7 illustrates a typical measured signal for this system. 

End A 

End B 

Ta Td 

Figure 6.7: Typical example of double ended measured signal 

The PD location can be determined by evaluating the time difference between 

the pulses measured from End A and End B, (ti, ). This can be summarized as: 
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0 -rd ='r (Region 1& 3) (6.3) 

" rd <r (Region 2) (6.4) 

In both cases, the time of arrival of the pulse at the ends will determine the 

origin of the pulse. If the time difference is r and was measured first at End A, it 

means the pulse has originated from Region 1 and likewise for Region 3. For region 
2, if the pulse was measured first at End A, the pulse has originated from region 2a 

vice versa for region 2b. The exact location of the pulse is determined by the 

measuring rd and performing a simple calculation to determine the origin relative to 

any end of the cable. For instance, the location of the pulse relative to End A, xQ, is 

obtained by: 

zQ =0.5(z-zd) (6.5) 

X. = VZa (6.6) 

6.4 Substation A Field Data 

This section investigates further into actual online data in the time and 
frequency domains. Although, there are two sets of cable lines linking from 

Substation A to Substation B i. e. Cable-1 (W1) and Cable-2 (W2), they differed from 

each other; for instance the exact lengths of the cables [ScottishPower 2003], number 

of cable joints and its locations within the cables, failure track records and the noise 
interference levels. 

6.4.1 Unprocessed Field Data 

In order to compare and evaluate the signal propagation in WI and W2, a real 

time simultaneous measurement from the access points is required. By doing this, the 

actual load conditions and the noise interference level can be correlated. However, 
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the limitation for us was that there was only one data acquisition system. Hence, the 

measurement system was switched from WI and W2 within a 15-minute time frame 

i. e. the time to transfer the data acquisition system from WI to W2. 

For a general overview of the data from these circuits, Figure 6.8 and 6.9 

depicts the data for both Wl and W2 circuits respectively. In those figures, the 

relative phases of the signal is represented by the dotted lines and the other signal is 

the actual raw signal measured from the CT outputs (without the 50 Hz signal). From 

the daily load current profile, it was found that the amplitudes of the noise and pulses 

vary during the day. From both cable circuits, high noise levels are present. These 

noises originate from a combination of narrowband RF signals, and wideband noise. 
However, for online measured signals, sources originating beyond the cable are 

considered noise. It was found that high levels of transient noise have corrupted the 

signals measured from both WI and W2. Transient noise may originate from other 
HV equipments such as transformers and switchgear. One major challenge of online 
data interpretation is to extract only useful signal from the raw signal. 
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Figure 6.8: RPDAQ data for Cable-1 cable circuit. 
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Figure 6.9: RPDAQ data for Cable-2 cable circuit. 

6.4.2 Noise Analysis For the Raw Signals 

In general, identification of the source of transient signal is difficult to be 

achieved, especially by utilising single ended measurement systems under online 

conditions. However, the configuration of the Substation A-B 33kV network can be 

treated as a multi junction network. Before proceeding with that discussion, it was 

necessary to observe the typical characteristics of the signals obtained from each 

terminal (WI and W2). Wavelet de-noising was used to clean the signal. The de- 

noising procedure was developed based under the criteria discussed in Chapter 5. A 

full 50 Hz cycle consisted of very large data size in total, so it was broken down into 

smaller segments and separately de-noised. The non-decimated wavelet transform 

was used to provide consistency. The wavelet filter used for the analysis was the 

Daubechies-2 (db2), since it was found to be suitable. 

Conventional wavelet de-noising using thresholding methods were not 

suitable for these signals because of the high transient noise interference present. The 
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HeurSURE thresholding method with hard thresholding was found to produce the 

best de-noising results for the signals therefore it was chosen. These settings were 

used for both sets of signals. The thresholding procedure was customized, by using 

appropriate wavelet scales to produce the signals categorised into "signal" and 

"transient noise" as depicted in Figure 6.10 and 6.11 respectively. Low detail scales 

(D1 - D3) were omitted due to the high frequency noise. Transient noise was found 

mainly in details D1- D7, hence the scales D4 - D7 were separated (Figure 6.11). The 

remainder of the scales D8-D10 was used to reconstruct the cleaned "signal" (Figure 

6.10). 

From Figure 6.10, we can observe that the signal structures obtained from 

W2 are more and have higher amplitudes than W l. In W2, the other signal structures 

were analysed and it was found that if continuous measurements were conducted, the 

pattern that emerges from it does not have any correlation with the inception voltage 
for all 3 phases of the cable. Also the time difference between each bursts of pulses 

are consistent. Hence, this structure is considered to be noise that originates from 

equipment connected to the cable and is not likely PD activity. 
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Figure 6.10: De-noised "signal" for W1 and W2 
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Figure 6.11: Transient noise interference for W1 and W2 

However, a prominent signal structure is observed from both cable circuits 

that occur roughly within the same inception voltage regions. This signal structure 

has a high probability of being PD activity and for simplicity purposes it shall be 

referred as PDI in this chapter. The characteristics of PD1 will are discussed in the 

coming sections. Note that the amplitude of PDI is significantly higher in W2 than 

W 1, which suggest that the source is more likely to have come from the cable side of 

W2. 

A zoomed version of the de-noised PDl is illustrated in Figure 6.12. From the 

diagram, the pulse at W1 has smaller amplitude and dispersed as the pulse width is 

extended compared to the pulse in W2. 
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Figure 6.12: Zoomed de-noised PD pulses 

In Figure 6.11, the transient noise is isolated through the wavelet de-noising. 

The amplitude of the noise is higher in W1 than W2. The transient noise is assumed 

as noise for the moment because it significantly disrupts the chances of detecting 

other transient like signals within the raw data. The transient noise was found to have 

same shape and time occurrences throughout the 3-phases of the cables for Wl and 

W2. Also a distinct pattern is observed in relation to the phase of the voltage. The 

difference is observed from the amplitudes i. e. high (0-7 ins and 10-17 ills), medium 

(7-8.4 ills and 17-18.4 ins) and low (8.4-10 ills and 18.4-20 ins). If this transient noise 

were to be classed as PD activity, observing the correlation of the pulse occurrence 

with the phase of the voltages it is most likely to originate from the yellow phase of 

W1 (see Figure 6.8). 

The zoomed version of the "high" transient noise is depicted in Figure 6.13. 

Four distinct pulse shapes are observed in the diagram for WI and W2 (sequence 

from the left). The period of occurrence of these shapes is approximately 32 us, 

which corresponds to a frequency of 31.25 kHz. Also observed is that pulse 3 has the 
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Chapter 6: Interpreting Online IN Field Data 

same shape as pulse 1 except that it is inversed. This is not true for pulse 4 and pulse 

2. The time difference between these pulses is approximately 16 ps, which does not 

correspond to the time-of-flight, ti, that is 10.48 
, us for the length of 1.76 km and the 

propagation velocity of 1.68x108 ms''. The origin of these pulses were not identified, 

therefore this pulses are regarded as noise. 
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Figure 6.13: Zoomed version of transient noise 

Based on the results of the noise analysis, the emphasis was given on the PD1 

signal structure in the Cable-2. In the next few sections, the aim is to attempt to 

characterise the PD 1 signal structure. 
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6.5 Characterisation of PD1 source 

6.5.1 Examining the characteristics of PD1 with the load current 
profiles 
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Figure 6.14: Characteristics of PDI inception voltage with the load current 

Load current variations in the cable were discovered to affect the PD activity 

within the cables. The load current indirectly has the impact on the temperature of 

the insulation. Hence, as the current loading rises in the cable, the temperature of the 

insulation rises. Gas voids within the cable begins to experience an increase of the 

gas pressure (Gas laws). As a result of that, the more electric field stress is required 

to initiate the PD. Therefore higher inception voltages are required for PD activity. 

This is illustrated in Figure 6.14, where PD characteristics are categorised by 

weekday and weekend load profiles. The values of the inception voltage and the load 

current were normalised. Also included is the PD location relative to the phase 

voltage. In the figure, the load current peaks and increases during evening time. The 
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inception voltage also follows the pattern of the load current. However, the relative 

location to the phase is contrary to that. 

This is because as the phase voltage increases in amplitude, at the same 

inception voltage value (Vi) in the different phase voltages the phase angle (relative 

to the phase voltage) tends to decrease. This is illustrated with the aid of Figure 6.15. 

Now referring hack to Figure 6.14, we observe that the relative phase of the pulse has 

inverse characteristics with the inception voltage values. The relative phase values 

were plotted as such that it fits in the diagram and represents percentage of the 

voltage values. 

V 

Figure 6.15: Variations of phase voltages and effects on phase angle 

6.5.2 Interpreting Origin of Discharge Activity 

/. ý 

Figure 6.16: Pulse propagation within Substation A cable network 
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The possibility of PDI originating from Cable-2 is higher than Cable-1 if the 

assumption is based on the amplitude of the signal. The pulse propagation in can be 

illustrated through Figure 6.16, where the pulse reaches the first CT at W2 and then 

propagates through all available paths. Not long after the pulse would arrive at the 

CT at WI and is measured again. One method used to verify the propagation of the 

pulse can be verified if measurements are simultaneously conducted for WI and W2. 

However, due to our limitations the PD origin is only hypothesised based on the 

amplitude of the discharge pulses, which is assumed to originate from one of the 

cables. 

The scatter plot of the peak voltage values of PDI against the relative phase 

voltage is illustrated in Figure 6.17. The PDI pulses are obtained from 200 cycles per 

cable phase. These measurements were performed in sequentially in multiple sets of 

cycles and not continuous consecutively, due to the acquisition system limitation. 

The measurements were also conducted at the peak time of load current usage in the 

day. From the diagram, the blue phase has the highest average peak values of 35 mV 

compared to the other two phases. This suggests that the discharge source has a high 

probability to originate from the blue phase. 

Discharge Peak vs Relative Phase (IOOMS-3) 
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Figure 6.17: Scatter plot of PD1 for peak voltage values against relative phase voltage (Blue (B), 

Red (R), Yellow (Y)) 
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Also an interesting finding was that when the measurements from all 3 phases 

are correlated in the time domain, the PDl pulse was measured at the same time 

instance. This suggests that there is a high degree of cross-talk within the cable. After 

examining the physical properties of the cable, we found that the cable has a unique 

semiconductor layer configuration i. e. it was all intimately in contact with one 

another. Hence, the PD discharge occurring from one phase would likely to be 

measured in the other phases. The strength of the discharge will depend on its 

location relative to the other phases as described in [Wielen 2003]. 

6.5.2.1 Signal Averaging 

PD signatures occur stochastically during each power cycle, with variations 
in amplitude, time of occurrence relative to the phase, and shape. The first measured 

incident pulse is usually detectable without problems. However, identifying the far- 

end reflection may be problematic because of very small reflections. Usually the 

reflections are too small to be distinguished. If the random processes are accounted 

for, the reflections will always vary adding to the difficulty of the situation. 

Signal averaging is a method that can increase the visibility of the far-end 

reflections. Other than providing a generalised PD signature from the incident pulses, 

the probability of detecting the far-end reflections is increased. The distance between 

the measuring device and the source of the PD will remain constant. This generates a 

constant time delay between the first incident pulse and the far-end reflection. By 

adding series of PD signatures, over a large number of pulses the reflected pulse will 

be more prominent. The important issue in signal averaging is alignment of pulses. 

This condition is critical in producing accurate results. Examples of alignment 

methods are: selecting the peak of the first epoch or the zero crossing before signal 

event. 
Figure 6.18Figure 6.18 depicts the normalised signal averaged pulse for the 

original PD 1 signal over for 100 cycles. Pulses shown are for all three phases of the 

cables including a normalised version of an original PD1 pulse from the red phase. 
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The advantage of using the averaged PD I pulse is that the transient noise is clearly 

diminished. From the diagram, the PD 1 pulse shape does not have strong variations 

and the main pulse shape is consistent from all the phases of the cable. 
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0.2 
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-0.2 

-0.4 

The cable joint locations were matched to the averaged PD signal to identify 

the possible origin of the PD. This was performed by applying the wavelet transform 

onto the averaged signal. Then the cable joint markers are applied to the appropriate 

wavelet scale, in this case detail scale 5, as depicted in Figure 6.19. The PD signature 

has high oscillatory signal structure. Hence, the reflected signal is likely to be 

superimposed with the main pulse. The interpretation process is difficult because the 

signal cannot be separated. One method of determining the reflection is though 

searching matching peaks of the signal. From the results, it was found that the 

possible reflections could have occurred at locations 85.9%, 76.2%, 67.5% and 
58.9% respectively of the cable from the Substation A end. 

In previous reports by EA Technology a company that performed diagnostic 

tests for ScottishPower, the discharge activity was high in the blue and red phase 

[EATech]. The test was conducted through offline diagnostic techniques i. e. the 0.1 

Hz method and the discharge location was identified at 58 - 61% of the cable from 

Substation A end. Based on these results, the single ended location method was not 

feasible under online conditions. The noise interference was high and the reflections 
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were not determined. The alternative to this problem is to utilise double-ended 

location method. Then problems with identifying pulse reflections will be mitigated. 
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Figure 6.19: Using cable joint information to identify possible reflections 

6.6 Conclusions 

In this chapter, the investigations were carried out on the field data acquired 

from the new data acquisition unit developed in Chapter 4. Related aspects crucial 
for data interpretation were also covered such as the cable network configuration, the 

cable joints and the sensors utilised during the data acquisition. Cable joints play 
important role in PD location because it is usually the component that has high 

probability of containing discharges. Interpretation of pulse origin was also covered 

in this chapter; these include methods of interpretation for both single-ended and 

double-ended systems. 
These were then applied to the online field data gathered over the period of 

time. A general overview of the unprocessed data was presented to differentiate the 

amplitude levels and the differences between the sets of cables. It was found that 

interpreting online field data were more difficult than expected. The noise levels 

were high and transient noise was present. Wavelet algorithms developed in Chapter 

5 were applied to these signals. The transient noise was successfully reduced at the 
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expense of removing a many scales of the wavelet decomposition. After this process, 

the de-noised signals from both Cable-1 and Cable-2 were compared. It was found 

that certain signal components were had difference amplitudes on the sets of data. 

Based on the signal amplitudes, the origin of those signal components was assumed. 
The PD activity was found to be likely to occur from Cable-2 cable. 

The characterisation of the PD pulse produced several positive results 
corresponding to the nature of PD's. The load current characteristics were 
investigated with regards to the PD pulse amplitude. It was found that as the load 

current varied the inception voltage of the PD also varied, with inverse relationship 

with the phase of the voltage source. This suggested that the signal structure has high 

probability to be PD activity. 
Signal averaging was conducted to maximise the possibility of producing a 

reflection in the signal. The location procedure was carried out using the cable joint 

markers to highlight the possible locations of the PD from cable joints. Several cable 
joints were highlighted. However, the overall results were not successful because the 

method only produces an approximation and without distinct clarity because of the 

superimposed signals. 
From all the conclusions gathered, it was found that online data acquisition 

using backup protection CT's are not favourable although results showed that high 

frequency components were captured in the data. Where possible, proper high 

frequency CT should be used as the main sensor connection for data acquisition. 
Under online conditions, using single ended measurement systems were found to be 

disadvantageous because the origin of pulses cannot be distinguished, for instance 

external pulse coming from beyond the cable. Also problems associated with 
identifying PD reflections hinder the PD location process. Double-ended systems are 

more advantageous because it enables the identification of pulse origin and PD 

reflections are not of importance. 
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Chapter 7 Summary, Conclusions and Future 

Directions 

This chapter summarises the research work presented in this Thesis, identifies the 

conclusions that may be drawn and indicates the direction of potential future 

investigations. 

7.1 Summary and Conclusions 

(Note: main conclusions are shown below in bold type) 

In this Thesis, we have focussed on the problems associated with online PD 

diagnostics for HV underground cables. One of the main problems in this research 

was the lack of online field data. Another problem that arisen from this was the 
logistics and conforming to the regulations or protocols of the utility company. The 

process of acquiring online field data was tedious and many negotiations were 

performed before an agreement was reached. Followed that are other common 

problems such as the physical aspects of making online data, the interpretation of 
data in heavy noise interference environments, and detection and location of PD 

within the cables. The original contributions developed in this research work include 

the following: a new online PD data acquisition system for underground HV cables, 

signal processing tools for enhanced PD detection, and wavelet-based signal 

processing algorithms for PD location through TDR. 
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Recent advances in technology in this 21S` century have promoted the 

increase of micro-processing power usage and directly impacted PD diagnostics. 

Before this, online PD diagnostics were limited by the processing power in terms of 

speed, memory and storage capacity. In Chapter 2, the basics of PD were presented, 

which were mainly the physical characteristics of PD and power cables. The various 

techniques for PD diagnostics were also reviewed. Although online techniques are 

more favourable, there are still many applications of offline techniques in reality. 

This is due to the maturity and reliability of the technology. The 0.1 Hz technique is 

one of the common techniques employed and is effective for PD detection and 

location for cables. However, the drawbacks of offline techniques are that they are 

not performed under normal operating conditions and the negative effects of separate 

cable energisation are not certain. 

Online PD diagnostics will involve the synthesising of signals measured 

either in voltage or current waveforms. Understanding these signals and the 

conditions of the acquisition configurations will be essential to effectively interpret 

and characterise the PD activity. This was the aim of Chapter 3, where the guide to 

PD in the signal realm was presented. This chapter also reviewed the various signal 

processing techniques that have been applied to PD diagnostics. Wavelet-based 

algorithms were found to be the widely applied technique by researchers in the field. 

This was due to the advantages and the effectiveness of PD detection and signal 

enhancement. The variations of the wavelet implementation were also reviewed. 
One of the first conclusions drawn from this study was that there was a 

need to acquire appropriate examples of online data from practical cable 
installations. 

A new online PD data acquisition system (RPDAQ) was developed during 

the course of this research. The main motivation for doing this was the need for 

online field data for experiments. The details and features of the new system were 

presented in Chapter 4. The system was designed to accommodate the difficulties 

associated with both the strict health and safety regulations of the utility company 

and the electrically noisy conditions in which any PD signal was to be detected. 

Signal conditioning features were included in the hardware sections of the unit and it 
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was also capable of performing post-processing signal conditioning. However, the 

post-processing features were not included in the RPDAQ at this initial stage. The 

overall results of the measured data were validated and compared by using a separate 

prototype measurement system developed in [Shim 2001]. A database of the online 
field data was created through the RPDAQ. It was concluded from the preliminary 

data that the recorded signals varied with changes in the level of current loading 

in the cable, as described in the literature. 

Chapter 5 dealt with the wavelet-based PD signal processing algorithms. This 

chapter included the important factors one should consider before applying the 
DWT. The methods of PD detection using wavelets were described i. e. the multi- 

scale edge detection approach and the de-noising approach. It was concluded that 

the first approach was the preferred approach because it could be used to 
identify false peaks within the signal, whereas the de-noising approach had the 

possibility of removing parts of important information from the PD signal and 

also generating false peaks. A comparison of the wavelet implementation types i. e. 
the commonly known DWT to the decimated DWT and the non-decimated DWT 

was performed. It was concluded that by using the non-decimated DWT the 

shift-invariant property was preserved. This had significant impact on the 

synthesising of PD signals that are non-stationary while using the TDR 

approach. By using the conventional DWT approach, the PD signatures 

generated in the wavelet scales were inconsistent. Robust PD signatures were 

generated through the non-decimated DWT and the effect of this property was 
reflected in the more accurate results of the PD location process. This was 
demonstrated through simulated data and was applied to the field data. In the 

simulated data, it was found that the location of the non-decimated wavelet approach 

was more accurate. However, in the field data this was not demonstrated because the 

reflection could not be identified. Nevertheless, the PD signatures generated through 

the non-decimated wavelet approach was shown to be more robust. 
A novel kurtosis wavelet-based algorithm was developed as presented in 

Chapter 5. This novel algorithm was developed to aid the processing of large 

volumes of data. In order to reduce the processing time of the data, the algorithm 
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functions to extract segments of the entire signal that may contain PD activity. These 

segments are then highlighted and the information is reduced to simplified format for 

a user identification/system as described in Section 5.4. These segments can then be 

extracted and analysed extensively to verify the presence of PD. The algorithm was 

applied to both the simulated data and the acquired field data. It was concluded with 

both simulated and field data that this novel algorithm performed according to 

expectations, significantly reducing processing time and hardware 

requirements, except when the field data contained high transient interference. 

A clear example of this limitation is observed with the signals shown in Chapter 6, 

which contain significant transient noise. It was acquired from the same substation 

and cables as that shown in Chapter 5. In the later instance, the algorithm failed 

because most regions in the signal would be highlighted as containing potential PD, 

which defeats the aim of the algorithm. It was also concluded, therefore that there 

is a need for more data from other sets of cables and that such data will provide 

a better understanding of the general signal characteristics from online 

measurements. 

Also in Chapter 6, the issues pertaining to online field data interpretation was 

presented. Important information containing the details of the physical network 

configuration of the test site and other relevant information were included. These 

included the sensors that were used for the data acquisition and the typical cable joint 

configurations. Because cable joints are known to be one of the major sources that 

cause PD [Cigre 2002], the joint locations were treated as weighting factors to aid the 

identification of PDs and their location. The approaches to single-ended and double- 

ended systems with the emphasis on the cable joints were discussed. This chapter 

also focussed on the field data acquired. The raw form of the data was investigated 

and the differences of the data obtained from the Cable-1 and Cable-2 were 

compared. In particular, the noise interference was analysed. It was found that the 

transient noise level was higher in Cable-1 than Cable-2. It was concluded that the 

transient noise had originated from Cable-1 and propagated into Cable-2. This 

hypothesis was justified in Section 6.4.2, where the signals showed correlation 

between one another. However, these measurements were conducted at different 
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instances in time. Hence, the data is only valid as an approximation. It was 

concluded that, in order to fully verify the suggestion of pulse propagation 

between cables, simultaneous measurements from both Cable-1 and Cable-2 

should be performed. 

It was also found that there was potential PD activity that was prominent in 

Cable-2. This PD signature was detected more prominently in the Cable-2 circuit 

than Cable-1 (as depicted in Figure 6.12). This PD signature was labelled as PD1 for 

simplicity purposes. The PD1 characteristics were analysed through the monitoring 

of its amplitude, inception voltages, and percentage apparent charge against the 

effects of current loading. It was found that the characteristics exhibited by PD1 

indeed portrayed the characteristics of PD. Signal averaging was applied onto the 

PD1 structure over 100 pulses. In theory, the reflection of the PD pulse from the far 

end should be magnified over many events. However, after applying the cable joint 

locations as potential sources the possibilities were narrowed down to the 85.9%, 

76.2%, 67.5% and 58.9% location of the cable from the Substation A end after 

applying cable joint markers. However, it was concluded that the exact position of 

cable joints that contained PD sources could not be determined with certainty 

using the present system as currently operated. However, it must be noted that the 

utility had hired to diagnose these cables found that PD activity was present at 

locations 58-61% of the cable from the Substation A end, showing some agreement 

with the present work. 

From the aspect of the sensors, the measurements were limited to only the 

backup protection CT that the utility had provided. After conducting the research, 

it was concluded that wherever possible high frequency CTs should be 

employed. 
Finally, it was considered that single-ended systems may have major 

disadvantages for the detection and location of PD for HV cables under online 

conditions, unless the direction of signal propagation can be determined. This is 

because the origin of the PD, i. e. whether from the cable or beyond, cannot be 

accurately determined through a single point of measurement. Furthermore, PD 

location through this approach will require the detection of PD reflections in the 
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signal, which is often difficult because of attenuation and superposition of the pulses. 

Therefore, a means of identifying pulse origin is required and the most suitable 

alternative is by using dual measurement systems. 

7.2 Directions of Future Research 

During the course of this research, several aspects of research that prompt 
future investigations have been discovered. Some of these aspects are the subsequent 

effects of the contributions made in this thesis. 

The usage of advanced digital signal processing tools for PD diagnostics has 

been reviewed in chapter 3. However, in this thesis we have only focussed primarily 

towards the application of wavelet-based algorithms and found that by using non- 
decimated DWT have major advantages especially for PD signature identification. 

Further exploration into the application of neural networks and fuzzy reasoning 

should be performed because they are potential tools that can be combined with the 

wavelet-based techniques developed. We have also developed a new PD data 

acquisition unit as described in Chapter 4. The next logical step is to develop a unit 

that will form a general PD diagnostic unit, which enables the acquisition of data 

from the sensors and includes the signal processing algorithms into the process. 
Incorporating these algorithms can actually help to reduce the storage required in the 

acquisition system by extracting only useful signal parts or information. 

The focus of the data acquisition and interpretation was towards single-ended 

systems. This was due to the financial constrains and also it was the initial step in our 

research on online systems. Double-ended system was not investigated because of 

the physical limitations of the substation configuration. However, double-ended 

system has a significant advantage for PD location procedures. Hence, the data 

acquisition system should be extended to function in double-ended systems mode. 

From the aspects of sensors, this research work was restricted to only sensors 

provided by the utility company. These sensors were the backup protection CT that 

functions specifically to monitor at power frequencies only. Hence, the reliability of 
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these sensors to high frequency is unknown. If possible, comparing the data obtained 

from these sensors and a proper high frequency CT will be beneficial in order to 

verify the accuracy of interpreting data from the backup protection CT. 

In chapter 6, the network configuration of the substation was described. The 

data acquisition unit was connected on two points of the cable network, which are 

essentially same points at two parallel sets of cables. Due to some restrictions, those 

measurements were performed at alternate instances. It was found that the pulses had 

high possibility of propagating from one set of cables to the other set. This is a 
difficulty associated to online PD diagnostics since all cables remain in contact. 
Hence, if possible simultaneous measurements on these points will provide better 

understanding of the signal propagation and its properties in the network. This may 

produce useful information, which may be an alternative to double-ended systems. 
One of the major difficulties that we have encountered during the course of 

the research is the arrangements and logistics of making data acquisitions at the 

substation. Currently, the measurements were performed in the switchyard of the 

substation where the bus bars and switchgear are located. Here, the strict utility 

regulation and protocols actually deters access for the data acquisition process. 

Hence, it is crucial that an alternative is sought. One way is to perform data 

acquisitions in the control room where access is less strict and in most substations the 

physical configuration is similar to one another. However, before that can be 

performed the signals acquired from the control room have to be correlated with the 

measurements performed in the switchyard. 

In terms of acquired data, high volume of data was acquired forming a rich 
database. However, these data is limited to the set of cables (Cable-1 and Cable-2). 

Therefore, more data should be acquired from other substations to provide a variation 

of data and a means of comparison. For instance, in chapter 5 the wavelet-based 

algorithm that incorporated the kurtosis was not successfully applied to the field data 

due to the amount of transient natured interference, which may not be the case for 

other field data. 
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Appendix A 

RPDAQ Connections and Configurations 
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Appendix Al: RPDAQ connection to CT sensors 

The connection of the RPDAQ to the utility backup protection CT is depicted in 

Figure Al. The RPDAQ is connected in parallel to a measurement device that 

functions as an alarm for the protection system of the utility. The impedance of this 

measuring device is very low and usually approximately 5Q. There input impedance 

of the RPDAQ has to be significantly higher than the measuring device. 

X 
Backup Protection 
CT output 

X 
kill)A Q 

................ 

Measurement Device for 
Alarm system 

Figure Al: RPUAQ connection configuration 
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Appendix B 

System Components of RPDAQ 

163 



Appendix B 1: Band-pass filter response 
Band-piss Filter Typical per oriiiance` 

Figure Bl shows a typical response of the hand-pass filter with a lower cut off 

frequency of 25MI Ir, and upper cut off frequency of 48MHz and a band-pass gain of 

-22dI3. 
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Figure B1 Band-pass filter response 
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1 Page 6 of report taken from "Programmable filter for the PD acquisition unit", Progress report, A. 
Sellars, 2 July 2003. 
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Appendix C 

33kV Network Configuration at Substation A 
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Appendix C 1: Substation network configuration 
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Appendix D 

Data sheet for Cable Joint and Cable Stripping 
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Interpretation of Signals 
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Appendix h, 1: Single-Ended Measurement Systems 

This section describes a typical example of a single ended system for HV networks. 

Generally, the termination of the cable can he terminated with a transformer (or other 

equipment) or another cable section, each of which would produce different strengths 

of pulse reflection. For the case of a transformer, open-circuit pulse reflections are 

usually produced. Figure E: l depicts an example of a typical cable connected to 

section of a 33 kV busbar. When the pulse occurs, it will propagate towards the ends 

of the cable. When it reaches the termination with the transformer (TX2), a clear 

reflection should be obtained. However, when the pulse arrives at the busbar, it will 

continue to propagate until it reaches the transformer (T, 1) and the other cables 

connected to the busbar. At the transformer (T, 1), a clear reflection should be 

produced. When the pulse arrives at the other cables, a reflection can be produced, 

which can be approximately 33% of the incident pulse [Clegg 19931. 

Measured End 

A 

Buskar connected to 
other 33kV networks 

Figure Fl: Example of a PD pulse propagation in a 33kV cable network 
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In this case, interpreting the pulse reflection will more complicated than in the 

example described in Section (x. 3.1. A Bewley lattice diagram for this example is 

illustrated in Figure E?. 

Cable C Transformer, Cable B Measured I'D Transformer, 
(T., i) oll) I 

( )/Nfýullý'Nls 

'l'ime 

Figure E2: Bewley lattice diagram for example in Appendix E1 

From Figure E2, at the axis where the measurements were carried out, the first 

reflection of the pulse from the far end of the specimen cable has coincided with the 

small reflection from cable B. Superposition of pulse will take place at this point, 

causing a change in shape and amplitude of the reflected signal. The outcome of 

which will depend on the shape of the discharge itself. Hence, in general the 

interpretation of the reflected PD pulse will depend on the network configuration and 

also the location of the PD origin. Therefore, the interpretation of the reflected PD 
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signal will be complicated and depends on individual situations. As mentioned in 

section 6.3, the cable joint markers can be used to enhance the interpretation process. 

176 



Appendix F 

Author's Publications and Presentations 

(i) GB Patent Application 0316221.3, " Detecting Partial Discharge in High 

Voltage Cables", M. H. Foo, J. J. Soraghan, W. H. Siew, March 2004. 

(ii) M. H. Foo, J. J. Soraghan, W. H. Siew, "Remote Control Partial Discharge 

Acquisition Unit", 17`h International Conference on Electricity 

Distribution, Barcelona, Spain, May 2003. 

(iii) M. H. Foo, J. J. Soraghan, W. H. Siew, "Practical Application of Discrete 

Wavelet Transform and Higher Order Statistics for Partial Discharge 

Analysis", Symposium on Quality and Security of Electric Power 

Delivery Systems, Montreal, Canada, October 2003. 

(iv) M. H. Foo, J. J. Soraghan, W. H. Siew, "Application of Non-Decimated 

Discrete Wavelet Transform for Partial Discharge Analysis", 181h 

International Conference on Electricity Distribution, Turin, Italy, June 

2005. 

(v) M. H. Foo, J. J. Soraghan, W. H. Siew, "Importance of Shift-Invariant 

Properties in Wavelet Transforms for PD Analysis", submitted to IEEE 

Trans. for Dielectric and Electrical Insulation. 
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