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Abstract

The research 1n this thesis covers three fields of control theory; identification, control
design, and real-time control applied to activated sludge wastewater treatment plants.
The study is carried out using simulation and a full-scale implementation in Swinstie

wastewater treatment plant from Scottish Water.

Subspace algorithms are explored to obtain adequate models for dissolved oxygen and
nutrient dynamics. Results presented in this area are the outcome of a number of stmu-
lations and full-scale plant experiments, which have lead to the formulation of standard
recommendations to the identification of linear models for the activated sludge process.
Part of the work has also provided an evaluation of a number of subspace i1dentification
algorithms, although this has not been an objective within the thesis. The thesis also
contains some insight into the modelling of the activated sludge for an intermittent

aeration process.

The control design part of the thesis employs a two level hierarchical control approach.
The low level control 1s usually a proportional integral derivative controller (PID) type.
This thesis presents the development of three new tuning algorithms tor PID type con-
trollers: iterative feedback tuning (IFT), linear quadratic gaussian (LQG) and data-
driven. The first two methods are developed for continuous time systems, while the
last 1s a discrete time data-driven method which uses subspace identification. The sec-
ond control level employs linear model predictive control (MPC). MPC 1s used for
dissolved oxygen and nitrogen removal 1n a simulation level. Linear models of nutri-
ent removal obtained by identification and by model reduction are used to implement

controllers for continuous aeration and intermittent aeration plants.

Real-time control is implemented by developing a software platform. The software
platform contains algorithms for subspace 1dentification, MPC control design and exe-
cution and process monitoring. The software 1s developed using LabVIEW and MAT-

[LAB. The user frontend and the communication with the PLC are implemented in Lab-
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VIEW. The PLC communication employs OPC tehcnology. Many of the algorithms
required for identification, control design, and process monitoring are programmed in

MATLAB and linked to LabVIEW by using several technologies as: Activex and Dy-

namic Link Libraries (DLL). The thesis finally presents results obtained by real-time

execution of the identification and control algorithms.
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Nomenclature

ASM Activated sludge model
CVA Canonical variate analysis

DDWEF  Daily dry weather flow

DO Dissolved oxygen

DLL Dynamic link library

ERAS External return activated sludge

IFT Iterative feedback tuning

LQG Linear quadratic gaussian

MIMO  Multiple-input, multiple- output

MLSS  Mixed liquor suspended solids

MOESP Multivariable output-error state space
MPC Model predictive control

N4SID  Numerical algorithms for subspace state-space identification
OPC OLE for process control

PID Proportional intergral derivative

PLC Programmable logic controller

PRBS Pseudo random binary signal

RAS Return activated sludge

SCADA Supervisory control and data acquisition
SISO Single-1nput, single-output

SS Suspended solids

STAR Superior tuning and reporting

SV Singular value
svd Singular value decomposition
vat Variance accounted for

WWTP Wastewater Treatment Plant
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Chapter 1

Introduction

The construction and operation of water drainage and wastewater treatment has his-
torically served two main purposes: (a) to avoid flooding and (b) to maintain public
hygiene. It 1s just recently that pollution has became important due to environmental
awareness. Therefore, the treatment of wastewater before discharging is a necessity
as a way of reducing pollutant loading into biological active water bodies. Since then,
the science and engineering of wastewater treatment has evolved considerably with

difterent technologies and methods developed over the years.

The activated sludge treatment process 1s probably one of the most common processes
employed for urban sewage. The treatment process consists in the bio-degradation
of organic material, and bio-chemical decomposition of nutrients. The biochemical
processes involved are complex and until recently the mechanics involved have not
been clearly defined. It is not until the late 80s, with the work of Henze et al. (1987) that

a more scientific understanding has been achieved by the development of mathematical

models.

Modelling of the activated sludge process has not only provided a wider understand-
ing; but has also provided scientists and engineers with a powerful tool which can be
used to optimise and even predict the behaviour of the system under certain conditions.

Although these models represent the state of the art in the mathematical understanding

]



of the treatment process, their applicability is limited due to assumptions of ideal con-
ditions, which are not achievable in practice. On the other hand, the development of
sophisticated mathematical tools, such as identification and advanced process control,
can provide a wider set of tools for possible process improvement which are not nec-

essarily dependent on a detailed process knowledge, as in the activated sludge model

(ASM) case.

From the point of view of the wastewater industry, process optimisation, and therefore
the etficient control of the treatment process, has become a necessity with the imple-
mentation of more stringent environmental regulations around the globe. Operational
costs of treatment plants has also contributed to increase investment in the implementa-
tion of advanced control technologies. In some countries, governmental policies have
lead to a link between environmental concerns and responsibility in the efficient treat-
ment of sewage. Denmark, for example, charges wastewater companies a tax over
the amount of pollutants discharged. Therefore, treatment plants are also required to

monitor their process so pollutant loads can be accurately estimated.

On the other hand, the multivariable nature and complexity of the process presents a
challenge for process control engineers and scientists. The use of advanced process
control algorithms like model predictive control (MPC) combined with identification
are alternatives which have been successtully exploited in other industries like the

petrochemical, and whose application in the wastewater industry has been very limited.

Due to the nonlinearity of the process, and continuous changing conditions, it might be
necessary also to have well proven and understood control laws which can be easily re-
adjusted. Even more, the use of historical data, which 1s usually recorded and almost

never used, might provide sufficient information to adjust controllers in an optimal

way.

In summary, the wastewater industry has been led 1nto a process of change to improve

its operation on two fronts: the environmental and the economical, for which the use of



advanced process control can be beneficial. This thesis explores the use of identifica-
tion, model predictive control and controller tuning applied to the wastewater industry.
The work presented in the thesis conveys the results of three years of research in theo-
retical and real-time control design. The two ’faces’ of this thesis are complementary,

and 1n many cases theoretical results and experience gained by simulation have been

corroborated in practice.

All the research 1n this thesis has been developed within a bigger project framework

called the SMArt Control of Wastewater Treatment Systems (SMAC), which is sum-

marised 1n the following section.

1.1 Project summary

The SMAC project 1s European Commission funded project under the Fifth Framework
for research, technological development and demonstration activities. The SMAC

project aims at expanding the control functions to become a smart and all-embracing

control as presented in Figure (1.1) .

1.1.1 Objectives

Wastewater systems, meaning sewer network and wastewater treatment plants, are sub-
ject to large fluctuations in flow and concentrations of the wastewater. During stormwa-
ter situations large amounts of pollution are diverted untreated to the receiving waters

and sudden changes in load deteriorate the removal of nitrogen and phosphorus.

Biological wastewater treatment relies on micro-organisms. New knowledge on the
potentials and limitations of these still needs to be put into action in the wastewater
systems. Also, most systems are designed for peaks, thus a spare capacity 1s available

in normal conditions, which is frequently not exploited.
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Figure 1.1: SMAC all-embracing control.

Today the control of wastewater systems is performed in local sub-optimal units. Due
to the SISO control structures, the results of one control action affect other loops and
there 1s usually no mechanism to counteract this interaction. Also, the sewer system
and the treatment plant maintenance and control 1s normally not co-ordinated. There-

fore, the overall objective of the project is to optimise the wastewater system operation

by

1. Maximising the system capacity and availability dynamically.
2. Reducing the operational costs by improving the control system.

3. Minimising the pollutant load to the receiving waters.
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4. Increasing the reliability by monitoring the risk linked to uncertainty.

To put system spare capacity into use, an innovative all-embracing control system with
continuous on-line overview of the state of the whole system needs to be developed.
The system should integrate control of wastewater collection and treatment. The con-
trol system incorporates functions for the most disturbing event in the wastewater sys-
tem, the stormwater situation and also a long term performance plan to maintain the

nutrient removal processes cost efficiency with a better sustainability.

1.1.2 The consortium

The consortium consists of a research, a consulting and an end-user group as shown
in Figure (1.2). This primary organisation is to ensure an ’open pipeline’ all the way
from basic research to exploitation. The way from research to market i1s thus open
through the consortium. The expertise of different universities, designers, constructors
and end-users of the developed technology covers the ’vertical scale’ from research to

demonstration and commercialisation in this project.

1.1.3 Project description

The first part of the project is to describe the needs of the end-users seen in the light
of possible control actions in the wastewater system. Wastewater systems have to be
defined according to their design, the type of wastewater they handle, the disturbances
and their dynamic behaviour under dry and wet weather and other disturbing condi-
tions. The control systems and variables available or currently implemented have also

to be identified, along with the constraints and limitations relative to the available tech-

nology and instrumentation.

The second part is to scrutinise the whole data management procedure. The opti-

mal distribution of intelligence which 1s a part of ’smart control’ assures a constant
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data quality control. Multivariable cross check will be a new approach to assure that
measurements are valid for control purposes. The location of sensors in relation to

information dynamics and delays of the signal are also of importance.

The third part concerns the development of the controls. The overall state assessment
is the basis of an overall performance plan deciding which operational situation will
be in focus for the forthcoming minutes and hours. In dry weather situations a long
term plan will assure the best conditions for the micro-organisms development and
economic operation. The development of prediction and preparation algorithms for

the stormwater situation, both in sewers and at the plant, are also an important part for

the implementation of disturbance rejection mechanisms.

In order to implement such a controller, a hierarchical control structure has been de-

vised by the SMAC consortium. Due to the different time scales at which processes
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and events occur, it 1s sensible to look at the entire system in three time frames: slow,
medium and fast. The slow control layer has the purpose of maintaining the plant sus-
tainability by assuring long-term sludge inventories in a weeks to months time scale.
The medium control layer’s purpose 1s to optimise the pollutant removal by calculating
optimal setpoints and has a time scale ot several hours to days. Finally, the fast control
layer main functions 1s to ensure eftective plant operation by assessing the low-level
control loops and trying to achieve the desired setpoints in an efficient way; this has
a time frame of minutes to hours. Figure (1.3) presents an schematic diagram of the
SMAC control system. The work presented in this thesis has been primarly developed

for the Fast Control Layer;, however, nutrient removal has also been the subject of a

limited study.

The fourth part is the implementation of the results in four end-user wastewater sys-
tems. In Denmark the integrated control of wastewater collection and treatment during

stormwater situations will be the focus. In Poland co-ordinated control will be de-



veloped to assure the quality of the discharge of treated wastewater before drinking
water intakes to a large city. In Germany the integrated management of sewer system
and wastewater treatment plant including optimisation of energy and chemicals will be
investigated. Finally, in Scotland the efficient control of dissolved oxygen levels and

on-line process monitoring will be the focus of implementation.

1.2 Motivation of the thesis research

As described 1n the previous sections, the research contained in this thesis is part of
a more complete and all-embracing control architecture whose major objectives have
been enumerated in section 1.1.1. The main motivation for the work developed in this

thesis 1s synthesised in the following statements,

1. The use of subspace identification methods appears as good alternative to deter-
ministic models. Deterministic models of the activated sludge process are only
valid under very specific conditions, which are usually very difficult to achieve.
In addition, they contain a high degree of uncertainty and unidentifiable terms,
which can only be approximated by laboratory experiments. The calibration of
these models can take a long period of time, which 1n practice 1s not useful,
since the wastewater composition can change on a day to day basis. Wastewater
treatment 1S a multivariable process, in which different sub-processes have dit-
ferent time scales, therefore the use of a multivariable identification technique 1s
a straightforward choice. Also, the existence of large amounts of historical data
in supervisory control and data acquisition (SCADA) databases can be exploited,

as means to provide the sufficient data for the 1dentification routines under cer-

tain circumstances. In this context subspace identification methods appear to be

an interesting choice.

2. Due to the multivariable nature of the process, it will be beneficial to investigate
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the possible improvements of adopting a multivariable control technique. If it
1s possible to obtain simple models for the process, then these can be used in a
model predictive control structure. Different processes operate in different time

scales, therefore the use of a hierarchical predictive control structure seems to be

a good approach to pursue.

3. In most cases it is impossible or expensive to replace a control algorithm which
has been programmed in a programmable logic controller (PLC). Therefore, the
use of a second level of control implemented on a more computationally efficient
machine, can increase the performance without sacrificing system integrity, se-
curity and reducing implementation costs. This type of architecture will also
allow operators to have a plant wide perspective and monitor the complex inter-
actions within the treatment process employing advanced multivariate statistical

tools like principal component analysis (PCA).

4. The operation of many low level control loops, usually proportional-integral-
derivative (PID) type, can significantly benefit from a simple re-tuning, when
the plant 1s operating 1n a different condition. Moreover, a significat improve-
ment 1n the higher control levels can only be achieved if the low level control
systems are operating in an efficient and healthy way. The paradigm ot tuning
has been a subject of research for many years, and many methods have been
developed. Within the work presented 1n this thesis three new tuning algorithms
for PID-type controllers have been developed. Depending on the necessity and
the application, these algorithms allow the calculation of the parameters either
by a model-free approach, employing subspace 1dentification, or with an optimal
approach. Two of these methods have been extended to multivariable systems,

therefore covering a wider spectrum of problems and achieving one ot the main

objectives of the project.

5. Another, important issue which has motivated some of the research presented in



this thesis, is the assessment of control loops. One of the most accepted methods
to assess the performance of control loops, is by comparison with a theoretically
optimal (or suboptimal depending the case), benchmark. Benchmarking can be
used for many purposes. In particular, it could give indication of when is it
necessary to re-tune controllers. Benchmarking is a complex issue for which
much research has been performed. However, much of it has been left as an
off-line approach; with very few exceptions. This thesis presents some initial

work 1n this area applied to SISO continuous-time control structures, which can

be used 1n an online approach.

. Much of the work in the literature refering to the use of advanced process con-
trol methods has been left in simulation. One of the main aims of this thesis
1S to bridge the gap between theory and practice by presenting experiences in
the implementation, design and operation of such controllers in real-time. The
implementation of such controllers on an industrial scale conveys the use of
sophisticated communication protocols and robust hardware and software archi-
tectures, within other issues, to maintain reliability 1n the operation of the plant.
This thesis explores the implementation, design and operation of advanced con-

trol systems 1n real-time in a full-scale wastewater treatment plant (WWTP).

1.3 Outline of the thesis

The thesis is composed of eight chapters covering identification, control design, tuning

and real-time implementation. The thesis is organised in the following way:

Chapter 2 provides a brief introduction to the activated sludge treatment process by

describing the unit operations and their functions. Then, the chapter includes a de-

scription of the WWTP simulation plant employed including the modifications and

assumptions used in the thesis. In addition, the chapter provides a description of the
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two full scale WWTPs where the implementation of the control and analysis of data

has been performed. A summary of the topics covered and developments presented in

the chapter are included at the end.

Chapter 3, covers models and identification of the activated sludge wastewater. Two
objectives drive the content of this chapter: (a) finding appropriate models for dis-
solved oxygen and nitrogen removal (nutrients) which can be later used in a model
predictive control structure, and (b) exploring the suitability of different subspace al-
gorithms for the identification of the activated sludge process. For the case of dissolved
oxygen, only the use of subspace identification is explored; however, for the nutrients
case, deterministic modelling and subspace identification are employed. The determin-
istic model has been developed only for the special case of an alternating wastewater
treatment plant (intermittent aeration). The chapter also contains a section on identi-
fication ot dissolved oxygen and nutrients with a posteriori analysis of data from the
Helsingor WWTP (Denmark). This study has yielded interesting results which corrob-
orate with the simulation results from the previous sections. The chapter ends with a

brief summary of the chapter content and its results.

Chapter 4, concerns the design of model predictive controllers using the models de-
veloped 1n the previous chapter. The content of the chapter begins with a brief review
of a standard formulation of model predictive control, which 1s used throughout the
chapter. Later, the design of model predictive controllers for dissolved oxygen in a
SISO and MIMO control structure are presented, followed by the design ot MPCs for
nitrogen removal. This last section, covers two control strategies: intermittent and con-
tinuous aeration. The first employs a deterministic model and the second uses a black
box model both developed and identified in the previous chapter. Finally, the chapter

ends with a summary conveying the main topics presented and the obtained results.

Chapter 5, presents the development of two continuous-time tuning techniques for
PID-type controllers. The first part of the chapter presents a deterministic continuous

time formulation for iterative feedback tuning (IFT). The section begins by introducing

11



a SISO formulation of the method, and then an extension to MIMO systems, which 1S
the main contribution. The second part of the chapter presents the formulation of an

optimal LQG tuning method for SISO type control systems. The development of the
method is presented using a polynomial approach for the solution of the optimisation
problem. This leads into an explicit solution of the optimal problem. Also, an algo-
rithm for real-time monitoring of control systems using an optimal restricted structure
LQG benchmark 1s developed. The algorithm is specially designed to use input-output
information from the control system and perform an on-line assessment for possible
re-tuning. Both methods covered in the chapter include several simulation case studies.

The chapter finalises with a summary compiling the main results.

In Chapter 6 a new method for tuning of multivariable restricted-structure control sys-
tems is presented. The method is developed within a subspace framework, thus pro-
viding a transparent approach from the identification to the parameter calculation. The
chapter begins by giving an introduction into the subspace framework employed. Later,
the SISO case is examined and later the method is extended to a more general MIMO
formulation. Several case simulation studies are presented towards the end of the chap-

ter, and finishing with a summary of the main results.

Chapter 7 presents the real-time implementation of identification algorithms, con-
trollers and monitoring algorithms in Swinstie WWTP. The chapter begins by pre-
senting the development and operation of a software platform which allows the imple-
mentation of these advanced process control techniques. Some of the most important
features developed include, (a) an identification module which allows the design of a
real-time experiment, and the subsequent identification using two subspace algorithms.
This module also allows the analysis, simulation and validation of the obtained models,
(b) an MPC control module, which allows the design of an observer and a constrained
or unconstrained MPC controller. The module has the advantage of allowing the user to
fine-tune the parameters while operating on-line, and (c) a process monitoring module

which allows a statistical process analysis to be performed in real-time by using recur-
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sive principal component analysis (RPCA). Later in the chapter, the platform is used
to perform 1dentification, control design and real-time control, of dissolved oxygen in

Swinstie WWTP. The chapter ends with a summary of the achieved results.

Finally, the thesis ends with conclusions from the work of the thesis and a future work

programme 1s outlined in Chapter 8.

1.4 Main contributions in the thesis

The research study presented in the thesis covers a wide range of topics aimed at de-
veloping a data-driven approach to modelling, and control design, by using subspace
identification, model predictive control, several tuning methods, and real-time imple-
mentation and experimentation in two full-scale wastewater treatment plants and sim-
ulation. The work also contains new developments in tuning of restricted-structure

controllers. The following list gives the main contributions presented in this thesis

organised by areas:
1. Modelling and identification:

(a) A comprehensive study by simulation assessment of three subspace algo-
rithms used to identify dissolved oxygen and nutrients was undertaken. The

results are obtained:

i. by simulation using the COST WWTP simulation benchmark (Copp,
2002), and

ii. by using real plant data from historical SCADA archives.

(b) The development of a systematic procedure for the identification of models

suitable for use in the design of a model predictive controller.

(c) The development of a model for an alternating activated sludge wastewater
treatment plant, which can be used for the design of a model predictive

controller.
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2. MPC control design:

(a) A comprehensive study by simulation of the behaviour of a standard model

predictive controller for dissolved oxygen under different weather condi-

tions was conducted. The study includes SISO and MIMO MPCs.

(b) An MPC for nitrogen removal evaluated under dry weather conditions was

designed.

(c) The design of an MPC for nitrogen removal for an intermittent aeration

control approach was performed.
3. Tuning:

(a) The extension of the iterative feedback tuning (IFT) algorithm to multivari-
able deterministic systems in continuous-time, and its application to tuning

of dissolved oxygen controllers.

(b) An explicit solution of the restricted-structure optimal LQG problem for a
SISO control system by using a first order model representation ot the plant

and 1its application to tuning of dissolved oxygen controllers.

(¢) A data-driven tuning algorithm for multivariable restricted-structure con-
trollers using a subspace identification tramework. The developed algo-
rithm provides a tool for a direct calculation of a multivariable controller

from closed-loop input-output data, without the need of calculating the sys-

tem matrices.

4. Benchmarking:

The formulation of a monitoring algorithm for the performance assessment ot
SISO restricted structure controllers using a restricted LQG benchmark. The

LQG benchmark is calculated by assuming a first order model of the plant.

5. Software:

The development of a software platform, programmed using LabVIEW, for the
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testing of advanced process control and data quality management in real-time

which includes the following features:

(a) Identification module with options for:

1. On-line experiment setup.
11. Two identification algorithms: robust N4SID SV’ and robust N4SID
"CVA'.
111. Model analysis, simulation and validation.
(b) MPC control module with options for:
1. Observer design by pole-placement.

11. Constrained/unconstrained MPC design using a standard formulation.

(c) Data quality management and process monitoring

1. Multivanate statistical process monitoring using recursive principal

component analysis (RPCA).

11. Diagnosis and process analysis.

6. Real-time implementation:
The real-time implementation of subspace identification, MPC control and mon-

itoring tools. The thesis conveys results obtained from the real-time testing in

Swinstie WWTP of:

(a) System identification using subspace 1dentification for dissolved oxygen.

(b) The design of a MPC for dissolved oxygen control.

1.5 Publications arising from the research

This section presents a listing of scientific papers and project reports published and
written by the author, which have been the results of the work presented in this the-

sis. The section is divided into two parts: public documents and project reports which
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are confidential due to intellectual property rights and possible future commercial ex-

ploitation.

1.5.1 Public
1.5.1.1 Book chapters

A. Sanchez and M.R. Katebi. Chapter 10 Tuning of multivariable restricted structure
controllers using subspace identification. In M.A. Johnson and M.H. Moradi, Eds.

(2004). PID Control. Springer Verlag London.

1.5.1.2 Journal

A. Sanchez, M.R. Katebi and M.A. Johnson (2004). A tuning algorithm for multivari-
able restricted structure control systems using subspace identification. Int. J. Adapt.

Control Signal Process. Accepted for publication in special 1ssue on subspace 1denti-

fication.

A. Sanchez, M.J. Wade and M.R. Kateb1 (2004). On real-time control and process

monitoring of wastewater treatment plants: real-time control. Submitted to Trans.

Inst. of Measurement and Control.

M.J. Wade, A. Sanchez, and M.R. Kateb1 (2004). On real-time control and process

monitoring of wastewater treatment plants: real-time process monitoring. Submitted

to Trans. Inst. of Measurement and Control.

1.5.1.3 Conference

A. Sianchez, M.R. Katebi and M.A. Johnson (2003). Subspace Identification Based
PID Control Tuning. In Proc. of the 13" IFAC Symposium on System Identification.

27-29 August. Rotterdam - The Netherlands.
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A. Sanchez and M.R. Katebi (2003). Predictive Control of Dissolved Oxygen in an
Activated Sludge Wastewater Treatment Plant. In Proc. of the European Control Con-

ference ECC 2003. 1-4 September. Cambridge - UK.

A. Sanchez, M.R. Katebi and M.A. Johnson (2003). Design and Implementation of a
Control Platform for the Testing of Advanced Control Systems and Data Quality Man-

agement in the Wastewater Industry. In Proc. of the 4" IEEE International Conference

on Control & Automation ICCA’03. 10-12 June. Montreal - Canada. pp. 68-74.

M.A. Johnson and A. Sanchez (2003). Process Control Loop Tuning and Monitoring

using LQG Optimality with Applications in Wastewater Treatment Plant. In Proc. of

the 4" IEEE International Conference on Control & Automation ICCA’03. 10-12 June.
Montreal - Canada. pp. 84-90

A. Sanchez, M.R. Katebi and M.A. Johnson (2002). Optimal Control of an Alternat-
ing Aerobic-Anoxic Wastewater Treatment Plant. In Proc. of the 15" IFAC World

Congress. Vol Q: Modelling and Control of Agricultural, Biological and Chemical
Systems. 21-26 July. Barcelona - Spain.

K. Mahathanakiet, M.A. Johnson, A. Sanchez and M. Wade (2002). Iterative Feedback
Tuning and an Application to Wastewater Treatment Plant. Asian Control Conference.

25- 27 September. Singapore.

1.5.1.4 Book reviews

T.L. Blevins, G.K. McMillan, W.K. Wojsznis and M.W. Brown (2003). Advanced
Control Unleashed: Plant Performance Management for Optimum Benefit. The In-

strumentation Systems and Automation Society. Reviewed by Michael Johnson and

Alberto Sdnchez in IEEE Control Systems Magazine, 23(6), p.p. 88-89.
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1.5.2 Project reports contributions

M. Wade and A. Sanchez (2004). Deliverable 17: Prototype Participant - Scottish Wa-

ter. SMAC - Smart Control of Wastewater Treatment Systems. http://www.smac.dk.

A. Sanchez, Editor (2003c). Deliverable 13: SMArt Control System Design, Algo-

rithm and Software Report. SMAC - Smart Control of Wastewater Treatment Systems.

http://www.smac.dk.

A. Sanchez, (2003b). Chapter 3 Data-based loop controller tuning and multivariable
dissolved oxygen control. In Deliverable 12: External WWTP Flow Rate Control

Functions, Algorithm, Design. SMAC - Smart Control of Wastewater Treatment Sys-

tems. http://www.smac.dk

A. Sanchez, (2003a) Development of a MPC for the Fast Control Layer (several sec-

tions of the report). In Deliverable 11: Internal WWTP Flow Rate Control Func-
tions, Algorithms, Design. SMAC - Smart Control of Wastewater Treatment Systems.

http://www.smac.dk

A. Sanchez, (2004). Chapter 4 Operational planning procedures at the Swinsite test
site. In Deliverable 10: Report on Operational Planning Procedures. SMAC - Smart

Control of Wastewater Treatment Systems. http://www.smac.dk

A. Sanchez, (2002c¢). Chapter 5 Fast Control Layer. In Deliverable 9: Coordination
Control System Architecture and Design. SMAC - Smart Control of Wastewater Treat-

ment Systems. http://www.smac.dk.

A. Sanchez, (2002b). Chapter 5 Situation Assessment at Fast Control Layer. In Deliv-
erable 7: Report on measures and algorithms for risk and situation assessment. SMAC

- Smart Control of Wastewater Treatment Systems. http://www.smac.dKk.

A. Sanchez, (2002a). Section 2.1 Models for estimation and control: Models for Fast
Layer. In Deliverable 6: Algorithms for System Monitoring. SMAC - Smart Control

of Wastewater Treatment Systems. http://www.smac.dk.
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A. Sanchez, (2001). Chapter 3 Fast Control Layer. In Deliverable 5: Definition of

System Performance Assessment Criteria, and Selection of Models for Monitoring and

Control. SMAC - Smart Control of Wastewater Treatment Systems. http://www.smac.dk.
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Chapter 2

T'he activated sludge treatment process

and plant descriptions

An urban wastewater treatment system is comprised of three main components: a
sewer network, a treatment plant and a receiving water body. The sewage produced
by each household 1s placed into the sewer network which transports the wastewater

into the treatment plant so it can be later discharged into the receiving waters, as in

Figure (2.1).

Urban activated sludge wastewater treatment plants (W W'TPs) are tacilities which pro-
cess sewage almost entirely by biological means before discharging it into a receiving
water body. The main mechanism to achieve pollutant reduction is to maintain the ac-
tive sludge suspended in the wastewater by stirring or aeration. The suspended solids
are composed of living biomass and organic and inorganic particles. The biomass will
feed from the organic particles by using oxygen or other oxidation agents, thus remov-
ing the organic material from the wastewater. Even though this simple explanation
provides a basic knowledge of the mechanics involved, the real processes are complex

biological systems that are difficult to describe mathematically.

This chapter introduces some basic knowledge ot activated sludge wastewater treat-
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ment plants configurations and describes how they work. To do so, a brief description
on modelling of activated sludge treatment plants is given in section 2.1. Later the
COST simulation benchmark model for activated sludge wastewater treatment plants
(Copp, 2002) 1s briefly introduced in section 2.2. Additionally two full scale treatment

plants operating in Scotland and Denmark are described in sections 2.3 and 2.4.

Most of the work performed throughout the thesis employs the COST simulation
benchmark model; however, real data from Helsingor WWTP (Denmark) 1s analysed

and real-time experiments are performed at Swinstie WWTP (Scotland). Finally, the

chapter ends with a brief summary of the contents previously discussed.

2.1 Generalities of activated sludge wastewater treat-

ment plants

Modern activated sludge WWTP are normally composed of the following treatment

stages (Metcalf and Eddy, 1991),
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* Preliminary treatment: Initially, the waste-water enters the treatment plant
and passes through mechanical screens to remove coarse material and solid de-
bris. Grit removal by sedimentation or flocculation reduces potentially damaging
large and heavy particles such as sand and gravel, for example. Other prelimi-
nary treatment operations include grease removal and flow equalisation. In gen-
eral, preliminary treatment is a pre-treatment stage that ensures the wastewater

passing to the subsequent stages is free from material that could disrupt the plant

operation.

* Primary treatment: Organic material is partially removed by passing the wastew-
ater through primary sedimentation tanks or primary clarifiers. Sedimentation
occurs when solids that have a higher specific gravity than the liquid settle to
the base of the tank, where the settled solids are removed for sludge treatment.
Design of the clarifiers must account for the flow velocity and load. If the ve-
locity of the flow is too high, the solids retention time (SRT) will be less than
desirable, resulting in excess solids passing to the secondary treatment phase and
exerting an increased demand on the process. Typically, 30-40% of the influent
biological oxygen demand (BODs) and 60-75% of the influent suspended solids

(SS) 1s removed prior to secondary treatment, Wilson (1981).

e Secondary treatment: The driving process of wastewater treatment occurs in
the secondary treatment stage. The major biological unit operations are imple-
mented to provide removal of organic waste and nutrients. The three biological

processes that can be employed during this phase are:

— Aerobic processes: Aeration of the wastewater results 1n oxidation of the
carbonaceous and nutrient material (substrate) by chemical reactions 1niti-
ated when the biomass utilise these components tor biological growth. The
carbonaceous material 1s oxidised to CO, and the nutrients to more benign

forms of the compound. The chemical expressions for oxidisation of or-
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ganic matter by micro-organisms, with (2.1) and without (2.2) nitrification,

are presented as follows, Henze (1997):

CigH1909N +19.50, —18C0O,+9H,0+H™ +NO;  (2.1)

CigH19O9N +17.50, + H* —18C0O, +8H,0+NH,”  (2.2)

— Anaerobic processes: In the absence of free oxygen or nitrate, micro-
organisms breakdown the complex organic material by hydrolysis to smaller
molecules. Acid-forming bacteria break these fat, protein and carbohy-
drate molecules into long-chained fatty acids and amino acid, amongst oth-
ers. The products of this process are acetic acid, formic acid, ethanol and
methanol, which are turther broken down into hydrogen, carbon dioxide
(CO7) and methane (CHj4). This process requires a number of different
types of bacteria to perform the different degradation stages, all of which
are sensitive to factors such as pH, temperature, toxicity or even the pres-
ence of oxygen. Hence, design of anaerobic treatment processes requires
careful selection of conditions to enable the appropriate operational per-
formance. One benefit of anaerobic digestion 1s the production of biogas
(CHy4), which can be used as a source of energy, on-site or supplied to the

national electricity grid, if the quantity 1s large.

~ Anoxic processes: In anoxic conditions, free oxygen is absent, but nitrate 1s
present, providing a source of oxygen for denitrifying bacteria. The process

of denitrification may be written as, Metcalt and Eddy (1991):

6NO; +5CH30H — 5C0,+ 3N, +TH,0+60H™  (2.3)

The principle of the activated sludge plant is that mass flow of wastewater 1s
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in kept in continuous motion through the plant by gravity, pumping, mix-
ing and aeration. In this way, treatment is performed in an effective and
controllable manner. However, it is necessary to maintain the biology in
the secondary phase long enough for biomass growth through contact with
the substrate and the subsequent associated reactions. The length of time,
or mean cell residence time, that the biomass remains in the secondary
treatment stage 1s known as the sludge age. The hydraulic retention time
(HRT) and sludge age must be balanced so that the process kinetics can take
place. The Return Activated Sludge (RAS) feedback loop recycles sludge
from the secondary clarifier to the aeration tank in order to maintain the
sludge concentration. Excess sludge is wasted from the secondary clarifier

and 1s treated separately with sludge collected from the primary clarifiers.
An 1nternal nitrate recycle may also be used in secondary treatment to sup-
plement the nitrate concentration 1n the anoxic zone. Typically, the anoxic
(denitrification) zone is situated prior to the aeration (nitrification) tank and
the internal nitrate recycle 1s a loop between the end of the aeration tank
and the 1nlet to the anoxic zone. However, it 1s possible to have ditterent

configurations based on the design criteria and treatment objective.

o Tertiary treatment: After the secondary stage, additional treatment may be
required to remove and remaining undesirable substances, such as suspended
solids, inorganic ions, heavy metals and synthetic organic matter. The last three
items may be particularly pertinent where the wastewater contains etfluent from
industrial manufacturing such as pharmaceutical production, pulp mills or the
metals industry, for example. Common advanced wastewater operations include

filtration, microstraining, air stripping and reverse 0Smosis.

Figure (2.2) presents a summary of the treatment stages by means of a flow-chart.
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Preliminary treatment:
(a) Screens
(b) Grit removal

(c) Flow equalisation
(d) Other

Primary treatment:
Primary Sedimentation

Secondary treatment:
(a) Denitrification
(b) Nitrification

(¢) Bio—P removal
(d) Sedimentation

Tertiary treatment:
(a) Filtration

(b) Microstraining
(c) Other

Figure 2.2: Treatment stages.

Most of the control priorities are centred in the secondary treatment, which is where
most of the biological treatment occurs. The secondary treatment is as well the most

sensitive part of the treatment process. As discussed before, the main objective in the
secondary treatment 1s to keep an acceptable concentration of suspended solids in the
wastewater. This however, might be difficult to achieve under certain conditions. For
example, if'the plant receives a high hydraulic load, the SRT might be sharply de-
creased, thus not allowing enough time for treatment. An even worst scenario would
be that the hydraulic load would drag a large quantity of suspended solids with 1t, leav-

ing the plant with reduced treatment capability, which can take up to weeks to restore.
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This type of effects caused by external disturbances can be somehow mitigated by us-
Ing some ingenious control strategies as step-feed or aeration tank settling (Nielsen et
al., 2000, 1996). It is argued that by using these types of control strategies, it is pos-

sible to increase significantly the plant capacity without any risk to solids loss. This

claim 1s however still under research.

Under normal operating conditions, that is the operation of the plant under normal
daily influent flows, other control objectives might be more important. About 10% of a
plant operating costs 1s spent in energy (electricity), from which a considerable amount
1s employed for aeration. Most plants employ a constant aeration, trying to keep dis-
solved oxygen at a concentration of 2 mg/l. This however, has been demonstrated in
practice to be unnecessary. Plants like Helsingor in Denmark, aerate the sludge in a
cyclic manner and only when required (high NH,4 concentration). In addition, the oxy-
gen setpoint is also calculated accordingly to the ammonia level, thus providing further
savings. However, this might still leave for improvement since the setpoint is calculate
only on present information and not using models which can somehow predict future
plant behaviour. The use of chemicals for phosphorus release 1s also a heavy burden in
the operation budget of a plant. Theretore the minimisation of chemical expenditure
by improving biological phosphorus (B10-P) release 1s an active research topic nowa-

days, specially because the process seems to be very sensitive and unstable(Nielsen er

al., 2002).

Many of these problems to improve etficiency in the use of resources in the control
and operation of wastewater treatment plants has lead to the use of advanced process
control and monitoring techniques. Among the advanced process control techniques,
model predictive control (MPC) has been a strategy which has been very successful in
several process industries. However, as pointed out by Yuan et al. (2001), this method
is still in its infancy in the area of wastewater treatment. One of the reasons for its
lack of use, amongst others, is the lack of simple models which can be easy employed.

Normally, the scientific community has been attracted to the use of well established
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models like the Activated Sludge Model No.1 (ASM1) Henze et al. (1987).

The ASMI model describes the degradation of carbonaceous material as well as nutri-
ent removal. Mathematically, the model is composed of a set of 13 non-linear differ-
ential equations with 19 parameters (in its original version), most of them with a high
degree of uncertainty. Extensions to the original ASM1 model, have appeared in time
to include more complex phenomena like phosphorus precipitation and Bio-P (Henze
et al., 1995, 1999; Gujer et al., 1999). However, complexity has also increased consid-

erably. Due to these characteristics the applicability of the ASM models is restricted

to benchmarking for simpler models and research.

Several researchers have tried to derive simpler models based on the ASM models.
Jeppsson (1995) derived a set of reduced order non-linear models based on the orig-
inal ASM1 with the purpose of nutrient control. However, parameter estimation still
required a great amount of effort. Later, Anderson er al. (2000) obtained a linear re-
duced order model from ASMI1, for an alternating aerobic-anoxic process also with
the purpose of nutrient control. Lindberg (1997) used simple models extracted from
ASM1 for dissolved oxygen control, and begun studying the possibility ot black-box
parametric identification of models for nutrient control by using subspace 1dentifica-

tion. A similar work has been recently reported by Sotomayor et al. (2003).

Other attempts to model activated sludge wastewater treatment process are grey-box
models. These models employ part of the deterministic structure of the ASM models,
and use special techniques to model the remaining uncertain parts as in (Carstensen,

1996; Bechmann, 1999). These models however, will still suffer from identifiability

problems in the parameter estimation.

This thesis adopts a linear black box identification approach for dissolved oxygen and
nutrient removal. Much of the effort is concentrated in demonstrating that, for many
purposes, the use of sophisticated and complex identification algorithms and parameter

estimation using Kalman filtering is unnecessary and time consuming for this applica-
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L Table 2.1: Sensors

o Variable _ | Sensor | ) -

Level Bubblers
| Sonic, ultrasonic and microwave

Capacitance and impedance probes

Float level instruments

Flow | Weirs
| Parshall flume

Magnetic meters

Sonic meters

Turbine meters

Venturi tubes and flow tubes

Vortex shedding
Wastewater bio-chemical characteristics | Dissolved oxygen sensor

pH sensor

Suspended solids sensor

Turbidity sensor

| Ammonia analyser (NHs — N)

| Nitrate analyser (NO3 — N)

| Phosphate analyser (PO4)
| Chemical oxygen demand (COD) sensor

tion. Subspace identification techniques are very powerful algorithms, numerically

stable and extremely easy to use. Modelling and control of alternating wastewater

treatment plants 1s also discussed.

2.1.1 Sensors and actuators

One of the main limiting factors for the implementation of any control technology 1is
the availability of accurate on-line sensors. Sensor technology for bio-processes have
evolved considerably in the past few years, therefore providing a wider scope ot on-
line measurements. The instruments employed in wastewater treatment systems are

many and varied. Table (2.1) summarises some of the most useful variables and the

type of sensors employed to measure them (Metcalf and Eddy, 1991; Marinaki and

Papageorgiou, 2002).

Another limiting factor for control implementation is the number of available control

handles. Unfortunately, wastewater treatment plants have a very limited number of
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Table 2.2: Actuators
Variable Sensor

Control valves | Globe valves
Butterfly valves
Ball valves
Diaphragm valves
Plug valves
Ditfusers
Pumps Fans
Blowers
Compressors

Motors Induction electric motors |
DC electric motors

Combustion engines |

control handles which are driven by actuators. Table (2.2) summarises some of the
most common actuators employed (Metcalf and Eddy, 1991; Marinaki and Papageor-
giou, 2002). Additionally, Figure (2.3) presents a sensor and actuator distribution in a

generalised WWTP, according to the processes and control loops.

2.2 The COST simulation benchmark wastewater treat-

ment plant

The WWTP simulation benchmark was developed by the COST actions 624 & 682 re-
search group Copp (2002). COST was tounded in 1971 as an intergovernmental frame-
work for European Co-operation in the field of Scientific and Technical Research. The
goal of COST 1is to ensure that Europe holds a strong position in the field of scientific
and technical research tor peacetul purposes, by increasing European co-operation and
interaction in this field. COST action 682 ’Integrated Wastewater Management’ (1992-
1998) focused on biological wastewater treatment processes and the optimisation of
the design and operation based of dynamic process models. Action 624 was dedicated

to the optimisation of performance and cost-etfectiveness of wastewater management

systems.
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Figure 2.3: Sensor and actuator distribution according to processes and control loop.

The simulation benchmark is a fully defined simulation protocol and was developed
as a tool for evaluating activated sludge wastewater treatment control strategies. The
simulation benchmark is by itself platform independent and has been tested 1n several
programming languages and simulation packages as MATLAB/SIMULINK, Fortran,
SIMBA, STOAT, WEST, EFOR, GPS-X and BioWin. The Simba implementation of

the simulation benchmark has been used in this thesis.

This section provides a brief summary of the COST simulation benchmark, focusing in
the parts which have been modified with the purpose of the development of this thesis.
Not all of the original definitions and indexes used to evaluate the control strategies

have been employed since they were not of particular interest for this thesis.

2.2.1 Plant layout

The benchmark is composed of five cascade biological reactors and a 10-layer non-

reactive secondary settling tank. The plant layout is presented in Figure (2.4). The
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plant 1s fully defined and has the following characteristic features:

* 5 biological cascade tanks with a secondary settler

» Total biological volume of 5999 m°>.

— Tanks 1 and 2. each of 1000 m?3 .
— Tanks 3, 4 and 5 each of 1333 m°>.

— Tanks 1 and 2 un-aerated, but fully mixed.

e Aeration of tanks 3, 4 and 5 achieved using a maximum of Kya of 360 d~".

e DO saturation level of 8 mg/l.

e Non-reactive secondary settler with a volume of 6000 m>.

— Area of 1500 m?.
— Depth of 4 m?.
— Subdivided into 10 layers.

— Feed point to the settler at 2.2 m from the bottom.

e 2 internal recycles:

— Nitrate recycle from the 5" to the 1% tank at a default flow rate of 55338

m3d—1.
— RAS recycle from the underflow of the secondary settler to the front end of

the plant at a default flow rate of 18446 m>d—1.

e WAS is continously pumped from the secondary settler underflow at a default

rate of 385 m>d 1.
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Figure 2.4: COST Simulation Benchmark - Plant Layout.

2.2.2 Process models

The biological tanks (aerated and un-aerated) are modelled using ASM1 (Henze et al.,

1987). The settler 1s modelled using a double-exponential settling velocity function

(Takcs et al., 1991).

The first two reactors are anoxic, while the last three are aerobic. The model also has

a recirculation flow and a return sludge flow.

The dissolved oxygen sensor utilised in the simulations has a 1-minute time delay
and 1 minute sampling time. Actuators have been modelled as physical limitations in
the air supply equivalent to a maximum oxygen transfer (kza) of 360 [day~'|. The
simulation benchmark also provides three files of dynamic influent data for dry, rain

and storm conditions, and a file of constant influent data used to stabilise the plant.

2.2.3 Influent composition

There are three influent disturbances and each is meant to be representative of a ditfer-

ent weather condition: dry, rain and storm. A constant influent condition has also been

assumed for certain tests and simulations.

2.2.4 Sensors and actuators

The original definition of the COST benchmark was somehow explicit concerning dif-

ferent sensors; however, there is no definition of actuators. Table (2.3) and (2.4) sum-
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~Table 2.3: Sensors in the COST benchmark

Sensor Time delay (min) | Sampling time (min) | Units |
Dissolved oxygen (DO) 0o [ mg/l |
Nitrate (NO3) | 10 15 mg /1
- Ammonia (NHy) 10 15 mg/l
Total Nitrogen (T'N) 10 15 mg/l
Flow (F) | 0 15 10° m° /d

Table 2.4: Actuators in the COST benchmark

Input Range | Output | Range | Units |

Blowers | Normalised capacity fraction | 1-10 | Airflow | 0-99975 mad ]
Pumps | Normalised capacity fraction | 1-10 | Flow rate | 0-10000 | m3d !

marise the sensors and actuators characteristics employed throughout the thesis.

2.2.5 Dissolved oxygen controllers

Most of the identification exercises and control designs presented through this thesis,
assume that there is an existing control level operating in the plant. As originally
presented, the benchmark considered only a single continuous PI controller in the last
aeration basin, while the other two basins were considered to be uncontrolled and with
a fixed oxygen transfer rate (kza) of 10 hour™'. This approach has been modified in
order to include more advanced problems of identification and control. All the possible

configuration used throughout the thesis are listed in Table (2.5).

__Table 2.5: Dissolved oxygen PI control configurations

'No.| Type —J_ Reactors | k,(x10%) | ki( x 10%) T
1 | discrete 5 1 | 0.93055 | 1 minute
discrete | 3,4 and 5 1 0.93055
continuous 5 1 50 | -

2.3 Swinstie wastewater treatment plant

Swinstie Wastewater Treatment Plant is located close to the town of Cleland, about

25km south-east of the City of Glasgow. The plant was commissioned in 1998 and has
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a capacity of 20075 p.e. but the actual load on the plant is typically 13000 p.e. The

Influent wastewater is predominantly household effluent and very little is industrial

discharge.

Following a process review by Scottish Water in May, 2003, a revised plant configura-
tion was implemented for Swinstie WWTP due to over sizing of the main unit opera-

tions at the plant. The details of the actual plant configuration are provided below.

2.3.1 Sewer network

The sewer network serves a number of small communities close to Swinstie and the
main trunk sewer enters the plant by gravity alone. At present there is no control on the
volume of influent to the plant, it passes immediately into a channel that incorporates

a control flume to limit the flow to the works in periods of high hydraulic loading.

2.3.2 Plant configuration

The plant inlet has no control mechanism for regulating and distributing the influent.
All flows in excess of 4 daily dry weather flow (DDWF) bypasses the plant and is
discharged into the River Calder at the south side of the site after passing through a

6mm mechanical screen.

Preliminary treatment consists of 6mm screening provided by duty standby mechanical

raked screens. A hand-raked emergency bypass screen 1s also provided.

Grit removal is provided by 2 detritors downstream ot the screens. There 1s no fat or
grease removal in this unit due to the low amounts observed 1n the influent, although

the primary tanks do have scum traps that remove the small amount of fatty material

and debris that passes to the primary treatment stage.

Primary treatment consists of 2 primary settling tanks. Excess return activated sludge

(ERAS) is returned to the primary tanks for co-settling. Scum and settled solids are re-
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Figure 2.5: Swinstie WWTP plant layout

moved to a sludge holding tank and the wastewater is passed to a pre-treatment channel

prior to the secondary treatment stage.

A flume 1n the channel leading to secondary treatment limits the flow to full treatment
to 2 DDWE. Settled sewage in excess of this passes to the river via 6mm mechanical
screens. The aeration 1s preceded with an anoxic zone (1 anoxic tank) for denitrifica-
tion and sludge conditioning. Secondary treatment consists of 2 parallel aeration tanks.

Aeration 1s provided by fine bubble diffused aerators (FBDA) situated in three zones
down the length of each tank. This provides a stepped oxygen supply along the length

of the aeration tank.

Mixed liquor from the aeration tank 1s dosed with ferric sulphate to remove phosphate

prior to final clarification. An internal recycle facility 1s also provided within the aera-

tion tanks.

Final clarification is provided by 2 final settlement tanks with equal distribution of the

influent. A proportion of the settled solids 1s returned to the secondary treatment stage
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as return activated sludge (RAS). The clarified water passes through a micro-strainer
for polishing before discharge to the river. The residue is returned to the primary
settling tanks for co-settling. All sludge is removed by tanker and treated off-site.
Improvement of the control system relies on knowledge of the existing structure of the

wastewater systems. Figure (2.5) presents the layout configuration of Swinsite WWTP.

2.3.3 Instrumentation and Control

The current available data acquisition and control system at Swinstie consists of an

1C2000 SCADA unit with process and measurement visualisation capacity.

The works 1s controlled by a Siemens TI-565 PLC located in the power distribution

house. The system contains all the algorithms for the control of the plant.

The SCADA software provides a limited amount of control by allowing set points to
be altered and communicates with the user via mimic screens and associated alarms.
The system has one workstation for user input located in the main control room. This

comprises a VDU, keyboard, mouse and two printers.

There 1s no control provided except that the set points for the controlling parameters,
e.g. desludging times, detritor operating times, DO levels, can be altered within design

set limits.

The aeration control system employs 4 measurements of DO, 2 in each lane (inlet and
outlet). The measurements are averaged and this value 1s compared with a high and
low DO range. If the mean is above the range, the controller will decrease the blower
speed by 10% every 1 minute for the high capacity blowers and 10 minutes for the low
capacity blowers. Similarly, a 10% speed increase will occur 1f the DO mean 1s below
the established range. This is not an 1deal control system as there 1s no account for

variation in DO between lanes and percentage speed variation 1s a very imprecise form

of control.
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A certain amount of aeration is required to maintain an appropriate mixture and over-

load the blowers. This however results in a very limited range of speed to which the

blowers can actuate to perform control actions.

The anoxic zone has one DO measurement that is controlled independently. When the
DO 1s above a set limit, the output penstocks to the aeration tanks will close fraction-

ally, which will increase the hydraulic retention time and mean cell residence time in

the anoxic zone, thus reducing the DO in this section.

ERAS 1s controlled in a simple manner. When the level of ERAS in the chamber

reaches a set level, the pumps switch on and transports the ERAS to the primary set-

tlement tanks until the ERAS level reduces to a set minimum.

There 1s currently no control structure in place for the RAS flow, although the screw

pumps can be switched on or off depending on requirements.

2.4 Helsingor WWTP

Helsingor municipality is in the north of Zealand in Denmark. The treatment plant 1s a
recirculating biological nutrient removal (BNR) plant with pre-clarification and sludge

digestion, and with a capacity of 26000 pe.

The plant has three aeration tanks and five secondary settlers in parallel. Each aeration
lane has three banks of fully controllable diffusers and three dissolved oxygen mea-
surements. The plant also performs Bio-P removal by using anaerobic tanks. There 1s

also access to flow meters and pumping information from the sewer network.

Helsingor uses an alternating aeration scheme. Dissolved oxygen setpoints, recircu-
lation rates, carbon dosing, chemical dosing, and phase length are all controlled by
STAR. STAR is the acronym for Superior Tuning and Reporting, which 1s a sophisti-

cated control system and reporting machine. STAR is able to archive historical data
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Figure 2.6: Helsingor WWTP layout. (taken from www.smac.dk/strardb/)

from several years which has been useful in this work to analyse and perform identifi-

cation experiments. The plant layout is presented in Figure (2.6).

2.5 Summary

This chapter has provided a brief introduction into the activated sludge process, the

COST simulation benchmark and a brief description of two-full scale treatment plants

in Denmark and Scotland.

The treatment of wastewater using activated sludge is the most common process used
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