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Abstract

This thesis presents the development of a sensor based on the pyroelectric and
piezoelectric effects that can be used to measure both temperature and/or axial stress
for specific use within a prosthetic socket, and more generally as a responsive
temperature sensor capable of detecting high frequency skin temperature oscillations
in medical diagnostic applications.

Knowledge of an amputees’ residual limb skin temperature is considered to
be of particular importance as an indicator of tissue health. With this in mind, a
prototype wearable sensor for real-time temperature measurement at the skin/
prosthetic socket/liner interface was developed and measurements that provide a
proof of concept are presented. The sensor exploits the large pyroelectric effect
present in ferroelectric lead zirconate titanate Pber(Ti(l_x)03) (PZT) and has
several inherent advantages over other methods of temperature sensing.

The sensor element chosen is a low cost commercially available diaphragm
PZT-5H element with a brass substrate. While the development of the sensor
concentrates on the specific application of surface temperature measurement, the
mathematical models developed also describe the sensor response to an applied axial
stress that can be used as a measure of the pressure applied to the residual limb by
the confinement of a prosthetic socket. Using the mathematical models, substrate
clamping was found to significantly increase the effective pyroelectric coefficient. A
subsequent experimentally obtained value for the effective pyroelectric coefficient
was found to be very close to the value predicted by the mathematical models,

confirming the effect of substrate clamping.



Immittance models are developed to investigate the temperature dependence
of the sensor elementimmittance. mechanical and constant strain electrical
capacitances over the temperature range 20°C to 40°C. Both capacitances were
found to be significantly temperature dependent and therefore charge-mode signal
conditioning was chosen to mitigate temperature effects on the signal-conditioning
response. Subsequent response measurements were found to yield a linear response
over the temperature range of interest.

Bipolar and unipolar charge amplifier designs are developed and built to
provide signal-conditioning for use in sensor response measurements. The unipolar
type is a single supply 5V prototype with low power consumption and is also
designed for use with an e-Health platform in a wearable sensor configuration. In
addition, a single supply enhanced open loop gain design that mitigates the effect of
reduced dielectric resistance in the sensor element is presented.

Using the developed mathematical models, the sensor is predicted to be
capable of measuring frequencies from DC up to 6.8rads™! with a rise time to the
98% peak of 0.12s and 0.18s for a DC and 6.8rads™? step, respectively. However,
the use of a polymer liner between the sensor element and measurement surface is
found to severely limit the usable frequency response of the sensor due to severe
amplitude and phase distortion, precluding direct use of the sensor to measure skin
surface temperature.

Being relevant to the safety of remote e-Health monitoring, the challenges
ICT networks must face to maintain quality of service are discussed and it is shown
that an increasing amount of traffic, increasing power consumption and electronic

bottlenecks are three main challenges that require a solution. The ability of ICT

Vi



networks to satisfy the growing global demand for data is under threat due to the
speed limitations of current CMOS based electronic technologies, leading to
electronic bottlenecks and threats to the sustainability of the quality of service

critically required for e-Health monitoring.
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Chapter 1

Introduction

1.1 Motivation for research

The incidence of limb amputation is increasing worldwide particularly in the
wealthier western nations [1]. Limb amputations result from not only trauma but also
increasingly from the complications of disease. In particular, trends toward poor diet
and lifestyle choices, and an ageing population in the western nations have led to an
increase in the prevalence of many diseases including type-2 diabetes and ischaemic
heart disease [2]. In particular, poorly managed diabetes can lead to devastating
medical complications such as poor circulation leading to the amputation of digits or
limbs. Diabetes has become the single biggest cause of amputation in the UK and in
the US more than 90% of amputations performed are as a direct result of the
circulatory complications of diabetes with up to 80% of those operations involving
the lower limbs and digits [3]. While prosthetic limbs and in particular leg prostheses
can restore a considerable level of freedom and improve the quality of life of the
amputee, residual lower limbs are load bearing and are therefore particularly prone to

injury by even a well-fitting prosthetic socket.



The use of even a well-fitting prosthesis by a healthy person and in particular
by a health impaired person with a lower limb amputation can cause the development
of serious tissue injuries such as pressure ulcers (decubitus ulcers, also called
pressure sores) and tissue breakdown if not regularly monitored by the amputee and
health authority. Injuries can start deep inside the residual limb near the bone (deep
tissue injury) and/or at the surface of the skin and can affect all types of tissue
including the bone [4].

Of particular concern is deep tissue injury (DTI) where the ulcer becomes
apparent only when it reaches the surface of the skin and severe injury has therefore
already occurred. DTI is caused when the volume of tissue in the residual limb
reduces during wear, resulting in downward bone movement i.e. pistoning [5]. The
downward movement of the residual limb bone may lead to boundary shear at the
bone/tissue interface which may result in deep tissue injury (DTI) and the formation
of ulcers that progress from the bone to the skin. Specifically, this type of injury may
be caused by restricted perfusion (pressure induced ischaemia) and physical trauma
caused by mechanical overload of the deep tissues [6]. In addition, forces on the skin
can result in surface pressure ulcers caused by the constriction of blood flow
resulting in reduced perfusion and ultimately tissue necrosis while excess
temperature can cause sweating that leads to tissue maceration, friction blistering and
breakdown. Pressure ulcers at the skin surface can progress from the skin surface
down to the bone and are apparent by the breakdown of the skin [7]. Infection will
accelerate the progression of ulcers which in extreme cases can be life threatening.
Long-term hospital admission is often necessary which is both disruptive for the
patient and costly to the health authority. In addition, diabetics are at increased risk
due to the additional medical complications of compromised circulation, a deficit in
feeling sensation at the extremities and increased risk of infection and morbidity due
to infection [8]. Diabetic patients may therefore develop a pressure ulcer sooner,
suffer faster progression of the ulcer and be less likely to feel the characteristic
symptoms of tissue injury than a patient considered healthy.

An additional and equally important consideration is that of patient comfort
while wearing a prosthesis. In particular, it is well known that the body’s temperature

control mechanisms are interrupted while wearing a prosthetic socket due to the



confinement of the residual limb and the low thermal conductivity of the socket and
liner. The socket materials act as heat insulating barriers, leading to thermal
discomfort and a reduction in the use of the prosthesis, and as a consequence a
reduction in quality of life. It is well known that the temperature of the prosthetic
socket environment has a significant bearing on the quality of life of amputees, both
from residual limb health and comfort perspectives [9],[10]. In particular, it is
suggested that raised temperature is associated with the risk of tissue maceration and
infection through a combination of confined environment and perspiration. In [11] it
is demonstrated that after donning a prosthesis, the residual limb/prosthesis interface
temperature rises significantly during resting due to the thermal insulating effect of
the prosthetic socket and liner, and rises further over a period of approximately 5
minutes when walking, the increase being dependent on anatomical location within
the prosthetic socket. In [12] and [13] prosthesis wearers also report discomfort due
to perceived increases in temperature while in [14], 72% of the subjects reported loss
of quality of life due to excessive heat and sweating. It is perhaps surprising then that
the research and development of sensor systems that allow the real time
measurement of interface temperature; and in-situ systems that mitigate temperature
extremes is to date sparse.

It would be of great benefit to amputees, particularly lower limb diabetics to
reduce the risk of residual limb injury while wearing a prosthetic limb. Temperature
and pressure measurement data obtained from monitoring at the prosthetic
socket/residual limb interface can provide an early warning of an increased risk of
injury and allow remedial action to be taken before actual tissue injury and
potentially serious complications occur. A reliable continuous monitoring system
based on skin temperature and interface pressure sensors within the prosthetic socket
that can alert both the user and health authority could reduce admissions to hospital
by allowing early intervention. In addition, since residual limb volume changes while
wearing a prosthetic socket, the interface pressure data can be used to infer the
quality of fit of the prosthesis as a function of the residual limb pressure. Other
advantages are a reduction in the associated costs of treatment; improved patient
quality of life and perhaps a significant reduction in the frequency of outpatient

check-up appointments. In addition, the information provided by a monitoring



system on areas prone to injury can be used to inform prosthetists and contribute
toward better design for an improved socket fit. Important considerations are that
such a sensor and platform be unobtrusive to the wearer and be low cost to allow
affordability to financially constrained health services.

As a mature technology, the extremely low cost, robustness and wide
availability of commercially available acoustic transmitter devices based on
piezoelectric ceramic PZT present an interesting proposition as an effective solution
to the problem of identifying a suitable sensor technology. In addition, since this
technology has the unique property of being able to measure both temperature and
pressure changes, then using the appropriate signal conditioning configurations, the
same sensor technology can be used to measure both temperature and pressure
changes at the measuring site.

However, many issues arise in the design and implementation of such a
sensing and data transmission system which must be both reliable and robust, not
least of which is the continuing ability of ICT (information and communication
technology) networks to provide the quality of service required to ensure that patient

monitoring data is reliably conveyed to the relevant health authority.

1.2  Thesis objectives

The main objectives of this thesis are to investigate the use of a low cost and
widely available PZT-5H piezoelectric diaphragm for use as the sensing element in a
responsive sensor system for installation within a prosthetic socket to measure
temperature and pressure, and to develop the necessary signal conditioning
electronics to enable prolonged use over an 8 hour continuous measurement period.
Additional objectives are wearability, overall low cost, low power consumption, low
drift and low signal decay over the measurement period. The fast response indicates
that it may also be used more generally as a diagnostic support tool to measure the
fast temperature changes that are symptomatic of some diseases [15],[16].



This thesis addresses the following additional objectives:

e To derive the specific governing small signal linear elastic-dielectric-thermal
constitutive state equations from the starting point of the first and second laws of
thermodynamics that allow a subsequent characterisation of the piezoelectric
element surface temperature and applied axial pressure responses from a linear

time invariant system perspective.

e To develop mathematical models for the electric field response by solving the
developed state equations for a heat source/sink applied at the piezoelectric

element substrate surface and applied axial stress.

e To use the sensor mathematical models to develop a Matlab based set of scripts
for the thermal transient time-frequency analysis of the sensor response that may
be applied more generally to any sensor design where the sensing element is
configured from a transverse isotropic  piezoelectric patch and
isotropic/transverse isotropic substrate. The Matlab scripts allow estimation of
the time dependent frequency response, phase delay and frequency dependent

time-domain response.

e To develop a wearable, low voltage single supply unipolar charge-mode signal
conditioning design(s) for use with the piezoelectric element. The necessary
specification requires a very long time constant to allow a continuous use of
several hours, low drift, low power consumption and the ability to be powered

by an Arduino platform +5V on-board regulated power supply.

e To investigate problems with the quality of service of remote e-Health
monitoring due to pressures placed on ICT systems caused by unsustainably
increasing power consumption, rapidly increasing data throughput demand and
fundamental physical limitations on the processing speed possible using the
ubiquitous CMOS technology.



1.3 Thesis outline

This thesis presents research into the application of commercially available
and inexpensive PZT elements as highly responsive temperature and pressure sensors
specifically for application as wearable sensors mounted within the environment of a
prosthetic socket, and for medical applications in general. While this research
concentrates specifically on temperature sensing, a theoretical treatment that presents
solutions for the measurement of an applied normal stress at the skin/prosthetic
socket boundary is also completed, the ultimate aim being the application of
piezoelectric technology to the measurement of both temperature and stress.

Chapter 2 introduces the main background and principles of piezoelectricity
and specifically the PZT piezoelectric material used in this thesis. Chapter 3
describes the development of the governing small signal linear coupled elastic-
dielectric-thermal equations in stress-charge form, which are derived from the
starting point of the first and second laws of thermodynamics and the electric Gibbs
free energy thermodynamic potential. From the developed constitutive state
equations, the coupled elastic-dielectric-thermal heat diffusion equations are derived
for both the piezoelectric and substrate media. The resulting state equations allow the
subsequent characterisation of the piezoelectric element surface temperature and
applied axial pressure responses in terms of a linear time invariant perspective.

Chapter 4 describes the frequency and Laplace domain solutions of the
governing Equations for the relevant specific boundary conditions that allow the
investigation of the response characteristics for the PZT-5H sensor element. The
solutions form a set of general elastic-dielectric-thermal mathematical models that
are later used to investigate the sensor response to a temperature change and/or
applied axial stress. The mathematical models developed are general such that they
may be applied as a design tool for general application to other transverse isotropic
piezoelectric and isotropic substrate material combinations. Chapter 5 describes the
investigation of the piezoelectric device via immittance measurements that indicate
the dependency of the piezoelectric material constants over the temperature range of
interest. This investigation yields the identification of the most appropriate method of
signal conditioning. In Chapter 6, the design of three and construction of two signal-

conditioning amplifier circuits is presented. The designs realise the time constant,



very low drift and low power consumption specifications required for both the
experimental analysis and as part of a portable battery operated wearable sensor
system. The amplifier output is interfaced with an Arduino based platform to allow
transmission of the sensor signal data to an external database and smartphone.
Chapter 7 describes the time-frequency response at the signal-conditioning output to
a surface temperature measurand applied at the sensor element substrate and via a
polymer liner. The time-frequency analysis allows the thermal effects of the sensor
element and signal-conditioning decay on the temperature measurand to be predicted.
Finally, in Chapter 8 potential threats to data transmission through ICT systems are
discussed to identify possible serious limitations to e-Health data transmission and

processing in the near future.

1.4 Approaches to reading the thesis

The thesis may be read in order of chapter 1 through chapter 9 for a
comprehensive description of all aspects of the research undertaken. Chapter 8 is
self-contained and may be read in isolation for readers interested only in the
treatment of future threats to the quality of service in e-health delivery. On the other
hand, readers interested only in the central application of PZT for temperature and
pressure sensing can omit chapter 8 together with the introductory chapters 1 and 2.
Chapter 3 is also self-contained and may be read in isolation for readers interested
only in the derivation of the constitutive state equations.

Chapters 4 and 5 are mostly self-contained and may be read in isolation for
readers interested only in the PZT sensor element response models and effect of
temperature on the response, respectively. However, the constitutive equations
derived in chapter 3 are applied in both chapters and it is therefore recommended that
the results of chapter 3 are familiar before reading chapters 4 and 5. Chapter 6 can be
read in isolation for readers interested only in the method and design of the signal
conditioning circuits. On the other hand, chapter 7, which details the experimental
and theoretical pyroelectric responses of the PZT sensor and signal conditioning

system, is a natural progression of chapters 4, 5 and 6. It is therefore recommended



that these chapters be read together before reading chapter 7. A roadmap describing

the main content and findings of each chapter is given in Table 1.1.

Chapter

Content and main findings

Introduction

States the motivation and contributions of the research, gives a thesis
outline and defines the thesis objectives.

Research
background

Derives from first principles the set of small signal constitutive state
equations and heat diffusion equations necessary to describe the PZT
diaphragm response to an applied surface temperature and axial stress.

Equations of state

Derives from first principles the set of small signal constitutive state
equations and heat diffusion equations necessary to describe the PZT
diaphragm response to an applied surface temperature and axial stress.

Sensor response
modelling

Discusses the PZT diaphragm and proposed mounting configuration,
derives models describing the electric field response, and the
piezoelectric & substrate spatial mean temperature responses to both
an applied substrate surface temperature and via an elastomer liner of
various thicknesses. Defines the equivalent circuit model and the
physical nature of the measured charge. The substrate is found to
increase the pyroelectric response by 180%. The effect of the
PZT/brass substrate adhesive on the sensor element response is found
to be negligible.

Temperature
dependence of
Clamped and LF
immittances

Investigates experimentally the effect of temperature on the equivalent
capacitances of the PZT sensor diaphragm. Both the electrically and
mechanically derived capacitances are found to be strongly
temperature dependent over the 20°C to 40°C measurement range.

Signal
conditioning and
e-Health platform

Presents charge-mode signal conditioning designs and identifies these
as mitigating the effect of the temperature dependence by greatly
reducing the influence of the capacitances on the response. Unipolar
and bipolar designs are presented and it is found that a reduction in the
resistivity of the PZT diaphragm can reduce the time constant of the
amplifiers. Presents a rigourous noise analysis of the bipolar design.
The forward gain stage is found to contribute by far the greatest noise
to the total noise at the output. The e-Health platform is presented and
it’s operation described.

Sensor
pyroelectric
response

Introduces decay compensation and Padé approximant methods and
applies these to investigate experimentally and theoretically the sensor
response to a temperature change using charge mode signal
conditioning. The response is found to be linear over the 20°C to 40°C
measurement range and the measured pyroelectric response is found to
agree well with the theoretical response discussed in Chapter 4. The
transient time-frequncy response simulations predict a flat amplitude
and phase response over wide time and frequency ranges when
temperature is measured directly via the substrate surface.

ICT limitations to
e-Health

Discusses possible future threats to e-health quality of service due to
ICT limitations in the face of increasing demand, limitations to CMOS
scaling, interconnect scaling and increasing power consumption that
have lead to latency and electronic bottlenecks. Discusses possible
short term and long term solutions via the latest developments in
CMOS technology and all-optical computing, respectively.

Conclusions and
future work

Discusses and juxtaposes the individual chapter conclusions and
discusses future work.

Table 1.1

Roadmap of thesis chapters




1.5

Thesis contributions

Rigorous development of temperature and axial pressure sensor models of
piezoelectric with substrate devices from a dielectric-thermal-elastic coupled
thermodynamics perspective. The models developed allow the description
and simulation of the sensor frequency-response behaviour. The models
indicate that both temperature and pressure changes can be measured using
the same sensor technology. This investigation also demonstrated a non-
negligible reduction in the heat diffusion coefficients or diffusivity of the
piezoelectric and substrate media due to the dielectric-thermal-elastic

coupling.

Development of Matlab analysis scripts based on the Padé approximant
method that are used to determine the time-frequency amplitude, phase and
phase delay response to an applied surface temperature. These scripts may
also be used more generally in the design of piezoelectric pressure and
temperature sensor devices with a piezoelectric and substrate media design
configuration for time-frequency analysis to estimate the time dependent

frequency response, range of phase linearity and time-domain response.

Development of a wearable, portable, and low voltage single supply unipolar
charge mode signal conditioning designs for use with piezoelectric sensing
devices, having the features of long time constant, low drift, enhanced open
loop gain, fast rise time, low power consumption and the ability to be

powered from an Arduino platform +5V on-board regulated power supply.

Investigation into the electrical field response of a piezoelectric element to a
surface temperature change demonstrates a fast response to a change in
temperature and linearity in the response over the temperature range of
interest using charge-mode signal conditioning. In addition it is demonstrated
theoretically and confirmed experimentally that the response observed is
greatly enhanced by the presence of the metallic substrate through which the

temperature is measured.



e The demonstration of possible future problems with the quality of service of
remote e-Health monitoring due to pressures placed on ICT systems caused
by unsustainably increasing power consumption, rapidly increasing data
throughput demand and fundamental physical limitations on the processing

speed possible using the current CMOS technology.
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Chapter 2

Research background

2.1 Introduction

The discussion in Section 1.1 clearly indicates that there is a growing need for
in-situ prosthetic socket e-health monitoring sensor systems. This chapter starts with
a literature review of the current state of the art of both e-health sensors in general
and prosthetic socket sensors in particular. Section 2.2 describes the state of the art
developments in commercial and experimental e-Health technology in general, while
Section 2.3 describes more specifically the currently available commercial and the
experimental sensor technologies designed for application within a prosthetic socket
to improve the fit and ultimately the quality of life for the wearer. The selection of
the appropriate sensor technology against specific requirements is discussed in
Section 2.4, while the required specification of the sensor is discussed in Section 2.5.
The underlying background theory and basic constitutive state equations of the
selected technology, and the principles applied in the development of the sensor are

discussed in Section 2.6 and Section 2.7.
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2.2 E-Health sensors — state of the art

With the advent of demand for commercially available devices for monitoring
health and fitness, companies like Apple, Asus, Fitbit, Garmin and Huawei among
others have been marketing wearable ‘fitness tracker’ devices that allow some
parameters to be automatically and continuously recorded.

The most common parameters measured are heart rate, steps taken, calories
burned, body core temperature, arterial oxygenation and the tracking of sleep
patterns. Recent developments have been the introduction of a fitness tracker by
Asus that can also measure blood pressure by touching a sensor on front of the
device, and an ECG (electro-cardiogram) waveform-measuring device by Moov that
monitors heart health and that can detect atrial fibrillation and send the measured
data to the user’s doctor. The ‘Heartguide’ smart watch device by Omron released in
2019 allows continuous monitoring of blood pressure using an oscillometric
technique that uses a cuff to measure arterial wall vibrations when a skin-cuff
interface pressure of between the systolic and diastolic blood pressure values is
applied by the cuff over an artery. Retrieval of the values of diastolic and systolic
pressures is achieved by analysis of the measured vibrations. This device also records
daily activity measurements such as steps taken, calories burned and distance
travelled. However, discomfort caused by the cuff may preclude continuous use over
extended periods.

The use of wearable medical e-health devices allows the remote monitoring
of vital signs and the health status of patients over a suitable period of days or weeks
without the requirement of routine attendance at healthcare facilities. By allowing the
appropriate vital sign monitoring over an extended period during daily activity, rare
cardiac or other events can be observed that could otherwise be missed, and a richer
body of data can be collected than with a single visit to a healthcare facility. Such a
monitoring system thus facilitates improved disease diagnosis, adjustment of
medication, reduced recovery rates after treatment, and a general improvement in
patient care and quality of life. There is presently intense interest in the development
of wearable medical e-health devices that allow continuous monitoring of a wide
range of vital signs for assessment by health professionals. In the literature,

transmission of the measured data to the health facility is commonly achieved by
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interfacing the sensor data streams to a smartphone app using Wi-Fi, Bluetooth,
ZigBee, which uses the IEEE 802.15.4 communication standard, or other wireless
technology. The measurement data is streamed in real-time via GPRS (general
packet radio switching) or Wi-Fi to the health facility or is stored on-board for later
transmission.

The core vital signs that give an indication of clinical deterioration and that
are the most important to continuously monitor are suggested in [17]. These are body
temperature, heart rate, blood pressure, arterial oxygenation and respiration rate.
Other desirable vital signs highlighted are ECG used to indicate cardiac health, blood
glucose level used to determine metabolic rate and monitor diabetic patients, and
perspiration rate. Additional vital signs that are identified to be of immediate
importance when the patient is considered to be in danger are capnography (CO; in
exhaled respiration gases) and stroke volume [18].

Heart rate monitoring using a miniature accelerometer and signal
conditioning package is described in [19], however the measured heart rate data is
found to be prone to motion artefacts and the method is therefore less reliable than
the more easily accomplished extraction of the heart rate wusing
photoplethysmography (PPG) or ECG data [20]. In contrast to the ‘Heartguide’ smart
watch device by Omron described above that requires the use of a cuff, a cuff-less
blood pressure monitoring method using a modified oscillometric technique is
demonstrated in [21] where a PPG signal, which is related to volumetric changes in
blood, is measured over an artery. The volumetric changes extracted from the PPG
signal are in turn related to the arterial blood pressure by a non-linear relationship
[22] allowing an unobtrusive and continuous measurement of arterial blood pressure.
Respiratory rate is often neglected but is never the less considered an extremely
important vital sign for the detection of serious respiratory problems [23], [24], [25].
In [26] a prototype wearable respiratory rate sensor has been developed that uses a
garment made of a piezo-resistive fabric to measure volume changes in the abdomen
and chest. It is demonstrated that the sensor produces good accuracy when compared
to a standard piezoelectric respiratory belt. A piezoelectric respiratory belt operates
on the well-established principle of elastomeric plethysmography where an elastic

belt applies a force to piezoelectric sensing elements producing an output voltage in
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response to changes in volume. In [27] a vest for use by soldiers was developed to
measure respiratory rate, providing some insight into the mental state of combatants.
The vest uses the principle of impedance plethysmography where the electrical
impedance of the body changes due to breathing induced expansion and contraction
of the chest and abdomen.

Avrterial blood oxygenation measurement using PPG has been commonplace
in clinical environments for many years. PPG is an optical technique using for
example near infrared spectrometry (NIRS) to measure blood oxygen saturation,
heart rate blood volume and that, as described above, can also be used to measure
changes in blood pressure. The application of NIRS to the human body was first
developed in the 1970’s for the invasive monitoring of cerebral and cardiac
oxygenation, and for chemical analysis of blood taken from the patient [28]. NIRS is
an optical method of illuminating blood borne compounds that absorb, reflect, and
scatter light. For arterial oxygen saturation and heart rate measurements, the targeted
blood factors are oxyhaemoglobin (Hb0,) and deoxyhaemoglobin (Hb). Since
oxyhaemoglobin carries nearly all the oxygen in the blood stream, measurement of
these factors allows the estimation of blood oxygen saturation by a non-invasive,
low-cost and intrinsically safe method. The PPG waveform is comprised of a
pulsatile AC waveform produced in response to changes in blood volume with each
heartbeat and super-imposed on a slowly varying DC baseline produced by the
absorption of light in veinous blood and tissues. PPG is used in pulse oximeters
where the pulsatile AC part of the PPG waveform is used to give the Sp0O, (pulse
oxygen) saturation and also the heart rate. The Sp0O, measurement closely
approximates the arterial blood oxygen saturation denoted by Sa0, and gives an
indication of how well the heart and lungs are functioning. The most common
method of SpO, measurement is by using a finger-probe pulse oximeter that
measures the PPG waveforms by alternately transmitting two frequencies of NIR
light using two LEDs at frequencies of 660nm and 940nm through a finger or
earlobe to a photodiode. At 940nm, HbO, absorbs more light than H, and
conversely at 660nm, H,, absorbs more light than Hb0O,. The two PPG waveforms
received by the photodiode are then used to infer the blood oxygen saturation. In [29]

a finger ring pulse oximeter is presented that it is claimed can be comfortably worn
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for extended periods and is suitable for the diagnosis of sleep apnoea disorders. A
multi-channel chest mounted reflectance mode pulse oximeter is demonstrated in
[30] that measures the light reflected from the body rather than the light transmitted
through a finger or earlobe, allowing greater flexibility in the choice of site and
improvement in comfort while wearing the device. The wearability of the device
over extended periods is demonstrated to facilitate its use in the diagnosis of sleep
apnoea disorders. In [31] the development of a reflectance mode oximeter allows the
measurement of local tissue oxygenation (St0,) that can be used to diagnose tissue
ischaemia, which is more common in diabetic patients. Under controlled conditions
the measurement of St0, is found to correlate well with the gold standard method
but is shown to be susceptible to error due to corruption by motion artefacts.

In [32] two skin temperature sensors, one based on arrays of pin diodes on a
flexible substrate and the other based on arrays of serpentine with traces made of
gold each 50nm thick by 20um that rely on the temperature coefficient of resistance
of the material are presented. It is demonstrated that the serpentine sensor response
correlates well with the response of a high quality infrared temperature sensor, while
the frequency responses show coincidental temperature peaks at 0.01Hz and 0.04Hz
but with significant differences around 0.07Hz. Low frequency skin temperature
oscillations are identified as correlating with tissue blood flow and as such the
monitoring of skin temperature is suggested as having value in the diagnosis of
diseases such as congestive heart disease and tissue hypoxia in addition to serving as
a marker for other disease processes [33]. In [34] a wearable and battery-less
epidermal thermometer for continuous core body temperature measurement that uses
a radio frequency identification (RFID) module and reader with Bluetooth
connectivity suitable for skin contact is presented. It is reported that by placing the
sensor under the arms or on the chest, an accurate measurement of body core
temperature with a constant error of 0.6°C is achieved.

The use of ECG measurements is of vital importance in the diagnosis of
cardiovascular diseases such as angina, artherosclerosis and atrial fibrillation among
others. Many wearable ECG devices that include sensors integrated into textiles have
been described [35],[36],[37],[38],[39]. A wearable device for continuous

measurement over extended periods allows the early detection and treatment of such
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diseases. A prototype wearable ECG sensor based on a capacitive technique that
avoids direct contact with the skin is proposed in [39]. The capacitive electrodes and
associated signal conditioning and transmission printed circuit board are integrated
into a conventional cotton T-shirt. The system is reported to include signal
processing to mitigate motion artefact, to be thin, of small size and have low power
consumption. It is demonstrated that the measurement traces correlate well with
those produced by a conventional wet electrode device.

Blood glucose monitoring is critical to the health of diabetics. The joint
development of an eye contact lens by Novartis and Google that has an integrated
sensor for analysing tears to give a measurement of blood glucose levels was
announced in 2014 [40]. However, to date no commercially available device has
been announced from this joint development. A wearable and commercially available
blood glucose measurement system developed by EyeSense (FibreSense) is
appraised in [41]. The EyeSense device operates using the principle of fluorescence.
The glucose concentration of tissue fluid, which correlates to blood glucose
concentration, is measured using an optical fibre with a biosensor embedded in
hydrogel which is attached to the fibre tip. The biosensor reacts specifically to
glucose but must be implanted at a depth of 2mm into the skin to operate. The
device was tested by being worn on the upper arm over a 14 day period and is
reported to provide consistently reliable measurements of subcutaneous glucose
levels over the test period. While consistent performance and reliability is reported, a
disadvantage of this system is that it is mildly invasive, requiring that the sensor be
implanted under the skin. A wearable glucose monitoring system developed by
Nemaura medical is currently due for release in 2019 [42]. The SugarBEAT® device
operates by passing a low current through the skin, the action of which draws a small
amount of glucose from tissue fluids just under the skin. The glucose is then
deposited on a patch within a chamber for measurement. The patch is disposable and
is replaced on a daily basis. The glucose measurement device transmits the measured
glucose level to a smartphone app via Bluetooth every 5 minutes for continuous
blood glucose monitoring. The principle of operation is not disclosed but unlike the
EyeSense device and other similar devices by Abbott Libre and Dexcom that require

needles or sensors to be implanted, the SugarBEAT device is truly non-invasive. The
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device has achieved CE (European Conformity) approval in the European
community with further clinical trials planned to gain approval for use in critical care

settings and for Federal Drug Administration approval in the United States.

2.3 Prosthetic socket sensors - state of the art

Although research into the development of sensor technologies for
monitoring within the prosthetic socket have been under investigation since the
1960’s [43],[44], there are currently no commercially available prosthetic socket
mounted sensor systems for continuous and real time monitoring of patients during
daily activities. It is well known that knowledge of residual limb skin temperature
and skin-socket interface pressures are important in determining residual limb health
and assessing the risk of injury [45],[46],[47]. However, prosthetic socket/residual
limb interface pressure sensing research to date has mainly concentrated on
providing prosthetists with a measure of the pressure distribution at the
socket/residual limb interface during the assessment and fitting stages to improve
socket fit and comfort.

In [48] a prediction method based on a Gaussian processes for machine
learning (GPML) approach is used to predict the residual limb skin temperature by
measuring the temperature at the liner-prosthetic socket interface. The machine
learning process is accomplished by measuring the temperature at both the
liner/socket interface and skin surface using thermocouples. In [49] a prototype
temperature regulation system has been developed based on a diode temperature
sensor array and a heat pump. This system uses a thermoelectric Peltier device, fan
and heatsink for thermoregulation that allows both heating and cooling within the
prosthetic socket with the aims of reduced sweating and the maintenance of a
comfortable environmental temperature within the prosthetic socket. However the
system that has been developed is bulky and has not undergone clinical trials to date.
The most common technologies reported in the literature for measuring
socket/residual limb interface pressures are FSR (force sensing resistor using the
piezo-resistive effect), piston type SG (strain guage), capacitive, and optical fibre

based systems. Utilising the principle of piezo-resistivity, force sensing resistor
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(FSR) technology is commonly used for assessing socket fit with the Tekscan F-
socket and Rincoe SLS systems that measure pressure at the residual limb/socket
interface using a flexible multi-sensor FSR strip technology being the most widely
used systems [50]. However these systems are not wearable and therefore cannot
provide real time information of interface pressures in everyday use. Furthermore, in
[51] and [52] large accuracy errors have been reported with these systems due to
significant signal drift, hysteresis and problems associated with calibration.
Additionally, both systems exhibited significant deterioration in the FSR sensor
strips over a 3-month period. In [53] a fibre Bragg grating prosthetic socket pressure
sensor is described as durable with sufficient sensitivity and low hysteresis error,
while a piezo-resistive bubble sensor based on MEMS technology is demonstrated in
[54]. The bubble sensor is found to have good drift characteristics compared to the
authors capacitive and strain sensor comparisons but to suffer from poor hysteresis
characteristics that are suggested by the authors as attributable to the sensor silicone
encapsulation material.

In [55], a comparison of pressure sensor types under conditions of cyclic
loading is reported: two FSR sensors by Tekscan (Flexiforce) and Interlink, a
capacitive sensor by Pressure Profiles Systems, a bubble liquid pressure sensor by
Sandia (as described above), and an optical sensor that measures reflected light
intensity through a transparent elastomer, also by Sandia. The Sandia optical and
bubble sensors have integrated signal conditioning electronics while the Pressure
Profiles System sensor is supplied with the necessary signal conditioning electronics
and the Tekscan and Interlink sensors were used with signal conditioning amplifiers
recommended by the manufacturer.

The capacitive sensor was found to exhibit adequate sensitivity, linearity and
hysteresis performance but to have the poorest drift characteristics, while the
Interlink FSR exhibited substantial nonlinearity, drift and hysteresis under dynamic
loading. The Flexiforce FSR suffered from a severe reduction in sensitivity over the
trial period, reducing to almost zero after several tests while the Sandia optical sensor
exhibited some hysteresis and substantial drift. The bubble sensor was found to have
the best overall performance with the lowest drift and hysteresis characteristics
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compared to the other sensor types, but with the disadvantages compared to the

others of having a greater thickness profile and not being commercially available.

2.4  Choice of sensing technology

2.4.1 Initial observations

The discussion of Section 2.3 highlights the need for, and the lack of
commercially available in-situ prosthetic socket mounted sensor systems, and
describes some of the shortcomings of the technologies discussed. These
shortcomings present a potential barrier to the development of a reliable, robust, and
commercially available solution. This undesirable status quo is therefore at least in
part due to the unsuitability of currently available methods of measurement to the
application of in-situ temperature and pressure monitoring within a prosthetic socket.
The following discussion defines the desired characteristics for a prosthetic mounted
sensor technology, compares the various currently available technologies, and

discusses the disruptive application of a well known mature technology as a solution.

2.4.2 Required characteristics

To identify suitable sensor technologies for temperature and pressure
measurement within the confines of a prosthetic socket, consideration was given to
several commercially available candidate sensor technologies by comparing them
against a checklist of the constraints listed below.

o For temperature sensing, to exhibit no or very low self-heating at the
sensor site.

o Require no temperature reference.

o Exhibit a response fast enough to faithfully track temperature
changes.

o Present a low thickness profile at the sensor site.

o Be portable and operate from a 5V low current rating power supply.
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o Have low power consumption and require minimal wiring.
o Be low cost, rugged and exhibit linearity, low hysteresis, low drift and

repeatability.

2.4.3 Candidate sensor technologies

Thermocouples are rugged, inexpensive and are self-powered, however the
requirement of a stable reference temperature is problematic for a wearable sensor
that will be exposed to a constantly changing environment. The cold junction
compensation method requires the measurement of temperature by another method,
increasing cost, weight and complexity. Resistive temperature detectors (RTD) are
more stable than thermocouples and provide a high degree of accuracy and linearity.
In addition, RTDs are also available with a low thickness profile where the device
construction consists of a thin film of conductor deposited on a ceramic substrate.
However, RTDs are expensive, fragile and have relatively high power consumption.
In addition, they require a current source and are prone to inaccuracy due to self-
heating. Thermistors are relatively inexpensive in comparison to RTDs but are prone
to the same disadvantages, in addition to exhibiting a non-linear response and having
a thicker profile. As discussed in Section 2.3, commercially available pressure
sensors used for interface pressure measurements are mainly based on the FSR
principle of piezo-resistance where the resistance of the sensor material varies with
an applied stress [56]. While this method is used in practice to measure pressure at
the residual limb/prosthetic socket interface, FSR sensors exhibit nonlinearity, drift,
self-heating and hysteresis under dynamic loading and in addition have high power
consumption. While capacitive sensing offers the linearity and low hysteresis

characteristics required, it exhibits poor drift characteristics.

2.4.4 PZT sensors

In light of the shortcomings of the sensor technologies discussed in Section
2.4.3, detailed consideration was given to the utilisation of the pyroelectric effect
inherent in Lead Zirconate Titanate (PZT). The pyroelectric effect is already widely
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used in pyrometry for remote temperature sensing, infrared imaging and motion
detection [57], [58] and [59]. When operated within their linear response regime, that
is where signals are small enough such that the response is directly proportional to an
applied stimulus, PZT devices provide an interesting proposition as they satisfy all of
the requirements discussed in Section 2.4.2. PZT devices are widely used for sensor,
resonator and actuator applications and have, among their advantages, relatively
large piezoelectric and pyroelectric constants, high Curie temperature and low cost.

In particular, as a sensor the PZT devices are self-powered, do not self-heat,
are inexpensive, are rugged and have a low thickness profile. In common with all
pyroelectric and piezoelectric devices they exhibit dielectric loss which at low
frequency and DC is due to dielectric leakage currents [60]. These leakage currents
mean that piezoelectric devices cannot strictly speaking be used for true DC
temperature measurements. The DC and low frequency signal response voltage
decays exponentially with a time constant equal to RC where R and C are the
equivalent leakage resistance and low frequency capacitance of the device
respectively. However, in tandem with the appropriate signal conditioning design, it
is possible to realise very long time constants, making it possible to measure pseudo-
static and continuous low frequency temperature variations about a mean.

The ultimate aim is to find a very low cost solution that in tandem with the
appropriate signal conditioning will serve the dual purpose of measuring both
residual limb temperature and interface pressure using the same technology. A
crucial advantage of using ferroelectric materials such as PZT is that in addition to
temperature, this technology is equally suitable for measuring interface pressure via
the direct piezoelectric effect where an electric field and/or electric displacement
charge are generated in response to an applied stress. This is of particular interest as
in common with temperature, interface pressure is also clinically accepted as
affecting tissue health and is implicated in the development of decubitus ulcers [61].
A low cost prototype temperature sensor based on the pyroelectric effect has been
designed to provide continuous measurement of temperature within a prosthetic
socket. In operation, it is envisaged that the sensor would be recessed into the socket
wall using a compliant adhesive to allow free thermal expansion and to avoid

erroneous responses due to strains induced by socket flexing. An extension to
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simultaneous measurement of temperature and pressure at the same site is possible
by modification of the PZT sensor element and signal conditioning system and this
will be discussed further in Section 4.3.

2.5 Basic sensor specification

A preliminary specification set at the beginning of this research is that the
sensor must operate over an 8 hour period with no more than a 2% signal amplitude
decay over this period. The period of 8 hours was chosen based on a reasonable
estimate for the length of time a prosthetic socket may be used, while a 2% signal
decay specification over this period was chosen to limit phase distortion such that the
sensor response adequately represents the actual temperature signal. The 2% signal
decay specification also ensures that no amplitude error occurs when using an

8 — bit digital to analogue converter (ADC) such as that used on the sensor platform.

2.6  Piezoelectricity
2.6.1 Background

The term ‘piezoelectricity’ derives from the Greek language and means
‘electricity from pressure’. This definition describes the direct effect where an
applied stress produces an electric charge on the surface of solid materials such as
tourmaline, quartz, some ceramics, and even bone and some proteins. The Greeks are
believed to have first observed the phenomenon of piezoelectricity over 2000 years
ago, however the discovery of the direct piezoelectric effect is attributed to the
French physicists Jacques and Pierre Curie who first demonstrated in 1880 that the
direct piezoelectric effect is present in several materials including Rochelle salt,
tourmaline, quartz, topaz and cane sugar. The Curie brothers demonstrated that
among the materials they studied, Rochelle salt exhibited the greatest response.

While the Curie brothers used their discovery to invent the piezoelectric
quartz electrometer, piezoelectricity did not come into widespread use until the

invention of sonar based on piezoelectric quartz transducers during the First World
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War. Quartz remains an important piezoelectric material today and is widely used in
accelerometers and timing oscillators. Further research and development led to the
discovery of ferroelectric materials, in particular Barium Titanate that was used to
develop sonar transducers during the Second World War. Further research
subsequently lead to the development of the Lead Zirconate Titanate (PZT)
materials, which exhibit relatively high piezoelectric and pyroelectric coefficients
and are widely used and important materials today. Modern devices that use PZT
include in-ear headphones, mobile phone ringers, and ultrasound scanners for
medical and non-destructive structural testing applications.

All materials that exhibit the piezoelectric effect such as quartz, or that can be
made to exhibit the piezoelectric effect such as the ferroelectric materials Barium
Titanate and Lead Zirconate Titanate are subsets of the general set of dielectric

materials. Figure 2.1 illustrates the material relationship hierarchy.

6ielectrics
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Figure 2.1 Venn diagram of the material class set hierarchy

Figure 2.1 shows that within the proper superset of dielectric materials there
exist proper subsets of materials that have the following relationships: All
ferroelectric materials exhibit pyroelectric, piezoelectric and dielectric behaviour; all
pyroelectric materials exhibit piezoelectric and dielectric behaviour, but are not
necessarily ferroelectric; and all piezoelectric materials exhibit dielectric behaviour,
but are not necessarily ferroelectric, and do not necessarily exhibit pyroelectric
behaviour.

The piezoelectric effect occurs in 20 out of the 32 crystal classes and is
associated with a non-centrosymmetric crystal structure such that a spontaneous
polarisation exists in the unit cell crystal. For materials such as quartz that occur

naturally, the inherent piezoelectric effect exhibited is due to the crystalline
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structure of the material. However, for manufactured materials like ferroelectric
PZT, while there is a spontaneous polarisation in the unit cell, there is no net
polarisation due to the random alignment of domains. The piezoelectric effect is
imparted by ‘poling’ the ferroelectric material using an applied electric field that is
sufficiently high to align the domains, producing a net remanent polarisation that
remains after the electric field is removed. The effect of poling is discussed further
in Section 2.7.

2.6.2 Basic isothermal constitutive equations

Under small signal conditions, the linear theory of piezoelectricity for the
independent variables of stress and electric displacement is described by the well-
known coupled set of matrix constitutive equations given by Equation 2.1 and
Equation 2.2 using matrix-vector notation and assuming isothermal conditions such

that no temperature change or flow of heat takes place.
T = cFA08 — etAF (2.1)
D = e"%S + 5% (2.2)

where all terms in Equations 2.1 and 2.2 are matrices or column vectors as
described in [62], T is the stress vector (Nm=2), ¢4 is the stiffness matrix, S is the
strain vector (m/m), e“? is the piezoelectric stress-charge coefficient matrix
(Cm™2), E is the electric field vector (Vm™1), D is the electric displacement vector
(Cm~2) and €549 is the constant strain permittivity matrix (Fm~1). The superscripts
Af, E and S indicate measurement under isothermal conditions, measurement at
constant electric field, and measurement at constant strain respectively while the
superscript t indicates transpose matrix. To reduce notation, it is customary to omit
the superscript A6 in the literature and this will be applied henceforth in this thesis, it
being understood that all constants are measured under isothermal conditions such
that the temperature change 46 is constant.

With matrix transformation and substitution, Equations 2.1 and 2.2 can be

described in a further three alternative and entirely equivalent forms, each pair
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derivable from the other using matrix manipulation and each having different
dependent and independent variables. The set of four formulations are given by
Equations 2.3 to 2.10.

T = cES—e'E (2.3) S=stT+d'E (2.5)
D =eS+ €E (2.4) D =dT + 'E (2.6)
T = c°S—h'D (2.7) S=sPT+g'D (2.9)
E=—-hS+8D (2.8) E=-gT+B'D (2.10)

where s is the mechanical compliance which is the matrix reciprocal of the
stiffness ¢, d is the strain-charge constant, h is the stress-voltage constant, g is the
strain-voltage constant and B is the matrix reciprocal of the permittivity. For
harmonic excitation, all constants are in general complex and the most appropriate
choice of independent variables is specific to the problem under consideration. The
superscripts E, D, S and T indicate a term that is evaluated at constant electric field,
electric displacement, constant strain or constant stress respectively.

The existence of the electro-caloric and piezo-caloric effects infer that under
isothermal conditions the application of an electrical or mechanical stimulus must
induce a flow of heat into or out of the piezoelectric medium such that there is a net
increase or decrease in the entropy of the piezoelectric medium respectively. For all
four forms of the piezoelectric constitutive equations given by Equations 2.3 to 2.10,
a third constitutive equation exists that describes this effect. Adiabatic conditions can
be assumed when the piezo-caloric and electro-caloric effects are small enough such
that any heat flow can be neglected. The Heckmann diagram that describes the full
piezoelectric thermal-elastic-dielectric interactions for the stress-charge-entropy
dependent variables form of the constitutive equations is shown in Figure 2.2 where
X2 and 46 denote a change in entropy density and temperature respectively. The
arrows on the diagram indicate the direction of cause to effect of the variables

connected while keeping all other constitutive equation variables constant.
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Thermo-elastic effects

Figure 2.2 Heckmann diagram for the stress-charge-entropy constitutive form
adapted from [63]

2.6.3 Validity of the constitutive equations

Equations 2.3 to 2.10 are valid under isothermal conditions and for small
signal excitation where the piezoelectric material operates within the linear regime.
The linear regime requires that the material can be considered to obey Hooke’s law
and behave as a linear dielectric where the strain, stress, electric field and electric
displacement have a mutually linear relationship such that the elastic and electric
coefficients in addition to the piezoelectric coefficients are considered constant over
the small signal range. This small signal approximation is assumed throughout this
thesis. In addition, the assumptions of ‘quasi-static’ and ‘electrostatic’ conditions are
applied unless otherwise stated. The assumption of ‘quasi-static’ conditions is valid
for the DC and low frequency mechanical or electrical excitation and requires that
the acoustic wavelength of the mechanical disturbance in the piezoelectric medium
and substrate are very much greater than the dimensions of the piezoelectric medium.

The validity of assuming ‘electrostatic’ conditions requires that the frequency of the
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electric field in the piezoelectric medium due to a mechanical disturbance is
sufficiently low such that the effect of the rate of change of the magnetic field due to
the rate of change of currents can be neglected. The condition of ‘quasi-static’
validity is assumed where appropriate and ‘electrostatic’ validity is assumed

throughout.

2.7 PZT materials

2.7.1 PZT crystalline structure

The crystalline structure of PZT for all proportions (1 —x) X 100% of Lead

titanate above the Curie temperature, which is denoted by 8., is shown in Figure 2.3.
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Figure 2.3 Cubic phase perovskite structure of Pb(ZrTi(;_y))03 (8 > 6.)

The crystalline structure is cubic and symmetric such that the central titanium
or zirconium atom is centred. There is therefore no spontaneous polarisation in the
unit crystal and the material exhibits paraelectric behaviour. However, below 6, and
for a proportion of lead titanate approximately (1 —x) x 100% > 48%, the

crystalline structure of PZT is tetragonal as shown in Figure 2.4. The crystalline
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structure now exhibits a spontaneous polarisation denoted by P, that is responsible

for the ferroelectric behaviour.
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Figure 2.4 Tetragonal phase Perovskite structure of Pb(Zr, Ti(1—x))03 (6 < 6,)

With large piezoelectric and coupling coefficients, devices based on
Pb(Zr, Ti1-x))03 (PZT) have found widespread use in both sensors and actuators in
recent years. These desirable properties were first recognised by Berlincourt et al.
[64] in 1960.

2.7.2 PZT phase diagram

Figure 2.5 shows the phase diagram of PZT as a function of the molar
percentage of lead titanate and the temperature. It can be seen that the morphotropic
phase boundary (MPB) between rhombohedral and tetragonal phases, where the
concentrations of Zr*t and Ti** ions are approximately equal, is largely
independent of temperature from zero Celsius up to the Curie temperature, providing
a stable material phase composition for sensing at room and body temperature
ranges. It is well known that the piezoelectric constants peak near the MPB boundary

and that these are strongly dependent on the proportions of PbZr0O; and PbTiO5,
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although the mechanisms for this phenomenon are not fully understood. Although
the sharp transition of MPB suggests the material has either a tetragonal phase or a
rhombohedral phase, there is in fact evidence to suggest that both phases may coexist
at room temperature near the MPB [65]. Other research suggests that there also exists
a monoclinic phase at the MPB boundary between the rhombohedral and tetragonal
phases, and that this phenomenon contributes to the large piezoelectric and dielectric
constant of PZT at approximately equal Zr** and Ti** concentrations by allowing
continuous rotation of the polarization direction in a plane. This phenomenon is
discussed for Pb(Zrys5,Tig4g)05 in [66]. PZT materials with compositions around
the MPB are also easier to pole than purely tetragonal or rhombohedral PZT

compositions.
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Figure 2.5 Phase diagram of Pb(Zr, Ti(;_,))05 adapted from [67]

While the manufacturer of the PZT devices used in this thesis, Murata
declines to disclose the PZT composition, it is strongly believed to be manufactured
using PZT-5H which is commonly used for this type of device, and which has a
composition of 53% zirconium and 47% titanium (Pb(Zry53Tip47)03) [68]. By
inspection of the phase diagram of Figure 2.5, this composition indicates that PZT-
5H lies 3% to the left of the MPB. It is therefore expected to contain a mixture of

tetragonal and rhombohedral phases at the temperatures of interest (20°C to 40°C),
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and exhibit enhanced piezoelectric and dielectric properties relative to formulations
further from the MPB. An additional contribution to the piezoelectric properties is
achieved using donor dopants. While the dopant used is not disclosed and varies by
manufacturer, PZT-5 types are generally doped with Niobium Nb*, which produces
negative ion vacancies in the PZT structure, enhancing domain reorientation during
poling and leading to an improvement in the piezoelectric coefficients realised.

Published data for the piezoelectric constants of PZT-5H are given in Appendix A.1.

2.7.3 Domain structure

Figure 2.6 illustrates the ferroelectric domain structure of polycrystalline
ceramics such as PZT below the Curie temperature in both the unpoled and poled
state.
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Figure 2.6 Illustrative ferroelectric ceramic domain structures before poling

illustrating 90° and 180° adjacent domain orientations (left) and after

poling (right)

A typical ferroelectric ceramic is polycrystalline with each crystal containing
many domains that are separated by domain walls within each crystal. In the unpoled
ferroelectric the electric dipoles, each of which is equal to the spontaneous
polarisation P; described above, are aligned in each domain resulting in a uniform

polarisation that is also equal to Ps. The orientation of P in adjacent domains within
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a crystal may be orientated at either 90° or 180° to each other giving rise to so-called
90° and 180° domain wall boundaries. In the unpoled state as shown in Figure 2.6
left, the ferroelectric ceramic exhibits no piezoelectric properties due to the random
orientation of the domains that result in a macroscopic spatial average polarisation of
zero before poling. However, piezoelectric properties can be imparted to the
ferroelectric ceramic by applying a large enough electric field in the ‘poling’
direction such that the electric dipoles in each domain within each crystal are forced
to align close to the applied electric field direction such that a single domain exists
within each crystal. The crystal boundary is therefore also the domain boundary. As
shown in Figure 2.6 right, the poling process results in a built-in remanent
polarisation, denoted by P., and remanent strain, denoted by S,, in the ferroelectric
ceramic when the applied electric field is removed. It can be seen that Ps is not
aligned parallel to the applied electric ‘poling’ field everywhere within the
ferroelectric ceramic due to the relative orientations of each crystal within the
crystalline structure and therefore in general the remanent polarisation is less than the

spontaneous polarisation such that P. < P;.

2.7.4 Conductivity in PZT materials

In doped PZT materials such as PZT-5H, hole conduction typical of p-type
semiconductors is thought to be the dominant conduction mechanism with defects
and contaminants that act as donors and acceptors also contributing to the conduction
[69]. On the other hand, in un-doped PZT, where contaminants are much less likely,
it was first proposed in [70] that the dominant electrical conduction mechanism is
also p-type hole conduction, but in this case due to lead vacancies caused by the high
volatility of lead and resulting loss during the high temperature sintering process
required during manufacture. Despite these conduction mechanisms, the conductivity
of PZT materials is low at approximately 10711Sm~1. However, the measured
voltage developed by a PZT element in response to an applied surface temperature or
axial pressure cannot be used directly as a measure of DC and low frequency
temperatures or pressures. This is due to the low native time constant of the sensor,

which is equal to the product of the low frequency capacitance specified and the
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equivalent resistance of the piezoelectric medium, or alternatively the ratio of the
permittivity to the conductivity of the piezoelectric medium. The actual time constant
observed is further reduced by the finite input resistance of any follow-on voltage
measuring circuit, leading to severe DC signal decay and attenuation at low
frequencies. The effect of conductivity on the sensor response is discussed further in
Chapter 4 and Chapter 5, with the mitigation of signal decay and low frequency
attenuation by the use of an appropriate signal-conditioning scheme being discussed
in Chapter 6.

2.8 Conclusions

There has been a rapid expansion and availability of commercially available
wearable e-health monitoring devices. However, there are currently no commercially
available wearable sensor technologies designed for the real time monitoring of
temperature and pressure within the environment of a prosthetic socket despite the
desirability of such a system for monitoring amputee patients during daily activity,
and despite ongoing prosthetic socket mounted sensors research since the 1960’s.

Commercially available PZT elements are identified as promising candidates
for use as wearable prosthetic socket mounted sensors. PZT devices exhibit both
piezoelectric and pyroelectric effects and are therefore interesting candidates for both
temperature and pressure sensing applications. They also fulfil the requirements of
robustness, a low thickness profile and low cost. A major disadvantage not exhibited
by other sensor technologies is response voltage decay due to the finite input
impedance of the necessary signal conditioning amplifier and dielectric leakage. It is
however possible to mitigate these problems by the application of an appropriate

signal conditioning design. A solution to this problem is discussed in Chapter 6.
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Chapter 3

Equations of state

3.1 Introduction

In this chapter, the elastic-dielectric-thermal constitutive equations in stress-
charge-entropy dependent variable form and the associated heat diffusion equation is
derived for the piezoelectric medium. The elastic-dielectric-thermal constitutive
equations are an extension of the piezoelectric constitutive equations discussed in
Section 2.6.2. From this analysis, the elastic-thermal constitutive and diffusion
equations for the substrate medium are stated.

The elastic-dielectric-thermal constitutive equations, together with the elastic-
thermal constitutive and associated heat diffusion equations are required to develop
the desired mathematical models of the PZT sensor element. The models developed
are generally applicable to other piezoelectric and substrate media combinations.
While there are several alternative and equivalent constitutive equation forms, the
use of the stress-charge-entropy dependent variable form allows the effect of the
mechanical and electrical constants on the sensor response to be delineated for
analysis in a computationally efficient way. The required constitutive equations have
independent variables of strain, electric field and temperature, and are derived using
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the electric Gibbs thermodynamic potential, denoted by G, and the first and second
laws of thermodynamics.

While analyses of the general type discussed in the following sections are
mostly described in the non-engineering literature using a tensor formulation
[71],[72],[73] a vector-matrix formulation of the linear piezoelectric equations is
used by convention in the engineering literature and therefore an approach with
consistent notation using vector and matrix calculus has been developed for use
throughout the analysis to follow [74],[75],[76]. The method devised for use in this
thesis is similar to the numerator convention where vectors are of the column type by

default. The introduction of the superscript t indicates a transpose or row vector.

3.2 Analytical assumptions

All analyses pertaining to the piezoelectric and substrate media in this thesis
are valid for a small temperature change and for small signal excitation where the
piezoelectric material operates within the linear regime. The linear regime requires
that the material be considered to obey Hooke’s law from a mechanical standpoint
and to behave as a linear dielectric where the strain, stress, electric field and electric
displacement have a mutually linear relationship such that the elastic and electric
coefficients, in addition to the piezoelectric coefficients, are considered constant over
the small signal range. In addition, the assumptions of ‘quasi-static’ and
‘electrostatic’ conditions are applied unless otherwise stated. The assumption of
‘quasi-static’ conditions is valid for the DC and low frequency mechanical or
electrical excitation and requires that the acoustic wavelength of the mechanical
disturbance in the piezoelectric medium and substrate are very much greater than the
dimensions of the piezoelectric medium. The validity of ‘electrostatic’ conditions
requires that the frequency of the electric field in the piezoelectric medium due to a
mechanical disturbance is sufficiently low such that the effect of the rate of change
of the magnetic field due to the rate of change of currents is negligible. ‘Quasi-static’
validity is assumed where appropriate and ‘electrostatic’ validity is always assumed.
Additional assumptions with regard to the thermodynamic processes described are

stated in the body text as necessary.
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3.3 Constitutive state Equations — piezoelectric medium

3.3.1 Analysis

The derivation of the piezoelectric constitutive equations in S, E and A6
independent variable form required to describe the thermal-elastic-dielectric
behaviour of the sensor element are discussed in this section.

The first law of thermodynamics, which is given by Equation 3.1, states that
an infinitesimal change in the total internal energy du of a system is the sum of an
infinitesimal amount of heat dq transferred into or out of a system and an

infinitesimal amount of work dw done by or on the system.
du =dq + dw (3.2)

A positive value of dw is defined as an infinitesimal amount of work done
on the system while a negative value of dw is an incremental work done by the
system. If the system is thermodynamically ‘closed’ such that there is no mass
transfer into or out of the system, then from the second law of thermodynamics, dq
can be substituted using dqg = 8do. The term do (JK 1) is the infinitesimal change
in entropy of the system due to an infinitesimal amount of heat dq transferred to the
system, and 8(K) is the absolute temperature of the system. Although strictly
speaking valid only for reversible processes, setting dq = 6do is valid for both the
ideal reversible thermodynamic process demonstrated for example by the well-
known Carnot thermodynamic cycle, and in general for quasi-static irreversible

thermodynamic processes [77].

The entropy o (JK™1) is defined as the change in entropy from an
equilibrium state and does not represent the absolute entropy. On the other hand, the
absolute entropy is defined as a change in entropy over the temperature range of
absolute zero to the current absolute temperature. With the exception of 6 that
represents the absolute temperature (K), this is also true of all other variables that are
considered to be a change from the resting state. In the case of a solid material, for

which mass transfer is naturally zero, Equation 3.1 is written as Equation 3.2, which
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is always true whether it is used to describe ideal reversible or irreversible
thermodynamic processes since it is described in terms of all the state variables. As
such, the use of Equation 3.2 to describe any thermal-elastic-dielectric process is
dependent only on the initial and final states, and not on the path taken between the
states. The use of higher case script for the internal energy U and X indicates that the

terms in Equation 3.2 are now measured as volume energy densities (Jm=3K~1).
dU = 0dX + T*dS + E*dD (3.2)

In common with all real thermodynamic systems, heat transfer and work in
the overall system (piezoelectric medium, substrate and external environment) is
always strictly thermodynamically irreversible. However, if the temperature change
is sufficiently small compared to the initial absolute temperature when considering
heat transfer to and within the PZT-5H sensor element then the initial absolute
temperature can be considered approximately constant such that 6 = 6,. It can
therefore be considered that in the absence of significant losses due to heat transfer to
the external environment, Joule heating or viscous friction, that the approximation of
a thermodynamically reversible process is valid. It is therefore considered that the
application and removal of the same amount of heat or work returns the piezoelectric
medium and external environment system to its original thermodynamic steady state
with no resultant change in entropy either in the piezoelectric medium or external
environment over the heat cycle.

In general all variables will be a function of both dimension and time and
therefore X is defined as the volume entropy density, the total entropy of the solid (in
this case the piezoelectric body and substrate) being the volume integral of X. By
convention, compressive stress, T and strain, § are considered negative quantities,
while tensile stress, T and strain, S are considered positive quantities.

The superscript t indicates a transpose matrix and in the case of a vector
using the denominator convention, Tt and E? are therefore defined as row vectors.
The electric Gibbs potential also known as the electric enthalpy is defined by
Equation 3.3 [78] written in matrix form. The use of the electric Gibbs potential
allows the constitutive state equations to be derived in S, E and A8 independent

variable form. Alternative thermodynamic potentials that allow derivation of the
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other independent variable forms of the constitutive state Equations are described in
Appendix A.2.

G,=U—-6X—E'D (3.3)
In differential form, Equation 3.3 is written as Equation 3.4.

dG, = dU — 6dY — 2d6 — E*dD — D'dE (3.9)
Substituting Equation 3.2 into Equation 3.4 yields Equation 3.5.

dG, = T'dS — D'dE — ¥d6 (3.5)

Equation 3.5 implies that G, = G.(S,E,0) and therefore the independent
variables for the electric Gibbs potential are S, E and 6. Total differentiation of
G, = G.(S,E,0), such that partial derivatives are taken with respect to each
independent variable while keeping the others constant, yields Equation 3.6 using the
vector differentiation numerator layout convention. The subscripts outside the

brackets indicate variables that are held constant during the partial differentiation.

9Ge 3G, 9Ge
dG, = (F)Ee ds + (ﬁ)s,e dE + (%)E’S do (3.6)
Comparing Equation 3.5 with Equation 3.6 yields Equations 3.7
96\  _ gt 96\  _ _pt 96\  _ _
(3St)E,g =T (aEt>s,g =D ( a6 )E,S =~z (37)

The implication of Equation 3.6 and Equation 3.7 is that since G, =
G.(S,E,0), then the dependent variables T, D and X must also be linear functions of
the dependent variables such that T =T(S,E,0), D= D(S,E,0) and X =
X(S,E,0). By applying total differentiation, these relationships are written in
differential form to yield Equations 3.8 to 3.10.

dT = (%)Eﬂ ds + (%)s,e dE + (Z_Z)E,S do (3.8)
dD = (%)E’e ds + (%)S‘H dE + (Z—Z)E'S do (3.9)
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dr = (%)Eﬂ ds + (%)s,e dE + (Z—j)E’S do (3.10)

The partial derivative terms in Equations 3.8 to 3.10 can be considered
constant for sufficiently small changes in their respective variables and therefore
Equations 3.8 to 3.10 may be integrated over a small change in each variable to give
Equations 3.11 to 3.13 where 46 is a small temperature change relative to the initial
temperature 6, such that A@ = (6 — 6,). This result assumes that changes in both the
dependent and independent variables are small enough such that the linear

relationship is valid.

T = (%)E,e S+ (%)s,e E+ (Z_Z)E,SM (3.11)
D= (%)E,G S+ (%)s,e E+ (Z_Z)E,SM (3.12)
5= (%)Ee S+ (%)S'g E+ (g—j)“ 46 (3.13)

Five of the partial differential constant terms can be defined immediately
from Hooke’s law, the dielectric equation for polarised media and the definitions of
the piezoelectric constant, stress coefficient and primary pyroelectric coefficient as

the definitions given by Equations 3.14.

oT oD oD
(—) 2 cf (—) 2 g5 (—) Le
ast E0 OEt 5,0 ast E0

G2 (%)
20 E,S_ Y 20 ES

The remaining four partial differential constant terms are determined by

(>

p° (3.14)

application of the well-known Maxwell relations for partial differentiation and the
internal energy U. In the absence of shear stress and strain components, c£, €5 and e
are 3 x 3 matrices while yfand p5 are 3 x 1 column vectors. Applying partial

differentiation to each of the Equations 3.7 yields the pairs of Equations 3.15 to 3.17.

) (a(i%&) () - (%) (3.15)
OE 5,0 o OE ’ oS E,0 B N .
5.0 E,0
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() - (a(i%)w> —(®) - (a(%)m> (3.16)
0/gs 20 ’ ast/gg | oSt .
ES E,G

_( a_Dt) ) (a({;%>5,g> L -(&) - (@) (3.17)
9 /gs |\ 00 ’ 0E'/sg | O .
ES S,0

Noting that the pair of Equations 3.15 have a matrix transpose relationship to
each other and that the order of differentiation on the right hand side of Equations
3.15 to 3.17 is arbitrary, then comparing each of the pairs of Equations 3.15 to 3.17
yields the Maxwell relations given by Equations 3.18 to 3.20.

t
I G e G (319
- (Z_Z)E,s = (5),, = ¥ (3.19)
(35 = Gy = P (3.20)

For a thermodynamically reversible process, a change in the volume heat
density dQ (Jm™3) due to the addition of a quantity of heat dq to an infinitesimal
volume dv is given by the second law of thermodynamics as dQ = 6dX. If the
temperature change is sufficiently small compared to the absolute temperature 6 such
that 8 = 6, then the process can be considered thermodynamically reversible such
that 6 can be considered constant and be directly replaced by the initial absolute
temperature 6,. Therefore, using the well-known specific heat formula relationship
between heat and temperature at constant strain and electric field given by dQ =
dU = 6,dX = pCy;’ d@ yields Equation 3.21a and Equation 3.21b where p is the
density of the medium (kgm~32) and CSSI',';‘", and sz',E are the volume specific heat
capacity (Jm~3K 1) and specific heat capacity (Jkg~1K 1) respectively at constant

strain and electric field.

ou _ SE _ ~SE
(ﬁ)m = pCSE = ¢SE (3.21a)
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S,E SE

6_2 _ pCsp ~ PCsp
(69)5'5_ 6 ~— 6, (3.21b)

The full set of material constant relationships in terms of their associated
partial derivatives is now complete and these are summarised in Table 3.1.

(a_T) A CE (a_T) — _et (a_T) A _yE
ast E0 - OEt s0 00 ES -
("’_D) e (B_D) a2 g8 ("’_D) 2 S
ast)ge — dEt) g9 — 96/Es
(a_):) = yEt (6_2) = pSt (a_):) _ pcE
95'/ g0 9E /5,9 20/ s 6,
Table 3.1 Material constants in stress-charge-entropy form

Substituting the material coefficients given in Table 3.1 into Equations 3.11
to 3.13 yields the required stress-charge-entropy form of the small signal linear
constitutive state equations given by Equations 3.22 to 3.24.

T = ¢S — e'E — yEA0 (3.22)

D =eS + £5E + pS46 (3.23)
S,E

3= yPtS + pStE + 2 (3.24)

Equation 3.25 gives a compact matrix representation of the stress-charge-
entropy constitutive equations where the left hand side is the dependent variable
vector and the right hand side is the product of the material constant matrix and the

independent variable vector.

T CE _et _,yE s
pl=|e ¢ p’ E (3.25)
by pt pCgt/6,]140

40



In Equation 3.25, X is a change in entropy density (Jm™3K™1), p° is the
constant strain pyroelectric coefficient vector (Cm™2K~1) and y£ is the thermal
stress coefficient vector (Nm™2K~1) equal to c® ¢} where ¢, is the coefficient of
thermal expansion (m/mK) vector at constant electric field. With the exception of

superscripts, terms in light font are non-matrix scalar quantities.

3.3.2 Discussion

It can be seen from Equation 3.24 that the entropy density X at any point
within the piezoelectric material is dependent on the strain and electric field in
addition to the change in temperature. The amount of heat required to achieve a
change in the temperature, 46 is increased under positive (tensile) strain and applied
electric field, and conversely is reduced under negative (compressive) strain and
negative applied electric field.

The terms yEtS and pStE respectively are scalars and reflect the mechanical
and electrical contributions to the total volume entropy density within the body of the
piezoelectric material. The material constant vectors £ and p> measured at constant
temperature are also defined as the piezo-caloric (or elasto-caloric) coefficient at
constant electric field and the electro-caloric coefficient at constant strain
(mechanically clamped) respectively. Here the electro-caloric coefficient is defined
as the ratio of the change in entropy of a material to an applied electric field under
isothermal and constant strain conditions, and the piezo-caloric coefficient is defined
as the ratio of the change in entropy to an applied strain under isothermal and
constant electric field conditions. Under adiabatic conditions such that the change in
entropy of the system is zero and no heat enters, leaves or flows in the piezoelectric
medium, the electro-caloric effect can be described as producing a reversible
temperature change due to an applied spatially uniform electric field at constant
strain. Similarly, the piezo-caloric effect can be described as producing a reversible
temperature change due to an applied spatially uniform strain at constant electric
field.
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3.4 Electric Gibbs potential G,

The Electric Gibbs potential can be derived by taking the vector transpose
throughout of Equations 3.11 and 3.12, and substituting the vector transposed
Equations 3.11 and 3.12 together with Equation 3.13 into Equation 3.5 which yields
the differential form of the electric Gibbs potential given by Equation 3.26.

dG, = (st (1_1:)5,9 + Et (Z_Ds,e + (Z—TZ)E‘SA9> ds
(5t (55), , + £ (5),, + (55),,40) aE

(55,05 + G, B+ (55),,,20) o (3.26)

Substituting the partial differential constants given in Table 3.1 into Equation
3.26 yields Equation 3.27 where for isotropic and transverse isotropic materials,
cf = ¢B*t and that it is always true that €5t = &5 since only the main diagonal or

trace terms are non-zero in &°.

dG, = (S'cf — Ete — yEtA6)dS

ES
—(Stet + EteS + PSTAQ)dE — (yE'tS + PSE + ”zizxe) de (3.27)

o

Collecting and rearranging the terms in Equation 3.27 yields Equation 3.28.
pCS,E
dG, = StcEdS — E'e5dE — %Aede — (yEta6ds + yEtsdo)

—(pStAQdE + p*t EdO) — (EtedS + StedE)  (3.28)

Assuming e, ¢, y&¢, 5, pSt and pC;’ /6, are constant, then integrating the
d6 terms over the appropriate range 6 = 6, to 8 = 6, + A6, and integrating the S
and E terms over the range 0 to S and O to E to indicate a change in each variable
respectively yields Equation 3.29, where all variables are considered to be changes

from the resting state.
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pCsp (46)>

Go = %(stcEs ~ E'e5E —

) — (YEtS + pStE)AG — E'eS (3.29)

Equation 3.29 is the electric Gibbs potential, G, (J/m3) in matrix-vector
form. The truncated MacLaurin series expansion approximation given by In(1 +
AB/6,) = A8 /6, — 0.5(A0/6,)? has been used in the derivation of Equation 3.29.
This approximation ignores terms in (A8/6,)3 and higher and is valid under the
assumption of small A8 such that AG « 6,. This approximation is in keeping with
the derivations of Section 3.2, which for the piezoelectric medium is equivalent to
calculating the thermal entropy density contribution to the total entropy density,

denoted by Zipermar, and given by the Zyperma = pCoy46/6, term in Equation

3.24 using the well-known second law of thermodynamics entropy equation given by

Zthermal=f99:+A9(pC§1;E/9)d9' By invoking the argument that 6 in the

denominator changes very little during heat transfer, such that heat transfer is
considered to occur in an equilibrium state, then 6 can be replaced by 8, and taken
outside of the integral. In practice linearity in response to temperature has been
demonstrated for relatively large temperature changes under electrical short circuit
conditions [79] and therefore the piezoelectric constitutive equations derived in
Section 3.3 are considered applicable for use in the development of the sensor where
the maximum A6 is of the order 20K compared to values of 8, of approximately
300K. In the case of ferroelectric materials such as PZT, where in certain
applications hysteresis phenomena may be important, these equations are valid for
small changes in electric field and strain such that the D — E and S — E rate-
independent hysteresis characteristics of the material can be considered linear and
free of rate-independent hysteresis over the required measurement ranges. Equation
3.29 is equivalent to the commonly used tensor notation form and simplifies the
derivation of the constitutive equations in their matrix form.

The T, D, and X dependent variable form of the constitutive equations are
given by the partial derivatives of the scalar electric Gibbs potential with respect to
the dependent vector variables as stated by Equations 3.7. Using Equations 3.7 and
3.29, and performing partial differentiation of the Gibbs electric potential function

with respect to the independent variables S, E and A8 in turn, noting that 06 = 0A8,
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using vector differentiation and taking the vector transpose of each throughout yields
the linear constitutive equations 3.22 to 3.24 given in Section 3.3 that describe the
coupled dielectric-elastic-thermal behaviour of piezoelectric materials.

Further verification of the Gibbs electric potential function can be made by
taking the total derivative of Equation 3.29 with respect to an arbitrary variable
denoted here by z where the vector differential relationships given by Equations 3.30
have been performed on the electric Gibbs potential terms StcES, EteSE and EfesS.
The term v = X*aY = Yfa'X is a scalar quantity, X and Y are column vectors, a is a
square matrix (number of rows equals number of columns), and z is an arbitrary
dummy variable.

dz (axt)y FE (ayt) dz Ya Fr X'a dz (3:30)

Performing total differentiation with respect to z on the terms
pCs(86)%/6,, AOYELS and AGpSLE, and by setting v to each of the terms StcEs,

E'sSE and E'eS in Equations 3.30 recovers the differential form dG, given by
Equation 3.28 as expected.

3.5 Internal energy in § — E form

An expression for the internal energy U in § — E form can be found by
writing Equations 3.23 and 3.24 in differential form and substituting these along with
the differential form of the vector transpose of Equation 3.22 into Equation 3.2,
yielding Equation 3.31. The substitution 8 = 6, for small 46 used in Equation 3.24
cannot be introduced until the end of the analysis and 6, is therefore properly
replaced by 6 in Equation 3.31.

S,E
U = 6 ()/E dS + pStdE + PSP de) + (S'cF — E'e — yAG)dS + E'(edS +
SdE + pSdo) (3.31)

Collecting terms and rearranging Equation 3.31 yields Equation 3.32 where

the relationship 8 = 6, + A8 has been substituted.
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dU = 0,yE*dS + Op>tdE + E'pSdo + pC;;’ dO + StcFdS + EteSdE (3.32)

Integrating Equation 3.32 yields Equation 3.33 for the internal energy with
strain and electric field as the independent variables.

U = 0,y"S + 0p>‘E + pCs;" A0 + - (S'cES + E'£5E) (3.33)

For a reversible process and a small temperature change such that 6 = 6,,
Equation 3.33 can be written as Equation 3.34 that describes an idealised reversible

thermodynamic process.
U = 0,(Y5*S + p>*E) + pC5; A0 + - (S'cES + E'£E) (3.34)

For reversible processes and the assumption of 8 = 6, only, the work density
is therefore given by W = %(StcES + E'£5E) while the heat density is given by

Q =6,(yEtS + pStE) + pCSSI’,EAG. For reversible thermodynamic processes it can
also be seen that Q = 6,%, which is used in Section 3.6 for the derivation of the
coupled heat diffusion equation for the piezoelectric medium. Equation 3.34
describing the internal energy U in the piezoelectric medium is valid only where loss
terms are not considered. Losses and associated internal heating are discussed further

in Appendix A.3. The internal energy in T — E form is discussed in Appendix A.4.

3.6  Constitutive state Equations — substrate medium

By a similar procedure and under the same assumptions applied to the
piezoelectric medium described in Section 3.3, the coupled elastic-thermal Equations
for the substrate are stated immediately as Equations 3.35 and 3.36 where the
subscript b refers to a variable that applies to the substrate. Equation 3.35 is the well-

known Hooke’s law and is valid for small changes is stress, strain and temperature.

Tb = chb — ]/bABb (335)
" Pbcfpbﬁeb
Zb = beb + 0—0 (336)
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X, is a small change in entropy density (Jm=3K™1), y,, is the thermal stress
coefficient (Nm2K~1) equal to ¢, ¢, where ¢, is the isotropic stiffness matrix of the
substrate (Nm~2), ¢, is the coefficient of thermal expansion (m/mK) vector in the

substrate, T,and S, are the stress strain respectively and Csspb is the specific heat

capacity of the substrate at constant strain and p,, is the density of the piezoelectric
material (kgm™3). A description of the isotropic substrate stiffness matrix ¢, is
discussed in further detail in Appendix A.5.

In the following sections, Equations 3.24 and 3.36 are used to solve for the
diffusion equation and Equations 3.22, 3.23 and 3.35 are used in addition to the
diffusion equations for both the piezoelectric film and substrate to solve for the

sensor response to temperature and axial stress stimuli.

3.7 Heat diffusion equation — piezoelectric medium

3.7.1 1-D Heat flow

As discussed in Section 3.3, by using the second law of thermodynamics and
assuming a small temperature change and reversible process, the volume heat density
Q is related to the volume density change in entropy X in the piezoelectric medium
by Equation 3.37. The assumption of 8 = 6, indicates that the heat cycle is
approximated as a thermodynamically reversible heat transfer process such that the
total entropy change of the system in a cycle is zero. A change in the volume entropy
density at any point in a medium is therefore dependent only a change in the volume

heat density at that point in the medium.
Q=6,% (3.37)

One dimensional (1-D) heat flow in the x5 direction (this is the direction
perpendicular to the piezoelectric electrode surfaces) is considered where it is
assumed that there is negligible heat flow along the transverse x; and x, axes such
that the temperature along x; and x, can be considered constant. Taking a small
segment of volume AAx5 of cross sectional area A in the x; - x, plane and thickness

Ax4, the change of heat in the segment in time At is equal to the difference between
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the heat into the segment and the heat out of the segment in a time At. The change of
heat in the segment in time At is therefore given by Aq = AAx3(Q(t + At) — Q(1)).
Substituting Equation 3.24 into Equation 3.37 yields Equation 3.38 for Aq.

[6,(YEES (x5, t + AL) + PSPE(xs, t + AY)) + pCiy’ A0(x3, t + At)]}

Ag = AAx
1 ’ { —[90 (VP8 (x3,t) + pSPE(x3, 1)) + PCsSz}EAG(x& t)]

(3.38)

The Maxwell — Cattaneo generalised one-dimensional Fourier heat law is
given by Equation 3.39 [80] where ¥ is the one-dimensional rate of heat flow per
unit area (W /m?) along the x polar direction and k,, is the thermal conductivity of
the piezoelectric medium. The heat flow relaxation time denoted by 7, implies that
an imposed temperature gradient will not induce an instantaneous flow of heat along
a negative temperature gradient, but will rather approach a steady state dictated by
the heat flow relaxation time t, thus avoiding the well-known paradox of
instantaneous heat propagation as predicted by the Fourier heat law of Equation 3.40.
However, a problem with the Maxwell-Cattaneo law is that it predicts negative
temperatures during transient heat propagation that are dependent on the value of 7,
[81]. Furthermore, values of 7, for specific materials are not generally available and
determining a meaningful value of 7, for specific materials is not a trivial process
[82], [83].

OAH(xg,t)

lIJ3 + Tq _at = _kp x5

(3.39)

At the very low frequencies considered, the effect of 7, is considered to be
negligible such that at low frequency, 7,0 W5/ dt < W;. The Fourier heat in the

familiar form of Equation 3.40 is therefore used.

aAH(Xg,t)
6x3

W (xs,8) = —kyy (3.40)

The difference between the heat into the segment and the heat out of the
segment in time At is the instantaneous amount of heat (J) in the segment, Ag and is

therefore given by Equation 3.41.
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6A9(x3,t) | _ 6A9(x3,t) |
dx3 X3 dx3 X3+Ax3

Aq = —kpAlt( (3.41)

Equating 3.38 and 3.41, dividing both sides by Ax;At, rearranging and letting
At - 0 and Ax; — 0 yields Equation 3.42 which is the one-dimensional heat
diffusion equation with electro-mechanical source or sink terms dependent on
whether work is done on or by the piezoelectric medium respectively. Equation 3.43
includes the effect of the heat flow relaxation time t,. The term K5* is the diffusion

coefficient or diffusivity at constant strain and electric field given by KSE =

ky/pCsyf.

246 Gg 0240 6, ( Et0S | gt aE)
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at ox3  pcof e T at (3.42)
246 0240 _ gp 0246 6, Et (as 023) St ( )3 aZE)
ot Tlaoe = Kk ox3  pcst VG Tage) TP ac TTage (3.43)

As described above, the terms in 7, can be considered negligible by noting
that the frequencies of the temperature change and applied axial stress measurands
are low. The terms containing the relaxation time t,, are therefore dropped from
further analysis. However, in applications where the frequencies of the applied
stimuli are high, it may become necessary to include the effect of 7, by using
Equation 3.43 rather than Equation 3.42. Three alternative and equivalent forms of
Equation 3.42 in other independent variable forms are given in Appendix A.6.

Equations 3.37, 3.40 and 3.41 imply the relationships given by Equation 3.44
for the assumptions of an approximately thermodynamically reversible process and a

small temperature change.

9Q _ , 9r _  9W¥3 _, 0%46

at %9t axs P ax2

(3.44)

The relationships of Equation 3.44 are valid for heat flow in the piezoelectric
medium in response to a small temperature change. The instantaneous rate of change
of entropy at any location within the piezoelectric medium is therefore proportional
to the instantaneous negative gradient of the heat flow in the x5 direction for small

temperature changes. Internal Joule or viscous friction heating can also add heat to
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the piezoelectric medium without the requirement of an external heat source. In the
case of an adiabatic and closed medium, heat can be added internally without a
temperature gradient (for low frequency excitation) by the application of mechanical
or electrical work. In this case, a spatially uniform increase in temperature and
entropy takes place, both of which rise monotonically with time and for which the
process is thermodynamically irreversible. Joule and viscous friction heating are
discussed in Appendix A.3.

3.7.2 Extension to 3-D Heat flow

For applications where heat flow along the x; and x, axes cannot be ignored,
the heat diffusion equation may be derived by considering a small volume
Ax;Ax,Ax; rather than a segment AAx; and adding the heat flows in the x; and x,
dimensions to Equation 3.41. Equation 3.45 now gives the 3-dimensional heat
diffusion equation.

046 _ 1,sEv2 2 _ Yo Et 9 st 9E
or = K°TVEAG pcs (}’ o TP at) (3.45)

Where V2 is equal to the divergence of the gradient applied to a scalar

variable and is the Laplacian operator for which V248 is given by Equation 3.46.

62A9+62A9 2246
ax? dx2 ax2

V240 =

(3.46)

3.7.3 Definition of the heat source / sink term

E¢t9S

The term given by —6, (y o

+ PSt g—f) describes thermal-dielectric-elastic
coupling in the piezoelectric medium due to the piezo-caloric and electro-caloric
effects and can be considered as a heat source or heat sink. The effect of this term
under compressive strain or negative electric field is equivalent to an additional
volume power density heat source, and under tensile strain or positive electric field is

equivalent to a heat sink (W/m?2). The description of the terms y%¢ and PS¢
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discussed in Section 3.3 as the piezo-caloric and electro-caloric coefficients is

therefore clear in the context of the diffusion equation.

3.8  Heat diffusion equation - substrate

By a similar analysis to the development of the piezoelectric heat diffusion
equation in Section 3.7, Equation 3.36 is used to yield the diffusion equation for the
substrate given by Equation 3.47, where there is naturally no electric field term. The
subscript b indicates a quantity that applies to the substrate material and the terms
K5, vh. Cspp and py, are the diffusion coefficient, transpose thermal stress coefficient
matrix, specific heat capacity at constant strain and density of the substrate
respectively. The thermal stress coefficient matrix can be written y, = ¢, @, such
that v}, = ¢} ¢, and the diffusion coefficient is given by K; = ky,/pj, C5pp, Where ky,
is the thermal conductivity of the substrate. Equation 3.48 includes the heat flow
relaxation time, which is denoted by z,,. In high frequency applications where the
relaxation times cannot be ignored and where the assumption of large wavelength
compared to the physical dimensions of the piezoelectric device is invalid, Equations
3.43 and 3.48 can in principle be used and solved together with the respective
associated set of acoustic wave equations. The acoustic wave equations can be
derived by applying Newton’s second law of motion to the stress constitutive state
equation of the piezoelectric media in T — E (stress-voltage) form, and to Hooke’s

law for the substrate given by Equation 3.35.

040y .5 0246, 6o t 0Sp
=Ky 57— Vb, (3.47)
ot 0x3 PuCspp at
046y, 0246, 5 0246y 6o t (asb azsb)
040y | _ _ 05y 3.48
ot ab g2 b~ 5x2 pbcfpbe o 1 Tab 52 (3.48)

In common with the piezoelectric medium, low frequency operation infers
that the effect of the heat flow relaxation time 7., will be negligible and it is

henceforth dropped from further analysis.
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3.9 Conclusions

The piezoelectric and substrate constitutive state equations and associated low
frequency diffusion equations required to find an LTI model of the sensor response
to external thermal and elastic stimuli have been derived. Equations 3.22, 3.23, 3.35,
3.42 and 3.47 are the equations required to yield low frequency mathematical models
of the electric field response due to a surface temperature and applied axial stress.
These models are developed in Chapter 4 by applying the quasi-static conditions
appropriate for low frequency operation and setting the boundary conditions
appropriate to the PZT-5H sensor design configuration to find the required solutions
of Equations 3.42 and 3.47.
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Chapter 4

Sensor response modelling

4.1 Introduction

In this chapter, a proposed prosthetic socket mounting design for the PZT-5H
sensor element is presented. The diffusion Equation 3.42 and Equation 3.47, together
with the linear constitutive Equations 3.22, 3.23 and 3.35 are expanded to solve for
the one-dimensional heat flow within the piezoelectric device that leads to the
development of a low frequency mathematical model of the sensor. This model
yields the sensor output voltage response to the application of an interface
temperature and/or applied axial stress. While all practical measurements presented
in this thesis pertain to the measurement of an interface temperature change, the
theoretical research presented yields solutions for the sensor response to both
temperature and applied normal stress (or pressure) measurands for application to the
future practical investigation of the sensor for the combined measurement of both a
temperature change and normal stress.

Section 4.2 describes the PZT-5H sensor element construction and
specification, while Section 4.3 describes the prototype sensor prosthetic socket (or

elastomer liner) mounting configuration for both temperature and/or pressure
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measurement. In Section 4.4, the spatial mean and spatially dependent electric field
response models are derived. The spatial mean electric field model is derived in
terms of an applied axial stress and mean applied temperature changes in the
substrate and piezoelectric media. Section 4.5 discusses the effect of the adhesive
used to affix the piezoelectric medium to the substrate while Section 4.6 discusses
the effect of the substrate on the pyroelectric coefficients. Section 4.7 describes the
low frequency equivalent circuit model of the PZT-5H element and using the electric
field responses derived in Section 4.4, Section 4.8 identifies the nature of the charge
distribution in the piezoelectric medium and electrodes, and describes the source of
the charge that drives the spatial mean electric field response. Section 4.9 and
Section 4.10 describe the solutions of the coupled linear piezoelectric and heat
diffusion equations with the appropriate boundary conditions that yield the spatial
mean temperatures in the substrate and piezoelectric medium in response to the skin
surface temperature. Two cases are considered: direct substrate surface-skin contact
and indirect substrate surface-skin contact where the skin temperature is measured
through a prosthetic polymer liner. Finally, in Section 4.11 and Section 4.12, the
output voltage response models of the sensor element to an applied temperature at

the substrate surface and applied axial stress respectively are presented.

4.2 PZT-5H sensor element

The piezoelectric temperature sensor element selected is a commercially
available Murata (Type 7BB-27-4) diaphragm consisting of a dry-pressed and
sintered PZT layer poled along the 3-axis normal to the surface with silver electrodes
on the top and bottom faces perpendicular to the axial direction (3-axis) and bonded
to a brass substrate. The type of PZT is not known, nor is this information available
from Murata. However, it is likely that the material used is PZT-5H, which is
commonly used for this type of application. The manufacturer specified flexure
mode resonant frequency is 4.6kHz with a low frequency capacitance of 20nF +
30% measured at 1kHz. Using electronic callipers, the diameters of the PZT film
and electrode are found to be 20mm and 18.2mm, respectively. The total thickness

is 0.53mm made up of 0.3mm brass substrate and 0.23mm PZT-5H media. PZT
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piezoelectric technology has the inherent advantage of being applicable to both
temperature and interface pressure measurement. In this thesis it will be shown that
the large constant strain pyroelectric coefficient and piezoelectric constants of PZT-
5H materials in tandem with appropriate signal conditioning make possible the
measurement of temperature at frequencies in the range of sub uHz to a few Hz

suitable for use within the confinement of a prosthetic socket [84].

4.3  Prototype sensor configuration

A proposed sensor prosthetic socket-mounting configuration that uses the
Murata Type 7BB-27-4 diaphragm element is shown in Figure 4.1. For use directly
against the skin, the sensor element may be embedded in a prosthetic liner rather than
the prosthetic socket.
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Figure 4.1  Configuration of prosthetic socket temperature or pressure sensor

embedded into the socket wall (or elastomer liner)

While this thesis concentrates on the use of the sensor element to measure
temperature changes, the aim is ultimately to use the same piezoelectric technology

to measure both applied axial stress (pressure) and temperature simultaneously using
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the same sensor element. In the case that temperature only is measured, the spacer
shown is unnecessary and a low thermal conductivity support collar flexibly bonded
to the bare underside circumferential width of the substrate is introduced to support
and affix the sensor element. It is important that the support collar has a high
stiffness to avoid an unwanted flexure response. It is proposed that an aerogel filler is
used to loosely fill the cavity left by the removal of the spacer to ensure that the
sensing element is thermally insulated at the lower electrode.

In the case of axial stress measurement, it is necessary to negate the effect of
temperature changes in the piezoelectric and substrate media on the response. To

achieve this, it is proposed that a narrow circumferential channel with a diameter

1/+/2 of the diameter of the piezoelectric electrode is etched through the electrode
and piezoelectric medium such that two electrically isolated piezoelectric volumes
are created with equal surface area on the same substrate. The inner piezoelectric
volume is subject to the applied axial stress via the spacer. The spacer transfers the
normal stress load to the socket wall and it is proposed that the spacer is fabricated
from a stiff aerogel material. Such strong, rigid aerogel materials are now available,
are inexpensive and are characterised as having extremely low thermal conductivity
[85]. The outer piezoelectric volume is isolated with respect to the applied axial
stress in the inner piezoelectric medium, but remains subject to the effect of the
applied axial stress in the substrate. The axial stress response component is obtained
by subtracting the two sensor responses at the inner and outer electrodes, assuming
that both sensor volumes are subject to the same surface temperature and exhibit the
same temperature response such that the effects of temperature changes in the
piezoelectric and substrate media are negated. However, a caveat to this method is
that since the surface area is reduced by 50%, then the response charge is also
reduced by 50%. In addition, the effect of temperature is differenced out only at the
signal conditioning stage, leading to the possibility of a significant reduction in the
useful range of the sensor, or at worst saturation at the intermediate signal
conditioning stages. It is therefore necessary that the sensor element is adequately
thermally insulated to minimise this effect. Furthermore, a reduction in the axial
stress response will result since the response contribution due to the substrate axial

stress is negated together with the temperature response.
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Notwithstanding the problems of reduced measurement range or saturation
discussed above, it is in principle possible to measure both temperature and axial
stress simultaneously. This can be achieved by taking the difference between the
inner sensor response, which is the sum of both temperature and applied axial stress
responses, and an amplitude scaled value of the temperature independent axial stress
response described above such that the stress response is negated leaving only the
temperature response. It is therefore in principle possible to measure both
temperature and applied axial stress simultaneously and independently using the
same piezoelectric element.

For both skin temperature and / or applied axial stress measurement, it may
not be desirable to place the sensor substrate on the skin to measure the skin
temperature directly. In the case that the PZT-5H sensor element must be used
directly against the skin, there are requirements to ensure that the surface in contact
with the skin is safe and hypoallergenic to avoid allergic skin reactions, and that the
sensor element is protected from skin moisture. Polydimethylsiloxane (PDMS)
silicone rubber, which is a commonly used coating for medical applications such as
medical implants, is proposed as a suitable coating for the sensor element. PDMS is
an elastomer at low temperatures and has the required properties of being
hydrophobic, hypoallergenic and safe for use in medically applications. PDMS has
the desirable mechanical property of having a very low Young’s modulus, which is a
necessary requirement to ensure the substrate of the piezoelectric element can expand
freely in response to a temperature change. With the thermal conductivity and
specific heat capacity of PDMS equal to 0.15Wm K™t and 1460 Jkg= 1K1
respectively, the diffusion coefficient is low and a possible detrimental effect on the
conduction of heat to the sensor surface and therefore the sensor response must be
considered. However, if it is ensured that the coating is thin enough then the severity
of the effect on the sensor response can be mitigated. The application of a PDMS
surface coating as described in [86] is conveniently achieved using a spray on
technique that can apply thin surface coating thicknesses down to approximately
1um. At this thickness, the effect on the sensor response is estimated to be

negligible.
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The development of the sensor element response model follows a path of
analysis that starts by considering a general symmetrical transverse isotropic
piezoelectric device poled along the axial 3-direction with rigidly bonded isotropic
substrate. All assumptions and observations are described and justified. The solution
is dependent on the appropriate boundary conditions chosen and in the case of the
sensor used within a prosthetic socket, the socket wall is assumed to provide ideal
insulation such that the heat flow across the socket wall boundary can be assumed to
be negligibly close to zero. In practice this can be closely approximated by using
very low thermal conductivity aerogel materials to fill the space between the sensor

and socket wall, as discussed above.

4.4 Sensor element electric field model

4.4.1 Initial considerations

The relevant state equations for both the piezoelectric and substrate media are
solved for the electric field response in this section. The required output voltage of
the piezoelectric element is then given by V, = —1, E5. In the analysis, it is assumed
that at the low frequencies of interest, the effect of the inertial masses of the
piezoelectric and substrate media are negligible. That is to assume that the acoustic
wave produced within both the piezoelectric and substrate media in response to an
applied stress or temperature change has a wavelength very much larger than the
dimensions of the sensor. The dependences of the instantaneous stresses, strains and
electric field are therefore considered to be due to the instantaneous spatial
temperature distribution and applied axial stress only.

In the development of mathematical models, the shear stress and strain
components and associated elastic constants are omitted since the electric
displacement and electric field response to shear stress in PZT is zero [87].

With reference to Figure 4.1 in Section 4.3, the outer electrode of the device
furthest away from the measurement surface is assumed to be thermally insulated
such that heat flow out of the device in the axial direction and into the external

environment is negligible. No change in the entropy of the internal or external

57



environment therefore takes place via this route. It is further assumed that the sides
of the substrate and PZT materials are sufficiently insulated or that the temperature
of the adjacent area is close to that across the area of the sensor surface such that heat
flow is along the axial 3-direction only with heat flow along the transverse directions

being considered negligible.

4.4.2 Relevant state equations

The state Equations 3.22, 3.23 and 3.35 developed in Chapter 3 and used in

the following analysis are repeated below for clarity.

T = cES—e'E —yEA0 (3.22)
D =eS + £5E + p546 (3.23)
T, = ¢Sy, —Vpd0y (3.39)

The electric displacement D can be set to zero without loss of generality with
the effect of an external displacement charge being included later by the introduction
of an additional term to the permittivity in the case of derivation from spatially
averaged equations, or to the primary pyroelectric term in the case of derivation from
spatially dependent equations. The effect of the input impedance of the external
signal conditioning electronics can be included in the corresponding output voltage
response by considering an external impedance in parallel with the dielectric
resistance. Furthermore, an internal dielectric leakage can be included by the
introduction of an additional term to the permittivity for both spatially dependent and

spatially averaged cases.

4.4.3 Choice of independent variable form

In the development of the sensor model it initially seems preferable to use
either the strain-charge (S — D) or stress-charge (T — D) independent variable form
of the piezoelectric constitutive equations and diffusion equations given by Equation

(A4.1) or (A4.2) respectively rather than the strain-voltage (S — E) form given by
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Equations 3.22, 3.23 and 3.42 since setting D to zero appears to reduce the
complexity of the analysis. However, it is desirable that the sensor electric field
response be found such that the material constants are in the form of constant electric
field and constant strain. The investigation into the individual effects of temperature
on both the static electrical capacitance (from the constant strain permittivity £35)
and mechanical equivalent capacitances that will be discussed in Chapter 5 can be
more easily extracted from the solution using the strain-voltage (S — E) form.

In addition, since expansion of the piezoelectric matrices is necessary to
solve for the electric field response, the conversion of the solution of the electric field
from constant electric displacement values to constant electric field values for the
stiffness and thermal stress coefficients involves considerably more work than using
the § — E independent variables form of the constitutive equations from the outset.

Throughout the following analysis the § — E form is therefore used.

4.4.4 Analysis — Electric field model

In the following analysis the solution for the electric field response of a
general transverse isotropic piezoelectric device in the configuration discussed in
Section 4.3 to the application of a change in temperature at the external surface of the
substrate and an axial compressive stress along the polar x5 axis is derived. The
strain in the 1- and 2-axes, which is denoted by S, is also derived for application in
the analysis of Section 4.9. While the analysis is developed with application to a
PZT-5H piezoelectric device with a brass substrate in mind, it is however general
and applicable to any piezoelectric ceramic/polymer and substrate combination
where the substrate is isotropic and the piezoelectric medium is transverse isotropic.
The solution is easily modified to be applicable to alternative isotropies via a re-
definition of the substrate and piezoelectric stiffness matrix components.

The PZT-5H element is symmetrical in the transverse 1-2 plane and as a
transverse isotropic material the device will therefore be subject to equal stress and
strain along the transverse 1- and 2- axes such that S; =S, =S and transverse
stresses T; =T, = T. In addition, the thermal expansion coefficient, Young’s

moduli, Poisson’s ratios and permittivities are identical in the 1- and 2-axes but are in
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general different along the polar 3-axis. The analysis to follow assumes rectangular
coordinates and a rectilinear form, however the solutions are equally applicable to
devices with an annular form where the use of cylindrical co-ordinates will yield an
identical result. The surface temperature measurand 6, is assumed to be constant
along the transverse 1- and 2- axes and heat flow is assumed to be one dimensional
and to be directed along the polar 3-axis denoted by x;. The assumption of one
dimensional heat flow is justified since 6 is considered to be constant along the
substrate surface and the outside edges of the sensor are insulated with a low thermal
conductivity material.

Expanding the matrices of Equations 3.32 and 3.23 yields Equations 4.1 to
4.3 for the piezoelectric medium transverse stress, stress applied along the polar x5
axis and the electric displacement. The variables T and S are the stress and strain in
both transverse 1- and 2- axes due to transverse symmetry, and the subscript 3

indicates a variable acting axially along the 3-axis.

T = (cfy + sz)(S - <P51AH) + C3l,51(53 - ‘P53A9) —e31E3 (4.1)
T3 - 2C§1(5 - ¢51A9) + C§3 (53 - (p53A0) - 833E3 (42)
D3 = 26315 + 63353 + €g3E3 + pSAG (43)

Noting that the symmetry of the substrate implies that as with the
piezoelectric film the transverse strains S,; = S,, =S, and transverse stresses
Ty1 = Ty, = Tp, then the equivalent Equations for the substrate are found by
expanding the isotropic Hooke’s law relationship given by Equation 3.35 to yield
Equation 4.4 and Equation 4.5.

Ep

= Tz o T #pSps = (1 + 1) @p26;) (4.4)

Ty

Ep

= e (-2ip) CupSp + (1 — pp)Spz — (1 + pp) 9 A0y) (4.5)

Tp3

By substitution and rearrangement using Equation 4.4 and Equation 4.5, the
stress T}, in the 1- and 2- axes and the strain Sy in the 3-axis of the substrate material

are given by Equation 4.6 and Equation 4.7 respectively.
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_ _Ep Kb _

T, = ) (Sb + £ Ty3 <PbA9b) (4.6)
= Q+wp)A-2pp) 7n  2Hp (1+up)

Sb3 = T oy 123 T Gy o g, 000 (4.7)

The constants E;, and y;, are the Young’s modulus and Poisson’s ratio of the
substrate respectively. The subscript b is maintained for all variables and constants to
differentiate these values from those in the piezoelectric film.

Heat flow along the axial x; dimension produces a temperature gradient
within both substrate and piezoelectric media. Since both materials are considered to
be Hookean in nature over the range of the applied stimuli, then the transverse
stresses T and T}, and the temperature gradient varies both with time, t and x5 while
the transverse strains S and S, vary only with t and are invariant with respect to x;.
On the other hand, at the low frequency excitation considered, the applied axial
stresses T; and T3 vary with t only and are invariant with respect to x5 while the
strain S5 and S5 vary both with t and x5. Furthermore, since the thermal expansion
coefficient, stiffnesses and thicknesses of both substrate and piezoelectric medium
are in general different, and since the temperature varies with x5 in both materials,
there will exist a radius of curvature due to the different coefficients of thermal
expansion, Young’s moduli and thickness of both the substrate and piezoelectric
materials. However, since the temperature changes considered are small and since
the PZT-5H-brass substrate is relatively thick when compared to, for example the
thickness of a bimetal strip circuit breaker, the curvature K (reciprocal of the bending
radius) is considered to be negligible. The curvature was approximated as K =
0.004 (m~1) for a temperature change of 20K by using the thickness dimensions,
Young’s moduli and the coefficients of thermal expansion of the brass substrate and
PZT-5H [88],[89].

It is assumed that the piezoelectric material is rigidly bonded to the brass
substrate, and that the piezoelectric and substrate bi-layer bending radius under a
temperature change is infinite such that K = 0. The force equilibrium of the
transverse forces then infers that the sum of the transverse axes forces with respect to
the axial x; dimension in both the piezoelectric material and brass substrate is zero

such that Equation 4.8 is satisfied. A, and A,, are the cross-sectional areas in both the
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1-3 and 2-3 planes of the substrate and piezoelectric medium respectively (or in the
case of an annular device, the cross sectional areas of the diameters), and [, and [,
are the thicknesses of the substrate and piezoelectric film respectively. The definite
integrals are necessary since the transverse stresses T, of the substrate and T of the
piezoelectric film vary with respect to x;.

[ dF = [° TydA, + [P TdA, =0 (4.8)

_lb

Taking the reference origin at the substrate-piezoelectric film interface, and
noting that the transverse stresses are equal in the x; and x, transverse dimensions of
both piezoelectric film and substrate (although this is not a necessary condition for
the general validity of Equation 4.8), then the sum of the forces can be written as

Equation 4.9. The terms [, and [, are the thicknesses of the substrate and

piezoelectric film respectively.
l Ap (0 Ay (1
f_’;b dF = T: f_lb Ty dxs + l—: J)'Tdx; =0 (4.9)

Equation 4.9 is equivalent to the sum of the average forces in the substrate
and piezoelectric materials and can therefore be written as Equation 4.10 where the
over-bar denotes dimensional averaging with respect to the axial x5 direction over
the respective dimension intervals.

[ dF = TyAy + TA, =0 (4.10)

_lb

The relationship between the spatial mean transverse stresses is therefore
givenby T = —T, Ap/Ap. Writing Equations 4.1 to 4.3 in dimensional average form
with respect to x; and taking Laplace transforms with respect to time throughout
yields Equations 4.11 to 4.13 where the integration is evaluated over the limits
0 — L, along the x; axis in the piezoelectric medium. When Kelvin-Voigt type
viscous friction effects are considered and included in the stiffness terms then it is
assumed that all strain terms have zero initial conditions such that S,(07), S(07),
S,3(07) and S5(07) and their first derivatives at t = 0~ are zero. However, since the
effect of viscous friction is directly proportional to frequency, it is of little interest at

the low frequencies under consideration. The customary (s) notation, where s is the
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Laplace variable, which is widely used to indicate the Laplace domain, is omitted to
reduce notation, it being implicitly understood that all functions and coefficients are
in the Laplace domain unless otherwise indicated.

T = (cf; + c)(S — 05140) + c51 (S5 — 9p340) — e, Es (4.11)
T3 = 2C3El(5 - 90514\9_) +c33(5; — ‘P53AH_) — e33E; (4.12)
D3 = 29315 + 83353 + 8§3E3 + pSAH_ (413)

Since the transverse strain S and the applied axial stress T; at the low
frequencies and small temperature change under consideration are independent of x;
and are functions of s only, the over-bar is unnecessary for these terms and it is
therefore omitted in Equations 4.11 to 4.13.

Writing Equation 4.6 in the dimensional average form with respect to x;
yields Equation 4.14 where dimensional averaging is evaluated over the limits
—l, — 0 along the x5 axis in the substrate. As before, the over-bar is omitted in S,
and T3 since, as with the piezoelectric medium, at low frequency these variables are

functions of time only.

7 — _Ep Kb — 2]
Tb = -1p) (Sb + £, Tb3 (pbAQb) (414)

Substituting T = —T, A, /A, into Equation 3.49 and noting that S, =S
yields Equation 4.15.

EpAp

=~ (s+ BT, — 540 ) (4.15)

~

Substituting Equation 4.15 into Equation 4.11 yields Equation 4.16.

__EbAp Hbm 7 —
FERYS (Sb + £ Tys3 QDbABb) =

(cky + cE)(S - 405145) +c5 (S - 905346_’) — e31E;3 (4.16)

Setting D; = 0 for the present to simplify the calculation, the simultaneous
solution of Equation 4.16 together with Equations 4.12 and 4.13 with selected

variables of Ej, S; and S can now be found for the required E5 and S in terms of
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AB,, A8, Ty; and T5 which are independent of x5 and are functions of s only. The
required solutions of S and E; in the Laplace domain are given by Equation 4.17 and
Equation 4.18. The coefficients C, to C; used in Equation 4.17, which are in general
functions of the Laplace variable s, are defined in Appendix A.7. The terms a and 8
are defined in Appendix A.1.

The solutions were obtained by writing a Matlab script that uses the ‘solve’
functionality that allows for the necessary requirement of symbolic characters.

S = CoA8 + CsA8) + CeTys + C,Ts = C, A0 + C5A8, + (Cﬁfl—’: +6)Ts  (417)

E
— C
3(EbAb<Pb49b-(1-#b)ApC3T1T3—#bAbTb3>
33

ﬁEbAbfl’gl —2e3, 05, —es30E,—pS )40 e33r
B = EpAp+a(l-pp)Ap = 31¥p17733%p3 EpAp+a(i-pp)ap o
3 (1-up)B?Ap e§_3+€s !
2(EpAp+a(1-up)Ap) ~ Ky 733
(4.18)

At the low frequencies of interest, the applied axial force is spatially
independent in both substrate and piezoelectric media and therefore T},; and T; are
related by Tp34,5 = T3Aps Where Ay and A, are the surface areas of the substrate
and piezoelectric media respectively. T,; can therefore be substituted by T,; =
T3 Aps/Aps 10 yield Equation 4.19.

E
_ Pot A
B BEpApepl6p—B (1—#b)Ap%+#bAbA—§s T3
BEpApvy = €33 S e
—p_ze3le _633(pE _pS A6 33T3
E _ EbAb+lZ(1—[l,b)Ap p1 p3 EbAb+(Z(1—u,b)Ap C§3

3 (1-up)B2Ap e§_3+€5 /
2(EpApta(i-pup)ap) ~ By 733

(4.19)

The terms a and c%, /c%; in Equation 4.19 may be replaced by Ef; /(1 — u£,)
and #53/(1 — ygl) respectively to produce a tidier notational form for E; given by
Equation 4.20, however the form given by Equation 4.18 is retained to reduce
notation and facilitate readability. The Young’s modulus and Poisson’s ratio terms

EE

51, My and pp 5 are discussed in Appendix A.5.
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E3=

_ A
E E E s
ﬁEbAb‘pgl E E 3 B(l_#pl)EbAb(pbAeb_B<(1_#b)umAp_(l_#pl)#bAbAZs)T e
— T TP e —e —pS 146 33T
<EbAb+a(1—ﬂb)Ap 31¥Pp1—€33Pp3 p) (1 H51)EbAb+(1 ﬂb)Ezb;lAp A

(1-151)(1-1p)B? 4p ‘333

B 5 + =33 +s33

2((1_ﬂp1)EbAb+(1_Nb)Ep1Ap) ks

(4.20)

The spatially dependent E5 given by Equation 4.21 is obtained from Equation
4.2 and Equation 4.3 with S substituted by Equation 4.17 and D5 reintroduced by
noting that D; = —8, E5/s. The reintroduction of D; and definition of &, is

discussed further below.

933,1_,3 B(C4AQ+C5A9b+C6Tb3+C7T3) (933,( E (pp1+(pp3>+PS>A9 55E3/S
E3 - C3

33
+£33
33

=337, [)’(c449+csaeb+( —+c7) ) <eg3<—(pp1+<pp3>+PS>A9 8sEs/s

_C3

(4.21)

o2
€33,
E
€33

3

By subtracting Equation 4.21 from its spatial averaged version with respect to
x5 yields Equation 4.22 that relates the difference of E5 and A6 from their respective
spatial mean values. Equation 4.22 is useful for determining the time dependent
volume space charge density distribution in the piezoelectric medium discussed in
Section 4.8.

(B — By) = — ({3 i )~ (A0 — AD) (4.22)

The electric displacement D; can be conveniently written in the Laplace
domain as D; = —8,E;/s or equivalently in the time-domain as D;(t) =
—8sE5(t) » U(t) where &85 =1,/RsAg is defined as the equivalent electrical
conductivity associated with an external resistance R connected externally across
the piezoelectric element electrodes using the electrode surface area A and thickness

L, of the piezoelectric element. More specifically, the input resistance of a follow-on
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signal-conditioning amplifier can be represented by R;. The term U(t) is the

Heaviside step function and the symbol * denotes time-domain convolution. The

dash superscript in the permittivity term e§3' of Equations 4.18 to 4.20 for the
spatially averaged electric field indicates that the electric displacement D; =
-8, E3 /s due to the equivalent conductivity §; may be added directly to the internal
conductivity 853 of the piezoelectric medium and included in the frequency
dependent part of 53?3'. In the same way, the effect of a non-zero electric
displacement D; may also be included directly in the permittivity terms of
coefficients C, to C,. On the other hand, in Equation 4.21 and Equation 4.22, &,
cannot be added directly to 855 in the denominator permittivity term but must be
included in the numerator as the term —c£68, E5/s shown in Equation 4.21. The
electric displacement term does not appear in Equation 4.22, which is independent of
the external electric displacement and the external mechanical clamping effects of
the substrate.

The use of the Laplace domain throughout allows pS48 to be replaced by
(pS46 + 65 E5/s) or equivalently for spatially averaged Equations, the permittivity
e5, to be replaced with &5, = (55 + 85/s), thereby simplifying the notation used
and maintaining compatibility with the follow on analysis and solution of the heat
diffusion equations discussed in Section 3.7 and Section 3.8. The direct substitution
of 5, with &5, = (e5; + 8,/s) reduces the algebraic manipulation required and is
valid since C, to C, and E5 are obtained using the spatially averaged Equations 4.12,
4.13 and 4.16.

The sensor output voltage, given by V, = —1,Es, is ultimately required in the
measurement of the sensor response and therefore it is the spatial mean of the electric
field that is of specific interest. Equation 4.21 is therefore of little direct use in the
analysis to follow, however in Section 4.4, Equation 4.22 is used together with
Equation 4.18 to describe the nature of the spatial charge density in the piezoelectric

medium and electrodes.
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4.5 Effect of the substrate adhesive

The efficacy of the adhesive used to bond the piezoelectric electrode to the
substrate is essential to ensure good mechanical coupling between the substrate and
piezoelectric electrode. The mechanical effect of the adhesive layer on the
mechanical response of the sensor element is analysed by applying a force
equilibrium analysis and applying the relevant material properties of the piezoelectric
medium, substrate and adhesive. It is assumed that the brass substrate is rigidly
bonded to the PZT medium bottom electrode using an electrically conductive epoxy
resin adhesive, and that the maximum temperature the sensor will be subjected to is
below that of the adhesive glass transition temperature such that the adhesive
remains in its vitreous or ‘glass’ form and behaves according to Hooke’s law.

Equation 4.15, which is repeated below for clarity, does not take into account
the effect of the substrate-piezoelectric electrode interface adhesive.

EpAp
(1_ﬂb)Ap

~

In the derivation of Equation 4.15 it was assumed that curvature due to
thermal expansion is negligible such that the stresses in the 1- and 2- directions
parallel to the sensor surface are constant along the 3-axis in each material layer and
this is also assumed here. It is further assumed that the adhesive is exposed only to

temperatures below its glass transition temperature, which is denoted by 6, such that
the adhesive is always in its vitreous form. By setting the applied axial stress T}5 to
zero, Equation 4.15 becomes Equation 4.23.

EpAp

T= -

(S — ppaBy) = —ay — (S — 0p48y) (4.23)

Applying force equilibrium conditions that include the adhesive layer yields
Equation 4.24.

T EpAp EqAq EpApop(1—Ug)+EqAqpa(1-1p) , ~
T=- — A 4.24
((l—ub)Ap + (1—ua)Ap) (S EpAp(1—pg)+EqAq(1—up) eb) ( )

It can be seen that the effect of the adhesive is to modify Equation 4.23 such
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that a;, and ¢, are replaced by the effective values denoted by aj,_.rr and @p,_.5f. T
is the spatial mean stress in the PZT along the 1- and 2- axes, S is the strain along the
1- and 2- axes in the substrate, PZT and adhesive, 46, is the spatial mean
temperature in the substrate, E, is the Young’s modulus of the adhesive, and ¢, is
the thermal expansion coefficient of the adhesive. The effect of the adhesive layer is
therefore equivalent to replacing a;, and ¢,, in Equation 4.24 such that:

an — Ep EqAq = a . — EpAp@p(1—pg)+EqAqpqa(1—up) = ¢
b7 (1—mp) T @-nad4p befs> b EpAp(1—pg)+EqAq(1—pp) b=eff

The coefficient of thermal expansion of conductive epoxy adhesives below
the glass transition temperature is typically 50% greater than that of the brass
substrate, however the thickness and Young’s modulus of the adhesive layer are
much lower than that of the substrate and PZT film. The adhesive type and adhesive
layer thickness are not published by or available from the manufacturer of the PZT
element (Murata). However, it is highly likely that the adhesive used is a type of
electrically conductive epoxy resin commonly used in this application. Using the
mechanical and thermal properties of a common conducting silver epoxy, Epo-Tek
H20E [90], a typical Poisson’s ratio for Epo-tek epoxy adhesives [91], and a typical
adhesive thickness used in the PZT element, the relevant properties of the adhesive
are estimated and given in Table 4.1 together with the relevant material properties

and dimensions of the adhesive and substrate.

Epo-Tek H20E adhesive Substrate
Young’s modulus E, =5.6GPa E, = 110GPa
Poisson’s ratio Uqg = 0.3 Up = 0.34

Thermal expansion coefficient | ¢, = 31 X 10 k1 @p =19 X 10 k!

Glass transition temperature 0y: > 80°C -
Thickness l, =20um [, =300um
Width w, = 20mm wy, = 27mm

Diametric cross-sectional area | Az = 0.4 X 107°m? | A, = 8.1 X 107 m?

Table 4.1 Adhesive and substrate material properties and dimensions
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Substituting the data from Table 4.1 into Equation 4.23 and Equation 4.24
and noting that the cross-sectional area of the piezoelectric medium is 4, = 4.6 X
107% m? yields Equation 4.25 and 4.26 for the spatial mean stress in the piezoelectric
medium without and with the effect of the adhesive, respectively.

T = —2.935 x 1011(S — 19.000 x 107648, (4.25)

T = —2.942 x 101 (S — 19.066 x 107°48,) (4.26)

Comparing Equation 4.25 with Equation 4.26 it is clear that a;,.f, differs
from a; and @,.¢ differs from ¢, by less than 0.24% and 0.35% respectively.
Assuming that the adhesive specification is similar to that listed above and given that
the sensor element will be exposed to temperatures considerably less than 6,, it can
therefore be stated that it is reasonable to neglect the adhesive layer for temperatures
below the glass transition temperature of the adhesive. At temperatures above 6,, the
substrate will become progressively mechanically decoupled from the piezoelectric

medium, affecting the sensor response.

4.6  Effect of the substrate on the effective pyroelectric coefficient

With reference to Equation 4.18 the coefficients that contribute to the total
pyroelectric effect, which are denoted by P; to P,, are given by Equations 4.27 to
4.30 respectively where the temperature variables in brackets indicate the

piezoelectric or substrate temperature applicable to each coefficient.

P, =p® Primary pyroelectric effect (46)  (4.27)

P, = 2e3105, + €33¢053 Secondary pyroelectric effect (46) (4.28)
E p—

p; = — —Looutn Substrate clamping effect (40) (4.29)

EbAb'I'a(l_#b)Ap

_ BEpAp®Pp : A
P, = EoAy +aCloi) Ay Substrate clamping effect (46,) (4.30)
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P; is the primary pyroelectric coefficient at constant strain (mechanically
clamped) which is solely attributable to a temperature-induced change in
polarisation. P, is the secondary pyroelectric coefficient at constant electric field,
which is solely due to thermal expansion and the piezoelectric effect in the absence
of a substrate. P; and P, are additional pyroelectric effects due to substrate clamping.
It can be seen that as expected, the substrate clamping effects vanish as the cross-
sectional area of the substrate A4, — 0. The constant stress primary pyroelectric
coefficient for free thermal expansion in the piezoelectric medium is given by
PT = P, + P,

For a spatially uniform temperature change throughout the piezoelectric and
substrate media, the effective pyroelectric coefficient for uniform temperature is
denoted by P.sr = P; + P, + P; + P, and is given by Equation 4.31.

p _ B(9b—¥p)EpAp
eff EbAb-l-a(l—[lb)Ap

+ 2e31051 + 33953 + P° (4.31)

Using published data for PZT-5H and brass, which is listed in Appendix A.1
and was obtained from [88],[92],[93],[94], the pyroelectric coefficients were

calculated and are given in Table 4.2.

P, ~ —300to —400uCm %K1 P, ~ 41uCm2K~ 1

Py ~ 145uCm™2K1 P, ~ —687uCm 2K~1

Table 4.2 PZT-5H element pyroelectric coefficients

Using P; to P, in Table 4.2, P,¢; can therefore be approximated as being in
the range of P,sy ~ —800 to —900uCm~2K ~*. On the other hand, in the absence of
the substrate, the effective pyroelectric coefficient is equal to PT = P, + P, and
therefore the effective pyroelectric coefficient can be approximated in the range of
~ —260 to —360 uCm~2K~1. The effect of substrate clamping is therefore to
increase the effective pyroelectric coefficient to approximately 2.8 x the value of the

constant stress pyroelectric coefficient, P,
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In the absence of a substrate, the ratio of primary pyroelectric coefficient to
secondary pyroelectric coefficient is approximately 10: 1 with the secondary effect
acting to reduce the total constant stress pyroelectric coefficient, PT compared to the
constant strain primary pyroelectric coefficient, PS. When the effect of the brass
substrate is included as an additional secondary pyroelectric coefficient, which is
given by P; + P,, the total contribution of the secondary pyroelectric coefficient is
therefore P, + P; + P, ~ —500uCm~2K 1, which has the same sign and is between
~25% and ~70% greater than the primary pyroelectric coefficient, PS. Assuming an
average value for PS such that PS = —350uCm™2K ™1, the ratio of the secondary
pyroelectric effect to the primary pyroelectric effect is therefore approximately
1.4: 1. The enhanced secondary response is largely due to thermal expansion in the
brass substrate that is dominant due to its large Young’s modulus of approximately
110GPa, and a coefficient of thermal expansion greater than 4 x that of PZT in the
1- and 2-axes. It can therefore be stated that the pyroelectric response of the sensor is
significantly enhanced by a factor of approximately 2.8 X due to thermal expansion

in the brass substrate.

4.7  Equivalent circuit model — low frequency

Applying the relationship V, = —lpE3 to Equation 4.18 and writing in
Laplace form such that &5, = (&35 + 833/s) Vields Equation 4.32 for the output
voltage, V,, of the piezoelectric element where A is the surface area of the
piezoelectric element electrodes.

Vv, =

E
— c Aps
ﬁEbAb(pbAGb—ﬁ((l—ﬂb)Ap:Tl+ﬂbAbA—z;S>T3
33

ﬁEbAb‘Pgl A8 | 633T
EbAb+a(1—;tb)Ap EbAb+a(1—yb)Ap |C§3 3
$ ﬁ( (1-mp)B*Ap 33 . ’)

p\2(EpAp+a(1-up)ap) * cE, 733

(29314’51"‘9334’53"'715
A

(4.32)

It can be seen that in the case of zero internal and external conductivity such

that 633 = 0 and &5 = 0, that Equation 4.32 is of the form of the parallel plate
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capacitor equation given by V = Q/C where V is the voltage, Q is the charge and C is
the capacitance. V, may therefore be considered as due to a charge equal to the
numerator of Equation 4.32 applied to a capacitor with capacitance equal to the
denominator of Equation 4.32. By including the internal conductivity &35, an
equivalent low frequency circuit model for the piezoelectric element can therefore be
described by Figure 4.2 where C,, R, and Q are given by Equations 4.33 to 4.35
respectively. In Equation 4.33, the constant strain permittivity term stated excludes
the 833/s term, and this term is instead represented by R, in the model. If the
substrate is notionally removed by setting A, = 0, such that the piezoelectric
medium would be allowed to move freely in all directions, the resultant term inside
the brackets of Equation 4.33, given by (52/2a + e%;/cE; + £55) is the constant
stress permittivity ;. Using the material constants given in Appendix A.1, the
constant stress capacitance given by Asel;/1, is approximately 50% higher than the
low frequency clamped capacitance, C, and therefore substrate clamping reduces the
low frequency capacitance of the sensor element. The term 2e31<p51 + e33<p53 + p*
in Equation 4.35 is the constant stress pyroelectric coefficient p”. The effect of

substrate clamping on the pyroelectric coefficients is discussed in Section 4.6 above.

_ 4 (1_ﬂb)ﬁzAp

4s e | s
Cp - lp (Z(EbAb+a(1—[ib)Ap) + C:f3 + E33> (433)
__W

Rp = 5oy (4.34)

E E s _ BEbAbfpgl A

[(2931%:1 t+ e33¢p3 +p EbAb+a(1—Mb)Ap) 46 +]

=A _ E 4.35
Q Sl .BEbAb(PbAHb_ﬁ<(1—ﬂb)Ap%+HbAb%>T3 j ( )

= VAV

EbAb'I'a(l_#b)Ap C3E3 3
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Figure 4.2  Sensor element low frequency equivalent circuit model

The equivalent circuit model shown in Figure 4.2 is used as the input model
for the signal conditioning amplifier designs that are discussed in Chapter 6. The
equivalent circuit model can also be written in the Laplace domain by replacing jw
with s. It is of interest to define the nature of the charge term Q described by

Equation 4.35 and this is discussed in Section 4.8.

4.8 Definition of the charge term Q and charge distribution

4.8.1 Dielectric polarisation equations

In charge mode signal conditioning it is the free charge that flows between
the piezoelectric sensor element electrodes, via the charge amplifier, in response to a
change in the polarisation within the piezoelectric medium that yields a measure of
surface temperature and applied axial stress. The change in polarisation due to a
change in temperature is, in general, spatially dependent and results in the formation
of surface and spatially dependent volume bound and free charge densities within the
piezoelectric medium, and when externally connected also an additional surface free
charge density on the piezoelectric element electrodes. Given this complexity, it is of
interest to define the precise nature of the charge Q given by Equation 4.35, which is
involved with the temperature and applied stress measurands, and the temporal and
spatial distribution of the charge within the non-ideal piezoelectric medium and on
the electrodes. The electric field, electric displacement and polarisation terms in the
following analysis are given as Laplace transforms with respect to the time variable

to reduce notation.
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Equation 4.18 and Equation 4.22 given in Section 4.4.4 describe the spatial
mean electric field denoted by E5, and difference of the spatially dependent electric
field from the spatial mean electric field denoted by (E; — E3) respectively.
Summing these equations gives the total spatially dependent electric field in terms of
the spatially dependent and spatial mean temperatures, and the applied axial stress,
all of which are also functions of time. The nature and distribution of all bound and
free charges in the piezoelectric medium and on the electrodes are identified by
treating the contributions due to Equation 4.18 and Equation 4.22 separately and
using superposition to obtain the instantaneous total charge distribution of bound and
free charges.

Writing &35 as €5, = &, + g,x35 + 833/s + 65/s and €55 = &, + .55 +
d33/s, Equation 4.18 and Equation 4.22 can be re-organised in the form of the
general dielectric equation for polarised media given by D = ¢,E + P, where D, E,
P and ¢, denote the electric displacement field, electric field, polarisation field and
permittivity of free space respectively to yield Equation 4.36 and Equation 4.37. Q is

as defined in Section 4.7 and A, is the surface area of one electrode.

% s5 _ 5 (1-up)B?Ap efs S)_ Q (837
By = &,Es + <2(EbAb+a(1-ub>Ap) F Dot ) B+ (-2 B 430)

— 2 —
0= e (Es — Eg) + (% + o285 ) (Bs — Ey)
E _ 5 —
+ (a5 (G 0fa + 0s) +PS) (46— 20) — (—°2) (B —B;)  (437)

Equation 4.36 and Equation 4.37 are used in Sections 4.8.2 and 4.8.3 to solve

the surface and volume charge densities respectively.

4.8.2 Surface charge densities

By inspection of Equation 4.36 it can be seen that D is given by —&, E5/s
and P is given by (M + f%+eo;(§3)E3 +-%. The term —65; E5 /s represents

2(EpAp+a(1—up)Ap)

an electric displacement field component due to free charge on the surface of the
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piezoelectric medium. Equation 4.36 can be written as Equation 4.38 by taking the

divergence throughout.

(A-up)B2A, 323 s B
2(EpAp+a(1—pup)Ap) + cE, + &ox33 | V. E3

_%VE:g = SOV.E3 +(

+oV.Q- (-2)V.E (439)

N

Equation 4.39 gives the divergence theorem for a field, G where G passes
through a closed surface of area A that encloses a volume V and the vector n is the

unit normal to the surface.

[Jf,9.6dv = 4§, 6G.ndA (4.39)

Since that by definition E; is constant with respect to x; through the
thickness of the piezoelectric medium and electrodes and are zero elsewhere, it can
be stated that the divergence of E; and the component of the polarisation field
dependent on Q are zero within the body of the piezoelectric medium. Externally, the
divergence of E; and Q is infinite at the electrode-piezoelectric medium boundaries
and therefore the volume charge density within the piezoelectric medium due to
Equation 4.38 is zero such that charge exists only on the electrodes and piezoelectric
surfaces.

Integrating Equation 4.38 over the piezoelectric volume and applying the
divergence theorem yields Equation 4.40 where J; is the spatial mean current density

given by J3 = 833F;.

_ &8s = _ = (1-up) B?Ap eds s =
. ¢, E3ndA =¢e, ¢, E3. ndA+ (2(EbAb+a(1—ub)Ap) + o +&,X33 | b, E3-ndA

1 1 -
+A—Sg§SAQ.ndA+;g‘§ﬁA]3.ndA (4.40)

All terms in Equation 4.40 are in the form of Gauss’s law such that the total
charge, free charge and bound charge in the piezoelectric medium and electrodes due
to the spatial mean polarisation and electric field can be written directly as Equations
4.41 to 4.43 respectively. The total charge Q. is given by Q; = Q, + Q¢ where Qy is

the bound charge and Q; is the electric displacement free charge.
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Qu = & §,Es.ndA (4.41)

_— (1-1,)8°4, 333 3 )
Qo = <Z(EbAb+a(1 —,)Ay) t + 50%33) @A Es.ndA _A_S@A Q.ndA (4.42)
Qf = —%@Af}ndA —§9§6A]_3.nd14 — _(65"‘533)@ E3 ndA (443)

Since all fields are one-dimensional, are considered to be spatially constant,
and exist only between the electrodes along the polar x5 axis perpendicular to the
integration surface, then Q,, Qp and Q¢ can be written as Equations 4.44 to 4.46

respectively, where the surface area of integration is over one electrode only.

Qt = &4sE; (4.44)

= ( (1- ﬂb)BZAp

— 833
Qo = 2(EpAp+a(1-pp)Ap) + + 50)(33)14 E;—Q (4.45)

= _ (85+633)

Q= — 2283y E, (4.46)

N

The spatial mean component of the electric, displacement and polarisation
fields begin on one electrode and end on the other, and by definition are constant
throughout the thickness of the piezoelectric material. The location of all free charge
due to the spatial mean field components therefore exists on the electrode at the
electrode-piezoelectric surface boundaries only, while the location of all bound
charge is on the surface of the piezoelectric medium only. All charges can therefore
be described as surface charge densities. Furthermore, the surface free and bound
charge on the opposite piezoelectric surface and electrode are equal and opposite in
sign since the spatial mean electric and polarisation fields are in the opposite
direction relative to the piezoelectric and electrode surface normal vectors.

Noting that since all fields are considered to be one-dimensional and exist
only along the polar x5 axis perpendicular to the integration surface, and using the

definition of divergence, Equation 4.38 can be written as Equation 4.47.

85 OF oE (1-pp)B*A e? 0E; 1 8 833 OF
%08 _ 95 Pt B x) o+t 2R (447)
s 9x3 dx3 2(EpAp+a(1-pup)Ap) ck dx;  Ag 0x3 s Oxs3
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By comparing Equation 4.38 and Equation 4.47 and using the divergence
theorem, the total, bound and free volume charge densities denoted by &;, ;, and a¢
respectively (C/m3) due to the spatially averaged fields in the piezoelectric medium

can be written as Equation 4.48 to Equation 4.50 respectively.

— oE

Oy = & a_xz (448)
_ (1-1,)8°4, 2, s Y0Es 1 4Q

% =~ (et * E+ ) o (449
= _ (55"‘533)@

/A o (4.50)

Since all fields are zero outside the piezoelectric medium, the E; and Q
dependent polarisation components can be described spatially by using the Heaviside
step function denoted by U such that Es; = Es[U(x3) —U(xs —1,)] and Q =
Q[U(x3) — U(x3 — )], where 1, is the thickness of the piezoelectric medium.
Taking spatial Laplace transforms of E; and Q and denoting the spatial Laplace
variable as p yields E3(p) = E3 (1 —e™P*3)/p and Q(p) = Q(1 — e~P*3)/p. The
spatial Laplace transform of the differential with respect to x; of E; and Q is

therefore given by Equation 4.51 and Equation 4.52.

L {2—2} = B,(1 — e~P%3) (4.51)
L {;"TQ} = Q(1 — e~P¥3) (4.52)

Inverse spatial Laplace transforming Equation 4.51 and Equation 4.52 yields

Equation 4.53 and Equation 4.54 where § denotes the Dirac delta function.

% = E3[8(x3) — 8(x3 — )] (4.53)
56703 = Q[8(Cxs) — 8(x3 = 1))] (4.54)

Substituting Equation 4.53 and Equation 4.54 into &;, G, and & yields
Equations 4.55 to 4.57.
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0, = ,E3[8(x3) — 8(x3 — 1)] (4.55)

= (1~ b)ﬁZAp 2,
»mT [(z(EbAb:;(l—ub)A,,) Tt on33) - —Q] [6(xs) — 8(x3 — 1,,)] (4.56)
G = (55+533) E5[8(x3) — 8(x3 — 1,)] (4.57)

Considering the charge at x; = 0 only and noting that the area under a delta
function is defined as unity, integration over the volume of the piezoelectric medium
yields Equations 4.58 to 4.60 that as expected are identical to Equations 4.44 to 4.46
respectively. It can be seen that at x; = [,, all charges are equal and opposite of those

at x; = 0 as discussed above.

Q: = g,AEs (4.58)

— ( (1-p,)B? A,

Q = 2(EpAp+a(1- yb)Ap)

+ 633 +50X§3)A E3 Q (459)

(5s+533)

Qr = AsE; (4.60)

It can be seen from Equation 4.59 that the bound charge Qy, is given by the
negative sum of a term due to a spatial mean electric field dependent dielectric
polarisation and the term Q due to a spatial mean temperature change and applied
axial stress induced polarisation.

The charge term Q of the equivalent circuit shown in Figure 4.2 is therefore
defined as the negative bound charge that is induced on the surface of the dielectric
medium at the electrode boundary in response to the spatial mean of a polarisation
distribution that is due only to the applied temperature change and/or axial stress
polarisation components. It can furthermore be stated that after the application of
temperature change or applied axial stress polarisation, E; will decay to zero as
t — oo, and as it does so the total charge Q. will also tend to zero while the electric

displacement free charge Q¢ will tend toward Q.
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4.8.3 Volume charge densities

By inspection of Equation 4.37 it can be seen that the electric displacement, D

due to the difference (E; —E3) electric field is zero and P is given by

(% + eoxﬁg) (E3 —E3) + (e33 (% of + <p53) + PS) (A6 — 468). An additional electric

displacement component due to a free charge distribution in the piezoelectric

medium is represented by the term —&55 (E5 — E3)/s.

Taking the divergence of Equation 4.37 yields Equation 4.61.

—_— 2 =
0= &,V.(B; — E3) + (5 + £ox3s) V. (B3 — E5)
_,_(e (i E 4 E)+p5)v(A9—Aé)+@V(E — E3) (4.61)
33 \cE Pp1 T Pp3 . s N3 3 .

The total, bound and free volume charge densities that exist only within the
body of the piezoelectric medium and which are denoted by o, o, and of

respectively can be written directly by inspection of Equation 4.61 to yield Equations
4.62 to 4.64.

O-t - SOV. (E3 - E3) (462)
2 _ E _
9 =~ (%Ej + So?f?fs) V.(E; — E3) — (633 (:T: Py + <p53) + PS) V. (A0 — 40)
(4.63)
0 = —2V.(E; — Fy) (4.64)

It can therefore be stated that after the application of spatially dependent
polarisation due to spatially dependent temperature change, the difference electric
field (E; — E;) will decay to zero everywhere within the piezoelectric medium as
t — oo. As it does so, the spatially dependent total volume charge density o; will also
tend to zero and the spatially dependent electric displacement free charge volume

density o will tend toward the spatially dependent negative volume bound charge

density, - g;, everywhere in the piezoelectric medium. The applied axial stress T5 has
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no bearing on the volume charge densities since the applied stress is considered
constant throughout the piezoelectric medium at the low frequencies of interest and
therefore produces surface charge densities only. Similarly, the external conductivity
&, also has no bearing on the volume free charge density since it results in a surface
free charge density only.

In the steady state, as the electric field decays to zero everywhere in the
piezoelectric medium, a free charge distribution will form within the body of the
piezoelectric which is equal in magnitude and opposite in sign to the bound charge

distribution at every point.

4.9 Temperature response model — substrate surface

4.9.1 Temperature response — Laplace form

To find an expression for the sensor output voltage response using the spatial
mean electric field equation given by Equation 4.18, which was derived in Section
4.44, such that V, = —1,Ej, it is necessary to solve the heat diffusion equations for
A6 and 46, given by Equation 3.42 and Equation 3.47. These are repeated below for

ease of reference.

946 2246 6 as OE
— KSE _ 5 ( Et9S |, st _) 342
at ox3  pcs e T at (3.42)
046y S 62A6b 6o t 0Sp
— =K -V, — 3.47
at boxz  puc3y Yb 5, (3.47)

In this section, the heat diffusion equations are solved under the constraints of
the boundary conditions dictated by the sensor configuration. To solve the diffusion
equations, it is necessary that these are written in a form such that only the
temperatures A8 and A6, are functions of x;. The elastic-dielectric coupling term
yEtS + pStE and elastic coupling term y%S, and the diffusion Equations 3.42 and
3.47 which are functions of both ¢ and x; must therefore be written in terms of A8,
A8, Ty, T5, which are functions of time only, and their respective temperatures A8

and A8, which are functions of ¢t and xs.
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Creating the new scalar variable 2 = A(x3,s) to denote y&tS + pStE and
expanding yields Equation 4.65. Equations 4.2 and 4.3 are repeated below for ease of

reference.
A= 2(‘!’51 (C1E1 + C1Ez) + (P53C§1)S + (‘P53C§3 + 2‘P51C§E1)S3 + PSEs (4.65)
Ty = 2¢5, (S — 95140) + c55(S3 — 9E540) — e33E; (4.2)
D3 = 2e3,S + e335; + €5;E5 +pS40 (4.3)

By taking temporal Laplace transforms of Equation 4.2 and Equation 4.3,
Equation 4.65 can now be solved simultaneously using the variables 4, S5, and Ej
together with Equation 4.2 and Equation 4.3, while setting D; = 0 to simplify the
solution, to obtain A in terms of S, A@ and T; as given by Equation 4.66 where all
variables and coefficients are functions of the Laplace variable s. The Laplace
domain coefficients C; to C5 are defined in Appendix A.7. The solution also yields
the spatially dependent strain and electric field variables S5 and E5 and verifying that
E; is the same as Equation 4.21 calculated in Section 4.4.4 is a useful check that the
calculation is correct. The coupling term A of the piezoelectric material is now in the

desired form where only A6 is a function of x;.

In contrast to the direct inclusion of D5 in &35, described above for C, to C,
and E3, the electric displacement D; = —&, E5/s cannot be included directly via
adjustment of 3, in coefficients C; to C; since these are obtained using Equations
4.2, 4.3 and 4.65 where the electric field E5; and axial strain S; are now spatially
dependent. Only an internal electrical conductivity associated with a leakage
conduction current within the piezoelectric medium may be accounted for in this
way. However, by inspection of Equation 4.3, it can be seen that D; may be
accounted for by replacing p46 by (p546 + &, E;/s) in the C,46 term of Equation
4.66 yielding an adjusted term C,46 + k that replaces C,46 and is given by
Equation 4.67. No adjustment is required for coefficients C; and C; since these do

not contain terms in pS486.
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S 2 _
533(26'51‘0514'553(/’53) 4‘9—(333(25514’51+C§34’53)"‘553275)(?549"'5553/S)
E .S 2
C33€33te€33

C,A0 + Kk = (4.67)

To include the external electric displacement, the term x must therefore be
added to Equation 4.66 such that 1 - 4 + k to yield Equation 4.68 where S has been
substituted by Equation 4.17. The term k (in Laplace domain form) is found by
inspection from Equation 4.67 and is given by Equation 4.69. C,;, is defined in
Appendix A.7.

A= C,(C440 + CsAB), + CsTy3) + C,460 + k + (C3 + C,C)T;  (4.68)
E;
K = _C1465? (469)

By inspection of the Laplace domain Equation 4.18, the spatially averaged
electric field response E5 can be written as Equation 4.70 where the Laplace domain

coefficients C;, to C;3 are defined in Appendix A.7.
E3 == CloAH_ + CllAH_b + ClZTb3 + CI3T3 (470)

For Equation 4.69 to be valid, the spatially averaged electric field E; must

also include the effect of the electric displacement by the replacement of occurrences

of &3, in coefficients C;q to Cy5 by €5, = (&35 + 6,/5).
Substituting Equation 4.70 into Equation 4.69 yields Equation 4.71.

K= =298 (€040 + €148, + C1yTys + C13Ts) (4.71)

N

Substituting Equation 4.71 into Equation 4.68 and rearranging Yields

Equation 4.72 for A that includes the effect of a electric displacement where
occurrences of &35 in the coefficients C, to C, have been replaced by e§3' =
(e33 + 85/9).

o) _ o) _
A = Cer + (C1C4 - C14C10 ?S)AB + (C1C5 - C14C11 ?S)Aeb +

S 8s
(€1C6 = C1aCia2) Tos + (Cs + €1C = €€l =) T, (472)
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Equation 4.72 can also be written in the time-domain as Equation 4.73 where
the coefficients C, (t) to C,(t) and C;,(t) to C14(t) are now the impulse responses or

inverse transforms of the Laplace domain coefficients.

C1(t) * C4(t)

Mxs,0) = o0+ 20Ges, 0 + (s 0 050 L o

)*Aé(t)

G (0 * G50 ; €, (1) * Co(t)
¥ (—556'14(15) * C115(t) * U(t)) * 46,6 + (—55C14(t) * C12(t) = U(t)> * Tpa(D)

( C5(t) + C1(8) * G, (1)

—06,C14(t) * Cy3(t) * U(t)) * T5(t) (4.73)

Similarly for the substrate, defining a new scalar variable 1, = 1, (x3,t) to
denote y£S, and expanding using Hooke’s law for an isotropic material defined in

Appendix A.5 yields Equation 4.74. Equation 4.7 is repeated below for ease of

reference.
E
Ab = 1 bz(pb ( Sb +Sb3) (474)
Sb3 — (1+ﬂb)(1_2”b) T _ Z#b S + (1+Hb) bAeb (4.7)

Ep(-pmp) P32 (-up)"P T -u

Taking Laplace transforms of Equations 4.74 and 4.7, and as before omitting
the (s) notation, it being implicit that all variables and coefficients are in the Laplace
domain unless otherwise stated, and using the definition of Hooke’s law for an
isotropic material allows S,; to be obtained in terms of variables where only
temperature is a function of x;. Equation 4.75 is found by substituting for Sp3 In

Equation 4.74 using the Laplace transform of Equation 4.7.

_ 2Epgp (1+#b) @p(1+up)
dy =222 (Sb n Tys + S22 Aeb) (4.75)

Noting that S, = S and substituting Equation 4.17 into 4.75 yields Equation

4.76 where, as before occurrences of &5, in the (Laplace domain) coefficients C, to

C, are replaced by €5, = (&5, + 6,/5).

_ 2Ep®p 2l 2l (1+pp) <pb(1+ub)
2y = 22 (€026 + €500, + ( +Cg) Ty + C;Ty + 220210 gty 46,) (4.76)
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The coupling term A, of the substrate is now in the desired form where only
AB, is a function of x5. Equation 4.76 can also be written in the time-domain as
Equation 4.77 where the coefficients C,(t) to C,(t) are the impulse responses or

inverse transforms of the Laplace domain coefficients.

/1b (.X'3, t) =

C4(8) * AG(E) + C5(8) * A8, (£) + (% + C6(t)> ¥ Tys () +

2Eppp

(opy) D *

@p(1+up)
C, () * T5(t) + 202ap) " A6, (t)

4.77)

The time-domain expressions for A and A, given by Equation 4.73 and
Equation 4.77 respectively may now be substituted into Equation 3.42 and Equation

3.47 respectively to yield Equations 4.78 and 4.79 respectively where * denotes time-

domain convolution. For generality it is assumed that 8,/pCs;’, 8,/p»CS,, Kj and
K5 are not necessarily constant such that their impulse responses are not necessarily

weighted Dirac delta functions.

6A6(x3,t) SE 62A0(x3,t) 90 ad
46Ceal) _ gSiE LT S 4.7
at 93 pcst 2cA0rs ) (4.78)
040 (x3,t) S 0240y (x3,t) 6o d
—_— * — *k — .
) = G5 T e S0y (53 1) (4.79)

Assuming zero initial conditions at t = 0, taking Laplace transforms, and
substituting Equation 4.76 and Equation 4.68 into Equation 4.78 and Equation 4.79
respectively yields Equation 4.80 and Equation 4.81 respectively where, the (s) and

(x5, s) notation have been omitted for brevity.

sAQ =

€240 + (C1C4 — C1aCr0 =) 40 + (6165 - 614611%)41@,

KSE46 _ o 6o
6x§ pCS‘E

w \ (€185 = C1aCi2 ) Tys + (G + C1Cr — CraCis ) T

(4.80)
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SAHb =

@p(1+up)
59240, 60 2540y | 2002y )AQb + C4A9 + C5A9b

Kj S
ax2 PbCspp (1=Hp) +C,Ts + ((1+ub)+c6) Tya

(4.81)

Moving the A8 and 46, terms on the right hand sides of Equation 4.80 and
Equation 4.81 to the left hand side and rationalising yields Equation 4.82 and
Equation 4.83 where K, ff and Kgffb are the effective diffusion coefficients of the
piezoelectric and substrate media due to dielectric-elastic-thermal coupling and
elastic-thermal coupling respectively. The effective diffusion coefficients together

with two new coefficients, Cg and Cy are defined in Table 4.3.

SE ___ kp (m_z) KS kp(1—pp) (1—2p) (m_Z)
eff = pcsFacy0, \ s effb = cS (I— i) (1—241p)+ 00 0REH (1 +R)

_ o K*m? Co = 2009pEp(1—-2pp)
C8 - S.E 9 — S _ _ 2 ( )
pCsp +C200 \ N PbCspp(1—1p)(1=24p)+6009LEp (1+u1p)

Table 4.3 Diffusion equation coefficients
s40 =
b o0 (€164 = €1a€102) 40 + (€1C5 = €1aC11 2) 46,
Kej'cf? - SCg 5 (482)
3 +(C1Cs = C1aCra ) Tos + (Cs + €10y = C1aCis =) Ty
s 2%, C,A0 + Cs46, + C,T; 183
sA6y = Kirrp Tox2 t—5Co +((1+#b)+ Cs) Tya (4.83)
2Ep

Equation 4.82 and Equation 4.83 can now be solved for 46 and 46, under
constraint of the relevant boundary conditions. The spatial average temperatures, 46
and A8, are then obtained by integrating these results over the respective thicknesses

of each media. By substitution of 46 and 46, into Equation 4.18 with V, = —1,,E3,
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the piezoelectric output voltage response to a change in surface temperature and/or
applied stress is obtained.
Defining the coupling terms n(s) and &(s) in Table 4.4 as follows allows

Equation 4.82 and Equation 4.83 to be written as Equation 4.84 and Equation 4.85
respectively.

n(s) =
S\ -
(€46 = CraC10=) 48
5\ - C,A0 + CsA6,, + C,T;
+ (Clcs — C14C14 —)Aﬁb £(s) =C (1+up)
Cs e ’ +( ZEHb + CG) Tvs

[
+ <C1C6 — C14Cq2 ?) Tys3

O
+ (C3 + €107 — C14Cy3 )T3

Table 4.4 Laplace domain coupling terms
8246 (x3,
546 (xs,5) = K3F: # — s1(s) (4.84)
sAOy(x3,5) = K3epp M — sE(s) (4.85)

Equation 4.84 and Equation 4.85 can also be written in the time-domain by
taking the inverse Laplace transform of Equation 4.82 and Equation 4.83 to yield
Equation 4.86 and Equation 4.87 respectively.

046(x3,t)
at
C1(£) * Co(t) _
(- 6QAG*QMG*U@Q 40()
C,(t) * C5(8)
(t) 32 Ae(x3 t) — Gy 2 +( 8,C14(t) * Cy1(t) * U(t)) 6 (6)
Keir 8 +< C, () * Co(0) ) T (O
8sC14(t) * C1o(t) * U(Y) b3
C5() + C1(8) * C,(t)
+( S?MaJ*onian T30

(4.86)
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6A9b(x3,t) _
at

Co(t) * A0(t) + Cs(t) = 46, (t) +
(% ©+ Ce(t)> * Tpa(t) + C(t) * T5(t)

92 Aeb(X;g t)

Korpp(8) * — Co(t) *

(4.87)

Equation 4.86 and Equation 4.87 are now solved for temporal initial
conditions that are assumed to be zero and boundary conditions that are as shown in
Figure 4.3.

Thermal insulation

ABy (=1, t) = AB, A8, (0,£) = AB,, (.; t)=0

— — S ~
z
ﬂd Hh {D o 3
Heatflow ko dxg =
= > B
£
=
=
Ay (xg. t) AB(xq, £) 3
Substrate Piezoelectric

X3

Thermal insulation

—1; 0 Iy
Figure 4.3  Sensor configuration and boundary conditions

It is assumed that a negligible amount of heat flows across the boundary at

x3 = L, and therefore the temperature gradient at x; = [,, is assumed to be zero such

that %(lp,t) = 0. Furthermore, since heat flow across a boundary is continuous,

6A9

then k;, 222 (0,6 = kp 52 (0, 0).
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Starting with Equation 4.86 and Equation 4.87, the coupling terms of the
piezoelectric and substrate are now denoted by n'(t) and &' (t) and are given in Table
4.5.

C1(£) * C4(t)
85C14(t) * Cyo(t) x U(2)

n'(

( ) *40(t) + C,(t) = 46(t)

( Cy(t) * C5(t) ) L 40, (1) + / +Cs(t) * 46, (t) \}
(- )

(- )-

5;C *C * 1
14(8) * €11 (©) x U (D) + <(2+—E:lb) + C6(t)> * Tp3(t)
Tp3(0) +

C1(£) = Ce(t)
05C14(t) * C12 () * U(L) +C; () = T5(t)

C3(t) + C1(t) * C;(t)

5.Cia(®) * Cia(®) » U(D)) * 3O

Table 4.5 Time-domain coupling terms

Substituting the time-domain coupling terms into Equation 4.86 and Equation

4.87 respectively yields Equation 4.88 and Equation 4.89.

046 (x3,t) aae( t) d (t)

T = Ko (6) + = 32 — C(8) * (4.88)
040 (x3,t) 9%2A0p(x3,t) az (t)

R = Ky (8) + e 2 — Co(t) (4.89)

Equation 4.88 and Equation 4.89 are second order non-homogenous partial
differential equations and are now solved using the double Laplace transform method
[95] applied to both temporal and spatial variables. As verification of this method,
the ‘variation of parameters’ method was also applied to the spatial variable after
taking Laplace transforms with respect to time. As expected, the analysis yielded the
same solution for the given boundary and initial conditions, confirming the validity
of the spatial Laplace method.

Starting with Equation 4.88 for the piezoelectric medium and taking the
Laplace transform with respect to the time variable and assuming zero initial
conditions such that in the time-domain 46 (x3,0) = n(0) = 0, recovers Equation

4.84, which is repeated below, where n(s) = Cg(s)n'(s).
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2
s46(xs,5) = KE %}?S) — s1(s) (4.84)

Defining a spatial Laplace variable p, and taking the spatial Laplace
transform of Equation 4.84 yields Equation 4.90, where the dash superscript denotes
the spatial derivative.

sA0(p,s) = Kff?(pzAH(p, s) —p48(0,s) — 40'(0,s)) — %n(s) (4.90)

Rearranging Equation 4.90 and rationalising yields Equation 4.91.

pA6(0,5)+46'(0,s) sn(s)

A0(p,s) = + (4.91)
s s SE N _S
<p_ Fﬁ)(l"" @) pKeff<p Kgﬁ)(ﬁ'l‘ K‘Z}E}>
Equation 4.92 is found by expressing Equation 4.91 as a sum of partial
fractions.
| ]
| |
A0(p,s) = 2 ——+—— —%| (4.92)
[{-F) )

A+ +7(s)
) 4-)
The terms A and B are given by:
SE SE
A=146(0,s) + \/%49'(0, s); B =46(0,5) - [-2L46'(0,5)

Inverse Laplace transforming Equation 4.92 with respect to the spatial
variable yields Equation 4.93. This solution is valid on the interval 0 < x3 < [, since

A0 (x5, s) is defined only within these limits.
Ae(xg,,s)zlge bl +§e I+ () %e bl +%e I -1

(4.93)
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With reference to Figure 4.3, the boundary conditions are % (1,,s) = 0 and
3

460(0,s) = A6,,.(s), where 46..(s) is the temporal Laplace transform of the

transition or common boundary temperature of the two media.

Setting x; = 0 yields Equation 4.94.
46(0,s) = 46,,(s) = 2 (4.94)

Equation 4.94 can be confirmed by substituting the expressions for A and B
containing the Laplace x; = 0 spatial initial conditions into Equation 4.94 to yield
the left hand side as expected. Differentiating Equation 4.93 with respect to x5 and

setting equal to zero with x; set to x; = [, yields Equation 4.95.
-5 — = -5 — =
KS,E 14 KS,E 14 KS,E 14 KS,E p

0=deN " —Be VI 4p)|eV T —e NS (4.95)

Solving for A and B using Equation 4.94 and Equation 4.95 yields Equation
4.96 and Equation 4.97 respectively.

A= (4.96)

S S
KsTlp - KsTlp
NETE o JKerT
SElP ( SE KSS,_E lpw
2460-(s)e Kerr +7(s) eff eff

B = (4.97)

SE KS,E “SEWP
Ko, eFr

Substituting Equation 4.96 and Equation 4.97 into Equation 4.93 and writing

the exponential terms in hyperbolic form yields the spatial temperature distribution,

A0 (x5, s)given by Equation 4.98, which is valid over the interval 0 < x3 < L,,.
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A40¢r(s)cosh %(’%_lp) +n(s){ cosh %(%_lp) —cosh %lp
Kery Kerr Kofrr
AH(Xg, S) = (498)

N
cosh KSTlp
eff

The spatial average 40(s) required to determine the electric field response is

given by 40(s) = lifolp A6(x3,s)dx; yielding Equation 4.99.
D

2604,(5) [Keft { ()/ Kefr , ,
tr(s eff . s  n(s e . s s
l; ~—sinh Ksﬁlp f lp\ - sinh st}lp_lp cosh Ks—f}lp
e e e
S
cosh |—=1
KS‘E 14
eff

The solution of Equation 4.89 for the substrate follows a similar procedure,

A0(s) =

(4.99)

however since the substrate temperature interval starts at x; = —1;, rather than zero,
an axis transformation of X; = x5 + [, is necessary to shift the spatial temperature

distribution by —1,, before applying the spatial Laplace transform to Equation 4.89.

Taking the temporal Laplace transform with respect to time of the spatially
shifted Equation 4.89 for the substrate and setting zero initial conditions such that
46, (X5,0) = 0, yields Equation 4.100 where &(s) = Cy(5)E (5).

6249(X3,S)

s~ S8(S) (4.100)

sAB,(X3,5) = Kesffb

Applying the spatial shift and taking spatial Laplace transforms with respect
to X; yields Equation 4.101.

sA6,(p,s)eP!r = Kesffb (Pzﬁgb (0,5) —pA8y(—1y,5) — Agb'(—lb,s))eplb
—%E(s)e”lb (4.101)

The eP spatial shift factor is common to every term in Equation 4.101 and
can therefore be cancelled throughout, it being understood that the inverse spatial
Laplace transform of 46, (p, s) is in terms of X5 and that the axis shift X5 — x5 + [,
must be substituted after inverse Laplace transformation. This is equivalent to

requiring the inverse Laplace transform of A46,(p,s)eP without the spatial
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transformation. In Equation 4.101, cases of —[;, shown in brackets are left in terms of
x3 and have equivalent X5 values of zero. Equation 4.101 can therefore be written as
Equation 4.102.

sA0,(p,s) = K37, (9246, (p, s) — pA6,(0,5) — 46,'(0,5)) — %E(s) (4.102)

Rearranging Equation 4.102 and rationalising yields Equation 4.103.

A6, (0,5)+46, (0,5) s&(s)

S S S,E S S
p— p+ |=s— | DK ¢ p- /— p+ /
Kgffb)( Kgffb) eff( Kgffb)< Kgffb)

Equation 4.104 is found by expressing Equation 4.103 as a sum of partial

(4.103)

A6, (p,s) = (

fractions.

40, (p,s) = + +
2 p— s 2 p+ s
( Kgffb> ( Kgffb>

The terms A’ and B’ are given by:

kS K3
A" = 246,(0,5) + [-LL22460/(0,s); B’ = 46,(0,s) — |- 16,(0,5)

N N

Inverse Laplace transforming Equation 4.104 with respect to the spatial
variable yields Equation 4.105. This solution is valid on the interval 0 < X5 < [,

since 46 (X5, s) is defined only within these limits.

Al KSS % B’ - KSS X 1 KSS X3 1 - 1(55 X3
26,(X3,5) = [FeV " +Ze VI qgs)[sel I 42e U o1

(4.105)
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Substituting the spatial shift X; = x5 4+, into Equation 4.105 yields
Equation 4.106.

s s
1o (s +lp) 1= o (x3+lp)
A (k3 B K3
Aeb(xg;s) = I?e ffb +7€ ffb +
Ks;(stb) - Ks;(xr"lb)
+E(s) %e‘J ey +e Jrers ~1|  (4.106)

The terms A" and B’ are now given by:

Kesffb /
s Aeb (—lb,S)

S
A" = 46, (=1, 5) + /K"gf”ae;,(—lb,s); B' = 46, (~1,,5) —

This solution is valid on the interval —1l, < x3; < 0 since 46,(x3,s) is
defined only within these limits. With reference to Figure 4.3, the boundary
conditions are 46,(0,s) = 46,,.(s) and 46, (—1;,s) = 46,(s), where 46,(s) is the

temporal Laplace transform of the temperature measurand.

Setting x; = —1;, yields Equation 4.107.

A'+B'
2

A6(=1y,5) = 46,(s) = (4.107)

Equation 4.107 can be confirmed by substituting the expressions for A" and
B’ above containing the Laplace x; = —I[;, spatial initial conditions into Equation

4.107 to yield the left hand side as expected. Setting x; = 0 yields Equation 4.108.

N N
A [ g T[St
Aeb((),g) = Aetr(s) = l?e effb +7€ effb +
) KSS L ) _ KSS L
+E(s) Ee‘J T e e _ (4.108)
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Solving for A" and B’ using Equation 4.107 and Equation 4.108 yields
Equation 4.109 and Equation 4.110 respectively.

1

S s [s
- lp , - I
20000 (5)-200,()e \EIT? —e@(eJKgffb vo NSerm ‘2)

Al = (4.109)

s, [
s ! s
eJKeffb e JKeffb

‘b
s s s
xS b J Py J S b
24s(s)e effb =246 (s)+E(s)| e effb e effb _,

B = (4.110)

s s

CER
eJKeffb e JKeffb

Substituting Equation 4.109 and Equation 4.110 into Equation 4.106 and
writing the exponential terms in hyperbolic form yields the spatial temperature

distribution, 46, (x5, s)given by Equation 4.111, which is valid for —[, < x5 < 0.
40, (x3,5) =

AB¢-(s) sinh 55 (x3+1p)—A404(s) sinh SS x3—&(s)| sinh %x3—sinh SS (x3+1p)+sinh SS Ip
Keffb Keffb Keffb Keffb Keffb

. S
sinh l
S b
Kerrb

(4.111)

The spatial average 48, (s) required to determine the electric field response is

given by 40, (s) = if_olb A6, (x3,s)dx5 and is given by Equation 4.112.

< (cosh Kss—blb—1>
26,(s) = "2 T T (4g,(s) + 40, (s) + 26()) — §(s)  (4.112)

Ip sinh |——1p
Kerfb

Before Equation 4.99 and Equation 4.112 can be substituted into Equation
4.18 to determine the electric field response, 46, (s) must first be factored out of the

solutions. With reference to Figure 4.3, this is achieved by noting that at the x; = 0
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material boundary, the heat flow in the brass substrate is equal to the heat flow in the

piezoelectric medium. Equating heat flows at the boundary yields Equation 4.113.

046, 349

kb 9x3 (O,S) =

(0 s) (4.113)

Differentiating Equation 4.98 and Equation 4.111, setting x; = 0, and
substituting into Equation 4.113 and rearranging yields Equation 4.114 for 46,,.(s).

kb , cosh SE — 5 lp 465(s)=&(s)kp eff <cosh ——Ip— 1> cosh SE lp\
‘ Kerr Keffb Kerr
- n(S)ky , K rpp sinh lb sinh SE —<zlp
Kerr
kp f Korrp sinh lb sinh SE —<Elptkp / cosh ——Ip cosh SE —z5lp
Kerr effb Kerr

(4.114)

Aetr(s) =

Substituting Equation 4.114 for 46,.(s) into Equation 4.99 and Equation
4.112, rationalising and rearranging yields the final equations given by Equation
4.115 and Equation 4.116 for the one dimensional spatial averages with respect to the

x5 axis of 40 (xs, s)and 46, (x3, s) given by A8(s) and 48, (s) respectively.

A0(s) =

—F kp ngf? sinh Icg%lp<d95(s)+f(s)+ (n(s)—f(s)) cosh KSS lb>
1 / eff eff effb ( )
Ip ky |KS sinh |—=—1;, sinh |—s=l,+kp |[K>E cosh |———1p, cosh |—=1
p,f effb S b SE'p bwf S b SE ‘D
Kegrb Kerr s Kerrb Kerr

(4.115)
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Aéb(s) =

S,E . 5
kp |Korr (465(s)+&(s)) stth’K_foblb cosh\j if"} lp+

kp Kfffb (465(s)+2&(s)-n(s))| cosh KSS lp—1 |sinh KSS'E Iy
1 fngfb effb eff
lp N
k smh lp sinh +kp cosh lp cosh l
p,/ effb \' Strb \/SE ‘v 1’ ff \[Keffb \[SE 4

—$(s)

Kerr Kerr

(4.116)

The significance of the coupling terms in Equation 4.115 and Equation 4.116
are investigated by substituting the values of coefficients C; to C;, for PZT 5H and
brass given in Appendix A.7 into the coupling terms n(s) and &(s) for the extreme
cases of 6, =0 and &5 —» oo. As discussed in Section 4.9.2, the electrical
conductivity of PZT-5H is extremely low and it is therefore assumed that 555 = 0.

The expressions for the short circuit values of n(s) and £(s) denoted by

n(s),c and &(s),. (65 = 0) are evaluated as follows:
n($)oc =

1.65 x 107546 + 52.1 x 107°A8, + 123.1 x 10~11T; — 8.48 x 10117,
§(s)oc =

2.39 X 1071146 4+ 75.4 x 10711A8, — 5.65 X 107 17T; + 23.2 X 107 17T,

The expressions for the short circuit values of n(s) and £(s) denoted by

n(s)sc and &(s) . (65 — oo) are evaluated as follows:
n(s)sc =
3.14 x 10740 + 11.38 X 107*A8;, + 9.72 x 1071°T; — 1.47 X 107 10T},

§(s)sc =

5.21 X 1072146 + 85.85 x 10712A8), — 10 X 10T + 21.53 X 10717T),
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Noting that the temperature measurand 46, and the spatial average
temperatures in both media are of the same order of magnitude, then comparing the
A8 and A8, coupling terms in (s) and £(s) to 46, in Equation 4.115 and Equation
4.116 for A8 and A8, indicates extremely weak coupling under both open-circuit and
short-circuit conditions. The temperature terms in n(s) are approximately 4 and 3
orders of magnitude less than 48 in the piezoelectric medium under open circuit and
short circuit conditions respectively; and around 9 orders of magnitude less than A8,
in the substrate under both open and short circuit conditions. Furthermore, the
coupling axial stress terms in n(s) and &(s) are at least 3 orders and 10 orders of
magnitude respectively less than the contribution of the applied axial stress terms in
Equation 4.18. The coupling terms can therefore be neglected and Equation 4.115
and Equation 4.116 reduce to Equation 4.117 and Equation 4.118 respectively.

A0(s) =

/ kp /Kf}’? sinh fKS%lp \
’ eff A05(s) | eff
s b kp f offb Sinh lb sinh SE —5lp+kp / cosh ———1}, cosh SE lp
Kerr effb Kerr

(4.117)

lb cosh SEl +kp / ef b cosh lp—1 |sinh SELP\
Kerr effb Kerr
ffb smh lb sinh 5 lptkpy K , cosh lb cosh SE —5lp
eff Kerr

(4.118)

AQ_b(S) =

/Kesffb AHS(S)
s lp

eff smh

Equation 4.117 and Equation 4.118 form the Laplace transform transfer
functions relating the applied surface temperature measurand 46,(s), to the one
dimensional spatial average temperatures of the piezoelectric and substrate materials
A6(s) and 46, (s) with respect to the x5 axis respectively. It is possible to find the
transient response for an applied temperature 46,(s) using Equation 4.117 and
Equation 4.118; however, the exact fractional inverse Laplace transform function

required is not available on commercially available software such as Matlab or
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Octave to date. To obtain an approximation of the time-frequency response of the
sensor, a Padé approximant method of sufficient order is introduced in Chapter 7 to

obtain a close approximation to the exact solution.

4.9.2 Effect of coupling on the diffusion coefficients

The diffusion coefficients K.} and K, are those evaluated at constant

transverse strain, constant axial stress and constant spatial average temperatures.
They are dependent only on the respective properties of the piezoelectric and
substrate media and, since the substrate and piezoelectric media are solids, they are
intuitively expected to be close to KSF and K; respectively. Substituting published

piezoelectric and substrate constants given in Appendix A.1 and assuming 6, =
300K, the effective diffusion coefficients Kj];‘fc of the piezoelectric medium and
KZ¢fp of the substrate are found to differ from the uncoupled diffusion coefficients

by approximately —2.5% in the substrate; and —0.25% in the piezoelectric medium
for 33 = 0 and —0.12% for 653 — oo. It is considered that particularly for the
substrate, this difference while small cannot be neglected and it is therefore the
effective diffusion coefficients that are used henceforth. The electrical conductivity

of PZT-5H is extremely low and the value of K, as 833 — 0 is assumed for the
analyses to follow.

From the above definition of Kesjz‘fc it can be seen that since C, is dependent on
the internal conductivity &;; but independent of an externally connected equivalent
conductivity 85 then so must Kesjz‘fc be. This result is tenable since it is reasonable that
in the linear theory considered, the value of Kesjz’fc is a property of the piezoelectric

medium and should not depend on external stimuli or on properties external to the

piezoelectric medium. On the other hand, under short circuit conditions, it is
reasonable that Kesjz’; should remain dependent on the internal conductivity 35 since

it is the spatially averaged electric field E5 that is forced to zero and not necessarily

the instantaneous value of E;. E; has a spatial dependence in the piezoelectric
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medium that is generally non-zero everywhere, even under fictive ideal short-circuit

conditions where §; — oo.

4.9.3 Temperature response — Fourier form

The steady state response is readily obtained since both of the transfer
functions 46(s)/46,(s) and 46,(s)/A6,(s), which are obtained from Equation
4.117 and Equation 4.118 respectively, contain only real poles such that the roots of
the denominators have values of s < 0 and they are therefore inherently stable. It can
therefore be stated that the Laplace transform region of convergence of the impulse
responses of 48(s) and 46, (s) includes the jw axis. It is therefore valid to allow

substitution of s = jw in Equation 4.117 and Equation 4.118 to yield the frequency-
domain Fourier transfer function relationships. Noting that ﬁ =+ (1 + j)/+/2 such
that /s = \/]_w =+(1 +j)\/w_/2, and substituting into Equation 4.117 and Equation
4.118 yields Equation 4.119 and Equation 4.120 respectively. The choice of using +

or — throughout in the substitution is arbitrary and either will yield the same result.

<5 kp /Kgf)j: sinh(1+])) #lp
(i (1-7)40s(jw) Ke;"f Kerr
A6(w) = —= 20 (4.119)
P kp,/ effb sinh(1+)) / effblb smh(1+1)

kp /Kngf cosh(1 +]) effb eff

kp KeSfEf sinh(1+)) |- lp cosh(1+]) |~ splp+
Keffb Herr

kp ’Kgffb <cosh(1+]) lp— 1>smh(1+1)
10 (o) = (1-))46;(jw) /Kgffb Kerso \I eff
b =
l 2w ,
b kp ’Kgffb sinh(147)) effblb smh(1+]) s Lp+
E

f

kp K , eff COSh(1+j) Iy cosh(1+])
effb eff

lp+

U)

E
Kerr

o

lp cosh(1+])

\,,rn

(4.120)
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Assuming steady state sinusoidal temperature excitation, Equation 4.119 and
Equation 4.120 are used to obtain the steady state response where the amplitude and
phase responses are readily obtained to allow the steady state phase delay, phase and

amplitude response behaviours to be investigated.

4,10 Temperature response models — elastomer liner surface

4.10.1 Initial considerations

Under circumstances where the sensor cannot be in direct contact with the
skin for which the temperature is to be measured, for example when contact with the
metallic substrate may cause skin reactions leading to inflammation, it may be
necessary to measure temperature through an elastomer socket liner. Furthermore, it
is normal for an elastomer liner to be worn between the prosthetic socket and surface
of the skin to improve comfort and reduce injury due to an imperfect fit. The effects
of such a liner on the response of the sensor are therefore investigated.

It is assumed that there is negligible mechanical coupling at the liner/sensor
interface and that therefore only thermal coupling needs be included in the analysis.
This assumption is justified intuitively by considering that the elastomer has a
maximum Young’s Modulus at least 3 orders of magnitude less than that of brass or
PZT, and is not rigidly bonded to the sensor element substrate. The elastomer is
therefore unlikely to offer significant resistance to changes in the transverse strain
due to thermal expansion, or to axial stress loading applied to the sensor through the

elastomer in the mechanically coupled substrate and piezoelectric media.

4.10.2 Thermal conductivity of prosthetic socket liners

The thermal conductivity of various commonly used elastomer liners is given
in [96]. The lowest thermal conductivities are found with liners such as the Pelite and
Syncor Durosleeve at 0.085 Wm~1K~! which are constructed of closed cell foam,
and the highest thermal conductivity measured is 0.266 Wm~1K~1 for the Ossur

icecross comfort plus sensil gel, which is constructed from silicone gel. The most
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commonly used and commercially available elastomer liners have thermal
conductivities of approximately 0.2 Wm™1K~! [97]. The thermal diffusion
coefficient for these materials is therefore low when compared to the metallic
substrate and PZT media despite the partially mitigating properties of relatively low
specific heat capacities and densities. Since such liners are much thicker compared to
the piezoelectric and substrate media and have a thickness typically between 2mm
and 8mm, it is therefore intuitive that measuring temperature through such materials

will be problematic. This problem is discussed further in Section 4.10.3.

4.10.3 Elastomer liner temperature response

With the lowest thermal conductivity, lowest diffusion coefficient and the
greatest thickness, the liner will have by far the greatest influence on the transient
and steady state responses of the sensor. It is therefore important to consider the
transient response of the liner to an applied temperature change. When measuring
temperature through a medium, it is desirable to have as large a thermal conductivity
and as low a thickness, density and specific heat capacity as possible to minimise
significant amplitude and phase effects in the measured temperature. It is intuitive
that measuring temperature through elastomer prosthetic socket liners will produce
long duration transients with significant amplitude errors and phase distortion in the
measured response. Chapter 7 presents a thorough treatment of this problem, which
is due to elastomer liners poor heat conductivity coefficients and large thicknesses
relative to the sensor element substrate and piezoelectric media. A Gaussian
predictive model based on a machine learning algorithm that partially mitigates this
problem, allowing a meaningful estimate of skin temperature from measurements

made at the liner / prosthetic socket interface is described in [98].

4.10.4 Temperature response models — Laplace form

Noting that analysis of the liner involves a similar set of thermal boundary
conditions as those used above to determine the substrate temperature distribution

A0,(x5,s) given by Equation 4.111, the temperature distribution in the elastomer
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liner, 46,(x5,s) can be written immediately as Equation 4.121. The elastomer liner
thickness is denoted by [, and extends from x; = —[;, to x3 = —(l, + [.). The terms
K, and 464, (s) are the diffusion coefficient of the elastomer and skin temperature

measurand respectively.

A04(s) sinh /Ki(x3+lb+le)—A95kin(s) sinh ’Ki(x3 +1p)
e e
. S
sinh K—ele

Before the effect of the elastomer can be included in Equation 4.18 to obtain

A6,(x3,5) = (4.121)

the required output voltage response, it is necessary to factor 46,(s) out of the
solutions. This is realised by noting that at the x; = —[;,, material boundary, the heat
flow in the substrate is equal to the heat flow in the elastomer liner. Equating heat
flows at the boundary yields Equation 4.122 where k, and 46, are the thermal

conductivity and spatial temperature distribution in the elastomer liner respectively.

846,
oo (<1b,) (4.122)

946
kp ng (—=lp,s) =k,

Differentiating Equation 4.111 and Equation 4.121 and by setting x; = —1[,,
followed by substitution into Equation 4.122 and rearranging yields Equation 4.123
for 46,(s).

. s . N
ke ’Kgffb sinh |—s—lp A0skin(s)+kpy/Ke sinh [Kote 46{,(s)
effb
kp /Ko sinh ’Kiele cosh ’Ks;lb + ke ,Kgffb sinh —KSS lp cosh /Kiele
effb effb

Where 46/.(s) is given by Equation 4.124 and is equal to Equation 4.114

A0,(s) =

(4.123)

with the insignificant n and & coupling terms neglected.

Kk [Kofy cosh |—szlp 465(s)
Kerr
kp /Kgff,, sinh Ks;z,, sinh Ks%lpﬂcb ngﬁ cosh KSS Ly cosh K;E L
effb eff effb of f

Substituting Equation 4.124 into Equation 4.123 and rearranging Yyields

40..(s) =

(4.124)

Equation 4.125 for the temperature 46,(s) at the elastomer-substrate boundary.
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S ; s .
b(s)ke Kerrp Sinh Kgffblb A05kin(s)
a(s)b(s)— kb KoK eff smh\/Kzelecosh Ks%lp

eff

The terms a(s) and b(s)are given by Equation 4.126 and Equation 4.127

ABS(S) =

(4.125)

respectively.

a(s) = ky+/K, sinh fKiele cosh /ﬁlb +
k /KS sinh [——1, cosh |—1 (4.126)
e effb Keffb Ke e
_ S . N . N
b(s) =k, ’Keffb sinh ’@lb sinh ’@lp +
ky |[K3E cosh |—=—1, cosh |[—&1 4.127
bw/ eff ,/Kgffb b ,/Kjﬁ P ( )

Finally, substituting Equation 4.125 into Equation 4.117 and Equation 4.118
yields Equation 4.128 and Equation 4.129 for the spatial average temperatures in the
substrate and piezoelectric materials respectively that include the effect of the

elastomer liner placed between the substrate and surface temperature measurand.

kp ke ,KestfKesffb sinh SE lp sinh SS lp
Ae_( ) K‘:},"E]'r Agskin(s) effb
S) = ’
§ bp a(s)b(s)—kZ_|KeK eff sth_lecosh, SElP
eff

S,E ,,S . 2 S s
kp ke ,KeffKeffb sinh Py lp cosh KSTLP
effb eff

S s . s . s
< \+kpkeKeffb <cosh Ks—lb—1>smh KSTIP sinh %lb/
48, (s) = /Keffb 465kin(5) J off
$ b a(s)b(s)— kb ’Ke eff sinh , le cosh SE —<z5lp

Kefr

(4.128)

(4.129)
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Equation 4.128 and Equation 4.129 reduce to Equation 4.117 and Equation

4.118 respectively when [, is set to zero.

4.10.5 Temperature response models — Fourier form

For transfer functions in the Laplace variable that have zero initial conditions
at t = 07, such as those developed above, the substitution of s = jw may be made to
yield the Fourier transfer function. An additional requirement for the validity of the
substitution of s = jw is that the Laplace domain input signals that have the jw axis
within their region of convergence. However if the jw axis lies on the boundary of
the region of convergence, then the Fourier transform of the input signal may exist,
such as with the Heaviside step function or step sinusoid, but the substitution of
s = jw while valid for the transfer functions is invalid for the input signal. In general
the Fourier transform of time-domain input and response signals are valid on the
interval —oo < t < oo and therefore the Fourier transform expressions are useful for
determining the steady state frequency response directly rather than calculating the
inverse Laplace transform and allowing t — co. Letting s = jw Yields Equation
4.130 and Equation 4.131 for the Fourier transfer functions of the spatial average

temperature in the piezoelectric and substrate media respectively.
20(jw) =

kb ke [KoppKSppp Sinh(1+)) / sElp sinh(1+)) |-
A8sgin Jw)(1-)) / Kerr eff
2w . .
a(jw)b(jw) - kbmsmh(lﬂ)/ lecosh(1+]) KSE

eff

(4.130)

lp

~Ags in(Jw)(1-J) Kg b
46, (jw) = =X " ZIZ X

/ kp ke |K , eff effb sinh? (1+]) lp cosh(1+]) SE \
effb eff

+kpke Keffb cosh(1+]) —lp—1 |sinh(14]) SElp smh(1+])
eff Kerr effb (4 131)
a(jw)b(jw)— kb /Ke eff smh(1+]) le cosh(1+j) ZKSE lp
N eff
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The terms a(jw) and b(jw) are given by Equation 4.132 and Equation 4.133

respectively.

a(jw) = ky/K, sinh(1 + j) /iz cosh(1 + ) / 1
(jw) b/ Be J 2K, € ] ZKgffb b
. . . w
+k, /Kgffb sinh(1 + j) /ﬁzb cosh(1+)) |5=le (4.132)
. . . w . . w
b(jw) =k, /Kesffb sinh(1 + j) ’@lb sinh(1 + j) @lr)

I, cosh(1+ ) ZKLSEzp (4.133)
eff

+k, K:f'j; cosh(1 +j) ﬁ

Equation 4.130 and Equation 4.131 reduce to Equation 4.119 and Equation

4.120 respectively when [, is set to zero.

4.10.6 Limiting case I, 1, < I,

For the case that I, I, < I, then 46(s) = A6,(s) = A6s(s) and Equation 4.128

and Equation 4.129 reduce to Equation 4.134 which is exact in the limit [,,, [, — 0.

A0(s) = A0, (s) = A0,(s) = Lskin) (4.134)

cosh\/%le
In Fourier form Equation 4.134 is written as Equation 4.135.

26(jw) = 48, (jw) = 40, (jw) = —2skinU) (4.135)

cosh(1+)) %ze

Equation 4.134 and Equation 4.135 are identical to the limiting case of heat
flow through the liner where the sensor thickness is considered to be negligible or
alternatively that the thermal conductivities of both the substrate and piezoelectric
materials are considered to be high such that the temperature of the sensor can be
considered to be uniform throughout. In Equation 4.134 and Equation 4.135, the

piezoelectric external boundary condition of zero heat flow out of the external
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surface is preserved and the same result can be obtained by considering the liner
alone with the zero heat flow boundary condition on its external surface.

The precise time-domain response of Equation 4.134 to a driving surface
temperature A46;,(t) can be found using standard tables of fractional calculus
Laplace transforms. In Chapter 7, the response of Equation 4.134 is calculated for the
case that 464, (t) is a general complex sinusoid and the results are used to validate

the Padé approximant method used to determine the sensor response.

4.11 Final sensor element response models — temperature

4.11.1 Voltage response — Laplace form

Writing the spatially averaged electric field given by Equation 4.18 with the

axial applied T; and T, terms set to zero and representing low frequency dielectric

loss such that 3353' = (&35 + 833/5) Where 8,5 is the conductivity of the piezoelectric

medium in the axial 3-dimension yields Equation 4.136.

E
BEpApPp1 E E s\aa
(Eeioagyayessba=essofa-r* ado-

E3 (s) = (1-np)B2Ap

BEpAp®Ph o
———=——A0}(s
EbAb+a(1—ub)Ap b( )

e33 s 833
+ 22 +egy a2
2(EpAp+a(i-up)Ap) ~ By 733 TaTps=0

(4.136)

The corresponding sensor element output voltage given by V,(s) = —1,E5(s)
yields Equation 4.137. Equation 4.137 is identical to Equation 4.32 for the equivalent
circuit voltage discussed in Section 4.7 with the T5 and T},5 terms set to zero and e§3'

replaced by (35 + 833/5).

46 (s)

E
BEpApPp1 B(s)+ BELAp®p
EbAb+a(1—[.Lb)A EbAb+a(1—ub)Ap
(1-up)B2Ap +633 454933
833+
2(EpAp+a(1-up)Ap) =~ &y TaTps=0

E E
(2931<Pp1+933<Pp3+PS

Vo(s) = lp

(4.137)
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The influence of an electric displacement due to for example the input
resistance of external signal conditioning electronics is re-introduced into Equation
4.137 by including an external resistor R, connected across the piezoelectric
medium. The corresponding electric displacement is D5(s) = V,(s)/jwAsRg or in
terms of the displacement current I,(s) = jwAsDs(s) = V,(s)/Rs. The inclusion of
the resistor is equivalent to adding an equivalent electrical conductivity &, =
l,/RsAs 10 833 in Equation 4.137 where A, is the surface area of the silver
electrodes. Writing 855 = 1,/R,As; Where R,, is the resistance of the piezoelectric

medium in the axial 3-dimension yields Equation 4.138.

A@b(s)

E
BEpApPp1 > — BEpAp@
E E s p b42b¥Pb
2e +e +P S)+
v (S) — ( 319Pp11€33¢Pp3 EpAp+a(1-pp)Ap ( )'EbAb+a(1—ub)Ap
0 p (1-pp)B24A e} lp(1 1
b)P"Ap €33 +_P(_ _)
Z(EbAb+0£(1—[,Lb)Ap) C§3 33 SAs Rp Rgs

T3,Tb3 =0

(4.138)

The corresponding electric displacement and resulting current in the presence
of an external resistor R, are given by Equation 4.139 and 4.140 respectively where
Ds(s) = Vo(s)/sAsRs and I,(s) = sAsDs(s).

BEpAp®p1 = BEpAp® =

E E . ps D . bAbPb

D l (2631¢p1+e33%3+P EpAp+a(i-up)ap )0 OV Eyay vati-p)ap 00 )

() = P SAgR ( PR +e%—3+ss >+l (ﬁﬂ)

$US\2(EpApta(i-up)Ap) * Ey T32) T P\Rp T3,Tp3=0
(4.139)
<Ze ©E +es30E,+PS BEbAb(pgl 20 (s)+ BEpAb®b 45 )
I,(s) = sAl e RS EpAp+a(1-pp)Ap "EpAp+a(i-pp)ap P
° P SAgR < T +e%—3+ss +1 (ﬁ+1)
*\a(Epap+ali-up)ap) 3 22T PARp T3, Tp3 =0

(4.140)

Equations 4.117 and 4.118 or alternatively Equation 4.128 and Equation
4.129 to include the effect of the elastomer liner can now be substituted into
Equation 4.138 to yield the final sensor output voltage response of the sensor
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element to a temperature change 46, (s) with and without a liner respectively.
Alternatively, under ‘short-circuit’ or virtual earth signal conditioning input
conditions such that R; — 0, Equation 4.139 and Equation 4.140 yield the sensor
electric displacement charge and displacement current response respectively to a
forcing temperature change A46g;,(s) at the liner surface. The Laplace form is
specifically applicable to determining the combined transient response of the sensor
element and signal-conditioning amplifier and is used in the transient analysis

presented in Chapter 7.

4.11.2 Voltage response — Fourier form

The corresponding Fourier form of Equation 4.136 to Equation 4.140 is given

by letting s = jw to yield Equation 4.141 to Equation 4.145 respectively.

E
BEpAp¥p1 E E  os\i5/
(EbAb'H’-’(l—Mb)Ap_2631(pp1_633(pp3_P 40(jw)—

Es(jo) = (=) B4y

2(EpAp+a(1-up)Ap)

BEpAp@p = .
——=—=—A0p(jw
EpAp+a(i-up)ap plew)

933
5 +£33+

jw
T3,Tb3=0

(4.141)

The corresponding sensor element output voltage given by V,(jw) =

—1,E3(jw) yields Equation 4.142 and Equation 4.143.

E
BEpAp9p1 0 BEpAp®p oy
203105 +eg3pE+PS——— 2 PTPL__ VA (jw)+—o—b"bPb__ 4g
o(jw) =1 < Ca1Pp1TeaaPps Epaprali-up)ip) 0 UV Eyd, rala-uy)ap” 00U
o -p (1-#p)B24p +e3_3+€ 4833
2(EpAp+a(i-up)Ap) * ok, * 337 jw T3,Tp3=0
(4.142)
221 OE +e220F +ps_m A0 (jw)+ ﬁb—b‘l’bﬂg (jw)
VGw) = I 319p1+€33Pp3 EpAp+a(1-up)Ap J O Ap+a(i- tp)Ap bUJ
0 o (1-rp)B%4p %53 4§, 42 p (1 L)
2(EpAp+a(i-up)Ap) * cEy 33 jwAs\Rp ' Rs T3 Tps=0
(4.143)
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The corresponding electric displacement and resulting current in the presence
of an external resistor R, are given by Equation 4.144 and 4.145 respectively where
D3(jw) =V, (jw)/jwAsRs and I, (jw) = jwAs;D;(jw).

E

BEpAp¥p1 = . BEpAp®
_.p A (]co) b“b¥%b
EbAb+CK(1 [Lb)Ap

. (1—#b)32‘4p e§3 S (Rs )
WAR + ==+ +1,| =+1
Jwhs S<2(EbAb+a(1—ub)Ap) ok, T3 [T\R,,

40 (jw)

E E . ps
2e +e +PS— +
( 319Pp1+€33Pp3 EpApta(i-pp)Ap

D3(jw) =1,

T3,Tp3=0

(4.144)

L(jw) =

ﬁEbAb<P51
EbAb+a(1—pr)Ap
(1-up)B24p

2
. e R
wAgR +33 465 )+l (—S+1)
@l S<2(EbAb+a(1—ub)Ap) k"33 PRy

— . EpA >
>Ae(1w)+Eb EEpAbeb A, (ju)

E E s
2e +e +PS— — b bih
( 319Pp1te33Pp3 Ap+a(i-up)Ap

JwAl,

T3,Tp3=0

(4.145)

4.12 Final sensor element response models — axial stress (pressure)

4.12.1 Voltage response — Laplace form

To consider the response of the sensor to an applied stress, 48, (s) and 46(s)
can be set to zero in Equation 4.18 before using the analysis discussed above to yield
Equation 4.146 for the spatially averaged electric field response due to the applied
stress T;. The relationship T,3 = T3 A,/ Aps equating the axial forces is used where
Aps and Aps are the surface areas of the piezoelectric and substrate media
perpendicular to the 3-axis respectively. The double dash superscript indicates zero
temperature change.

& Aps
B\ (1—wp)Ap—5+HupAbz, —

€33 bs e
33

= _ EbAb+a(1—[.Lb)Ap g
Es(8) = —mpemay

X T3 (S)Aé,A§b=o (4.146)

Equation 4.147 therefore gives the corresponding sensor output voltage.
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51 Aps
B\ (1=1p)Ap g +ipAbz,
e33 33 s

v (S) — 1 c§3 EpAp+a(1-up)Ap
o P (1-pp)B*Ap +e§_3+gs 4833
Z(EbAb+a(1—[,Lb)Ap) 553 33 N

T3(S)A9_,A§b=0 (4.147)

By the same argument as the surface temperature response, the influence of
an electric displacement due to for example the input resistance of external signal
conditioning electronics can be re-introduced into Equation 4.147 by including a
notional resistor R, in parallel with the piezoelectric medium to yield Equation
4.148.

Cgl Aps
B\ (1=up)Ap g +ipApg, -
€33 _ £33 °

E EbAb+a(1—ub)Ap

R T e R R (4.148)
2(EpAp+a(i-up)Ap) | cE, 33 sas\Rp T Rs

Equations 4.149 and Equation 4.150 therefore give the corresponding electric

displacement and displacement current respectively.

5 Aps
B\ (1-up)Ap—g+upApz, -
e33 €33 S

D, (S) =1 ks - EpApta(1-pp)Ap
—'p

(1-np)B2Ap 33 . s (Rs )
SAR + 233 4eS |4l (2541
§ 5<2(EbAb+a(1-ﬂb)Ap) k1733 PRy

T3 (5)467,451,:0 (4.149)

o5y Aps
Bl (1—up)Ap—% +upApZ,
e33 €33 s
E EpAp+a(1—pp)A
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Since B is negative, the effect of substrate clamping tends to reduce the

sensor element response to an applied stress as E}, or A, is increased.

4.12.2 Voltage response — Fourier form

The corresponding Fourier forms of Equation 4.146 to Equation 4.150 are

given by letting s = jw to yield Equation 4.151 to Equation 4.160 respectively.

110



E
S
<(1 ﬂb)Ap +H.bAbAi >
33

EbAb+a(1—Mb)Ap TE.

E.(j = €33 . o
E3(](1)) (1-pp)B%4p + e§3 +eS. 4833 T3 (]a))AG,Aszo (4151)
2(EpAp+a(1-pp)Ap) 33" jw

€33

E
B((l‘”b)Ap?Tl"'ﬂbAb;}—zZ)
33
. &k EpAp+a(1-pp)A )
Vo) = b 3?1 ”b)BZ:pb — 533 T3(jw) 4g,48,,=0 (4.152)

2(EpAp+a(1-up)ap) ~ &, jo

E
Aps
((1 #b)Ap E +[LbAbAb )
€33

. cE EpA +a(1 1p)A ]
VZ)(](U) = l = :bs)ﬁZAp b be33 Sb Plp — T3(](‘))A6_,A§b=0 (4.153)
2EpAp+a(i-kp)Ap) * cE +€33+fwAs(@+R—s)

5 Aps
B (1_V-b)APT+HbAbﬁ
€33 €33 s

c’353 EpAp+a(1—-up)Ap

1— 27
ijsRs( (=1p) 6 Ap + 933 +€33>+lp( +1)
Rp

T3(jw)sg,a5,=0 (4.154)

2(EpAp+a(1-pp)Ap)

Cgl Aps
B\ (1=up)Ap g +ipApz, -
€33 €33 s
E "~ EpAp+a(1—up)A
j ——1 €33 b4lb Up)Ap
IO(]a)) ]wAslp

: (1 ﬂb)BZAp e§3 Rs
]wASRS<2(EbAb+a(1 mp)Ap) ', +es Hp( p+1)

T3(jw) 45,48,=0 (4.159)

4.13 Conclusions

Models describing the low frequency response of the sensor element to a
temperature change and/or applied axial stress under substrate clamping conditions
have been developed. The models include the effect of substrate clamping and both
internal equivalent resistance that represents dielectric leakage and an externally
connected resistance that represents the input resistance of a follow-on signal
conditioning amplifier. The effect of the adhesive used to bond the substrate and
electroded piezoelectric media have a negligible mechanical effect on the sensor
element response when the adhesive temperature is kept below the glass transition
temperature and it can therefore be reasonably assumed that the piezoelectric
medium is rigidly bonded to the substrate. While this assumption holds, the observed
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effective pyroelectric response is approximately 180% greater than the constant
stress pyroelectric coefficient that would be observed in the absence of substrate
clamping. At temperatures above the glass transition temperature, it can be expected
that the observed pyroelectric response will be significantly reduced and it is
therefore important that the sensor element is not exposed to temperatures above
approximately 80°C. At low frequency, the piezoelectric element can be adequately
modelled as a shunt-connected capacitor and resistor in parallel with a current
source, which represents the rate of change of the negative piezoelectric medium
bound surface charge due to a temperature change or applied axial stress.

The effect of substrate clamping on the low frequency sensor element
capacitance is to decrease it by approximately 30% compared to the constant stress
capacitance value that would otherwise be observed in the absence of the substrate.

While response models for both applied axial stress and temperature have
been derived, the research presented in this thesis concentrates on the use of the
temperature response models of the PZT-5H sensor element to investigate the signal

conditioning output voltage response.
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Chapter 5

Temperature dependence of

Clamped and LF immittances

5.1 Introduction

This chapter describes the investigation into the collective temperature
dependency of the material constants in terms of the clamped (constant strain), total
low frequency and mechanical low frequency capacitances denoted by C,, C, and Cy,
respectively. The temperature within a transtibial prosthetic socket typically varies
within the range 25°C to 35°C [99] and it is therefore necessary to investigate the
temperature dependence of the C,, C,, and C,, over this temperature range. The low
frequency PZT-5H sensor element capacitance is dependent on the clamped
permittivity and piezoelectric constants of the PZT; and stiffness matrix elements of
both PZT and substrate. The pyroelectric charge generated is also dependent on the
piezoelectric constants and stiffness matrix elements of both PZT and substrate via
the effective pyroelectric coefficient, P,fr given by Equation 4.31 and this is

investigated further in Chapter 7, Section 7.5. By inspection of Equation 4.33 in
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Section 4.7 the capacitances C,, C,, and C, are given by Equations 5.1 to 5.3

respectively.

S
C, = =5 6
p
_ A Q-pp)Bay eis)
bm = Ip (Z(EbAb+a(1—ub)Ap) + cE, (5.2)
_4s (1-pup)B*Ap e s )
=, (Z(EbAb"'a(l_,ub)Ap) toE T (5.3)

The clamped capacitance C, is a purely electrical capacitance dependent only
on the dimensions of the piezoelectric medium and constant strain permittivity while
Cy, i1s a purely mechanical contribution to the total equivalent capacitance denoted by
C, and given by C, = C, + Cp,. €, is the low frequency capacitance and is equal to
the 1kHz capacitance specification for the PZT-5H Murata Type 7BB-27-4
diaphragm element (20nF + 30%) as discussed in Section 4.2. It can be seen from
Equation 5.3 that removal of the substrate by setting A, = 0 yields Equation 5.4 for
the constant stress permittivity denoted by el;. The constant stress permittivity is
observed at low frequency when the piezoelectric medium is allowed to strain freely

in all dimensions such that 4, = 0.

2

2
€13 = €53 + . e% (5.4)

2a C33

In the linear theory leading to the piezoelectric and substrate equations of
state described in Chapter 3, it is assumed that the material constants of both
piezoelectric and substrate media are constant for a small temperature change A6. To
test this assumption, the temperature dependency of the sensor element capacitances
over the temperature range 20°C to 40°C for which the sensor is required to operate
were therefore investigated. A significant temperature dependency in the
capacitances infers an undesirable temperature dependent gain and cut-on frequency
leading to a non-linear sensor element output voltage response V,. An observed
change in capacitance may not only be related to the temperature dependence of the

dielectric constant, but also temperature dependence of the stiffness coefficients of
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the substrate and piezoelectric media and possibly the stress-charge piezoelectric
coefficients.

Section 5.2 describes the mathematical modelling of the low frequency and
series resonance admittances, while Section 5.3 describes the experimental set-up
and experimental procedure. Section 5.4 presents the measurement results and the
extraction of the sensor element capacitances at steady state temperatures of 20°C to

40°C in increments of 5°C.

5.2 Immittance modelling
5.2.1 Low frequency admittance

To investigate the effect of temperature on the performance of the sensor a
low frequency immittance model is presented that allows the low frequency
capacitance C, to be measured, where the effect of the inertial masses of the brass
substrate and PZT body can be neglected. The clamped (or constant strain)
capacitance C, is extracted using the Butterworth Van Dyke (BVD) piezoelectric
resonator model [100]. The low frequency electrical equivalent mechanical
capacitance C,, can then be obtained from C,,, = C, — C,.

Under the conditions that T; = 0 and that the measurement temperature is
held temporally and spatially constant throughout the piezoelectric material over the
period of measurement, such that A60(x3,t) =40 =0, E;(x3,t) = E5(t) and
S3(x3,t) = S5(t), then Equations 5.96, 5.97 and 5.99 reduce to Equations 5.5, 5.6

and 5.7, respectively.

0 = 23S + c§355 — e33E; (5.5)

D3 = 29315 + 63353 + S§3E3 (56)
Ep A

B (1—Zb)ﬁ5 = (ct1 + ¢12)S + €51 53 — €31 E3 (5.7)

By algebraic manipulation of Equation 5.5 and 5.7, both S and S5 can be

found in terms of E;. Further substitution into Equation 5.6 yields Equation 5.8.
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For an applied voltage V that gives rise to a current I, and noting that
D; = —1/jwA; Where Ay is the surface area of the electrodes, and E3 = —V /1, then
the low frequency admittance denoted by Y;r = I/V is given by Equation 5.9.

Y. = (1-pup)B2Ap eiz:z,
U7 1, | 2Epapra-upay) ok

+ &35 (5.9)

The low frequency immittance can be written Y;r = G;r + jB;s, where G is
the low frequency conductance (S), and By, is the low frequency susceptance (S).
When Equation 5.9 is compared with Equation 5.3, it is apparent that the measured
low frequency susceptance By is equal to wC, and that C,, can therefore be obtained
by measuring the gradient of a B;s-w plot. In the derivation of Y;, dielectric and
mechanical losses are considered to be negligible and therefore the admittance is
purely susceptive. This is a reasonable assumption in the low frequency regime
however if required, mechanical and electrical losses can be introduced by treating
the material constants as complex, resulting in an additional real valued conductance

term.

5.2.2 Series resonance admittance

When excited by an AC signal, the PZT sensor element becomes a resonator
that may be described using the well-known BVD model shown in Figure 5.1 that is
valid only for a narrow range of frequencies around a resonance. R, C, and Lg form
the mechanical arm and account for mechanical damping and acoustic losses,
stiffness and inertial mass respectively. The value and interpretation of Ry, Cs and Ly
is dependent on the resonance mode, clamping and mass loading by the substrate,
however C, always represents the mechanically clamped capacitance C, = Age33/1,
of the sensor [101].
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O

Figure 5.1  BVD electrical equivalent model of a piezoelectric resonator

Equation 5.10 describes the admittance, Y of the BVD model such that
Y =G +jB near a resonance where G is the conductance (S) and B is the

susceptance (S).

. Rs+j<wcoR§—(wLS—wLCS)(1+(é—‘;—wZCOLS)>

5 (5.10)
R§+(wL5—wLCS)

At series resonance, wg = 1/,/L,C; and the conductance G reaches a peak
value while the susceptance, B is equal to wsC, where wg is the series resonance
frequency (rads~1). The clamped capacitance C, of the piezoelectric sensor element

is therefore the measured value of capacitance at the series resonance frequency

where the measured conductance G reaches its peak.
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5.3 Methodology

5.3.1 Experimental set-up

A block diagram of the experimental set-up is shown in Figure 5.2.

Piezoelectric element Polystyrene cap Thermocouple

Signatone
probe

station Peltier tile | | controller
ll Agilent hea.t“:.;]km Kamview II-
| mterface interface |
software e software
Figure 5.2 Immittance measurement set-up

The PZT sensor element is supplied pre-fitted with aluminium flying leads. A
100mv ac signal was applied to the sensor via the flying leads using an Agilent
B1500A parameter analyser connected via a Signatone probe station. The
terminations of the sensor element flying leads were fixed to a glass slide using Agar
electrically conducting silver paste to form electrodes. The electrodes were
connected to the parameter analyser via probes lowered onto the dried silver paste
electrodes. The probe station was mounted on a vibration isolation table to avoid
corruption of the measured immittance due to currents induced by vibration.

The sensor element was placed substrate down on a European
Thermodynamics Peltier tile and aluminium heat sink assembly, and affixed using
RS Heat Sink Compound Plus paste to limit mechanical loading and ensure good
thermal conduction over the entire brass substrate surface. The paste also served to
suppress the large amplitude 4.6kHz flexure-resonance mode, ensuring uncorrupted
low frequency immittance measurements.

Room convection currents that can give rise to a non-uniform temperature
distribution in the sensor element during impedance measurements will result in the

measurement of a pyroelectric current by the parameter analyser. This current is in
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addition to that generated by the parameter analyser and will result in erroneous
Instantaneous impedance measurements. To minimise this error, the sensor was
shielded by placing the entire experimental set-up inside the probe station and
covering the sensor element with a cap fashioned from expanded polystyrene. Care
was taken to ensure the polystyrene cap did not contact the surface of the PZT sensor
element. The very low thermal conductivity of expanded polystyrene reduces the
occurrence of steady state temperature gradients and axial heat flows within the
piezoelectric and substrate materials that would otherwise exist due to a temperature
difference between the Peltier tile / substrate interface and sensor element top

electrode.

5.3.2 Experimental procedure

The temperature dependencies of the clamped capacitance C, and low
frequency capacitance C,, are investigated by measuring the impedance of the sensor
isothermally over a high frequency range 60kHz to 200kHz to include the first
resonance, and over a low frequency range 1kHz to 9kHz respectively. The
temperature was varied in steps of 5°C over the range 20°C to 40°C. It is assumed
that the piezoelectric, elastic and dielectric constants are constant over the
measurement frequency ranges and that the resistivity of the electrodes and
resistance of the supply cable are negligible.

The temperature of the Peltier tile was controlled using a KamView
proportional-integrator-differentiator (PID) controller, with the target temperature
being selected using the KamView user interface. The Peltier tile temperature
feedback signal was implemented by the use of a thermocouple attached to the
Peltier tile surface. The risk of condensation on the sensor was avoided by ensuring
that the ambient temperature was maintained below the minimum measurement
temperature and that the Peltier temperature did not drop below ambient temperature
during its hunting period.

The temperature was increased in 5°C steps over a temperature range of
20°C to 40°C. Prior to each impedance measurement, the temperature was allowed

to stabilise for 15 minutes to avoid pyroelectric effects and to ensure a constant and
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uniform temperature throughout the body of the sensor. Secondly, the PZT element
was manually short-circuited via a small resistor that was briefly connected across
the silver paste electrodes to ensure the required initial condition of zero spatial mean
electric field.

5.4  Immittance measurements
5.4.1 Low frequency admmitance - extraction of C,

The low frequency admittance measurements for the temperature range 20°C
to 40°C are shown in Figure 5.3. The constant B/f relationship over the 1 — 9kHz

range at all temperatures confirms that the low frequency admittance is largely

susceptive.
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Figure 5.3 Susceptance vs frequency at 20°C to 40°

At frequencies under 9kHz, the effect of damping loss and inertial mass in
the PZT film and brass substrate can therefore be considered negligible. It can
therefore be inferred that since the influence of the inertial mass reduces with
frequency that at frequencies below 1kHz the inertial mass will also have a

negligible effect and that the B/f relationship will remain linear down to DC. The
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low frequency capacitance C,, is extracted from Figure 5.3 by fitting a linear trend
line at each temperature using Excel. C,, is then determined from C, = AB/2mAf.
The DC resistivity of PZT materials is also known to vary significantly with
temperature over the range of interest [69],[94]. As frequency is reduced, the
measured resistivity, which is inversely proportional to the conductivity and
conductance, increases almost asymptotically. Since the minimum frequency the
Agilent B1500A analyser is can measure at is 1kHz, it is not possible to obtain a
meaningful measurement of the DC resistivity by extrapolation of the immittance
measurements. However, the measured conductance and equivalent resistance of the
PZT sensor element at 1kHz over the temperature range 25°C to 35°C indicates that

the conductance tends to increase with temperature as shown in Figure 5.4.
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Figure 5.4  Conductance and resistance at 25°C to 35°C and 1kHz

It can be seen from Figure 5.4 that the conductance increases by

approximately 20% at 35°C compared to the value at 25°C.

5.4.2 Series resonance admmitance - extraction of C,

The piezoelectric PZT film is thin relative to its diameter and therefore radial
modes are excited at frequencies below that of the thickness resonant modes. The

first vibration resonance observed and used to determine C, is therefore radial. The
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use of the first radial vibration mode ensures a clean measurement uncorrupted by
the coincidence of thickness mode and higher frequency radial mode resonances.

The admittance results for the temperature range 20°C to 40°C were
compared with the BVD model admittance described by Equation 5.10. At series
resonance the term (wL; — 1/ wsCs) in the denominator of Equation 5.10 equals zero
and the conductance G reaches its peak value while the susceptance B reduces to
w;Cy, where wg is the series resonance frequency. The conductance G and
capacitance B /w measurements at temperatures of 20°C to 40°C in steps of 10°C for
the first radial mode are shown in Figure 5.5 a) to e) respectively. The constant strain
capacitances C, at each temperature are therefore found directly by reading off the

value of B/w at the peak value of G.
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Figure 5.5  Conductance and capacitance measured at a) 20°C to €) 40°C

123



Confirmation of C, was made by noting that C, is also approximately equal to
the capacitance at 2w, equal to B(2w,)/2w, Where w, is the anti-resonance
frequency that occurs at the BVD model maximum impedance (minimum
admittance) [102]. The value of w, is higher but very close to the series resonance
ws, and since the measured capacitance is invariant with frequency at around 2w,, a
confirmation of C, can be made by comparing C, to the capacitance at a frequency of

200kH~z for each of the capacitance plots in Figure 5.5.

5.4.3 Capacitance temperature dependence

Figure 5.6 shows the measured low frequency capacitance, clamped
capacitance and low frequency mechanical capacitance of the PZT sensor element.
The mechanical capacitance, C,, is calculated by subtracting the measure clamped

capacitance from the low frequency capacitance such that C,, = C, — C,,.
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Figure 5.6 Sensor element total, clamped and mechanical capacitances as a

function of temperature

Table 5.1 gives the values of C,, C, and G, as a function of temperature.
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o[°C] C, [nF] C, [nF] Cm = Cp — Cy [F]
20 16.12 13.18 2.94
25 16.88 13.87 3.01
30 17.36 14.24 3.12
35 18.06 14.79 3.27
40 18.86 15.18 3.68

Table 5.1 Sensor element total, clamped and mechanical capacitances

It can be seen from Table 5.1 that over the temperature range 20°C — 40°C,
the low frequency, clamped and mechanical capacitances rise by 17%, 15.2% and
25.2% respectively. The measured value of C, at 20°C is in the proximity of the
room temperature nominal value calculated from C, = Age35 /1, = 14.7nF using the
material constants of PZT-5H given in Appendix A.1. However, the measured value
of C, = 16.12nF at 20°C is considerably lower than the low frequency capacitance
C, = 22.7nF at room temperature, which is calculated using Equation 4.33. While
both values of C, are comfortably within the C, = 20nF + 30% manufacturer
specification, it is useful to speculate on the reason for this difference.

The nominal calculated value of G, =C, —C, is C, = 8nF, which is
considerably higher than the measured value of C,, = 2.94nF. By inspection of
Equation 4.33 it can be seen that C,, is dependent on e2; and (2, where f is
proportional to e;; and es5. It is therefore suggested that the reduced value of C,,
may be due to reduced values of the published e;; and e;5 values given in Appendix
Al. A reduction of 40% in both values of e;; and e3; would yield the value of G,

observed.

5.5 Conclusions

It has been demonstrated that C,, , C, and C,, exhibit an approximately linear
relationship with temperature and that all capacitances show a significant increase

with increasing temperature over the range 20°C — 40°C. The observed increases in
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capacitance are not only be related to the temperature dependence of the dielectric
constant, but also temperature dependence of the stiffness coefficients of the
substrate and piezoelectric media and possibly the stress-charge piezoelectric
coefficients. C, exhibits the largest absolute increase of 2nF while C,, exhibits the
greatest percentage increase at 25.2% over the temperature range 20°C — 40°C
suggesting that the constant strain permittivity increases approximately linearly with
temperature while the stiffnesses of the piezoelectric and substrate media reduce with
temperature over the temperature range 20°C — 40°C, assuming that the stress-
charge piezoelectric coefficients remain approximately constant. In addition, it is
shown that the conductance increases by approximately 20% over the temperature
range 25°C to 35°C and therefore the time constant, which is dependent on the
conductance and capacitance of the sensor element will also be temperature
dependent. These temperature dependencies indicate an undesirable temperature
dependent gain, time constant and therefore cut-on frequency that will produce a
non-linear sensor element voltage response V, over the temperature range 20°C —
40°C.

It is worth noting that the effective pyroelectric coefficient, P, discussed in
Section 4.6 is also dependent on the stiffness coefficients of the substrate and
piezoelectric media and the stress-charge piezoelectric coefficients. It too may
therefore exhibit a significant temperature dependence over the temperature range
20°C — 40°C. This is discussed further in Chapter 7, Section 7.5, where linearity in

response over this temperature range is investigated.
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Chapter 6

Signal conditioning and e-Health

platform

6.1 Introduction

From the results of Chapter 5, it is desirable that the significant temperature
dependence of the sensor capacitances, C,, C, and Cp, are mitigated. The use of
charge-mode signal conditioning effectively provides a low impedance ‘virtual earth’
input that greatly reduces the influence of C,, C, and C,, and therefore their
temperature dependence on the measured response.

This chapter describes the bipolar and unipolar charge amplifier designs
developed, built and used in the characterisation of the PZT-5H piezoelectric sensor
element and for sensor response measurements. In addition, an enhanced open loop
gain design that can mitigate the effect of reduced dielectric resistance in the sensor
element is presented.

Section 6.3.2 describes a proof of concept 5V unipolar design that provides

portability, has low power consumption, low cost, and that can be operated from a
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single regulated 5V power source supplied by an Arduino Uno platform. In addition,
this design is capable of being operated with large time constants to allow continuous
operation over an 8 hour time period while maintaining low measurement error with
respect to response voltage decay and output voltage drift. A DC bias of 2.5V allows
the measurement of both positive and negative temperature changes. This design is
used in Chapter 7, Section 7.5, to investigate the linearity of the PZT-5H
piezoelectric element over a temperature range up to and exceeding the required
maximum temperature change that would be applied in use.

Section 6.3.3 describes the bipolar design built as a proof of concept to
demonstrate the feasibility of temperature change measurement using a PZT-5H
piezoelectric element. This design is used to measure the overall sensor response to a
rapid change in temperature applied to the substrate of the piezoelectric element by a
proportional integrator differentiator (PID) controlled Peltier device as described in
Chapter 7, Section 7.3.

A unipolar charge amplifier design with a similar specification to the unipolar
design discussed in Section 6.3.2, but with the addition of an enhanced open loop
gain, is discussed in Section 6.3.4. The enhanced open loop gain reduces the possible
effects of piezoelectric medium resistivity degradation, which is described in Section
6.3.2, and reduces the sensitivity to open loop gain variations due to temperature and
manufacturing tolerances.

Section 6.4.2 addresses the effect and mitigation of op-amp input bias
currents while Section 6.4.3 and Section 6.4.4 address the effect and mitigation of the
input referred offset voltage and bias voltage drift respectively. Section 6.4.5
describes the method for voltage drift compensation while Section 6.5 describes a
comprehensive noise model applicable to the three charge amplifier designs and
gives a theoretical estimate for the signal to noise ratio. The e-Health platform that is
used in the experimental analyses to push the measured data to a server database.is

discussed in Section 6.6.

128



6.2  Choice of signal conditioning method

It is required that the sensor element signal conditioning operates from a
unipolar 5V supply and that time constant is large enough to provide a faithful
representation of the measured signal over an operating time of 8 hours. The low
frequency resistivity of PZT-5H at 25°C is greater than 1011m [103] and therefore
by using the area of the electrodes A; = 2.6 X 10~*m? and thickness of the PZT-5H
l, = 0.23 x 1073, the dielectric resistance, R, given by Equation 4.34 can be
estimated at greater than 90GQ. The nominal low frequency capacitance C, of the
sensor, calculated using Equation 4.33 and the material constants given in Appendix
A.l,is 22.7nF at room temperature. The time constant of the sensor element denoted
by t is therefore T = 2000s. Even using the fictive ideal case voltage-mode signal
conditioning where the input impedance of the signal conditioning electronics can be
considered infinite, this sensor time constant is several orders of magnitude too low
to produce a useful sensor where it is required that the sensor operate over a period
of several hours. In addition, the manufacturer specified tolerance of C, = 20nF +
30% means that the time constant and gain will vary considerably between devices.
Furthermore, an input shunt resistance may be required to provide a necessary path
for unavoidable amplifier bias currents at the high impedance input. Since this shunt
resistance is in parallel with the sensor dielectric resistance, the actual time constant
will be lower and the cut-on frequency higher than the ideal case. In addition, the
voltage generated is around 8V /K — 9V /K precluding the use of the desired 5V
supply and measurement over the temperature range 20°C —40°C, and the
temperature dependence of R, indicates that the sensor time constant will be
significantly reduced at the higher temperatures in the 20°C — 40°C measurement
range. The significant temperature dependence of C,, and R,, demonstrated in Chapter
5 suggests that an undesirable temperature dependent gain and cut-on frequency
leading to a non-linear sensor element voltage response V, is likely over the
temperature range 20°C — 40°C.

In principle, a large capacitance can be shunt-connected to the sensor element
to reduce the gain, increase the time constant and mitigate the significant temperature

dependence of C,. While the shunt capacitance will reduce the gain and increase the
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time constant, the required time constant is difficult to achieve. This is due to the
limiting value of R, and the capacitance value / insulation resistance trade-off
associated with the polypropylene capacitors, where the specified insulation
resistance tends to reduce with increasing nominal capacitance value.

The option of charge-mode signal conditioning is therefore chosen rather than
voltage-mode signal conditioning. The near virtual earth input of charge-mode signal
conditioning effectively isolates the temperature dependent sensor element low
frequency impedance from the charge-mode signal conditioning amplifier voltage
response. The feedback network impedances of the charge amplification stages now
determine the decay time constant observed at the output of the charge-mode
amplifier with the required time constant being realised by appropriate design. For
use as part of a practical sensor, it is necessary that the unipolar charge amplifier
design discussed in Section 6.3.2 is capable of operating with a time constant large
enough to provide the necessary signal conditioning to record continuous in-situ
measurements of temperature change without significant signal decay over a useful
measurement period, while meeting the required specification. As discussed in
Section 2.5, this specification requires a continuous measurement duration of
approximately 8 hours with an output voltage signal decay of less than 2%.

Charge mode amplification in particular is prone to the effects of triboelectric
cable noise since the output voltage is proportional to the instantaneous free charge at
the feedback capacitor, which is the sum of the charge due to the temperature change
or axial stress measurand and triboelectric charges. While triboelectric cable noise
can be reduced by the use of a well-anchored low noise amplifier connecting cable, it
cannot be completely eliminated since installation of the sensor element within a
prosthetic socket means that some cable movement is inevitable during wear.
Furthermore, since the sensor would be used in the external environment, it is not
possible to eliminate the risk of signal corruption due to external electromagnetic
interference. The use of a differential input was therefore specified for the signal
conditioning amplifier designs to reduce the effect of common-mode triboelectric
cable noise and induced electromagnetic interference from external sources, that are
both present and correlated at both input lines and that appear at the inverting inputs

of the charge amplification stages.
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6.3 Charge mode signal conditioning design

6.3.1 Choice of components

The 1uF and 1.5uF feedback capacitors used in the charge amplification
stages are metalised polypropylene types with a tolerance of +5%, chosen for their
very high insulation resistance. Since large feedback resistors are required to be used
in parallel with the feedback capacitors, it is important that the insulation resistance
is high to avoid a significant reduction in the time constant of the charge
amplification stages. The voltage divider noise reduction and power supply noise
reduction capacitors are ceramic types to provide compact size with large
capacitances at low cost. For the power supply, noise reduction capacitances of
0.1uF and 1uF were connected between ground and each of the +V_.. power supply
inputs for the bipolar design, and between ground and +V,. for the unipolar design,
while ceramic 0.47uF capacitors are connected between the voltage divider central
point and ground to reduce input noise. The requirement of using large feedback
resistors lays the amplifier prone to large output voltage swings due to op-amp bias
currents and input offset voltages. It is therefore crucial that these are maintained as
low as possible. Texas LMC 6081 op-amps were chosen since these specify a very
low typical input bias current of 10fA, typical input offset bias current of 5fA and
typical input offset voltage of 150uV. All resistors are low noise metal film types,
have a low temperature coefficient and provide good temperature stability. The large
feedback resistors are thick film types with a +1% tolerance and all other circuit
resistors are thin film types with a +0.1% tolerance and low temperature
coefficients. The Ry, and Ry, potentiometers are 25 turn 25042 trimmers that
allow fine resolution voltage compensation via the voltage dividers if required. The
nominal values of the components chosen for the amplifier designs given in Section
6.3.2 and Section 6.3.3 to realise a difference amplifier DC gain of G = R; /R, = 0.5

are given as follows:

R, =221k  R; =100k R, = 1000 Ry = 100k C; = 1.5uF
R, =200kQ R, =110kQ Ry =1GN Ry, =221k C, = 0.A7uF
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For the unipolar design, the resistor component values of R,, R, and R; were
selected to realise low power consumption in the voltage dividers by allowing the use

of sufficiently large resistors R;; and R ;.

6.3.2 Unipolar charge amplifier design

The schematic diagram for the unipolar 5V single supply charge amplifier is
shown in Figure 6.1. This amplifier is designed to be portable, have low power
consumption and to operate in tandem with the wearable platform as described in
Section 6.6. This design was used for the accumulative voltage response
measurements discussed in Chapter 7, Section 7.5. The op-amps power supply and
associated additional ceramic power supply noise reduction capacitors are omitted

from the schematic for clarity.
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Figure 6.1 Unipolar charge amplifier schematic with PZT-5H model inset
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Circuit analysis of the schematic Figure 6.1 yields Equation 6.1 for the
frequency-domain output voltage of the charge amplifier stages at OAl and OA2
which are denoted by Vps(jw) and Vpur(jw) respectively where Z, =
1/C,(jw + 1/R,C,) and Z; = 1/C;(jw + 1/R;Cy). The terms A, and 4, are the
frequency dependent and DC open loop gains of OA1 and OA2 respectively where
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A, is represented by a single pole with a —3dB cut off frequency w. such that
A, =A4,/(1+ jw/w.). The gain-bandwidth product of OA1 and OA2 is given by
GBP = w.A, and is defined as the OA open loop unity gain frequency.

ZnZ
ij(jw)Av<7Z vl ) "
. . - p+2Zf+2Rs Ay \ Vee
Voar(jw), Voar(jw) = + < ZpTaRs > + (A,,+1)T (6.1)
144,225
Zp+2Zf+2Rs

The charge Q(jw) is given by Equation 6.2 and the charge —Q(jw) is the
frequency dependent dielectric bound charge (C) produced by the PZT-5H element.
As discussed in Section 4.8, the charge —Q(jw) exists on the surface of the
piezoelectric medium, and is produced in response to a change in polarisation due to
a temperature distribution or applied stress stimulus such that Q,(jw) = —Q(jw).
Under all conditions, Q,(jw) depends only on the spatial mean of the piezoelectric
polarisation and not on the particular spatial distribution of the polarisation or on the
electric field polarisation of the dielectric. Under ideal short-circuit conditions such
that R = 0 and if the substitution A, — oo is valid, then Q(jw) is precisely equal to

the electric displacement given by A;D; (jw).

E -
|[ (2331(P51 + 333(P53 +p°— P20 001 )Ae(ja)) + ]l

EpAp+a(l—pp)Ap

jw) =A _ E 6.2
Q) SlﬁEbAb(PbAeb(jw)—ﬁ<(1—#b)l4p%1+#bAbjzz>T3(jw) 6.2)
€33

EbAb'l'“(l—#b)Ap

+ ei; T3 (](U)‘
€33
Circuit analysis of the final difference amplifier stage yields Equation 6.3.

Rao ) . R3 .
GBP (7 V =)V
< 2Ri+Ry, )V 042(J®) (R2+R3) OAl(JCU)> Vee(Ry+R3)

jw+GBP(R2}12R3) 2R2(1+%)

Vourjw) = (6.3)

Setting R4, = 2R, R3/R, yields Equation 6.4. The voltage gain is now equal
for both V4, (jw) and V4, (jw) and the bias voltage V,./2 which is common mode
is therefore negated. The output voltage V,,; is therefore proportional to

(Voar(jw) — Vpaz(jw)) as required for sensor operation.
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BP (Rz}i3R3)(V0A2 (j0)~Voa1(j))

7
4 Yee 6.4
jw+GBP(R2i2R3) 2 (6.4)

Vout (]w) =

The required bias voltage at V,,,; is restored by means of the voltage divider
resistors R4, and the DC closed loop gain of the difference amplifier is given by
G = R3/R,. Noting the necessary condition that G = R; /R, = R4, /2R, to maintain
equal gain for both V4, and Vy,,, then adjustment of G while at the same time
maintaining equal gain is conveniently achieved by increasing or decreasing both R,
and R, by the same ratio, keeping R;, and R; constant. When the cut-off frequency
of the charge amplifier stages is sufficiently less than GBP(R,/(R, + R3)), then
V¢ 1S given by Equation 6.5.

Vour (1) = (2) (Vor2(j0) = Vo (j)) + (65)

2

When 4, is large enough and the inequality R¢/Ry K A, is satisfied, then by
substitution of Z, =1/C,(jw+ 1/R,C,) and Z; =1/C;(jw + 1/RsC;) and
applying the amplifier design observations that C, < Cr, 1/R,C, < GBP,
1/RsCs K GBP, Ry KR, and R; K Ry then Equation 6.1 for Vj,q(jw) and
Voa2(jw) can be simplified and given by Equation 6.6 where the approximation
A,,/(A,, + 1) ~ 1 has been made. This is easily justified by noting that the typical

data sheet values for A, are approximately 3.5 x 10° and 1.4 x 10° for the

LMC6081 op-amp when sinking and sourcing current respectively.

. . _ jwAsQ(jw) Y
Voa1(jw), Voaz(jw) = + o Vo) T2 o0
ZRstCf<1“’ ’ Rfo>(]w : 2RsCp :Rpcp)

Equation 6.6 is also obtained by letting A, — oo in Equation 6.1. Since
2R;C,, K R¢Cy, 2R;C, K R,Cy, and Ry K Ry, then by inspection of Equation 6.6, the
amplifier time decay constant is 7, = Ry, the steady state —3dB cut-on frequency
IS we—on = 1/RfCy, the rise time is 7, = 2R;C,, and the —3dB steady state cut-off
frequency is w._,rr = 1/2R,C,. Substituting for Vp4q (jw) and Vo, (jw) given by
Equation 6.6 into Equation 6.4 and Equation 6.5 yields Equation 6.7 for V,,,; w).
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) R . 1 . 1 2
RSCPCf<]w+GBP(R2+2R3))(1(‘) : Rfo>(jw : ZRSCp)
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RZRSCpCf<jw t Rfcf><]w t stCp>

Equation 6.7 describes the desired V,,,,: (jw) response characteristic where the
value of Ry is chosen large enough to achieve the desired decay time constant, being
limited only by bias current and input offset voltage considerations; and the value of
Ry is ideally chosen as small as possible while maintaining its purpose of providing
sufficient additional ESD protection for OA1 and OA2. The output voltage response
given by Equation 6.7 is used with V.. set to zero in the time-frequency sensor
response analysis described in Chapter 7 where it is assumed that the —3dB cut-off
frequency of the charge amplifier stages is sufficiently lower than
GBP(R,/(R, + R3)). This approximation is reasonable since for the LMC6081
opamp, GBP = 2.6m x 10° rads~! and with G = R;/R, = Rg,/2R, setto G = 0.5
as is the case for the accumulative voltage response measurements described in
Chapter 7, the —3dB cut-off frequency is given by GBP(R,/(R, + R3)) = 5.45 X
10° rads™1. This is over one order of magnitude greater than the —3dB cut-off
frequency of the charge amplifier stages of 1/2R,;C, = 2.5 X 10° rads™1.

However, if the inequality Rf/R, < A, is not satisfied then Equation 6.7 is
no longer valid. Reduced piezoelectric resistivity and therefore reduced R,, can occur
due to the presence of moisture [104] or crack formation, which is primarily due to
prolonged applied cyclic stress, but that can be accelerated by conditions of high
humidity such as that present in a prosthetic socket [105]. Since it is required that R,
is large, it is desirable to investigate the influence of a reduced equivalent dielectric
resistance R, on the voltage output response. The following analysis avoids the
generalisation that the substitution, 4, — oo is valid and describes the influence of
the feedback resistances Ry and R,, on amplifier performance by comparison with the

ideal model of Equation 6.7.
Describing A, as being represented by a single pole with a —3dB cut off

frequency w, such that 4, = 4,/(1 + jw/w.), and applying the amplifier design
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observations that C,, < C¢, 1/R,C, < GBP, 1/R¢C; K GBP, Ry K R, and R; K Ry
then Equation 6.1 can be simplified and written as Equation 6.8. Some very small
terms and a pole at a frequency much greater than 1/2RC, that have a negligible
effect on the response are omitted. Some small terms are retained such that V4, w)
and V4, (jw) algebraically approach the desired response characteristic of Equation

6.7 precisely in the limit as A, — oo, and by inference as GBP — oo.

Voar(jw), Vo, (jw) =

jwQ(jw)GBP Vee

+ +-—= (6.8
GBP(1+2R—;+2R;?}> GBP(1+2R—;+2§;?;) 2 68)
Cr(1+2RsCpGBP)| jot 2(1+2RsCpGBP) Q|| Jod 2(1+2RsCpGBP) re
The denominator constant, denoted by g, is given by Equation 6.9.
_[elme ) cantamsangeany 6.9)
e= 2(1+2RsC,GBP) (1+2RsCpGBP)A,RyRfCy '

Equation 6.10 therefore gives the difference voltage (VOAl(/cu) — VOAZ(jw)).

(V0A1(fw) - VOAz(iw)) =

—-2jwQ(jw)GBP

Rs , RsCp R sCp
GBP(1+2$+2Rfo> ' GBP<1+2$+2Rfo>
o || jot +o

Cf(1+2RSCPGBP)<]w+ 2(1+2RsCpGBP) 2(1+2RsCpGBP)

(6.10)

Substituting Equation 6.10 into Equation 6.4 yields the output voltage given
by Equation 6.11.

Vout(jw) =
2j0QUjw)(GEP)? (k) Vee
R Rs RsC Tt
GBP(1+2—;+zRfo> GBP<1+2—;+2Rsz;> 2
Cf(1+2RSCPGBP)(J“’+GBP(R +R )) JOt S aarscpeap)  © |\ /9 2(irzRsCpeBR) O
(6.11)
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When the difference amplifier cut-off frequency given by GBP R, /(R, + R3)
is sufficiently greater than the cut-off frequency of the charge amplifier stages, then

V,ut (jw) reduces to Equation 6.12.

2jwAsQ(jw)GBP R3 Vee

+ —_—
RsC RsC
GBP(1+2§—S+2%) GBP<1+2§—S+2RS Cp) 2
CrRy(1+2RsCpGBP)| jw+ P_J I o | jews Lo ik VAN
frz s-p 2(1+2RsCpGBP) 2(1+2RsCpGBP)

Vout (]w) =

(6.12)

As discussed above, to achieve the large charge amplifier output voltage time
constant required for an extended period of use of 8 hours, a large value for Ry is
required such that in the expression for o given by Equation 6.9 it cannot be
generally assumed that R, /R, < A, or that letting A, — o is valid. By inspection of
Equation 6.12, the undesired consequences of this condition not being satisfied are
that the decay time constant denoted by t; of the charge amplifier stages are reduced
while the rise time denoted by 7, is increased. In addition, the passband closed loop
gain of the charge amplifier stages and therefore V,,; are reduced by an attenuation
factor denoted by A, given by 4, = t,GBP/(1 + 2R;C,GBP), where A, < 1.

Furthermore, the bandwidth is reduced such that the steady state —3dB cut-
off frequency w._,fr is reduced while the steady state —3dB cut-on frequency
Wq—on 1S INcreased under the design observations discussed above. It is worth noting
that in the case that R, is set to zero, then w,_, is ultimately limited to the GBP of
OA1 and OA2, and the rise time at V4, (jw) and V4, (jw) is therefore of the order
7, = 1/GBP. By inspection of Equation 6.12, 7, and 7, are given by Equation 6.13
and Equation 6.14, respectively.

Tg =

2(1+2RsCpGBP)

2
R RsCp R RsCp ~ ~
GBP(1+2$+2Rfo>—\](GBP<1+2$+2Rfo>> —4GBP(Ay(Rp+2Rs)+2Rf)(1+2RsCpGBP) /(AyRpRfCr)

2(1+2RsCpGBP)

~

GBP—00

4GBP(AyRp+2R ¢ )(1+2RsCpGBP)

(ZprRfo)

GBP- j (GBP)?2
Rp,R»2Rg
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2(1+2RsCpGBP)

2
Rs , RsCp Rs . RsCp - R
GBP<1+2E+2Rfo + || 6P 1+2E+2Rfcf —4GBP(Ay(Rp+2Rs)+2Rf)(1+2RsCpGBP)/(AyRpRfCyr)

_ 2(1+2RsCpGBP) __ 142RsCpGBP
GBP+J(GBP)2—4GBP(AVRP+2Rf)(1+2RSCpGBP)/(AVRprCf) GBP
Ry Rf>2Rs
= 2RsCp 4 o (6.14)
GBP—w

To investigate the influence of R, on the gain factor, decay time constant and
rise time, A,, 74 and 7, are calculated for the cases that R, = 1G2 and Ry = 1T\2
using the component values listed in Table 6.1 with the results given in Table 6.2 and
Table 6.3. R = 1G12 is used in the laboratory measurements described in Chapter 7
while Rr = 1T12 is required for continuous use for a period of 8 hours with no more
than 2% signal decay. Four test values of A, are quoted on the LMC6081 data sheet
for load resistances of 6002 and 2k under conditions of sourcing and sinking
current. The lowest value of A, is when sinking current from a load of 60042, and the
highest value is when sourcing current into a load of 2kf2. The loads presented by the
difference amplification stage at OA3 and ‘seen’ by the outputs of both OA1 and
OAZ2 are much greater than 2k and it is therefore the sourcing and sinking values of
A, at a load of 2k(2 that are relevant to the analysis.

It is easily shown that for all three of the signal conditioning differential
designs presented, that regardless of the DC bias, when the output of OAL is
sourcing current, then the output of OA2 is sinking current and vice versa. It is
therefore important that both the current sourcing and sinking values of A, are
considered in the analysis. The value of R, =906 listed in Table 6.1 is the
estimated equivalent resistance at DC of the PZT-5H element at a temperature of
25°C, which was calculated using the sensor element dimensions and an estimate of
101t m for the room temperature DC resistivity of PZT-5H from [103],[106].
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R, = 10002 R, =906 Cp = 20nF
_1 | A, = 1.4 x 10° — sourcing
Cr = 1.5uF BP = 2.6m X 10 rads™t | %
f # G 6m x 107 rads A, = 3.5 X 10° — sinking
Table 6.1 Charge amplification stage and sensor characteristics, R, = 90G2
A, = 1.4 x 10° — sourcing
Ry 160 1TN
A, 1 1
A, —ideal 1 1
g 1500s 1.5 x 10°s
T4 — ideal = R¢Cy 1500s 1.5 x 10°s
T, 4.01us 4.01us
7, — ideal = 2R,C, 4us 4us

Table 6.2 Decay time constant, rise time and gain factor (sourcing), R, = 90G12
A, = 3.5 x 10° — sinking
Ry 160 1T0
A, 1 1
A, —ideal 1 1

T4 1500s 1.5 x 10°s

T4 — ideal = R¢Cy 1500s 1.5 x 10°s
T, 4.01us 4.01us

7, — ideal = 2R;C, 4us 4us

Table 6.3

Decay time constant, rise time and gain factor (sinking), R, = 90G{2

It can be seen from Table 6.2 and Table 6.3 that for R, = 90G12, both values
of R; and 4, yield values of G, and 7, that are equal to the ideal model values while

7, is almost equal to the ideal model value. The approximation A, — oo is therefore
valid in this case.

Considering a significantly reduced dielectric resistance such that R, =
100M1, which could be the case for example if the PZT-5H sensor patch was

significantly degraded by for example exposure to moisture or cracking, G,, T4 and
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7, are calculated for the cases that Ry = 1G{2 and Ry = 1T{2 using the component

values listed in Table 6.4 with the results given in Table 6.5 and Table 6.6.

R, = 10002 R, = 100M{2 Cp = 20nF
_ i, = 1.4 X 10° — sourcing
Cr = 1.5uF GBP = 2.6m x 10° rads™? v
r= oM T raas A, = 3.5 x 10° — sinking
Table 6.4 Charge amplification stage and sensor characteristics, R, = 100M12
A, = 1.4 x 10° — sourcing
Ry 160 1T0
A, 1 1
A, —ideal 1 1
Ty 1500s 1.479 x 10°s
T4 — ideal = R¢Cy 1500s 1.5 X 10%s
T, 4.01us 4.01us
T, — ideal = 2R;C, 4us 4us

Table 6.5 Decay time constant, rise time and gain factor, sourcing, R, = 100M2
A, = 3.5 x 10° — sinking
Ry 160 1TN
A, 1 1
A, —ideal 1 1

Ty 1500s 1.419 x 10°s

74 — ideal = R;Cy 1500s 1.5 X 10°%s
Ty 4.01us 4.01us

7, — ideal = 2R,C, 4us 4us

Table 6.6 Decay time constant, rise time and gain factor, sinking, R, = 100M12

From both Table 6.5 and Table 6.6 it can be seen that at R, = 1G(2, the decay
time constant T, and gain constant G, are equal to the ideal values while the rise time
7, is very close to the ideal value. In this case, the approximation A, — oo is
therefore valid. Equation 6.6 may therefore be used to accurately describe the charge
amplifier response at Vp,;(jw) and Vpap(jw) when Ry = 1GQ2. However when

Ry = 1T, the decay time constant is reduced by approximately 1.5% of the
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required value given by 7, = RrCy when OA1 and OA2 are sourcing current and
reduced by approximately 6% of the ideal value when OALl or OA2 are sinking
current. The steady state —3dB cut-on frequency w._,, is therefore increased by
approximately 1.5% when sourcing current and increased by approximately 6.4%
when sinking current, while 7, and the steady state —3dB cut-off frequency w¢_o s
are unchanged compared with the values at R, = 90G2. Considering a step input at
t = 0, the sourcing and sinking values of 7, given in Table 6.6 for R, = 1TQ2
correspond to an output signal decay greater than the maximum 2% permitted decay
after the period t = 8 hours specification.

Since the sensor period of use is during the initial period of its decay transient
period, then the effect on w,._,,, which applies in the steady state is of little interest,
while the modestly increased 7, and reduction in w._,sr Will have no significant
effect on the measurement at the low frequencies of interest. While the decay time
constant at R, = 90G2 for both current sinking and sourcing are equal to the ideal
model values, a reduced R, due to degradation or reduced values of A, due to
manufacturing tolerances could significantly reduce 7, when Ry = 1T2. At Ry =
1T, this output signal decay will be greater than the maximum 2% permitted decay
specification, reducing the period for which the sensor may be used continuously
without incurring significant measurement error. It is worth noting that the
equivalent DC internal resistance R, of the PZT-5H element is significantly
temperature dependent, changing by approximately 10% over the temperature range
of 20°C to 40°C, however the effect on 74, 7, and A, is insignificant and can be
neglected.

It is therefore desirable to reduce the possibility of a reduced 7, due to a
significantly reduced R,, or variations in A, due to manufacturing tolerances. This
can be achieved by increasing the effective value of the A, associated with OA1 and

OA2, such that the condition R;/R, < A, is realised at a reduced R,, and the

pl
approximation A, — oo therefore remains valid. In addition to restoring the decay
time constant to 74 = R;Cy and the cut-on frequency t0 w._,n, = 1/RfCy,
sufficiently increasing A, and therefore the GBP provides the additional advantage

of further improving the desired response at V4, (jw) and V4, (jw) by ensuring that
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the rise time and cut-off frequency are equal to the ideal values of 7, = 2R;C, and
wc—orr = 1/2RsC, respectively. A circuit design with enhanced open loop gain

developed to solve this problem is discussed further in Section 6.3.4.

6.3.3 Bipolar charge amplifier design

The schematic diagram for the charge amplifier developed for use in the
laboratory investigation that is described in Section 7.3 to measure the transient
temperature response of the PZT-5H piezoelectric element is shown in Figure 6.2.
With a maximum supply voltage of V.. = +18V, this design allows large
temperature swings to be measured without saturating the amplifier output. The op-
amps power supply and associated ceramic noise reduction capacitors are omitted for

clarity.
e || =
1T
Ccf
— = AA—=— 4
Rf
Rs
- )\M - R +Vecc
OPAB27 OAl ou
R1
J 2" Vee L= AAA—= oy ; —-Vcec
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5 T Vee MWy ~ +Vcc
Rs OPAB27 OA2 ou ) .&M .
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Rf 9
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Q Rp CPT cf
2 || =
1 1T

_]__ Local ground

Figure 6.2 Bipolar charge amplifier schematic

Circuit analysis of the schematic in Figure 6.2 yields Equation 6.15 for the
frequency-domain output voltage of the charge amplifier stages at OAl and OA2
which are denoted by V4, (jw) and Vpa,(jw) respectively where as before Z,, =
1/C,(jw + 1/R,C,) and Zr = 1/C;(jw + 1/R¢C;). The term 4, is the frequency
dependent open loop gain of OA1 and OAZ2 respectively.
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Zpi
Zp+2Zf+2Rs

1A Zp+2Rs
+Ay Zp+2Zp+2Rs

ij(jw)Au(

Voar(jw), Voar(jw) = + (6.15)

Assuming that R;/R, < A, and describing A, as being represented by a
single pole with a —3dB cut off frequency w, such that 4, = 4,/(1 + jw/w,)
where GBP = w A, is the gain-bandwidth product of OA1 and OA2, and applying
the amplifier design observations that C, < C¢, 1/R,C, < GBP, 1/R;C; < GBP,
Ry K Ry, and Ry < Ry then Equation 6.15 can be written as Equation 6.16.

. . _ jwAsQ(jw)
Voar(jw), Voa(jw) = + . 1“’1 ]-w L1 o0
stcpcf<1w : Rfcf>(1w F2RsCp ’Rpcp)

Circuit analysis of the final difference amplifier stage yields Equation 6.17.

GBP<(RlR+—4R4)VoA2 (jw)_(RZR+—3R3)VOA1 (jw)>

Vouew) = 6.17
out Jw) jw+GBP(R2R+2R3) ( )
Setting R, = R,R3/R, yields Equation 6.18.
6BP(=22 ) (Vo a2 (i) -Voa1(jw))
Ve Gy = 0B Vor 0o (6.18)

jw+GBP(R:+2R3)

The voltage gain is now equal for both V,,4;(jw) and Vg4, (jw) and the
Common mode voltages are negated. The output voltage V,,: is therefore
proportional to (Vpa1(jw) — Voaz(jw)) as required for sensor operation. The
forward gain, which is equal to the DC closed loop gain of the difference amplifier is
given by G = R3;/R,. Noting the necessary condition that G = R;/R, = R,/R, t0
maintain equal gain for both V,,,(jw) and Vg4, (jw), then adjustment of G is
conveniently achieved by increasing or decreasing both R, and R, by the same ratio,
while keeping R, and R5 constant.

When the —3dB cut-off frequency of the charge amplifier stages is very
much less than GBP(R,/(R, + R3)) then V,,,; can be described by Equation 6.19.

Vourjw) = (2—2) (VOAZ (Jw) = Voar (]‘U)) (6.19)
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Substituting for Vpu(jw) and Vyue(jw) given by Equation 6.16 into
Equation 6.18 and Equation 6.19 yields Equation 6.20 for V,,,;.

joQ(jw)GBP(z23—
Vout (](‘)) = (R2+R3)

. R . 1 . 1 1
RSCpCf<]w+GBP(R2+2R3))(}(u } Rfo>(jw } 2RsCp } RpCp)

o1 o1 1
RZRSCpCf<jw t Rfcf><]w t 2RsCp t Rpcp>

Equation 6.20 is used for the transient voltage response measurements
described in Chapter 7 with the forward difference stage gain, which is given by
G = R3;/R, = R,/R;, set to G = 1, and where it is assumed that the —3dB cut-off
frequency of the charge amplifier stages is sufficiently lower than
GBP(R,/(R, + R3)). This is a reasonable assumption since for the TL0O81 opamp
GBP = 6w X 10° rads~! and with R;/R, =1 the —3dB cut-off is given by
GBP(R,/(R, + R3)) = 3m x 10° rads~* compared to the —3dB cut-off frequency
of the charge amplifier stages of 1/2R;C, = 2.5 x 10° rads ™.

6.3.4 Unipolar charge amplifier design — enhanced open loop gain

The design shown in the schematic of Figure 6.3 allows the native A, of OA1
and OA2 to be increased to realise the required condition that R;/R, « A, when

using very large feedback resistances together with a sensor element that may have
or develop reduced resistivity as described in Section 6.3.2. The effect of
compromised resistivity is considered by assuming a reduced equivalent sensor

element insulation resistance R, such that R, = 100M(2. This approach has the

additional advantage that the GBP, by inference, is also increased.
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Figure 6.3 Unipolar charge amplifier schematic — enhanced open loop gain

The solution is achieved by the introduction of a non-inverting buffer gain
stage formed by op-amps OA4 and OAS5, and resistors R, and R,. As discussed in
Section 6.3.2, satisfying this condition is desirable to ensure that the decay time
constant achieved is sufficiently close to 74 = RfCr. Circuit analysis of the
schematic Figure 6.3 yields Equation 6.21 for the frequency-domain output voltage
of the charge amplifier stages at OA4 and OAS5, where A,, and A,,g are the
frequency dependent and DC open loop gains of OA4 and OAbS respectively.

N ' Zpzg Avg
+JwQ(Jw)<Zp+zzf+2Rs>A" <1+A ( Rg )) i < Ayg )
vg v

. . _ 2Rq+Rg Ayg+1 Vee
Voa(jw), Voar(jw) = +1 - g >
1 Zp+2Rs Avg A”(ﬁvg+1)+1
+ v
Zp+ZZf+ZR5 g
1+Avg ZRq+Rg
(6.21)

By comparing Equation 6.21 to Equation 6.1 in Section 6.3.2, it can be seen

that for the signal term, A,, is effectively substituted by Equation 6.22 for A,,., where
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A, 1s the equivalent frequency dependent open loop gain, and for the voltage bias

term, A, is substituted by 4,4,,/(4,, + 1).

Ape = Ay ( Ang > (622)

g
1+Ayg (zRa+Rg)

Assuming OA4 and OA5 have identical —3dB open loop cut-off frequency
and open loop gains as OAl and OAZ2 such that 4, = A,/(1+ jw/w.), then the
gain of the then A,,, can be described by Equation 6.23.

Ay
N %) N ~
Ay (1+]w_c) wcAy wcAy
Ave = D) A (Ro ) | T Gaotoo | —( Fg (6.23)
we 1+(1+jﬂ)(2Ra+Rg) Jw+wc<1+Av(2Ra+Rg)>
wc

Defining a gain enhancement factor G, =1+ 2R,/R,4, and noting that
A, > 1 and that the pole at w.(1+ A,R;/(2R, + R,)) is very much greater than
w., wWhether OA4 and OA5 are sourcing or sinking current, yields Equation 6.24
where A,, denotes the frequency dependent enhanced open loop gain. It can be seen
that the open loop cut-off frequency w,. remains unchanged while the open loop gain
A, and the GBP are increased by the gain enhancement factor to Gg/iv and G,GBP

respectively.

A GBP
= Gy (1+jw%) = Gy (w+we) (6.24)

The open loop —3dB cut-off frequency therefore remains unchanged and,
noting that 4,; > 1, the bias voltage at V., (jw) and Vs, (jw) also remains
unchanged at V./2. In addition to effectively increasing the open loop gain and GBP
of OAL and OA2, a further advantage of the open loop gain enhancement solution is
that the outputs of both OA1 and OA2 ‘see’ a very high input impedance at the non-
inverting inputs of OA4 and OA5 respectively. They are therefore electrically
buffered from the input impedances of the difference amplifier stage at OA3. The
relevant open loop sourcing and sinking gains are therefore independent of the input
impedances at OA3 and are always the higher of the LMC6081 data-sheet values vis-

a-vis load impedance conditions.
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To investigate the influence of G, on the gain factor A, decay time constant,
7, and rise time, 7,4, these are calculated for R = 162 and R = 1T2 and for the
cases G, = 10 and G, = 100. The enhanced specifications for G, = 10 are given in
Table 6.7 where both the GBP and A, are increased by a factor of Gy = 10. The

results for the cases that OA1 and OA2 are sinking current and sourcing current are

given in Table 6.8 and Table 6.9 respectively.

Ry = 10012 R, = 100M{2 Cp = 20nF

A,, = 1.4 x 107- source

Cr = 1.5uF = 2. 7 -1 A )
f u GBP = 2.6m X 10" rads A, =35 x 10°- sink
Table 6.7 Charge amplification stage and sensor characteristics G, = 10
Ay, = 1.4 x 107 — sourcing
Ry 160 1TN
A, 1 1
A, —ideal 1 1
T4 1500s 1.498 x 10°s
14 — ideal = R¢Cy 15005 1.5 X 10°s
T, 4.012us 4.012us
7, — ideal = 2R,C, 4us 4us
Table 6.8 Decay time constant, rise time and gain factor (sourcing) G, = 10
A,. = 3.5 x 10° — sinking
Ry 160 1T0
A, 1 1
A, —ideal 1 1
T4 1500s 1.491 x 10°s
74 — ideal = R;Cy 1500s 1.5 X 10°%s
T, 4.012us 4.012us
7, — ideal = 2R;C, 4us 4us
Table 6.9 Decay time constant, rise time and gain factor (sinking) G, = 10

The enhanced specifications for G, = 100 are given in Table 6.10 where both

the GBP and A,, are increased by a factor of Gy = 100.
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R, = 10002 R, = 100M{2 Cp = 20nF
A,e = 1.4 x 108- source
Cr = 1.5uF = 2. 8 -1 ve )
f u GBP = 2.6m X 10° rads A, =35 x107- sink
Table 6.10  Charge amplification stage and sensor characteristics G, = 100

The results for the cases that OA1 and OA2 are sinking current and sourcing

current are given in Table 6.11 and Table 6.12 respectively.

A, = 1.4 x 10® — sourcing
R 160 170
A, 1 0.999
A, —ideal 1 1
o 1500s 1.5 x 10°s
Tq — ideal = RyCy 1500s 1.5 x 10°s
Tr 4.001us 4.001us
T, — ideal = 2R;C, 4us 4us

Table 6.11  Decay time constant, rise time and gain factor (sourcing) G, = 100
A, =3.5% 107 — sinking
Ry 16N 1T0
A, 1 1
A, —ideal 1 1

T4 1500s 1.5 X 10°%s

T4 — ideal = R¢Cy 1500s 1.5 X 10°s
T, 4.001us 4.001us

7, — ideal = 2R,C, 4us 4us

Table 6.12

Decay time constant, rise time and gain factor (sinking) G, = 100

It can be seen from Table 6.8 and Table 6.9 that setting G, = 10 is sufficient

to ensure the decay time constant, 7, is high enough to meet the required response

specification for Ry = 1T when the dielectric insulation resistance is reduced to
R, = 100M{2. From Table 6.11 and Table 6.12 it can be seen that increasing the
gain enhancement to G, = 100 further improves the response by increasing 7, and

reducing 7, toward the ideal values thus ensuring immunity to a reduced sensor

148



dielectric resistance, and immunity to a reduced sensitivity in the signal response to
variations in the typical data sheet values of A, and GBP. It can therefore be stated
that if R, is significantly reduced to R, = 100M{2, and large feedback resistances of
Ry = 1T are used at the charge amplifier stages, then the signal conditioning decay
time constant specification is adequate to meet the required signal conditioning
specification when the gain enhancement factor is set to G; = 10. The response is
further improved toward the ideal response given by Equation 6.6 when the gain

enhancement factor is set to Gy = 100.

6.4 Op-amp drift and offsets
6.4.1 Initial considerations

All signal conditioning amplifiers exhibit drift that leads to a steady state DC
output voltage component even in the absence of an input signal. This output voltage
appears as an offset that increases or ‘drifts’ over time and adds to the measured
signal. The drift originates from two main sources: a mismatch in transistor and
resistor components due to manufacturing tolerances, and bias currents that exist at
the inputs to semiconductor components such as transistors and op-amps. The
presence of 1/f noise, also called pink noise, will also result in a slow drift in the
output voltage over long periods [107]. However, for the specified required eight
hours of operation, 1/f noise drift is insignificant and can be safely ignored. In
charge-mode signal conditioning amplifiers, these components result in a small and
almost immediate output voltage offset component in addition to a steady drift in the
output voltage over a time period of the same order of magnitude as the amplifier
time constant. It is therefore necessary to ensure that the maximum drift over the
measurement period is limited to avoid significant error in measurement.

In circuits constructed using op-amps, the specifications required to allow
analysis of drift and offset voltage are the input referred offset voltage denoted V,,,
which is due to manufacturing tolerances, the input offset bias current denoted by
ip—os = (i — if), which is the difference between the bias currents at the inverting

and non-inverting terminals, and the bias current at the non-inverting input denoted

149



by if. In the following analysis, the steady state and transient output offset or ‘drift’
voltages for the differential charge-mode amplifier design schematic shown in Figure
6.1 for two different sensor insulation resistances denoted R,, are calculated. The low
frequency resistivity of PZT-5H at 25°C is greater than 10*1Qm [103] and therefore
by using the area of the electrodes A; = 2.6 x 10~*m? and thickness of the PZT-5H
given by 1, = 0.23 x 1073, the dielectric resistance can be estimated at greater than
90GQ. A nominal value of R, = 9062 was therefore assumed, while a value of
R, = 100M2 is used to consider the possibility of degradation in R,, as described in
Section 6.2.4. The op-amp specifications used are taken from the published Texas
instruments LMC6081 op-amp data sheet. The ESD resistors denoted by R, are

much smaller than R,, and are henceforth ignored.

6.4.2 Op-amp bias currents

Inverting input bias currents i,

The input bias current specifications given for all op-amps are modelled as
flowing from the inverting and non-inverting inputs to ground. Equation 6.25 and
Equation 6.26 give the steady state output voltages of OAL and OA2 due to the non-
inverting input bias currents where i;; and i,, are the bias currents at the inverting
inputs of OA1 and OAZ2 respectively, Rf; and Ry, are the feedback resistances at
OA1 and OAZ2 respectively, and 4, and A,, are the open loop DC gains of OA1 and
OAZ2 respectively. The values of Ry and A, for each charge amplifier stage are

initially assumed to be different to allow for component tolerances.

. ApqipyRrp—Aysip R . ipo—ip1 )R
VOAl—il; = lblRfl + Rf;)lA b ff?p sz B ]:1 = [l’blRf + %‘ (625)
EAvﬁ(—Avﬁl)sz E vt Ay =Ay,=A,
Rfl_RfZ_Rf
VOAZ—i; = il;zsz + R;lfszlRfl AAv1lb2Rf2 — [il;ZRf +(ngj¢] (6.26)
Rps v2+(R_Av2+1>Av1 RVT2 Ay =Ay=4,
RflzRfZ_Rf
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The charge amplifier output is proportional to (Vom—i; - VOAz—i,;) and it is
therefore necessary that the output voltage due to the input offset voltage is kept
small enough to avoid error. While it is important that (V0A1—i,; - VOAz—i,;) is small,
it is equally important that both Vp 4, and Vp4,-;; are also sufficiently small to

avoid curtailment of the available measurement range at OA1 and OA2.

Non--inverting input bias currents i}

Equation 6.27 and Equation 6.28 give the steady state output voltages of OAl
and OAZ2 respectively due to the non-inverting input bias currents. The terms i;;; and
i}, are the bias currents at the non-inverting inputs of OA1 and OA2 respectively,
and R, and R, are the voltage divider resistances between the non-inverting
terminals and local ground ‘seen’ by the non-inverting input bias currents
respectively. R, and R, are given by R, = a’(Rdlu_1 +(1- a)Rpot_l) = Ry1/2
and Ry, = b’(Rdlu_2 +(1- b)Rpot_Z) = R,;,1/2 where Ryy,,—1 and Ryq,—, are the
upper voltage divider resistors of the voltage dividers, R,,.—1 and Rp,.—, are the
potentiometers between the upper and lower voltage divider resistors, a and b are the
resistance fractions of Ry,.—; and R,,._, respectively, and a’and b" are the overall

resistance fractions of the voltage dividers. These terms are described fully in Section
6.4.5.

e, A i (it i+ At
Ay i}, Rp+Ay1 A (i Ra—if,Rp)—Ap2if, Ra

— it _
Voar-if = ~ip1Ra

R
f2 ~ Rp ~ ~
——Ap1+| —Ap1+1 A
Rf1 v1 <Rf1 v1 > v2
.o ~ .4 L+ L+
~ .4 ip2Ro+Av(ig1Ra~if,Rp) =141 Ra
= lblRa + RpA\ +2 (627)
Ry v Ap1=Ap2=4y
RflzszzRf
v = —i* PR _ AvaipiRat+Av1 Az (if2Rp—if1Ra)~Av1if,Rp
042-i} b21p Rre (Fos o\
Rf2 v2 Rf2 v2 v1
PES ~ 4 PER PES
~ . ip1Ra+Av(ip,Rp—ip1Ra)=ip2Rb
= — lbsz + Rpj +2 (628)
Rp"V Ap1=Apz=4Ay
Rf1=Rpa=Ryg
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Total bias currents i,

The maximum output voltages due to the bias currents occur when the
feedback resistors and open loop gains are equal and maximal such that 4,, = 4,, =
A, =1.4x10° and Re1 =Rppy = Ry = (1+5%)T0 or (1+ 5%)GR2 (maximum
tolerance values). Setting these values therefore represents a worst-case scenario.
Letting R, = R, = R41/2, the total steady state output voltages at V,4,and V4, due
both the inverting and non-inverting input bias currents are given in terms of the
input bias current and input offset bias current specifications by Equation 6.29 and
Equation 6.30 respectively. The terms ip,_os = (ip; — if1) and ipz_os = (ipp — if2)
are the input offset bias currents of OA1 and OAZ2 respectively, and i}, and i}, are
the input bias currents of OAL and OA2 respectively.

M(i—?ﬁ,,ﬂ)—%ﬁ,,(i—?ﬂ)

— i+
Voai-i, = lp1—osRr + ip1 Ro: .
oAy

. . . R ~
(lbz—os_lbl—os)Rf"'l;z (Rf"'%Av)

o (6.29)
Rf v
p di1 14
. I )
Voaz-i, = lp2-osRyr + ip2 Xp4,+2
R A
f
. s j R A
(lb1—os_lb2—OS)Rf+l;1(Rf+%Av) (6 30)

R

p ~
—EA,+2
Rf

The following analysis considers two cases of the amplifier output voltages
generated by the input bias currents: when the inequality Rs;,/R, < A,y is true
and when it is false. PZT materials exhibit high DC resistivity at room temperature
[103],[106] such that for the values of Rf;, used in the amplifier design,
Re1/Ry < A, and Rez/R, < A,, are always true over the temperature range of
interest. However, consideration of a significantly reduced dielectric resistance R,
such that Rry /R, < 4, and Ry,/R, < A, are false which would be the case for

example if high feedback resistances Ry were used and the insulation resistance of
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the PZT-5H sensor patch R, was significantly degraded by for example exposure to
moisture or cracking as discussed in Section 6.3.2.

When R¢1/R, < A, and Rez /Ry < A,, are true, the approximations
A, A,, - o can be made and it can therefore be seen that Equation 6.29 and

Equation 6.30 reduce to Equation 6.31 and Equation 6.32 respectively.
. . R R .+ R R
V0A1—ib = lbl—ost + ll;l)_l [Rf - % (R_; + 1)] + lz_:z %(f)
= Rf(ibl—os + ith)Rdl«Rp, Rf = Rf(il;l)Rd1<<Rp,Rf (6.31)
. . R R .+ R R
Voaz—iy = ib2-osRy + 15, [Rf - % (R_: + 1)] +ip %(R_::)
= Re(ipz—os t+ igz)Rdl«Rp, Rf = Rf(il;z)Rdl«Rp,Rf (6.32)

It can be seen from Equation 6.31 and Equation 6.32 that the steady state
output voltage due to the bias currents i}, and i, respectively can be negated by
selecting the voltage divider resistors R;; equal to twice the value of the parallel
combination of R; and R, such that R4y, = 2R:R,/(Rs + R,) = 2R,,. However, it
can be seen from Equation 6.31 that negating the i}, bias current term in this way
has the consequence of increasing the offset voltage due to iy, to i, R, and therefore
for the case that i}, = i;;, no overall reduction in offset voltage is gained.
Furthermore, selecting a large value of R;; = 2R, for the four voltage divider
resistors with the low tolerance required would be both expensive and incur an
unacceptably long V,../2 bias voltage rise-time of C,R;,/2 = 12 hours.

Noting that for the amplifier design, Rq; < R,, Rg1 K Ry, and C,, < Gy, the
corresponding output voltages including the voltage drift with respect to time are
therefore approximated by Equation 6.33 and Equation 6.34 where as before the
nominal value of C is used such that Cry = Cp, = Cr. Since the time constant
R, C,, /2 formed by the noise reducing capacitor (C,, = 0.47uF) and voltage divider
resistances (R;; = 100kQ) is approximately 0.02s, the effect of C,, on the output

voltages is vanishingly small and is therefore neglected.
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t

~ “RC . .4
Voai-i, = Ry <1 —e f) (ib1-0s + Ip1)Rgs <Ry, Ry

(6.33)

t

~ "ReC . .4
Voaz-i, = Ry <1 —e f) (ip2—os t+ lbz)Rdl«Rp, Rf

(6.34)

The maximum offset voltages due to the bias currents that can be expected at
t = 0 and in the steady state in the case of R = (1 + 5%)G2 and, at t = 0, in the

steady state and after 8 hours of transient drift in the case of Ry = (1 + 5%)T12 are
shown in Table 6.13. The nominal values of C, = 20nF and Cr = 1.5uF are

assumed for the transient drift calculation. The LMC6081 op-amps used in the
unipolar designs have a very low typical bias current of approximately 10fA and

offset bias current of approximately 5fA.

R, = 90GQ, ip12-0s = 5fA, ij1, = 10fA
B = Rre = Ky 1.0560 1.05T0
) 1.05G1) ) 1.05T | 1.05T1)
steady steady
t=0 t=8hr| t=
Bias current drift state state
Maximum Vpay_, 0.016mV ~ 0V 15.75mV | 0.285mV | =~ 0V
Maximum Vg, 0.016mV ~ 0V 15.75mV | 0.285mV ~ 0V

Table 6.13  Expected maximum voltage drift at R, = 90G{2 due to bias currents

It can be seen from Table 6.13 that the magnitude of the maximum drift
voltages at the outputs of OA1l and OA2 after a typical 8 hour sensor operating
period with Ry = Ry, = (1 + 5%)T42 are given by 0.285mV, while the steady state

drift voltage with R¢; = Rp, = (1 4+ 5%) G2 (maximum tolerance value) are given

by 0.016mV. Since the sensitivity of the sensor and amplifier when used to measure

temperature is 0.15V /K, then with R¢; = R, = (1 4+ 5%)T2 a measurement error

of less than 2.6mK can be expected at t = 8 hours, while it can be seen that the

steady state drift voltage is negligible with R¢; = Ry, = (1 + 5%)GAQ. It is therefore

154



clear that the resulting voltage offsets are insignificant and may be ignored when
R, = 90GQ.

When R;/R, < A, is not true, then the approximation A, — oo cannot be
made and Equation 6.29 and Equation 6.30 must be used directly. Equation 6.35 and

Equation 6.36 give the corresponding time dependent voltage drifts due to the bias

currents and offset bias currents.

t
Voai-i, = Ry (1 —e Rfcf) Ip1—os T

t t 1 2
— n —— | ==
1—e &6 |4+ 221 _, Cf<Rf AvRv> i
(AyRp+2Ry) 1
t 1 2 t 1 2
— =t A —{=—+=
— % [e Cf<Rf Apr) + AV(RP+Rf) <1 —e Cf<Rf Ava>>] i+

R
s
2

(AyRp+2Ry) b1

R
s
2

t . tf{1, 2
“ReC AyRp _C_<R_+;1 R > . . .y
(1 —e f f) — —(A,,Rp+2Rf) (1 —e “f\7f TP (ip2—0s — Ip1-0s T ipy)

k[ (G0 St o &)
+—t (‘p)e fRp Aoke) 21— P\RF ARe) G (6.35)

t tf1 2 i
N |
(1) 0 e (e Hirs)

_efa, 2\ R
_Rar | TR ARy ) Ay(Rp+Ry) 1 — e CF\Rf AuvRp
(AyRp+2Ry)

t R tf1 2 ]
“RsC AyRp _C_<R_+Zi R ) . . Lt
(1 —e f) ~ Gory+2R)) 1—e "I\ ) M (ip1—os = ip2—0s + ip1)

() )y (ot
4+ B (C_P)e f\Rf AvRp) 4 VT (1 _ g Cf\Rf AvRp it (6.36)

2 E (AyRp+2Ry)
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The second and final terms can be neglected since R;; < R, and €, < Cf

and therefore Equation 6.35 and Equation 6.36 can be reduced to Equation 6.37 and
Equation 6.38 respectively.

t
Voai-i, = Ry (1 —e Rfcf) lp1—os T

_ . ) Cifa ] 5 ;
+R_f (1 —e Rfo) + AVRp (1 —e Cf<Rf+AVRp>> lg_l

(AyRp+2Ry)

I ¢ tf1 2 i
R - A,R —_<_+A > ) . .
+-L (1 —e Rfcf) #<1 —e “r\Fr AvRp ) (ib2—0s = ip1-0s + ip2)

- (AyRp+2Ry)

(6.37)

t
Voaz-i, = Ry (1 —e Rfcf) lp2—o0s T

(AyRp+2Ry)

[ t " _tfa, 2 \\]
+2 (1 - e_Rfo> + &<1 —e Cf<Rf+?‘vRv>> i

i ¢ tf1 2 i
o am [ N
+7f (1 —e Rfcf) — #(1 —e “\Fr ARp ) (lbl—os —lp2—os T ll;'-l)

(6.38)

The maximum drift voltages due to the bias currents that can be expected at
t = 0 and in the steady state in the case of R = (1 + 5%)G2 and, at t = 0, in the
steady state and after 8 hours of transient drift in the case of Ry = (1 + 5%)T12 are

shown in Table 6.14 for datasheet specified typical values of the input bias current

and input offset bias current.
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R, = 100MQ, ip15_os = 5fA, ij,, = 10fA
81 =R =K 1.0560 1.0570
) 1.05G1 ) 1.05T | 1.05TN
steady t=0 steady t—8hr | =
Bias current drift state state
Maximum Vpaq_;, 0.016mV ~ 0V 15.75mV | 0.285mV ~ 0V
Maximum Vpa,_;, 0.016mV | =~ 0V 15.75mV | 0.285mV | =0V

Table 6.14  Expected maximum voltage drift at R, = 100M12 due to bias currents

It can be seen from Table 6.14 that the magnitude of the maximum steady
state drift voltages when R¢; = R, = (1+5%)GA2 is 0.016mV. This value of
feedback resistor is used for the experimental investigations described in Chapter 7
and since all experiment measurement durations are less than 3 minutes and the
magnitude of the offset drift voltage due to bias currents at 3 minutes is 0.0017mV,
the effect of the bias currents may therefore be neglected. The steady state drift
voltage after an 8 hour sensor operating period with R¢; = R, = (1 + 5%)T 12 rises
to approximately 0.29mV. Since the sensitivity of the sensor and amplifier when
used to measure temperature is 0.15V /K, it is clear that the resulting voltage offsets
are insignificant and that these may also be neglected. By comparing Table 6.13 and
Table 6.14 it can be seen that a reduction in R, does not result in a change in the drift
voltages. The drift voltages are insensitive, although not independent, of R,, over the
range 0 < R,, < oo. For the extremes of R, = 0 and R,, = o, with R = 1.05G/2, the
steady state and ¢ = 8 hour values of both Vj,4,_;, and Vj,,_;, are 15.75mV at
R, =0, and 0.285mV at R, = . The insensitivity of the output drift voltage to the
value of R, is due to the contribution of the bias currents at the inverting inputs of
OA1l and OA2, which are dominant and produce an output drift voltage that is
independent of R,,. The contribution of the bias and offset bias currents to the overall

drift voltages can therefore be neglected for all values of R,,.
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6.4.3 Op-amp input-offset voltages V ¢

The input offset voltages are modelled as voltage sources in series with either
the inverting or the non-inverting terminals of each of the op-amps. To comply with
convention, the polarity of I/, toward the non-inverting input is positive if referred to
the non-inverting terminal, while the polarity of 1/, toward the inverting terminal is
negative if referred to the inverting terminal. The value of input offset voltage V,
quoted in the data sheet for the LMC6081 has a typical value of 150uV that can
therefore be referred either to the non-inverting terminal as +V, or equivalently to
the inverting terminal as —V,,. While the published input offset voltage can be
considered relatively low, the current induced through R, and the sensing element
dielectric resistance R,, by the input offset voltages also flow through the feedback
resistors Ry resulting in output voltages at OAl and OA2. Since the feedback
resistors R, are necessarily large to achieve the required time constants, then if R, is
sufficiently low relative to Ry, a significant drift leading to a steady state output
voltage offset will occur. However, this drift can be negated using a voltage
compensation scheme if necessary.

The steady state output voltages of OA1 and OA2 due to V.., V,¢; and Vs,
are derived and given in the following analysis. The DC open loop gains denoted by
A, and 4,,, and the feedback resistors denoted by R¢1 and Ry, associated with the
single charge amplifier stages formed by OA1 and OA2 respectively are considered
to be different to reflect manufacturing tolerances. The input offset voltages of OA1
and OA2 are denoted by V,, and V,,, respectively and are also in general different
due to manufacturing tolerances. When R,, is small or R¢; and Ry, are large such that
the ratios Rr; /R, and R, /R,, approach the same order as the open loop gains then
the standard approximation A,,, A,; — oo cannot be made and the high steady state
voltage gain, mitigated in part by the finite open loop gain may nevertheless result in
significant output voltage offsets at the output of OAL and OAZ2.

As shown in Figure 6.1, voltage offset compensation, if required, is achieved
using two 25 turn 2500 trimmer type potentiometers Ry,.—q and Rp,¢—, at each of
the non-inverting inputs of OA1 and OA2 to provide fine adjustment of the bias
voltages applied to the non-inverting inputs of OAl and OA2. These trimmers
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provide voltage compensation of the input offset voltage; voltage compensation due
to the error in the bias voltage supplied by the voltage divider resistors R;; due to
resistor tolerances of +0.1%; and voltage compensation due to the difference in the
inverting input voltages of OA1 and OA2 due to tolerances in the values of the open
loop gains. The compensation scheme described above cannot in general be used to
compensate for drift due to the bias currents at the inverting and non-inverting inputs
of OA1 and OA2. However, as described in Section 6.4.2, since the LMC6081 op-
amps typically have very low bias current specifications, the bias current drifts are
insignificant and can be neglected.

The upper and lower voltage divider resistors supplying the non-inverting
input of OAL1 are denoted by Rgjq,-1 and Rgq;—4, and those supplying OA2 are
denoted by R,i,—» and Ryq;_, respectively to reflect that these are in general
different due to resistor tolerances. Denoting the proportion of R, appearing
between the non-inverting input of OAl and Ryq;—1 @S aRy,¢—1, and OA2 and Ryq;—»
as bRy, Where a and b can take values between zero and one, then the steady
state output voltages of OA1 and OA2, denoted by Vi 41_0s and V45—, are given by

Equation 6.39 and Equation 6.40 respectively where a’ and b’ are given by:
a' = (aRpot—1+Rd1l—1)/(Rpot—1+Rd1u—1+Rdll—1)
b' = (bRpot—Z+Rdll—2)/(Rpot—2+Rd1u—2+Rd11—2)

Voai-os =

b’AU1+AU1AU2(a’—b’)—a’AUZ

Rfy Ry . ~
f2 14
—A +=—A4 +1)A
Req v1 <R 1 v1 ) v2

a’Vcc Vo + VCC+Voszgvl'i'gmgvz(Vosl—Vosz)—Vomi‘ivz (6.39)

Voaz—os =

a'Ayy+Ay1Ayy (b'—a’)-b' Ay Vo + Vos1Avz+Ay1Ayz Vos2—Vos1)—VoszAp1 (6 40)
gt (A1 Ay B2 gpt(RP Ay, 41 )4 '
v2 sz v2 vl sz v2 sz v2 V1

b’Vcc + Vosz +

The following analysis considers the two cases of the amplifier output
voltages generated by the offset voltages when the inequalities R¢; /R, < A,; and

Rfz/R, < Ay, are true and when they are false. All PZT materials exhibit high DC
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resistivity such that for the values of Rgy, used in the amplifier design,
Re1/Ry K A, and Rer /R, < A,, are always true. However, consideration of a
significantly reduced R, such that Rs;/R, < A, and Rf,/R, K Ay, are false
which would be the case for example if high feedback resistances Ry were used and
the insulation resistance of the PZT-5H sensor element, R, was significantly
degraded by for example exposure to moisture or cracking.

When Ryi/R, < A, and Rf,/R, < A,, are true, the approximations

A, A,, - o can be made and it can therefore be seen that Equation 6.39 and

Equation 6.40 reduce to Equation 6.41 and Equation 6.42 respectively.

1A R 1A I R
Voa1-0s = a@'Vee + RL; (a -b )Vcc + Vos1 + RL:(Vosl - Vosz) (6-41)

I R 1A 1A R
Voaz-os = b'Vee + RL: (b —a )Vcc + Vosz + RL: (Vosz - Vosl) (6-42)

By correcting for voltage divider resistor tolerances at the non-inverting
inputs of OA1 and OA2 without compensating for the input offset voltage voltages
such that a’ = b’ = 0.5, Equation 6.41 and Equation 6.42 can be reduced to
Equation 6.43 and Equation 6.44.

VCC R
Voai-os = 5 + Vos1 + Rl;l (Vosl - Vosz) (643)
Vorz-os = &+ Vosz + L2 (Vosz = Vos1) (6.44)
0A2—-0s — 2 052 R 0s2 os1 '

When V,,, is precisely equal to V,,, and a’ = b" = 0.5, then Vyui_0s =
Vie/2 + Vo1 and Vpaa_os = Vee/2 + Vs, and the output voltages are limited to the
value of the respective input offset voltages and desired bias voltage. Since the input
offset voltage of the LMC6081 is typically equal to approximately 150uV with a
specified limit of 350uV/, then in this case no voltage compensation is required.
However, due to manufacturing tolerances, it cannot be assumed that (V,; — V,s2) IS
zero or close to zero.

The drift with respect to time can be estimated by considering that if the
amplifier is switched on at t = 0, then the voltages at the outputs of OAl and OA2,

that include the time-dependent drift due to the offset voltages, are given by Equation
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6.45 and Equation 6.46 respectively. A very short rise time in the drift components
that occur at switch-on due to the ESD R, resistors and the frequency dependence of

OA1 and OA2 are omitted for clarity.

_ ¢ ¢ A
Vec R "RfCrq C "Rf Crq

Voa1-os = > + Vos1 + RL; (1 —e€ Rflcfl) + C_;le Rrit (Vosl - Vosz) (6-45)
_ . ¢ A

v, =L Y 4[R2 (1 e Rz | 4 e RraCrz| (Vg -V, 6.46

0A2—os—7+ osZ+ E —e +C_fze ( 0s2 051) ( . )

It can be seen that at t = 0 there is an ‘immediate’ component of drift given
by (Cp/Cr1)(Vos1 — Vosz) at the output of OAL and (C,/Cr;) (Vosz — Vos1) at the
output of OA2. As t — oo the drift components at the outputs of OA1 and OAZ2 are
given by (Rr1/Rp)(Voss — Vosz) and (Rya/Ry)(Vesy — Vos1) Tespectively. Since
Cp K Cfq, Cr, the ‘immediate’ component can be neglected. The feedback resistors
Ry and Ry, have tolerances of £5%, and the typical limit values of V,5; and Vg, for
the LMC6081 op-amps are 150uV and 350uV respectively. The largest output
voltage swing due to the offset voltages is therefore given by letting the difference in
the voltage offset voltages be V,s; — V,5, = 200uV, and by allowing the values of
Rr; and Rg, to be equal and 5% greater than their nominal values. The nominal
values of C, = 20nF and Cr = 1.5uF are assumed for the transient drift calculation.

To achieve the necessary amplifier operating time constants for a continuous
measurement period of 8 hours with a specification of a maximum 2% signal decay,
and for use in laboratory measurements, feedback resistances with nominal values of
Ry = 1T and Ry = 1G12 respectively are required. The insulation resistance of the
PZT-5H sensor element is estimated to be greater than R, = 90G# which is
calculated using the estimate of the DC resistivity of PZT-5H discussed in Section
6.2 and the dimensions of the piezoelectric element. The maximum output drift
voltages that can be expected (excluding the bias voltage V,./2) in the steady state in
the case of R¢; = Ry, = (1 4+ 5%)GR2 and, in the case of R¢; = R, = (1 4+ 5%)TQ2

in the steady state and after 8 hours of transient drift are shown in Table 6.15.
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R, = 90G2, Vog; = 1504V, V,gp = 3500V

S 1.05G1 1.05TN
S;:ead 1.05GN S.tead 1.05TN2 | 1.05TN
Y t=20 Y lt=8mwrs| t=0
Drift voltage state state

Maximum Vo1 —-arife 245mV | 0353mV | 2.68mV | 0.395mV | 0.353mV

Maximum Vopp_gripe | —1.95mV | 0147mV | —2.18mV | 0.105mV | 0.147mV

Table 6.15  Expected maximum voltage drift at R, = 90G{2 due to Vsand Vg,

It can be seen that the maximum drift voltages after a typical 8 hour sensor
operating period with Rg; = Ry, = 1T02 (nominal) or in the steady state with
Rf1 = Ry = 1G0 (nominal) are less than 1mV. Since the sensitivity of the sensor
and amplifier when used to measure temperature is approximately 0.15V /K, it is
clear that the resulting voltage offsets are insignificant and that voltage compensation
is not required for either value of feedback resistor.

When Ry, /R, < A, and Ry,/R, < A,, are not true, the approximations
A,q, A,, = oo cannot be made. This would be the case for example if high feedback
resistances Ry were used and the insulation resistance of the PZT-5H sensor patch R,
was significantly degraded by for example exposure to moisture or cracking. From
Equation 6.39 and Equation 6.40 it can be deduced that the maximum offset drifts at
OA1 and OA2 occur when both of the open loop gains are equal and maximal such
that A,, = 4,, = A, = 1.4 x 10°, Equation 6.39 and Equation 6.40 reduce to
Equation 6.47 and Equation 6.48 respectively.

b'-a'+A4,(a’-b’ Vos2—Vos1+Ay(Vos1 =V,
VOAl_OS — al‘/cc + 1/051 + - V}g )I/CC + 0S2 ;Sl UR 0s1 OSZ) (647)
(—pﬁv+£+1> (—pﬁv+£+1>
Rr1 7 Rpa Rpr 7 Rp1
1% =b'V v al_b,""‘iv(bl_a’)v Vos1—Vos2+Ay(Vos2—Vos1) 6.48
0A2-0s — cc + 0s2 + R R cc + R R ( : )
(—p Ay +-L+ 1) (—pﬁv+£+ 1>
Rp2 ™ Rp2 Rp2 ™ Rf2

As before, correcting for the voltage divider resistor tolerances at the non-

inverting inputs of OAl and OA2 without voltage offset compensation such that
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a’' = b’ = 0.5, Equation 6.47 and Equation 6.48 can be reduced to Equation 6.49 and
Equation 6.50 respectively.

— |4 VOSZ_V051+AV(VOSI_VOSZ)
VOAl—os - % + Vosl + Rp - Rpy (649)
—Ap+=—+1
(Rfl Y Ry >
— Vee Vosl_Vosz+Av(Vosz_Vosl)
Voaz—os = Py + Vosz2 + Rp - Rf1 (6.50)
(—pA,,+—+1>
Rz " Rf2

The maximum voltage drift occurs when Ry = Rr, = Ry are 5% above the
nominal values. Letting Ry = Ry, = Ry, Equation 6.49 and Equation 6.50 reduce to

Equation 6.51 and Equation 6.52 respectively.

V Vosz=Vos1+Av(Vos1—Vos2)
oo = 5+ Vo S e (651)
Pi,+2
R
f
_V Vos1—Vos2+Av(Vos2—Vos1)
VOAZ—OS - f + VosZ + == OERP N ) (6-52)
——Ap+2
R v
f

Equation 6.53 and Equation 6.54 approximate the corresponding output

voltages, including the voltage drift due to the offset voltages with respect to time.

Voai-os =
A\ R t ( 1 + 2 c t 1 + 2
Vee Y [ 11— CF\Rr AvRp p, Cr\Rf AvRp —
2 + Vosl + (/T,,Rp+2Rf) <1 e + Cf e (Vosl Vosz)
(6.53)
Voaz-os =
inr t<1 L2 c ef1, 2
Vee vRyf _ o Cf\Rf AyRp v, Cr\Rf ARy _
2 + Vosz + (Ava"'ZRf) (1 e + Cf e (Vosz Vosl)

(6.54)
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As in Section 6.4.2, it can be seen that at t = 0 there is an ‘immediate’
component of drift given by (C,/C;)(Vos1 — Vis2) at the output of OAL and
(Cp/Cr)(Vosz — Vo) at the output of OA2. As ¢t — oo the drift components at the
outputs of OAL1 and OA2 are given by +(A,R;/(A,R, + 2R;))Voss — Vosz)
respectively. Since C, < C¢ this ‘immediate’ component can, as previously, be
neglected. As above, the difference in the offset voltages is assumed to be V,4; —
Vos2 = 200uV and the feedback resistors Ry are assumed to be 5% greater than their
nominal values to achieve the maximum voltage drift. The nominal values of
Cp, = 20nF and Cr = 1.5uF are used for the transient drift calculation.

The piezoelectric element is now assumed to have a lower insulation
resistance of R, = 100Mf to simulate the effect of insulation resistance
degradation. The maximum output drift voltages that can be expected (excluding the
bias voltage V../2) in the steady state and, in the case of Rr; = Rf, = Ry =
(14 5%)TR in the steady state and after 8 hours of transient drift are shown in
Table 6.16.

R, = 100M02, Vo5, = 1504V, Vg, = 3504V

BB =8 osea 1.05T
) 1.05G1 ) 1.05T | 1.05TN

steady steady

t=20 t = 8hr t =

Drift voltage state state
Maximum Voay_grise | 245mV | 0353mv | 2.07V 38.4mV | 0.353mV
Maximum Vo az_arife —1.95mV | 0.147mV —2.07V | —=37.9mV | 0.147mV

Table 6.16  Expected maximum voltage drift at R, = 100M{2 due to V,5;and Vs,

It can be seen from Table 6.16 that when R, = 100M{2, the maximum drift
voltages after a typical 8 hour sensor operating period with Ry = 1T (nominal)
are significant. The sensitivity of the sensor and charge-mode conditioning amplifier

when used to measure temperature is 0.15V/K and therefore using Ry =

1T (nominal) feedback resistors, a measurement drift error of approximately

0.25K will occur at the end of an 8 hour measurement period. It is clear that
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replacement of the piezoelectric sensor element is necessary in this case.
Alternatively, the use of voltage compensation will mitigate the increasing drift
voltage over the measurement period. Lower values of R,, will result in a greater drift
with the drift following an approximately inversely proportional relationship to R,,.
The output voltage of OA3 due to the input offset voltage V,s; is given by
Voas—os = Vos3(1 + R3/R,). Since the ratio of R; and R, is given by R;/R, = 0.5
for the difference amplifier gain of G = 0.5, then Vj,3_,s IS typically less than

0.3mV and can therefore be neglected.

6.4.4 Bias voltage drift

It can be seen from Equation 6.39 and Equation 6.40 given in Section 6.4.3
that a similar drift in the DC bias at the outputs of OA1 and OA2 will occur for the
general case that separate voltage dividers are used at OA1 and OAZ2. In this case the
bias voltages are uncompensated such that a’ # b’ due to the voltage divider resistor
tolerances of +£0.1%. While this is small, a significant offset voltage may develop at
the amplifier output when R¢; /R, and Ry, /R, are large. By inspection of Equation
6.39 and Equation 6.40, the steady state DC bias voltages at the outputs of OA1 and
OAZ2 can be written as Equation 6.55 and Equation 6.56.

] b’A\pl‘FA\plA\pz(a’—b,)—aIA\yz

Voai-pcbias = @ Vee Rﬂg NETUY Vee (6.55)
Rp vt \Rp A0t v2
I» N N ! ! I a2
! a Av2+Av1Av2(b —a )_b Ap1
VOAZ—DC bias — b Vcc + R R Vcc (656)
LRy A yp+1 Ay
sz sz

The worst case values for the voltage divider fractions are a’ = 0.5005 and
b' = 0.4995 or vice-versa. As before, the maximum offset drifts at OA1 and OA2
occur when both of the open loop gains are equal and maximal such that A,; =
A,=4,=14x10° and Ry = Rp; = Rp = (1+5%)TR. The bias voltages
given by Equation 6.55 and Equation 6.56 therefore reduce to Equation 6.57 and
Equation 6.58 respectively.
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b'-a'+A4,(a’-b")

Voai-pc pias = @ Vee + W cc (6.57)
LA +2
R
, a'-b"+4,(b'-a’)
Voaz-pc bias = b'Vee + ——F——~— Ve (6.58)
<R—”A,,+2>

When R¢/R, < A, is true, the approximation A, — o can be made and

therefore Equation 6.57 and Equation 6.58 reduce to Equation 6.59 and Equation
6.60 respectively.

1A R 1A 1A
Voa1-pc bias = @' Vee + R—;(a — b))V, (6.59)

I R 1A 1A
Voaz-pc bias = b'Vee + é(b —a)Ve (6.60)

The corresponding output voltages including the voltage drift with respect to
time is approximated by Equation 6.61 and Equation 6.62 respectively where, as

previously, the nominal value of Cr is used such that C¢; = Cr, = Cy.

] . ¢ -

Voai-pc pias = @'Vee + %(1 —e Rfcf) + E_Ze frerl (a' - b")Vc (6.61)
- e Lt

Voaz-pc bias = b'Vee + R_;<1 - € Rfcf) + C_:e Rl (' = a' )V (6.62)

The maximum DC bias offset voltages that can be expected (excluding the

bias voltage V../2 = 2.5V) at t = 0 and in the steady state in the case of R, =
(1+5%)GN and, at t = 0, in the steady state and after 8 hours of transient drift in

the case of R, = (1 +5%)TR are shown in Table 6.17. The nominal values of

Cp, = 20nF and Cy = 1.5uF are used for the transient drift calculation.
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R, =906, a’ = 0.5005, b’ = 0.4995
81 =R =K 1.0560 1.0570
) 1.05G0 ) 1.05T0 | 1.05TN2
steady t=0 steady t=8hr | t=
Bias voltage offset state state
Vece
Maximum Vya1_pc vias — - 2.56mV 2.57mV 60.8mV 3.62mV 2.57mV
. Vee
Maximum Voas-pcpias =~ | —2.56mV | —2.57mV | —60.8mV | —3.62mV | —2.57mV

Table 6.17  Expected maximum voltage drift at R, = 90G2 due to bias voltage

It can be seen from Table 6.17 that the magnitude of the maximum drift
voltages given by (3.62 — 2.57)mV after a typical 8 hour sensor operating period
with Ry = 1T (nominal) is approximately 1mV, and when Ry = 1612 (nominal)
the steady state drift voltage is slightly less than the voltage offset due to the resistor
tolerances at t = 0. Since the sensitivity of the sensor and amplifier when used to
measure temperature is 0.15V /K, it is clear that the resulting voltage offsets are
insignificant and voltage compensation is therefore not required for either value of
feedback resistor when R, = 90Gf2. When Ry = 162 (nominal) the magnitude of
the drift voltage in the steady state is given by (2.57 — 2.56)mV = 0.01mV. This
drift is insignificant and therefore bias voltage compensation is not required.

When R;/R, < A, is not true, such as may be the case for if high feedback
resistances Ry were used and the insulation resistance of the PZT-5H sensor patch R,
was significantly degraded by for example exposure to moisture or cracking, then the
approximation A,, — oo cannot be made and Equation 6.57 and Equation 6.58 must
be used directly. Equation 6.63 and Equation 6.64 approximate the corresponding
output voltages, including the voltage drift due to the offset voltages with respect to

time.

Voai-os =

R _tf1r. 2 L
AyRy (1 e Cf(Rf+Ava>> + 2—?6’ Cf<Rf+AvRP>] (a/ _ b’)Vcc (663)

, ———————————————
a Ve + [(/TURP+2Rf)
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Voaz—os =

A},Rf

b'Vee + (AyRp+2Ry)

t 1 2 t 1 2
(1 —e Cf<Rf+7‘va>> + E—’;e Cf<Rf+74va>] (' —a")V,. (6.64)

The maximum DC bias drift voltages that can be expected, excluding the bias
voltage V../2 =25V, at t=0 and in the steady state in the case of Ry =

(1+5%)G0 and for the case of Ry = (1+5%)T2 at t =0, after 8 hours of

transient drift and in the steady state are shown in Table 6.18.

R, = 100Mf, a’ = 0.5005, b’ = 0.4995

& = Fe = 1.05G0 1.05T

) 1.05G1 ) 1.05T | 1.05TN
steady steady

t=0 t = 8hr t =

Bias voltage offset state state
Vee 51.7v

Maximum Vpa1_pc pias — - 55mV 2.57mV Limit 5V 0.95V 2.57mV
Vee =517V

Maximum Vosz-pcvias ==~ | ~55mV | =2.57my || <095V | —2.57mV

Table 6.18  Expected maximum voltage drift at R, = 100M{2 due to bias voltage

It can be seen from Table 6.18 that the magnitude of the maximum drift
voltages after a typical 8 hour sensor operating period with Ry = Rg, =
172 (nominal) are approximately 0.95V. Since the sensitivity of the sensor and
amplifier when used to measure temperature is 0.15V /K, it is clear that the resulting
voltage offsets are significant and that a significant measurement error that increases
to approximately 6K over an 8 hour measurement period will be incurred.
Replacing the sensor element or applying voltage compensation is therefore
necessary in this case. When Ry; = Ry, = 1G{2 (nominal) the steady state drift
voltage is limited to 55mV. At typical experimental measurement times of less than
3 minutes, the magnitude of the drift voltage is insignificant at (8.23 — 2.57)mV =

6mV and therefore in this case bias voltage compensation is not required.
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6.4.5 Voltage drift compensation

Under normal operating conditions such that R, = 90G#2 for the PZT-5H
sensor patch, voltage compensation using R,,.—; and Ry,.—, serves the purpose of
allowing compensation for the voltage divider resistor tolerances to ensure that the
bias voltages at the outputs of OA1 and OA2 are precisely equal to V../2. However,
under the circumstances of a reduced R, described in the sections above, it can also
be used to simultaneously negate voltage drift by correcting for the input offset
voltages and the effects of other component tolerances if necessary. Defining the
fractions of Ry, and R,,._, between the non-inverting inputs of OA1, OA2 and
Rg41:1-1, Rg1;—, respectively required to achieve voltage compensation such that
Voar—os and Vpaz_os = Vee/2 @S acRpor—1 and beRyor—, respectively, then a., b,
and the corresponding a. and b, are given by Equation 6.65 to Equation 6.68
respectively, where R,;,, and R,4q; refer to the upper and lower voltage divider

resistors shown in Figure 6.1 respectively.

1, (Rgiu-1—Ra1i—1) , (Rpot—1*+Raru-1+Ra1i-1) (Vec—2Ap1Vos1

ac — _+ diu—1 dil-1 + 14 cC A viVos (665)
2 2Rpot-1 2Rpot-1 Ap1Vee
1 (Rgiu—2—Rd11-2) Rpot—2+Ra1u—2+Ra1i-2) (Vec—244,V,

bc =-4 diu—2 dil-2 + ( 14 u ) cc ,\ v2VY0s2 (6.66)
2 2Rpot—2 2Rpot—2 Ap2Vee
1 1 V

ah =14 2 _You (6.67)

2 2441 Vee

p=24 - T (6.68)

2 24, Vee

If V.. <A, V,s; and V., < A,,V,s, are true such that the assumptions
A,, —» o and A,, — oo are valid, then Equation 6.65 to Equation 6.68 can be

written as Equation 6.69 to Equation 6.72 respectively.

a. = 14 Raru-1=Ras-y) (Rpot-1+Ra1u-1+Ra11-1)Vos1 (6.69)
2 2Rpot-1 VecRpot-1

b, = 1 + (Rd1u-2—Rd1i-2) _ (Rpot—2+Rd1u—2+Rd1i-2)Vos2 (6.70)
2 2Rpot-2 VecRpot—2
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a, = 1_Vosa (6.71)

2 Vec
bl = % — VV_ (6.72)

It can be seen that Equation 6.69 to Equation 6.72 are independent of R, R¢q
and Rg, which is a direct result of the required voltage compensation reducing the
current flowing through R, R¢; and Ry, to zero. It is however neither necessary nor
practical to directly measure the open loop gains, input offset voltages, potentiometer
resistances, and voltage divider resistances required to determine a. and b..

The practical procedure employed allows the offset drift voltages to be
significantly reduced where required. This method involves first adjusting both
potentiometers R,,.—; and R, to the central stop such that a = b = 0.5 and
removing the feedback capacitors Cr; and Cy, to exclude drift and observe the steady
state output voltage offset directly. Measuring the voltages at the inverting outputs of
OALl and OA2 using an oscilloscope, the potentiometer R,,._; is then adjusted until
the oscilloscope measures precisely V../2 at the output of OAL. This is then repeated
for R,,c— until the oscilloscope measures precisely V../2 at the output of OA2.
However, since the voltage at the output of OA1 is now changed, this procedure is
repeated for several iterations until the output voltages at OA1 and OA2 are equal to
V../2. At the end of this process, both the outputs and voltages at the non-inverting
inputs of OAL and OA2 are equal to V../2 and the current through the feedback
resistors Ry and Ry, must therefore be zero. The currents through R, and the sensor
are therefore also zero. The effect of voltage drift caused by component
manufacturing tolerances and the input offset voltages is therefore significantly

reduced.

6.5 Sensor and signal conditioning noise
6.5.1 Initial considerations

The noise due to Johnson, Shot, and 1/f noise sources produced by the

resistors and semiconductor op-amps used in the charge amplifier designs result in an
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output noise that limits the maximum signal resolution possible at the amplifier
output. It is therefore important to estimate the total output mean squared noise
power to ensure the SNR (signal to noise ratio) is sufficiently high to ensure
sufficient signal resolution. This problem was investigated by developing a noise
model of the unipolar amplifier shown in the schematic of Figure 6.1 to estimate the
best achievable SNR at the amplifier output for a sensitivity of approximately
0.15V /K and a 1K temperature change. Finally, the minimum temperature that can
be measured in the presence of the RMS noise, and in the presence of the ADC

(analogue to digital converter) quantisation noise are considered in Section 6.5.5.

6.5.2 Theoretical considerations and methodology

All noise sources, Johnson noise, 1/f noise and Shot noise are assumed to be
Gaussian random variables with the Johnson noise in external resistive components
being modelled using either Thevenin or Norton equivalent circuits. The Thevenin
equivalent is modelled as a noiseless resistor R in series with a mean squared noise
voltage denoted by |v,,|2 where v, is the instantaneous noise voltage and the Norton

equivalent is modelled as a noiseless resistor in parallel with a mean squared noise

current [1,,|2 = [v,]2/R?. The mean squared noise voltage is also called the mean
noise power and is defined as the power dissipated across a 112 resistor.

The two-sided PSD (power spectral density) of Johnson noise is given by
Sjy(w) = 2RK6 in voltage source form or S;;(w) = 2K68/R in current source form
where R is the resistance, K is Boltzmann’s constant and 6 is the absolute
temperature. Shot noise, which is prevalent in semiconductor devices, is caused by
qguantum effects in a small electrical current that cause current fluctuations. Shot
noise is modelled as a current source, and has a two-sided PSD given by S;(w) =
I,q. where I, is a semiconductor input bias current and g, is the charge on an
electron. For the case of an op-amp, there are bias currents at both inverting and non-
inverting inputs. Finally, the 1/f noise, which is modelled as a voltage source, has
one-sided PSD given by S; /¢ (w) = Ay /r/w Where Ay is a constant that is device

specific.
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While the following analysis considers resistor Johnson noise, the
mathematical results are general and are equally valid for application to shot noise
and 1/f noise sources where the approximation of Gaussian noise (AWGN) is valid.
Assuming that Johnson noise is approximated by AWGN, then the power spectral
density (PSD) denoted by S, (w) due to Johnson noise generated by a resistor, R is
given by S;,(w) = 2RK6 (W /Hz) which can be considered flat over the entire
frequency spectrum, where K is Boltzmann’s constant and 6 is the absolute
temperature. The equivalent mean squared current PSD is given by S);(w) =
2K6/R (W /Hz). For an infinite bandwidth, the associated autocorrelation function
is the inverse Fourier transform of S;,,(w) given by A;,(t) = 2RK65(r) where §(7)
is the Dirac delta function and t is the autocorrelation delay. The associated signal
power is given by the autocorrelation function at T = 0 and, as expected for an
unrealisable infinite spectrum has infinite power and an autocorrelation of zero
everywhere except at 7 = 0. The actual bandwidth of Johnson noise, B(Hz) is given
by B = KOm?/6h [108] where h is Planck’s constant and that at room temperature
(6 = 300K) yields B = 10.28THz.

Where the noise has a stated bandwidth and the cut-off is assumed to be
sharp, then the PSD is given by S;,(w) = 2RK6(U(w + 21B) — U(w — 21B))
where U is the Heaviside step function. The autocorrelation function can be found by
taking the inverse Fourier transform of the PSD as shown by Equation 6.73 for
general signals where A(t) is the autocorrelation, T is the averaging period, v(t) is
the instantaneous voltage, S(w) is the power spectral density and the superscript *
denotes complex conjugation. In the special case of periodic signals, T is the period
of the signal. The autocorrelation function of the bandlimited noise source is
therefore given by A;,(t) = F7{S),(w)} = 4RKOBsinc(2nBt) where F1
indicates the inverse Fourier transform. Setting T = 0, the associated mean noise
power is given by B, = A;,(0) = |v,|? = 4RKOB which can also be written as
2BS;,(w). The RMS (root mean squared) noise voltage is therefore given by
2vVRKOB, or in terms of RMS noise voltage per unit vVHz as 2vVRK6O. The
calculation of |v,|? above is equivalent to integrating Sjy(w) using Parseval’s

theorem for power signals, which is given by Equation 6.74.
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A(D)=limy o0 = f_*TT/j (v (t - Ddt = = [*7 S(w)e/ d w (6.73)
WP = A(0) = limr_e, 7 [ w@1dt = - [ S(@)d o (6.74)

The noise output PSD, denoted by S, (w) from an LTI (linear time invariant)
system denoted by H(w) to an input noise S(w) is given by Sy (w) = |H(w)|?S(w).
By substitution into Equation 6.74, the mean squared voltage at the output of the LTI

system |v,|? may therefore be found using Equation 6.75.

0,12 = — [ 7 |H(w)?S(w)d o (6.75)

With knowledge of the PSD for each of the noise sources, Equation 6.75 is
used in the following analysis to determine an estimate for the mean squared voltage
for each of the Johnson, 1/f and shot noise sources and ultimately to provide an
estimate for the signal to noise ratio at the amplifier output. The CMOS op-amps
produce all three types of noise that are specified as input referred voltage and
current noise PSD values. The input referred voltage noise contains both 1/f and
Johnson noise while the input referred current noise describes shot noise only. All
resistances are assumed to produce Johnson noise only, and all Johnson and shot
noise sources are assumed to be uncorrelated AWGN noise with an infinite flat
bandwidth and zero mean. The 1/f noise (or pink noise) sources are also assumed to
be uncorrelated and Gaussian but with a minimum frequency dependent on the
observation time. This lower limit is necessary since the operation of integrating over
w with limits that include w = 0 will yield an erroneous divergent result of infinite
noise power, and is justified by noting that true DC is unattainable since an infinite
observation period would be required to measure the mean squared noise voltage
down to w = 0. An industry standard rule-of-thumb for the minimum noise
frequency is taken as the reciprocal of the period of observation of the noise signal
which is normally taken as between 10s and 1000s. Taking the period of
observation equal to the required continuous period of sensor operation as 8 hours,
the rule of thumb minimum noise frequency limit can be stated as fin =
1/28800 Hz. The low frequency 1/f noise may be observed as a small signal drift

over time at the sensor output if the observation period is long enough. In the
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following noise analysis, the upper limit of frequency for the Johnson, shot noise and
1/f noise sources is taken as infinite. This choice simplifies the calculation of the
output mean noise power and is justified by noting that the actual noise bandwidths
are very much greater than would be passed by the H (w) transfer functions presented
to the noise sources that is, in any case, ultimately limited by the closed loop —3dB
cut-off frequency dictated by the op-amps.

Assuming an infinite noise bandwidth also gives a worst possible case
scenario, it being the case that the actual noise will generally be a negligible amount
lower than that estimated. The form of |H(w)|? is dependent on the position of each
resistance and op-amp input in the amplifier circuit and is found for each noise
source in turn using the principle of superposition by grounding all inputs and setting
all other noise sources to zero such that all other resistors and opamps are considered
noiseless.

The effect of noise attenuation due to the closed loop —3dB cut-off frequency
of the op-amps is taken into account by modelling the open loop gain A, (jw) with a
single pole at the open loop —3dB cut-off frequency w. such that A,(jw) =
A,/(1+ jw/w,) where 4, is the DC open loop gain specified in the LMC6081 op-
amp data sheet. Furthermore, since all noise sources can reasonably be considered as
independent and therefore uncorrelated to each other, the total mean squared noise
voltage at the output is obtained simply by adding the individual mean squared noise
contributions from each source together. The signal to noise ratio (SNR) is then
calculated from SNR = 10log(0.0152/]v,(£)[2) where [v,(t)[? is the total mean
squared noise voltage at the output due to all noise sources.

The following noise analysis refers to the unipolar charge amplifier schematic
shown in Figure 6.1 where the PZT piezoelectric element is modelled as a resistance
R, in parallel with a capacitance C, as discussed in Section 4.7 and as shown on

Figure 6.1 inset bottom left.
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6.5.3 Resistor Johnson noise sources

Johnson noise due to voltage divider resistors R ;1

The frequency-domain Norton equivalent noise currents produced by each of
the supply voltage divider resistors R4, is denoted mathematically by 7—"{1’Rd1 (t)} =
ir,, w) where ip  (t) is the instantaneous noise current, and the associated PSD of
the mean squared noise current is given by Sp (w)=2K68/R4,. The Fourier
transform F{ig,, (t)} is not defined for stochastic noise processes and is introduced
for mathematical purposes only.

Modelling the frequency dependent gain of OAl and OA2 as A,(jw) =
A,/(1+jw/w.), then the transfer function (Vpa1(jw) — Voaz(jw))/ir,, (jw) is
given by Equation 6.76 where C, is a noise reduction capacitance, GBP = A,w, is
the gain bandwidth product of the op-amps OA1 to OA3, which typically for the
LMC6081 is GBP = 2.6m X 10° rads™! (1.3MHz), and for the amplifier design,
C, < Cr, 1/R,C, K GBP, 1/R;C; < GBP, Ry KR, and Ry K Ry; and e=

\/(GBP/Z(I +2R,C,GBP))* — GBP(A,R, + 2R;)/((1 + 2R,C,GBP)A,R,RC;).

(Voa1(jw)-Voa2(jw)) _

iRdl(jw)
2Rf+R
. FtRp
GBP <]w+Rprcf>
. o GBP . GBP ) (6'76)
Cn(jw+2/CnRq1)(1+2RsCpGBP) jw.2(1+2RschBP) € ]w'2(1+2R5CpGBP)'€

The final difference amplifier stage Fourier transfer function is given by

Equation 6.77. Setting R;, = 2R,R3/R,, the closed loop gain common mode output
voltage is negated and the output voltage, V,,; is proportional to (VOAl(jw) -

Voa1(jw)) as required for sensor operation.

Rdz . N_(_R3 ;
GBPX<(2R1+Rd2)V0Az(}w) (R2+R3)VOA1(]OU)>

jw+GBP(R;_2R3)

Vourjw) = (6.77)

Setting Rz, = 2R, R3/R,, the output noise PSD at V,,; due to the Johnson

noise current ip () is therefore given by Equation 6.78.
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Sory, (@) =

2
2K8 of Rz \2[ o (?Rft+Rp
R_dl(GBP) (R2+R3) <(‘) +(RprCf

2 2
2 2, 5 2 2, (R2GBP 2) 2 ( GBP _) 2 ( GBP )
C2(1+2RsCpGBP)” (w?+(2/CnRy1) )(w +(—R2+R3) O+ sranecyemr¢) )\ O armarecyemry e

(6.78)

The pole of Equation 6.78 associated with the difference amplifier stage
occurs at a frequency of approximately 1.8 x 10° rads™' where
R,/(R, + R3) = 0.69 for a normal operating gain of 0.5, while the pole associated
with C, = 0.47uF and Rg;,/2 = 110.5k occurs at a much lower frequency of
19.25 rads~1. The influence of the pole associated with the difference amplifier
stage can therefore be considered negligible since the first order pole formed by C,
and R;; attenuates the noise at a cut-off frequency very much lower than the GBP of
the op-amps. Equation 6.78 for Syr ,, (w) can therefore be reduced to Equation 6.79

without significant error.

Sory, (@) =
2Rp+Rp\°
2p2( 2 P
2K6(GBP) R3<w +<RprCf> )
2 2
202 202 ) w24 (—CBP ) 2 (L )
Ra1R3CA(14+2RsCpGBP) (w?+(2/CnRa1) )(w +(2(1+2R5CpGBP) ¢) \@*+samarscpemryte

(6.79)

Integrating Equation 6.79, the mean square voltage noise at V,,; due to the
input referred Johnson noise voltage produced by one voltage divider resistance R;;
is given by Equation 6.80, which is valid for GBP > (2/C,R41)-

2
v t =
| Rdl( )l Ra2=2R1R3/R;
2Rf+R 2

2K9 6BP)2R2| w?+( =L L
1 0 Rdl RprCf
2md-w 2 GBP z GBP 7 dw

2 2 2 — 2
R3CA(1+2RsCpGBP)" (w2 +(2/CrRy1) )(w +(z(1+stcpch) e) ><w +(2(1+2R5CpGBP)+E> )
~ 2
. KOR2 KOA,(2Rf+Rp) Rq1R3 (6.80)

= 2CuRZ ' 4RpR;Cr(AyRp+2Rf)RZ
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From Equation 6.80 it can be seen that |del(t)|2 is insensitive to Ry under
the conditions R; < R, and R; < Ry stated above. Noting that the noise sources
associated with all four R4, resistances associated with the two voltage dividers are
uncorrelated with respect to each other, the total mean squared noise voltage at V,,,;

due to all four Ry, resistors is therefore given by Equation 6.81.

~ 2
_ 2KOR3  KOA,(2Rf+Rp) Ra1R5
R42=2R1R3/R; ~  CpR% RpRfCr(AyRp+2Rf)RS

|2de1 (t)lz

(6.81)
Johnson noise due to ESD resistors R

The output noise PSD due to one resistor R is given by Equation 6.82, where
the analysis has been simplified by noting that for the amplifier design, C, < C,
1/C¢Ry < GBP, Ry KR, and Rs K Rf and where

€= \/(GBP/Z(l +2R,C,GBP))" — GBP(A,R, + 2R;)/((1 + 2R,C,GBP)A,R,R;C;).

SORS (w) =

KOR.C2(GBP)*| w? ( 1 )2( Riz ., R3 )2
sep wt CpRp 2R1+Rg, Rz+R3

2 2
2 2( , (RoGBP 2) 2 ( GBP _) 2 (& )
2Cf(1+2R5CpGBP) (w +(R2+R3) w2+ 2(12RsCpGEP) € w?+ 2(1+2RstGBP)+6

(6.82)

Noting that the noise from each of the R, resistors is uncorrelated, setting
R4, = 2R;R3/R, and integrating Equation 6.82 over infinite limits, yields the mean
square voltage noise at V,,,; associated with both Ry resistors given by Equation 6.83.

_ 2KOC3ZRsR5GBP 2K6A,RfRsR3
Rg2=2R1R3/Ry ch§(2R2(1+RschBP) +R3)  Rp(AyRp+2Rf)CfR3

|\/§170RS ) |2

(6.83)

Johnson noise due to dielectric resistance R,

The output noise PSD due to R,, is given by Equation 6.84, where in common
with R, the analysis has been simplified by noting that for the amplifier design,

C, K C;, 1/CRf K GBP, Ry<R, and Ry<Rf and  where
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€= J (GBP/2(1 + 2R,C,GBP))" — GBP(A,R, + 2R;)/((1 + 2R;C,GBP)A,R,R:Cs)

and the open loop DC gain 4,, of both OA1 and OA2 are assumed to be identical.

SORp (w) =
KH(GBP)4( Raz , Rs )2

2R1+Rgy R2+R3

2 2
R 2( , (RyGBP 2) 2 ( GBP _) 2 (GE’%P )
2C?(1+2RsCyGBP) ((u +(R2+R3) o *+(smmrcar ) )\ Hamrc et

(6.84)

Setting R4, = 2R;R3/R, and Integrating Equation 6.84 over infinite limits
yields the mean square Johnson voltage noise at V,,, associated with R,, given by
Equation 6.85. The mean square voltage noise at V,,, associated with R, is

insensitive to R for Rg < R, and R; < Ry.

KOA,RfR3

2
vor, 0| .
| OR”( ) Rga=2R1Rs/Ry  Cr(AvRp+2Rf)RS

(6.85)

It should be noted that R, which is the insulation resistance of the PZT-5H
temperature sensor is inversely proportional to temperature and therefore the mean
square Johnson voltage noise at V,,; is increased not only by a rise in temperature
but also a reduction in R,,. The DC value of R,, is approximately 9062 at 25°C and

represents the worst-case scenario and it is therefore this value that is used in the

calculation of the Johnson noise.

Johnson noise due to feedback resistances Ry

The output noise PSD due to either the OAL or OA2 feedback resistor Ry is
given by Equation 6.86 where R;, = 2R R3/R, and for the amplifier design,
Cp, L Cr, 1/CiRf K GBP, Ry<KR, and R;<Rf and as before

€= \[ (GBP/2(1 + 2R,C,GBP))" — GBP(A,R, + 2R;)/((1 + 2R;C,GBP)A,R,R;Cy).
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SORf (w) =

2

2,2 af 2 1 \? R3

8RZCZK6(GBP) <(u +(2Rscp) )(R2+R3)

2 2
2 2( ., (RaGBP 2) 2 ( GBP _) 2 ( GBP )
Rfcf(1+2R5CPGBP) ((" +(R2+R3) W+ 2(1+2RsCpGBP) € Wt 2(1+2R5CpGBP)+e

(6.86)

Integrating Equation 6.86, the mean square voltage noise at V,,,; due to either
the OAL or OA2 feedback resistor Ry is given by Equation 6.87.

_ 4KORZCER5GBP K6 A,R,R3
— 2 a 2
Rg2=2R1Rs/R;  CFRfR2(2R2(1+RsCpGBP) +R3) = Cr(AyRp+2Rf)R3

[vor, O (6.87)

Noting that the noise sources associated with the R resistances are
uncorrelated with respect to each other, the total mean squared noise voltage at V,,,;

due to both R resistances is therefore given by Equation 6.88.

8KORZCZR5GBP 2K6Ay,RpR3
Rga=2RiRs/R;  CfRfR2(2R2(1+RsCpGBP) +R3) ~ Cp(AyRp+2Rf)RS

V2vor f(t)|2 (6.88)

Johnson noise due to difference stage resistance R4

The output noise PSD due to R, is given by Equation 6.89, where the
frequency dependent gain of OA3 is modelled as A4,(jw) = 4,/(1 + jw/w.) and

~

GBP = w A,.
2KOR,R%,(GBP)?
SORl(w) = — L Ry GBPY 2 (6.89)
(2R1+Rd2)2<w2+(m) )

Integrating Equation 6.89 yields the mean square voltage noise at V,,,,; due to

R; given by Equation 6.90.

__ KOR{R%,(Ry+R3)GBP

|vor, ®)° = (6.90)

R2(2R1+Rg2)?

Setting R4, = 2R, R5/R, yields Equation 6.91.

__ KOR,R%GBP

2
_ 91
|'UOR1(t)| Rd2=2R1R3/R2 RZ(R2+R3) (69 )
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Johnson noise due to difference stage resistance R,

Equation 6.92 gives the output noise PSD due to R,.

2KOR,R2(GBP)?

R,GBP\?2
R R-2)2( w?2 2700
( 2 3) ( (R2+R3) )

Sor, (@) = (6.92)

Integrating Equation 6.92 yields the mean square voltage noise at V,,,,; due to

R, given by Equation 6.93.

2 _ KOR3GBP
|vOR2 | = T (6.93)
Johnson noise due to difference stage resistance R3
Equation 6.94 gives the output noise PSD due to R;.
2KOR3R3(GBP)?
SOR3 (w) = 2 R->GBP 2 (6'94)
(R2+R3)2(w2+(RZ+R3) )

Integrating Equation 6.94 yields the mean square voltage noise at V,,,,; due to

R5 given by Equation 6.95.

. KOR,R3GBP

Vo, (1)]” = FE2RatE (6.95)

Ry+R3

Johnson noise due to difference stage resistances R4,

Equation 6.96 gives the output noise PSD due to one R,.

2KOR4,R?(GBP)?

RyGBP\?
Ri+R.1.)2( w2+(22
(2R1+Raz) ( (R2+R3) )

Sorg, (W) = (6.96)

Integrating Equation 6.96 yields the mean square voltage noise at V,,,,; due to

R, given by Equation 6.97.

2 _ KORy;R?(R,+R3)GBP
|170Rd2 (t)l = TR @RitRg)? (6.97)
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Equation 6.98 gives the mean square voltage noise at V,,; due to the two

uncorrelated R, voltage divider resistances.

2 2KORy;R3(Ry+R3)GBP
[V2vor,, (®)| = TR (6.98)

Setting Rz, = 2R;R3 /R, yields Equation 6.99.

2 . KOR{R3GBP
|ﬁv0Rd2(t)| R4»=2RiR3/R; _  (Rp+Rs3) (6.99)

6.5.4 Op-amps input referred noise sources

The op-amps also contribute to the total noise, which is modelled by an input
referred voltage noise in series at the non-inverting input and two input-referred
current noise sources between ground and both the inverting and non-inverting
inputs. The LMC 6081 data sheet noise specification is given as a one sided PSD in
units of RMS voltage and current per vVHz respectively. The input referred voltage
noise figure includes both AWGN Johnson noise and Gaussian 1/f noise, while the
input referred current noise which is due to the input bias and power supply currents
iIs modelled as AWGN shot noise. The input referred voltage noise specification for
the LMC 6081 is shown in Figure 6.4, which has been adapted from the published
figure in the Texas instruments LMC 6081 data sheet.
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Figure 6.4  LMC 6081 op-amp input referred noise voltage
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The input referred noise current is generally very low for CMOS amplifiers
such as the LMC6081 and it is common practice to ignore it. However, in this
application, the inverting input referred noise currents into OA1 and OA2 cannot be
easily dismissed since they flow through the high impedance feedback network of
the charge amplifier stages and must therefore be considered.

The published typical input referred noise current for the LMC6081 is
0.2fA/v/Hz and therefore Equation 6.100 gives the two-sided input referred current
noise PSD for the LMC6081, where I, is the input bias current specified, and g, is

the charge on one electron.
Si(w) =1,9, =2 x10732(4%/Hz) (6.100)

The published typical input referred noise voltage for the LMC6081 is
22nV /V/Hz @1kHz, which is made up of both Johnson noise and 1/f noise. The
one-sided sum of the PSD’s due to both noise types is therefore given by S,,(w) =
S1/f(@) + Sy, (w) where S,.,(w) is the PSD of the total input referred voltage noise,
S1/5(w) is the PSD of the 1/f noise component and S;,(w) is the PSD of the
Johnson noise component. By squaring the published input referred noise voltage
(V/VHz) vs frequency curve of the LMC6081 and using the published 1kHz
specification given above yields an estimate for S,.,(w) given by Equation 6.101,
which assumes that the input referred noise voltage Johnson and 1/f noise

components are uncorrelated.

16mx10~14

Srp(w) = Sy/p(w) + S (w) = +4.2x 10718 (V2/Hz) (6.101)

The PSDs of the total input referred voltage noise and input referred current
components, S,,(w) and S;(w) respectively are estimated from a one-sided spectra
where only positive frequencies are considered and therefore when properly
integrating over positive and negative frequency limits, both S, (w) and Sg(w) must
be halved. It is however convenient to evaluate S;,r(w) over positive frequencies
only since a minimum frequency limit is specified and it is therefore the one-sided
spectrum numerator constant that is used. As described above, the rule of thumb
lower frequency limit is the reciprocal of the period of observation which is taken as
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the required continuous period of sensor operation, t,, = 8 hours, yielding a

minimum noise frequency limit of w,,,;, = 7/14400 rads™1.

Input referred voltage 1/f noise due to OA1 and OA2

Both the OA1 and OA2 noise sources are assumed to be uncorrelated to each
other and to produce the same noise amplitude. The input referred voltage noise from
one op-amp gives rise to a noise current through the R resistances, the PZT sensor
element and feedback networks of both charge amplifier stages which produces an

associated voltage response at the outputs of OAL and OA2 denoted by V4, 1/ and
Voaz1/5-

Applying (VOAl 1/f — Voaz 1/f) to the difference amplifier stage and letting
R4, = 2R;R3 /R, yields the output noise PSD due to the input referred 1/f voltage

noise, V;,r from one op-amp which is given by Equation 6.102 where for the

amplifier design, C, < G, 1/R;Cf K GBP, R; KR, and R; K Rf, €=

\/ (6BP/2(1 + 2R,C,GBP))* — GBP(A,R, + 2R;)/((1 + 2R,C,GBP)A,R,RC;)

and A,, is the open loop DC gain of the op-amps.
To ensure convergence and a valid result, the approximation (AURP + 2Rf)/
A,,RprCf <« GBP cannot be applied to € since to do so would introduce a pole at

w = 0 leading to the divergence of Equation 6.102 when integrated.

S1/p(@)oar = S1/5p(@)oaz =

2
R 2 ZRf+Rp
16mx10~14(GBP)*(=—2—) | w2+
( ) (R2+R3) RprCf

2 R, GBP\?2 GBP 2 GBP 2
2 2 2 — 2 _
(1+2RScPGBP) w(w +(R2+R3) )(w +<2(1+2R5CPGBP) E) ><w +<2(1+2R5CpGBP)+6) >

(6.102)

The influence of the pole associated with the difference amplifier stage can be
considered negligible since the 1/f relationship has a much greater influence in
attenuating the noise power than the GBP of OA3 and S;,r(w) can therefore be

written as Equation 6.103.
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S1/f(@)oar = S1/5(W)oaz =

2
2R r+R

16mx10~14(6BP)?( w?+(=—L—2) |r2
RprCf

2 2
2p2 2 (G"%”_) 2 (L )
(1+2R5C,GBP) Riw| w2+ 2(1+2RsCpGBP) € Wt 2(1+2RstGBP)+E

(6.103)

Integrating Equation 6.103 over w,,;, = m/14400 to oo yields the mean
square voltage noise at V,,,; due to the 1/f noise produced by both OA1 and OAZ2,
given by Equation 6.104 under the easily satisfied constraint that GBP > win.

IR

2
|vout 1/f (t)l Rg2=2R1R3/R;

2
2Rf+R
16mx10~14(6BP)?( w?+(—L—L) |r2
1 (oo RyRpCy
— [ dw
2m /14400 2, ( ( GBP )2 2 ( GBP )2
(1+2RsCpGBP) sz(w *Garzrscpeer) ) \ @ T GGrarscp0r) €

2

4x10714R? 14400GBP 8x10714R2 14400GBP

= —=In +1)= —=In (6.104)
R2 n(1+2RsCpGBP) R2 n(1+2RsCpGBP)

Equation 6.105 gives the total mean square voltage noise at V,,; due to the

two uncorrelated 1/f noise sources of op-amps OAL and OA2.

2 -14p2
|\/§Vout 1/f(t)| ~ 16x1071*R ln( 14400GBP > (6.105)

R42=2R,R3/R; R2 7(1+2RsCpGBP)

Input referred voltage 1/f noise due to OA3

Equation 6.106 gives the output noise PSD due to the input referred 1/f noise
voltage of OA3.

16mx10~14(GBP)?

2

R, GBP

2 2_)
w(w +(R2+R3 )

Integrating Equation 6.106 yields the mean square voltage noise at V,,; due
to the 1/f noise produced by OA3 given by Equation 6.107 under the constraint
GBP > Wmin-

Sl/f(w)OA3 = (6.106)
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1 foo 16mx10~14(GBP)?

=2 )
R42=2R{R3/R; 2m /1 /14400 w(w2+(R2GBP) )
R2+R3

|vout 1/f(t)|2

 4x1071*(R,+R3)? In (14400ch,‘13p)2 1) = 8x10"14(R,+R3)? In (14—400RZGBP)
- R3 m(Ry+R3) - R32 m(Ry+R3)

(6.107)

Input referred Johnson noise voltage due to OAl and OA2

The output noise PSD at V,,,; due to the input referred Johnson noise voltage of
OAl and OA2 for R;, = 2R{R3/R, is given by Equation 6.108 where for the
amplifier design, C, < Cr, 1/R;Cf K GBP, Ry KR, and R; K Ry and €=

J (GBP/2(1 + 2R,C,GBP))" — GBP(A,R, + 2R;)/((1 + 2RsC,GBP)A,R,RsC;)

Siv(W)oa1r = Sjp(w)oaz =

2
—16 4 R3 2 2 ZRf+Rp
2.1X10 (GBP) (—R2+R3) <w +<RprCf

2 R,GBP\2 GBP 2 GBP 2
2 2 2 — 2 _
(1+2RsCpGBP) (w +(R2+R3) )(a) +(2(1+2RSCpGBP) e) ><w +(2(1+2R5CpGBP)+€) )

(6.108)

Integrating Equation 6.108 yields the mean square voltage noise at V,,,; due to
the input referred Johnson noise voltage produced by OAl and OA2 given by
Equation 6.109.

2
|vout ]U(t) | Ra2=2R1R3/R; -

2
2 2R r+R
-16 4(_R3 2 fp
- 2.1x10~1e(GBP) (R2+R3) (w +<Rprcf> )
Ef—oo 2 R,GBP\2 GBP 2 GBP 7y dw
2 2 _ 2
(1+2RsCpGBP) (‘“ +(R2+R3) )(w +(2(1+2RstGBP) E) >(w +(z(1+stchBP)+E) )

~ 2
1.05x10"*®GBPR? 1.05x107*¢A,(2Rf+Rp) R

(2(1+R5CpGBP)+22)RS RpRCr(AyRp+2Rf)R3

IR

(6.109)
The total mean square voltage noise at V,,,,; due to the two uncorrelated input

referred voltage Johnson noise sources of op-amps OAL and OAZ2 is therefore given
by Equation 6.110.
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N (t)|2 . 2.1x107'6GBPR} 2.1x10716 4, (2R +Ry )" R2
out Jv Ra2=2R1R3/R; ~ Ry(Rz(1+RsCpGBP)+2Rs3) RpRyCs(AyRp+2Rf)RZ

(6.110)

Input referred voltage Johnson noise due to OA3

Equation 6.111 gives the output noise PSD due to the input referred Johnson

noise voltage produced by OAS3.

2.1x10716(GBP)?
R,GBP\?2
24 (22550
(w +(R2+R3) )

Integrating Equation 6.111 yields the mean square voltage noise at V,,,; due

Sjp(w)oas = (6.111)

to the Johnson noise voltage produced by OA3 given by Equation 6.112.

2 1 oo 2.1x10718(GBP)?
|vout]v(t)| Ra2=2R1R3/R; T om f_oo (w2+(RzGBP)2) dw
R2+R3

= 1.05 X 1071GBP(1 + =2
2

(6.112)

Input referred current shot noise due to OA1 and OA2

The current through R due to the input referred shot noise at V* would be zero
in the case that common voltage dividers are used for both OAL and OA2 since the
non-inverting voltage is common to and correlated at both the non-inverting inputs of
OA1l and OA2. However, since separate voltage dividers may be necessary to
mitigate the effects of the input offset voltage specification of OAl and OAZ2, this
assumption cannot be made since the noise voltages appearing at the non-inverting
inputs of OA1 and OA2 are now uncorrelated.

In common with the Johnson noise calculation for R;; described above, the
influence of the pole associated with the difference amplifier stage can therefore be
considered negligible since the first order pole formed by C,, and R, attenuates the
noise at a cut-off frequency very much lower than the GBP of OA3 such that
2/C, Rg1 < R3GBP/(R, + R3).
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Setting Ry, = 2R;R3/R,, the output noise PSD at V,,,,; for one op-amp due to
the input referred shot noise current Sq(w) y+p41042 at the non-inverting V* input
produced by OAl and OAZ2 is given by Equation 6.113 where for the amplifier
design Cp K Cy, 1/R¢Cs K GBP, Rs KR, and Rs K Ry, and

€= J (GBP/2(1 + 2RsC,GBP))* — GBP(A,R, + 2R;)/((1 + 2RsC,GBP)A,R,RsC;)

Ss(@) v+ Ryp=2R Ry /Ry =

2

2R¢+R

—34 2p2[ 2 frp
2x10734(GBP) R3<w +<RprCf> )

R2C2(1+2RgCpGBP) (w2 +(2/CpRa1)?) w2+(“%P—e)2 2+(G'%P+e)Z
2tn s-p ntdi 2(1+2RsCpGBP) " \2(1+2R5CpGEP)

(6.113)

Integrating Equation 6.113 yields Equation 6.114 for the output mean squared

noise voltage [vyy:s(t)]? at V,,; associated with the V* input bias

V* Rg=2R1R3/R;

current of either OA1 or OAZ2.

~

—2 ~
|vout s(t)l V* Rg2=2RyR3/Ry; —

2
2R¢+R
2x10734(GBP)?R} w2+( f p)
1 + oo RprCf

_f 3 dw

2wY—© 5 5 2. 2 2( GBP _) 2( GBP 2
RZCZ(1+2RsCpGBP) (w2 +(2/CpRg1)?)| w2+ saverscyer) €) |\ ©*Hamizrscper) e

10-3%R,RZ  103*A,R%,(2R;+R,)’ R2
— di1ik3 + v dl( f P) 3 (6.114)

2CqR3 4RpRfCr(AyRp+2Rf)RS

Noting that the input referred current noise sources associated with the non-
inverting inputs of OA1 and OA2 are uncorrelated with respect to each other,
Equation 6.115 gives the total mean squared noise voltage at V,,,; due to both OAl

and OA2, where A, is the open loop DC gain of OA1 and OA2.

- ~ 2
2 _ 1073*RgyR} | 1073*A,R3, (2Rf+Rp)" RS
|‘/§vout5(t)| V*Rg2=2R1R3/R; CnR3 + 2RpRfCr(2Rf+AyRp)RS (6.115)

Setting R4, = 2R, R3/R,, the output noise PSD due to the input referred shot

noise current for one op-amp at the inverting ¥V~ input produced by OA1 or OA2 is
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given by Equation 6.116 under the design constraints of C,, < Cf, 1/R¢Cs < GBP,

Ry KR, and R; <Ry and where the denominator  constant

€= \/ (GBP/2(1 + 2R,C,GBP))" — GBP(A,R, + 2R;)/((1 + 2R;C,GBP)A,R,R:Cs)

Ss(w)V-Rd2=2R1R3/R2 =

2 2
-34p2,2 af 2 1 R3
8x10734R2C(GBP) <w +(2Rscp) )(R2+R3)
2 2
2 2( 5 (RaGBP 2) 2 ( GBP _) 2 ( GBP )
Cf(1+2RscPGBP) (“’ +(R2+R3) Wt 2(1+2RsCpGBP) € W+ 2(1+2R5CpGBP)+E

(6.116)

Integrating Equation 6.116 yields Equation 6.117 for the mean square voltage
noise at V,,; due to the input referred shot noise current for one op-amp at the
inverting V'~ input produced by OA1 and OA2, where A, is the open loop DC gain
of OAl and OA2.

—2 —
|vouts(t)| V™ Rgz=2R1R3/R; ~

2 2
—-34p2-2 4 2 1 R3
A 8x10734RZCZ(GBP) <w +(2Rscp) >(R2+R3) .
— w

2 2
2ml—o0 , 2( ., (RaGBP 2) 2 ( GBP _) 2 ( GBP )
C7(1+2RsCpGBP) (“’ +(R2+R3) O rzrscponr) €) N\ \arzrscpomr) €

4x1073*RZCZR3GBP 1073*A,R Ry RS
- CI%RZ(ZRZ(HRSCPGBP) +R3)  Cr(AyRp+2Rf)R3

(6.117)
Equation 6.118 gives the total mean square voltage noise at V,,; due to the
two uncorrelated input referred shot noise current sources of op-amps OA1 and OA2.

_ 8x1073*RZCER5GBP 2x1073*A,RfRpR}
V™ Raz=2R1R3/R;  C}R2(2Ry(1+RsCpGBP) +R3)  Cr(AyRp+2Ryf)R3

V2V 5O (6.118)

Input referred current shot noise due to OA3

Equation 6.118 gives the output noise PSD due to the input referred shot noise

current at the non-inverting V* input produced by OA3.
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2x10734(GBP)?R?R3,

R,GBP\2
24 (82550 2
(a) +(R2+R3) )(Rd2+2R1)

Ss(@)y+oas = (6.119)
Integrating Equation 6.119 yields Equation 6.120 for the mean square voltage
noise at V,,, due to the input referred shot noise current at the non-inverting V*

input produced by OAS.

— 1 oo 2x1073%4(GBP)?R?R3, 10~34GBP(R,+R3)R?R3,
|Voye s (B)]? =— dow =
outs vtoas 21 f_oo ((1)2+(}:_;26TB};§)2)(R612+2R1)2 RZ(Rd2+2R1)2
(6.120)
Setting Rz, = 2R, R5 /R, yields Equation 6.121.
— = 1073*RZRZGBP
[Vout s(E)? vt = — (6.121)

R (R2+R3)

Equation 6.122 gives the output noise PSD due to the input referred shot

noise current at the inverting V™~ input produced by OA3.

2x10734(GBP)?R3R3

R,GBP\?2
2 2 2
w +(R2+R3) )(R2+R3)

(6.122)

Ss(W)y-043 = (

Integrating Equation 6.122 yields Equation 6.123 for the mean square voltage
noise at V,,; due to the input referred shot noise current at the inverting V=~ input
produced by OA3.

= 1 oo 2x10734(GBP)2R3R2 10~34GBPR,R}
1% t))?,- =— = 6.123
Vour s Oy~ = o7 L. (w2+(};§i§:)2)(Rz+R3)2 (Rz2+Rs3) ( )

6.5.5 Signal to noise ratio and resolution

A Matlab script was written to calculate the total mean squared amplifier
output noise given by the sum of the mean squared noise models derived in Sections
6.5.3 and 6.5.4, denoted by |v,(t)|? and the associated SNR values due to both 1K
and full-scale amplitude sinusoidal temperature signals. By far the greatest
contributors to the total mean squared noise at the amplifier output were found to be
due to Ry, R,, R3, R4, and the input referred noise voltage of OA3. The SNR due to
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a 1K amplitude sinusoidal temperature using the amplifier output sensitivity of
0.15V /K is calculated using Equation 6.124.

SNR = 10logy,(0.15%/2]v,(t)|?) = 61.3dB (6.124)

Equation 6.125 gives the associated full-scale SNR for a 5V peak-to-peak

sine wave.
SNR = 10logy,(2.5%/2]v,(t)|?) = 85.8dB (6.125)

The e-health platform uses an 8 bit analogue to digital converter (ADC) to
digitize the sensor signal for transmission to a smartphone and storage. The full-scale
SNR of the recorded signal due to quantization at the ADC stage, denoted by SNR,
is given by the well-known relationship of Equation 6.126 for a full-scale sinusoidal

signal where it is assumed that the quantisation noise can be considered additive.

SNR, = 6.02B + 1.76 (6.126)

An associated SNR, which is denoted by SNR,,y, that includes both the
quantisation noise and signal noise is given by Equation 6.127 where B is the ADC
native number of bits and it is assumed that the quantisation noise is not only

additive but also uncorrelated to the signal and signal noise.

2
SNRqisn = 1010g10 (g ) (6.127)

2|ve ()2 +2.52 x10~(0.602B+0.176)

For an 8 bit, 12 bit and 16 bit DAC, the approximate values of SNR, are
given by 49.2dB, 74dB and 98.1dB respectively while the associated approximate
values of SNR,,, are given by 49.2dB, 73.7dB and 85.5dB respectively. It can
therefore be seen that for an 8 bit or 12 bit ADC, the SNR is mainly limited by the
quantization noise while for a 16 bit ADC the SNR is mainly limited by the signal
noise.

In the absence of signal noise, and other noise sources and distortion that
originate within the ADC, the minimum signal voltage that can be measured for a
16 bit, 12 bit and 8 bit ADC are given by 5/21°V ~ 7.63 x 107>V, 0.00122V and
0.0195V respectively. At an amplifier output sensitivity of 0.15V /K, the associated
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minimum temperatures that can be measured are therefore (7.63 x 107°/0.15)K ~
0.00051K, 0.00813K and 0.13K respectively.

The SNR,.s, can also be written as Equation 6.128 where B,, is the
equivalent number of bits that would produce a quantisation signal to noise ratio
SNR, equal to SNR,, ¢, in the absence of other noise sources and distortion that

originate within the ADC.
SNRy1sn = 6.02B,, + 1.76 (6.128)

Equation 6.129 therefore gives the equivalent number of bits.

B = SNRg4+sn—1.76

g = — (6.129)

Substituting the values of SNR,,s, given above for a 16 bit, 12 bit and
8 bit ADC yields B, = ((85.5 —1.76)/6.02)bits = 13.9 bits, 11.95 bits, and
8 bits respectively. The minimum signal voltages that can be measured using a
16 bit, 12 bit and 8 bit ADC are therefore given by 5/23°V ~ 0.00033V,
0.00126V and 0.0195V, and the associated minimum temperatures that can be
measured are therefore (0.00033/0.15)K ~ 0.0022K, 0.0084K and 0.13K
respectively. In the absence of other noise sources and distortion that originate within
the ADC, it can be stated that when the signal is digitized using an 8 bit ADC, the
noise floor of the analogue input signal is very much smaller than the quantisation
noise and the resolution remains unchanged. However, the use of a 12 bit ADC
increases the minimum temperature that can be measured due to the signal noise
v, (t) by approximately 3.3% corresponding to a reduction in the native resolution of
approximately 3.17%. The use of a 16 bit ADC increases the minimum temperature
that can be measured by 332% corresponding to a reduction in the native resolution
of approximately 76.9%. Resolution is defined here as the reciprocal of the

minimum temperature that can be measured.
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6.6 e-Health platform

Figure 6.5 shows the e-Health platform schematic that was used in parallel
with the Agilent DSO7052A oscilloscope and Benchvue PC interface to record the
charge-conditioning amplifier response measurements. The platform is constructed
using an Arduino Uno based platform equipped with a 16MHz Atmega 328
microcontroller, 8 bit ADC and an HC-05 Bluetooth module.

9V DC Arduino Uno
battery (16MHz Atmega {Temp erature and]
. pressure sensors
power supply 328 microcontroller)
(@
E-health Bluetooth @ |
platform module HC-05

Figure 6.5  Schematic of the e-Health platform

The Bluetooth module pushes the measured data to a mobile smartphone that,
in turn pushes the measured data over Wi-Fi to an SQLite database on a remote
server via a smartphone app. When Wi-Fi is not available, the smartphone stores the
data and automatically uploads the measured data to the server when Wi-Fi becomes
available. Subsequent retrieval of the measurement data is via a PC using a DB
browser application. The 9V battery that supplies the Arduino platform also supplies
the unipolar charge-mode signal-conditioning amplifier via an on-board 5V regulated
power supply. The amplifier design is such that its power consumption is
significantly less than the maximum rated power specification of the on-board power

supply.
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6.7 Conclusions

For a native piezoelectric leakage resistance, R,, = 90612, the desired charge-
mode signal conditioning output response given by Equation 6.7 is realised using the
unipolar and bipolar signal-conditioning designs presented in Section 6.3.2 and
Section 6.3.3 respectively regardless of the value of R,. The desired response is also
realised for R = 1G12 when R,, is reduced to R,, = 100M2 due to moisture or crack
formation as described in Section 6.3.2. However, when R, = 100M2 and Rf =
1712, as required for field use, the decay time constant is reduced and the specified
signal decay, which is limited to 98% after an 8 hour period, is no longer met.
Under these circumstances, the effect of a reduced R,, on the decay time constant can
be mitigated using the enhanced open loop gain design described in Section 6.3.4
with the gain factor set to G, = 10.

The contribution of the bias and bias offset currents to the overall drift
voltage that can be expected after an operating period of 8 hours using the unipolar
and bipolar signal-conditioning designs presented in Section 6.3.2 and Section 6.3.3
respectively can be neglected for all values of R, and for both R, = 1Gf2 and
Ry = 1T0. The contribution of voltage offset to the overall drift voltage after the
8 hour operating period using the unipolar and bipolar signal-conditioning designs
presented in Section 6.3.2 and Section 6.3.3 respectively can be neglected when
R, =906 for both R, =1G2 and Ry =1TQ, and when R, =100MQ for
Rf = 1G2. However, when R, =100MQ2 and R, = 1T, a drift voltage of
approximately 40mV, which is equivalent to a measurement error of approximately
0.25K, will develop over an 8 hour measurement period. In this case, replacement
of the piezoelectric sensor element is required. Alternatively, the use of the voltage
compensation method described in Section 6.4.5 will mitigate the increasing drift
voltage over the measurement period. Lower values of R, will result in a greater drift
with the drift following an approximately inversely proportional relationship to R,,.

Similarly, the contribution of maximum bias voltage drift after an 8 hour
operating period can be neglected when R, =906 for both R, =1G2 and
Ry = 1T0, and when R, = 100M(2 for Ry = 1G. However, when R, = 100M2
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and Ry = 1T{2, a drift voltage of approximately 1V, which is equivalent to a large
measurement error of approximately 6K, will develop over an 8 hour measurement
period. Replacement of the piezoelectric sensor element is also required in this case.
Alternatively, the use of the voltage compensation method described in Section 6.4.5
will mitigate the increasing drift voltage over the measurement period. In common
with the input offset voltage case, the magnitude of the bias voltage drift follows an
approximately inversely proportional relationship to R,,.

The use of the enhanced open loop gain signal-conditioning design described
in Section 6.3.4 may help to mitigate output voltage drift due to input bias currents,
input offset voltages and differences in the bias voltages. However, application of
this method rather than using the voltage compensation method is for the present
treated with caution since the input bias currents and offset voltages of OA4 and
OAD5, and the differences in the bias voltages seen at the non-inverting inputs of OA4
and OA5 have not been taken into account in the analysis. A full analysis and
construction of the enhanced open loop gain design is the subject of future work.

The analysis makes the assumption that feedback resistances of Ry = 1T
are achievable. The dielectric resistance of the polypropylene feedback capacitors is
extremely high, however in practice it may not be large enough to realise an overall
feedback resistance as high as R = 1T2. An alternative solution to achieving the
required specification is the use of a real-time decay compensation scheme based on
the discussion in Section 7.2.3 in tandem with a slightly reduced and more easily
realisable overall value of R, to reduce low frequency signal decay. A disadvantage
of this solution is that the output offsets and the output noise will increase
monotonically with time, reducing the output SNR such that there is a trade-off
between the SNR at the end of the 8 hour measurement period and the value of R,
used. By selecting a suitable value of R¢, a minimum acceptable SNR at the end of
the measurement period can therefore be realised. The use of decay compensation
with a reduced requirement for large R will be the subject of future work. By far the

greatest contributors to the total mean squared noise at the amplifier output are due to
Ri, Ry, R3, Ry, and the input referred noise voltage of OA3. The noise contribution
of the difference amplifier stage is therefore a focus for noise reduction in future

work.
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Chapter 7

Sensor pyroelectric response

7.1 Introduction

This chapter describes the steady state and transient pyroelectric response of
the sensor element and signal-conditioning system. Section 7.2 and Section 7.3
describe the methodology and transient response results respectively to a transient
temperature change applied by a Peltier tile affixed to the PZT-5H sensor element
substrate surface, and yields an experimental estimate of the temperature to voltage
conversion factor. Section 7.4 and Section 7.5 describe the methodology and steady
state response results respectively for a temperature change applied at the PZT-5H
element substrate surface. The steady state response results yields a confirmation of
the temperature to voltage conversion factor and system linearity, and provides an
experimental value for the effective pyroelectric coefficient. Section 7.6 describes
the background of the simulated time-frequency response models and Section 7.7
describes the simulated time-frequency response results in terms of the amplitude,

phase and phase delay for different elastomer liner thicknesses.
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7.2  Methodology — transient pyroelectric response

7.2.1 Experimental set-up

A Dblock diagram of the experimental set-up is shown in Figure 7.1. The
experimental set-up is similar to that described in Section 5.3.1 but with the Agilent
parameter analyser replaced with the bipolar charge amplifier discussed in Section

6.3.3 and the e-Health platform discussed in Section 6.6.

Piezoelectric element Pal}fﬁt}'rime cap Thermocouple
Bipolar charge \ :
[ amplifier ]<: ; ' =| PD

; ; Peltier tile ¢—=| controller

Ahmmininm X — =]
Agilent DSO E-Health heat siole anmview | -

70524 pla‘lfgrm_ interface |

Oscilloscope — software

Figure 7.1 Sensor transient pyrooelectric response measurement set-up

The terminations of the sensor element flying leads were fixed to a glass slide
using Agar electrically conducting silver paste to form electrodes near the edge of the
slide. The sensor was attached to the bipolar differential input charge amplifier
design discussed in Section 6.3.3 via a cable terminated with crocodile clips suitable
for connection to the silver paste electrodes. The sensor element was placed substrate
down on a European Thermodynamics Peltier tile and aluminium heat sink assembly,
and affixed using RS Heat Sink Compound Plus paste to limit mechanical loading
and ensure good thermal conduction over the entire brass substrate surface. The paste
also served to suppress the large 4.6kHz flexure resonance mode, ensuring
uncorrupted low frequency immittance measurements.

Room convection currents that can give rise to a non-uniform temperature
distribution in the sensor element during impedance measurements will result in the
measurement of an additional pyroelectric charge by the charge amplifier. To
minimise this error, the sensor was shielded by placing the entire experimental set-up

inside the Signatone probe station described in Section 5.3.1 and covering the sensor
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element with a cap fashioned from expanded polystyrene. Care was taken to ensure
the polystyrene cap was close to but did not touch the surface of the PZT sensor
element. The very low thermal conductivity of expanded polystyrene reduces the
occurrence of steady state temperature gradients and axial heat flows within the
piezoelectric and substrate materials that would otherwise exist due to a temperature
difference between the Peltier tile / substrate interface and sensor element top
electrode.

7.2.2 Experiment procedure

Initial considerations on the experimental set-up are as described in Section
5.3.1. The £18V rail voltage bipolar charge amplifier described in Section 6.3.3 was
used, rather than the unipolar single rail 5V amplifier described in Section 6.3.2, to
avoid clipping of the voltages at the outputs V,,, and V,,, of the charge
amplification stages. The signal-conditioning amplifier described in Section 6.2.3 is
designed for use as a battery operated stand-alone device and is not suitable due to
the LMC 6081 opamp specified maximum permitted supply voltage of 5.5V. Since
the output voltage is biased to half the supply voltage, the peak output of around
2.75V is too low to allow recording of the transient temperature peaks produced by
the Peltier tile in response to the initial hunting period of the PID controller, resulting
in clipping of the response. The forward gain of the bipolar charge amplifier was set
to G = 1 at the difference amplifier stage. Two cases are considered: 1) The bipolar
signal-conditioning amplifier fitted with 1uF polypropylene feedback capacitors and
160 thick film on alumina feedback resistors; and 2) Fitted with 1.5uF
polypropylene feedback capacitors and 1G# thick film on alumina feedback
resistors. The two cases realise nominal time constants of T = 1000s and 7 = 1500s
respectively.

The temperature of the Peltier tile was controlled using the KamView
proportional-integrator-differentiator (PID) controller, with the target temperature
being selected using the KamView user interface. The Peltier tile temperature

feedback signal was implemented by the use of a K-type thermocouple attached at a
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corner of the Peltier tile surface. The transient pyroelectric response of the sensor

was measured for a 10°C step target input to the PID controller.

The experimental procedure is as follows:

1) Set the feedback capacitors at OA1 and OA2 to Cy = 1uF.
2) Apply a 10°C temperature step at the Kamview user interface.
3) Record output voltage response of the amplifier using the Agilent

DSO7052A oscilloscope and Benchvue PC interface, and
simultaneously record the thermocouple temperature data via the
Kamview user interface for a duration of 150 seconds settling
time.

4) Repeat steps 2) and 3), replacing the 1uF feedback capacitors with

Cr = 1.5uF.

The response was measured for a duration of 150 seconds to allow the PID
controller to settle at the steady state Peltier temperature of 10°C above ambient to
allow the amplifier response voltage temperature conversion factor to be calculated.
The voltage temperature conversion factor is discussed further in Section 7.5.1. The
response decay during the measurement duration due to the time constant of the
signal-conditioning charge amplifier stages is significant and therefore a decay

compensation scheme was devised, and which is described in Section 7.2.3.

7.2.3 Response decay compensation

The measured response V,(t) to a voltage applied at the input of the PID
controller is dependent on the overall transfer function of the system. The system
comprises the PID controller, Peltier tile, PZT-5H sensing element, and the signal
conditioning amplifier such that V,(t) = —Cf_lL‘l{G(s)A(s)} where G(s) is the
Laplace transfer function of the system, —Cf_lA(s) is the transfer function of the
amplifier and as before Cr is the feedback capacitance of a single charge amplifier
stage. The overall system response can therefore also be described in terms of the

continuous time convolution of the respective impulse responses of the system g(t)
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and charge amplifier a(t) such that V,(t) = —Cf_lg(t) * a(t). Further convolving
V, (t) with the impulse response £L71{1/A(s)} such that a(t) * L71{1/A(s)} = &(t)
yields V, (t) = —=C;g(t) * a(t) * L7H{1/A(s)} = —C;'s(6) * 8(t) = —C;'s(t)
where V,(t) is the decay compensated V,(t) and £~ denotes inverse Laplace
transformation. The decay due to the charge amplifier is effectively negated and the
signal is therefore decay compensated.
The continuous-time transfer function of the charge amplifier is A(s) =
s/(s +7;7') where 7, = C;R; and Ry is the feedback resistance of a single charge
amplifier stage. Since the amplifier response has been discretised, such that V,(t) is
recorded as V,(n) where n is the discrete time index, it is necessary to write A(s) in
an equivalent discrete form as a z-transform A(z). For discrete signals, z 2 e57s and
therefore s = Ty 1In(z). Writing as a MacLaurin series, s may be expanded to yield
Equation 7.1.
s=2ym [ (=)™ (7.0

2m+1 \z+1

The bilinear transform [109] approximates s by using only the termin m = 0

to yield Equation 7.2.

IR

s=2 (%) (7.2)

Ts \z+1

The effect of truncation is to introduce frequency warping such that
increasing frequency on the jw axis in the s plane to oo is mapped onto one rotation
on the unit circle in the z plane rather than aliasing infinitely in the exact case. The
effect of frequency warping therefore increases with frequency, resulting in ever-
increasing compression on the unit circle in the z-domain. However, at frequencies
much lower than half the sampling rate the approximation is accurate. Writing s and
z complex variables as the sum of their real and imaginary parts yields Equation 7.3.
The approximately equal sign is replaced with an equal sign since the real and
imaginary parts of s denoted by § and w are no longer considered to be equivalent on
both sides and are distinguished on the right hand side by being denoted as ' and w’

respectively.
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S+ 2 (e(5'+jw’)rs_1) ) <e(5'+jm')%_e_(5l+jw/)%
S = ](1) =

2 . T.
- — — = —=tanh 6’ + (1)’ =
e \eG aTse1) = <>—(>—> 7, tanh(0" +jw') 5

(7.3)

For small &'+ jw', then tanh(é6'+jw')Ts/2 = (6" +jw')Ts/2 and
therefore 6 + jw = &' + jw'. Since the bilinear transform is applied to an impulse
response for which the Laplace transform region of convergence includes the jw
axis, then a small positive, negative (within the region of convergence such that all
poles lie to the left of the negative value) or zero value of § is valid. Also since
T, = 0.1s and the maximum frequency present in the signal is approximately
0.2rad/s = 0.1/m Hz, then the maximum frequency is very much less than 2f;
where f; = 1/T, is the sampling frequency and therefore the effect of frequency
warping is likely to be negligible. It can therefore be stated that w' = w =
(2/T)tan(w'Ts/2). In situations where frequency warp compensation is required
then for the case of warp compensation at the cut-on frequency, the (2/Ts) factor in
Equation 7.3 can be replaced by the factor Tf‘l/tan(Ts/er) before substitution
into A(s). This compensation factor forces the phase and gain of both A(s) and its
bilinear transformed transfer function A(z) to be equal at the —3dB cut-on frequency
given by 7,7 'rad/s of the amplifier. Substituting 75 = 0.1s and 7 = 1500s it is
evident that t,~!/tan(Ty/27,) is an insignificant 3.7 x 1078 % less than 2/T; and
therefore warp compensation is considered unnecessary.

Substituting Equation 7.3 for s into A(s) = s/(s +rf‘1) and rearranging
yields Equation 7.4.

z—1

A= i mem (74)
2‘L'f
The reciprocal of A(z) is therefore given by Equation 7.5.
1 Ts (z+1)
A) 215 (z-1) (7.5)

Inverse Z transforming Equation 7.5 yields Equation 7.6 for the discrete
impulse response c(n) of 1/A(z) where n is the time index, u(n) is the discrete

Heaviside step function and §(n) is the Kronecker delta function.

200



Ty T
cm) = Eu(m) + (1 _ :> 5(n) (7.6)

The influence of signal decay in the sampled version of V,(t) given by
,(n) may therefore be negated by discrete convolution of c(n) with V,(n) to yield

Equation 7.7.
V) = V() ) = (1 - —f) V) + Zuw) V() (7.7)

The vector c(n) was simple to construct in Excel using Equation 7.6 and
basic column operator tools, and discrete convolution was performed in Matlab using
the xlsread and xlIswrite functionality to import vectors V,(n) and c(n) from their
native Excel spreadsheet for manipulation and to export the resultant decay
compensated V,(n) vector back to the Excel spreadsheet. A comparison of the
compensated and uncompensated plots of V,(t) for a 10°C step PID transient with

Cy = 1uF is shown in Figure 7.2.

12

—— Vo non-compensated

\ —— Vo decay compensated
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o
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\
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Figure 7.2 Compensated and uncompensated responses to a 10°C step PID

transient from 20°C, ¢ = 1uF, G = 1, T; = 0.1s

The application of this method of decay compensation to the raw non-
compensated V,(n) data, recorded at a sampling period T, = 0.1s, for the cases of

Cr = 1uF and Cy = 1.5uF is described in Section 7.3.
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7.3 Measurement — transient pyroelectric response
7.3.1 Results

The pyroelectric response of the sensor element and charge amplifier system
to a 10°C temperature step PID transient applied by a Peltier tile to the sensor
substrate surface using a PID controller with thermocouple temperature feedback is
shown in Figure 7.3 for feedback capacitances set to Cr = 1uF and Figure 7.4 for
feedback capacitances set to C; = 1.5uF. In both cases a feedback resistance of
Ry = 1GQ2 was used. Shown are the thermocouple measured Peltier temperature and
decay compensated PZT sensor voltage responses to the applied temperature
transient and the 46 equivalent sensor response calculated using the measured sensor
conversion  factor in the steady state  (sensitivity) given by
CF =V,(150s)/10 (VK~1). The voltage to temperature conversion factors for
Cr = 1uF and Cr = 1.5uF were calculated as 0.47 and 0.32 respectively.

22 | | | 22

20 ~..‘ = = Vo decay compensated ——| on

/ \ = = A6 sensor

18 / \ — A6 thermocouple — 18
< 16 s = === /0 steady state =1 16
= 4 \ Cr=1pF >
o 14 / o \ 14 'E'
> 12 / \ = 12 >
2 // + PN~ @
< - - - - &
8 10 P \, TS e mp e 10 8
o 8 \ 8 >
S iyt \ =
g 6 s e P K ladii SN -
o £ pESHET R Teesyeass S
o 4 v 4 = 4 (@)
g 7 2
— /l

0 0
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Time [s]

Figure 7.3 Decay compensated response of the sensor to a 10°C step PID

transient from 20°C, ¢ = 1uF, G = 1, T; = 0.1s
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Figure 7.4 Decay compensated response of the sensor to a 10°C step PID

transient from 20°C, Cf = 1.5uF, G = 1,T; = 0.1s

Voltage decay compensation, which was discussed in Section 7.2.3, was
applied to the charge amplifier responses by convolving the oscilloscope sampled
output voltage vector with the inverse z-transform of the reciprocal of the bilinear
transform of the continuous time-domain transfer function of the charge amplifier
stage. Voltage decay compensation allows the transient decay part of the response of
the sensor to be ‘removed’, allowing the true sensitivity of the sensor to be estimated
at the steady state temperature of the Peltier and sensing element.

7.3.2 Discussion

During the PID controller hunting-period, it can be seen from Figure 7.3 and Figure
7.4 that at the first peak the temperature recorded by the thermocouple is
approximately 30% lower than those recorded using the respective pyroelectric
sensor conversion factors. The type K thermocouple used as the temperature
reference is required only to measure the steady state temperature of the Peltier tile,
and it is likely that this difference is due to the slower response of the thermocouple
to the PID induced temperature ‘hunting’ transient compared to the pyroelectric
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response of the sensor element. Since the output voltage gain of the signal-
conditioning amplifier is inversely proportional to C;, it is expected that the ratio of
the conversion factors wusing 1uF and 1.5uF capacitances would be
1uF /1.5uF = 1.5. With conversion factors for C; = 1uF and Cr = 1.5uF of 0.47
and 0.32 respectively, the ratio of 0.47/0.32 = 1.47 agrees well with expectation,
and the small discrepancy is easily explained by nominal C; value tolerances of +5%
and measurement reading error due to signal noise.

The output voltage-temperature conversion factor (sensitivity) of the sensor
and signal conditioning system for C; = 1.5uF is given by sens = G X 0.32 [V /K].
For G =1, the sensitivity is therefore given by sens(G =1) =0.32 V/K. To
provide an adequate temperature range when the sensor element is used with the 5V
unipolar amplifier, setting G = 0.5 vyields a sensitivity of sens(G =0.5) =
0.16 V/K.

7.4 Methodology — accumulative pyroelectric response

7.4.1 Experimental set-up

A Dblock diagram of the experimental set-up is shown in Figure 7.5. The
experimental set-up is similar to that described in Section 7.2.1 but with the bipolar
charge amplifier replaced with the unipolar charge amplifier discussed in Section
6.3.2.

Piezoelectric element Pal}fﬂt}'rime cap Thermocouple
Unipolar charge \
[mpamp]jﬁerg]{: e re— PID
Peltier tile | | controller

Alrminium

Agilent DSO E-Health N Kamview l'-
mterface |

T052A platform |

Oscilloscope — software

Figure 7.5 Sensor accumulative pyroelectric response measurement set-up
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The terminations of the sensor element flying leads were fixed to a glass slide
using Agar electrically conducting silver paste to form electrodes. The sensor was
attached to the unipolar differential input charge amplifier design discussed in
Section 6.3.2 via a cable terminated with crocodile clips suitable for connection to
the silver paste electrodes. The sensor element was placed substrate down on a
European Thermodynamics Peltier tile and aluminium heat sink assembly, and
affixed using RS Heat Sink Compound Plus paste to limit mechanical loading and
ensure good thermal conduction over the entire brass substrate surface.

Room convection currents that can give rise to a non-uniform temperature
distribution in the sensor element during impedance measurements will result in the
measurement of an additional pyroelectric charge by the charge amplifier. To
minimise this error, the sensor was shielded by placing the entire experimental set-up
inside the Signatone probe station used for the experimental set-up described in
Section 5.3.1, and the sensor element was covered with a cap fashioned from
expanded polystyrene. Care was taken to ensure the polystyrene cap was close to but
did not touch the surface of the PZT sensor element. The very low thermal
conductivity of expanded polystyrene reduces the occurrence of steady state
temperature gradients and axial heat flows within the piezoelectric and substrate
materials that would otherwise exist due to a temperature difference between the

Peltier tile / substrate interface and sensor element top electrode.

7.4.2 Experiment procedure

The steady state pyroelectric response of the sensor was measured in 2°C
increments for a round trip over the temperature range 20°C — 42°C — 20°C. The
unipolar differential input signal conditioning charge amplifier design discussed in
Section 6.3.2 was used to measure the output voltage response to the charge
produced by the PZT sensor element that is proportional to the charge generated by
each incremental step in temperature. The voltage response was measured using an
Agilent DSO7052A oscilloscope and the measured data was also pushed to a remote
server using the e-Health platform described in Section 6.6. The feedback networks

of the charge amplifier are fitted with Cr = 1.5uF + 5% polypropylene capacitors
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and Ry = 1G2 £ 1% thick film on alumina resistors yielding an amplifier time
constant, T of approximately t = 1500s. The voltage response of the charge
amplifier therefore gradually decays with a time constant of approximately
25 minutes. Since the duration of the measurement period was around 40 minutes,
a continuous measurement of the temperature response was not possible due to a
significant amplifier response decay over the course of the measurement period. It
was therefore necessary to measure the response between each temperature
increment separately.
The experimental procedure is as follows:
1) Apply a 2°C temperature increase from 20°C -22°C allowing
precisely a 2 minute settling time to ensure the sensor is at a

uniform temperature.

2) Record the amplifier output voltage response using the Agilent
DSO7052A oscilloscope.
3) While maintaining a uniform 22°C, reset the signal conditioning

amplifier feedback networks by discharging the feedback
capacitors via a series combination of 1k resistor and short-
circuit switch in parallel with each C; to yield zero voltage at both
amplifier outputs.

4) Apply a 2°C temperature increase from 22°C -24°C allowing

precisely a 120 second settling time.

5) Repeat steps 2) to 4), incrementing the temperature by 2°C up to a

temperature of 42°C.

The response was measured at precisely the same interval of 120 seconds
after initiation of each temperature increment to allow the PID controller time to
settle at each temperature. The time taken between the initiation of each temperature
increment and measurement of the response was maintained at precisely 3 minutes
including the 2 minute settling time. An accumulative voltage is defined as the sum
of the individual temperature increments up to the desired temperature. The response

for a temperature change from 22°C - 26°C was therefore obtained by adding the

individual responses for each of the increments 20°C -22°C, 22°C -24°C and
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24°C -26°C giving the true temperature response characteristic. This procedure
results in a measurement error due to the 120 second response decay periods at each
incremental temperature measurement, however this error is predictable and constant
at each increment allowing remedial adjustment of the results by the decay
compensation method described in Section 7.2.3 which is applied to the PID
transient response data of the first 2°C temperature increment. A decay compensation
factor is calculated from the ratio of the calculated amplifier decay compensated
response voltage at a settling time of 120 seconds and the measured non-
compensated amplifier response at the settling time of 120 seconds. The PID
hunting behaviour is the same at each 2°C temperature interval and therefore the
decay compensated response at the 120 second settling time of each temperature
increment was found by multiplying the decay compensation factor by the non-

compensated response voltage.

7.5 Measurement — accumulative pyroelectric response

7.5.1 Results

The decay compensated accumulative voltage response to 5°C temperature

A
e
~

A Temperature increasing

/ & Temperature decreasing

increments is shown in Figure 7.6.
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Figure 7.6 Decay compensated accumulative voltage versus temperature: linear
trend-line fit, feedback Cr = 1.5uF, forward gain G = 0.5
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The unipolar charge amplifier feedback capacitors and forward gain were set
to Cf = 1.5uF and G = 0.5. The expected sensitivity of the sensor at the steady state,
which is determined in Section 7.3.1 for G = 1 assens = 0.32 V /K is therefore
given by sens(G = 0.5) = 0.16 V /K.

Using a linear trend line fit for both temperature increasing and temperature
decreasing data sets using the Excel curve fitting tool yields decay compensated
sensitivities of sens = 0.1503V /K and sens = 0.1523V /K respectively. These
values are approximately 0.01V /K and 0.0075 V /K lower than the sensitivity value

obtained from the transient analysis of Section 7.2.

7.5.2 Effective pyroelectric coefficient Pgf

Using signal-conditioning amplifier feedback capacitors of Cr = 1.5uF
nominal, the signal-conditioning amplifier provides an averaged measured response
sensitivity of 0.1513V /K. With the gain of the forward difference amplification
stage set to G = 0.5, an amplifier response temperature to voltage conversion factor
of 0.1513(V/K) requires a charge of —0.1513Cf (C/K) and therefore the total
measured pyroelectric coefficient P, is approximately —0.1513C/A; (C/m?K)
where A, is the area of the sensor element silver electrodes. Since the electrode
radius is 9.1mm, the measured total pyroelectric response P.r is therefore
approximately —865 uC/m?K. This value agrees well with the total estimated
response of P,sr ~ —800 to —900 uCm~2K~" given in Section 4.6 and confirms

the anticipated pyroelectric response enhancement due to substrate clamping.

7.5.3 Sensor accuracy estimate

The accuracy of the sensor is estimated by taking the mean of the amplifier
response to each 2°C increment from 20°C to 40°C and taking the greatest positive
and negative deviations from this mean as a percentage of the mean. These were
found to be +2.75% and —3.25%. A prudent estimate of accuracy can therefore be

stated as +3.5%. However, since the temperature reference is obtained using a
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thermocouple integrated with the Peltier tile and PID controller, the validity of the
estimate is therefore dependent on the accuracy of the thermocouple. With a typical
accuracy of +2.2°C at low temperatures for the type K thermocouple used, (£10.5%
at 20°C and +5.5% at 40°C) over the temperature range of interest, this estimate of

sensor accuracy is treated with caution.

7.5.4 Discussion

From Figure 7.6 it is demonstrated that the sensor response under short-
circuit conditions is linear over the temperature range 20°C and 42°C. It is
considered that the small 0.05V deviation at 20°C which is equivalent to
approximately 0.33°C in the round trip 20°C — 42°C — 20°C measurement is due
to measurement error rather than any underlying rate-independent hysteretic or other
physical process. However, this observation requires further investigation to confirm
measurement error and this will be the subject of future work. Furthermore, the
sensitivity values obtained from the accumulative response results of Section 7.5 are
approximately 0.01V /K and 0.0075V /K lower than the sensitivity value obtained
from the transient analysis of Section 7.3. This discrepancy is believed to be most
probably due to the use of different signal-conditioning amplifiers with the unipolar
design being used for the transient response analysis, and the bipolar design being
used for the accumulative response analysis. While the feedback capacitors used in
both signal-conditioning designs are nominally identical, the +5% tolerance can
explain the discrepancy since the signal-conditioning response is sensitive to
variations in feedback capacitance values. The discrepancy may alternatively be due
to the accuracy of the thermocouple as discussed in Section 7.5.3.

From the theoretical calculation of P,¢; given in Section 4.6, and assuming
that p® = —350 uCm~2K~"! such that P,rr = —850 uCm~2K~!, the theoretical
value of the temperature to voltage conversion factor is given by CF = sens(G =
0.5) = —PessAs/Cr = 0.1476 V /K. This value agrees well with the conversion

factor measured in Section 7.5.1.
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7.6  Sensor response: time — frequency analysis

7.6.1 Sensor charge-mode output voltage model

The Fourier domain charge-mode signal conditioning amplifier output

voltage, V,,:(jw), which was derived in Chapter 6, Section 6.3.2, is repeated below

for clarity.
. ij(jw)GBP(R;3R3) Vee
Vout(]w) - . R> Lo, 1 iy 1 +T
RsCpCy ]w+GBP(R2+R3) Jw+ RfCr (}w T stCp)
- R3jwQ(jw) Ve
=~ +=° (6.7)

- . 1 . 1
RZRSCpCf<ja) t Rfcf>(ja) t 2R5Cp)

Equation 7.8 gives the equivalent Laplace domain output voltage, V,,;(s).

sQ(s)GBP( R3 )

R7+R3 k

Ry L1 , 1 2
RSCpCf<S+GBP(R2+R3)><S . Rfo><s . 2Rscp)

Vout (s) =

R3sQ(s) Vee
~ + =< 7.8
R2RsC. cf<s+#>(s+ L ) 2 (7:8)
p Rfo ZRSCp

Omitting the V../2 DC bias and setting the forward difference amplifier stage
to G = 0.5 yields Equation 7.9 and Equation 7.10 for the Fourier and Laplace

domain output voltages respectively.

. jwQ(jw)
Vout(]w) = ' 1 ’ ) (79)
ZRSCpCf<]w+Rfo>(]w+2Rscp)

)
Vour (s) = S (7.10)
ZRSCpCf(S'I'@)(S'Fm)

The terms Q(s) and Q(jw), R, and C, are the negative surface bound charge,
equivalent dielectric resistance and capacitance of the PZT-5H low frequency
equivalent circuit model given by Equation 4.33 to Equation 4.35 in Chapter 4,

Section 4.7. These are repeated below for clarity with Q(s) given by Equation 7.11

quoted in the Laplace domain. Equation 7.12 and Equation 7.13 give the negative
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bound charge due to a temperature change only with the subscript 6 indicating

temperature only.

J— ﬁ (1_ﬂb)B2Ap eiz3 S >

= Ip (Z(EbAb+a(1—ub)Ap) t o T (4.33)
_ b

Ry = 5im (4.34)

E E s _ ﬁEbAb‘PzL;1 ) =,
| (2331(Pp1 t e33¢Pp3 +p EyApta(l—pp) Ay 40(jw) + ]|
(4.35)

iw) = A B P S
s 33 .
EpAp+a(1-pp)Ap + ng (w)
E E s _ BELApPpa _
{(2831‘%1 T e33¢p3 TP EbAb+a(1—ub)Ap> A6(s) +]|
o l[ﬁEbAWbe(s)ﬁ<(1””“”c§1+”b“bjﬁ>2 © Jl (7.12)
€33 es3
EpAp+a(i-pp)Ap + 21505
E E s _ BEpAp®%, ) _
Qi) = 4 (2631§0p1 T es3@ps +p Enaptali—ty)A, A0(jw) 01
’ Y BEpApPp AH_ (](1)) .
EpAp+a(l—pup)Ap b
BEbAb(PlE,:l —
(2es105: + essfs +° - ) 46()
Qo (s) = 4 EpAp+a(i—iip)Ay 713

BEpAp®p A
EpAp+a(l-up)Ap 46, (s)

The sensor output voltage response, V,,,; to a surface temperature change is
therefore modelled by substituting the Fourier and Laplace domain expressions for
A6 and A8, derived in Section 4.9 and 4.10 into Equation 7.12 and 7.13 respectively
with further substitution of Equation 7.12 and 7.13 into the appropriate Fourier or
Laplace output voltage response models given by Equation 7.9 or Equation 7.10.
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7.6.2 Signal conditioning response decay effects

Measurements using charge-mode type signal conditioning are made during a
decaying transient that occurs due to the necessity of using finite resistances Ry in
the feedback network. As discussed in Chapter 6, these feedback resistors are
required to adequately limit the influence of drift due to operational amplifier bias
current, bias current offset and voltage offset mechanisms. These mechanisms
produce a continuous current that flows onto the feedback capacitances, increasing
the output voltage to saturation linearly with time. It is therefore desirable to
investigate the effect of a finite R on the amplitude and phase of the measured
temperature change during the slow decay present during measurement. It is required
that during the measurement period the frequency and time dependent phase and
amplitude do not depart significantly from that of the thermal signal to ensure that
measurements adequately represent the temperature being measured to a specified
accuracy.

Using the charge-mode amplifier response model given by Equation 7.10, the
amplifier output voltage can be written in Laplace form as given by Equation 7.14
where Qg (s) is the Laplace domain negative bound surface charge due to a spatial
mean temperature change in the piezoelectric medium as discussed in Section 4.8.
The forward difference stage gain is set to G = R3;/R5; = 0.5 and Rq is set to zero
since its effect on the low frequencies of interest is small. This is a reasonable
assumption since R, which is approximately 100£2, introduces a high frequency
—3db roll-offat f, = 1/4nR,C, ~ 40kHz.

Voue(s) = — 22— (7.14)
or{stm7c;)
By considering that Qg (t) is sinusoidal and in the steady state at a frequency
of w,, then Qu(t) can be represented by Qg(t) = Qg(w,)e(@ot=v(@o) \where
Q4 (w,) and v(w,) are the frequency dependent amplitude and frequency dependent

phase relative to A0, (jw). Qg(w,) and v(w,) are determined by the thermal

properties of the PZT sensor element and liner. V,,.(s) is therefore given by

212



Equation 7.15 where the standard Laplace transform L{e®°'} =1/(s —jw,) has

been used.
) —j(v(we))
Voue (s) = 2ol (7.15)
Cf(s—jwo)(s+m)
Inverse Laplace transforming Equation 7.15 yields Equation 7.16.
1 .
fwo+R;Cfe‘(W““°)f)
Vour (£) = Qo (@) e (@ot=v(wo) (7.16)

“r (jwo+Rf1Cf>

The angle and absolute values of V,,,.(t)e /ot yields the time and frequency
dependent phase and amplitude at the amplifier output relative to the measurand
ABgin (t) respectively. By writing Equation 7.16 fully in polar form, it can be seen
that for a particular w,, V,,:(t) is a phase and amplitude modulated version of the
ideal constant amplitude and phase output voltage, V,,:(t)izeq: 9iven by Equation
7.17.

Q ( o) ] —
Vour (Digear = 222 ) (@ot=0) (7.17)

The steady state response can be found by letting t — oo in Equation 7.16, or
equivalently by letting s =jw in Equation 7.14 and substituting the Fourier
transform of Qg (t) which is given by Qp(jw) = 2nQy8(w — w,)e V(@) followed
by taking the inverse Fourier transform to yield the same result. It can also be seen
from Equation 7.16 that letting Ry get very large, such that the decay time constant
T4 = RyCy — oo, that the output voltage response approaches the ideal response
given by V,,,: (t)iqear- The ideal response is also obtained at t = 0 irrespective of the
value of R¢. At w, = 0, it can be seen that as ¢ — oo, the amplifier response decays
to zero with the decay time constant of 7, = RCy.

A time frequency analysis that includes the effect of the thermal transient
nature of the combined sensor element, charge-mode conditioning amplifier and liner
and that describes the time dependent phase and amplitude response at V,,; to an

applied temperature change 46, (t) is described in Section 7.7. The analysis,
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which is based on the mathematical models described in Section 7.6.1, uses a Padé
approximant method to obtain the time frequency responses for the cases of
temperature measurement with the sensor element placed directly on the
measurement surface, and with an elastomer liner placed between the sensor and

measurement surface.

7.6.3 The Padé approximant method

The time-domain response of the sensor and signal conditioning can be found
by taking inverse Laplace transforms of the Laplace domain mathematical models
derived and described in Chapter 4. As discussed in Section 4.9.1, finding the precise
inverse Laplace transform is an intractable task for all but the simplest cases. If
required, the exact inverse Laplace transform can be obtained by using tables of
standard fractional inverse Laplace transforms together with the well-known sum to
infinite relationship for geometric expansions or using a Maclaurin expansion. The
resulting solution is in terms of infinite sums of complementary error functions and a
convergent solution will require the summation of a large number of error functions
with the required number increasing as the required time period increases. In
addition, the calculation is extremely tedious for all but the simplest transfer
functions, produces an unintuitive result and renders no more useful information than
can be found using the Padé approximant approach.

The Padé approximant method involves equating a ratio of polynomials of
unknown coefficients to a suitably truncated Taylor series of the function to be
approximated. The procedure is to first select the orders of the numerator and
denominator polynomials and normalise the denominator polynomial such that the
zero order term is equal to one. This is followed by multiplying both sides by the
denominator polynomial and equating the powers of both sides to yield a set of
equations in the polynomial coefficients. The final step is to solve the set of
equations simultaneously to evaluate the polynomial coefficients and therefore the
approximant. The order of both denominator and numerator polynomials required to
adequately approximate a function is determined by trial and error, with the initial

requirements that the resulting Laplace domain approximant must have no right hand
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Laplace plane poles and that the numerator order must be less than or equal to the
denominator order. The approximation is improved at the cost of computing time by
using as high an order as possible for both numerator and denominator polynomials

such that the difference in denominator and numerator orders is constant.

7.6.4 Verification of the Padé approximant method

To obtain the required time-frequency models, the inverse Laplace transforms
of the mathematical models described in Section 7.6.1 are required. However,
determining an exact solution is an extremely tedious if not intractable problem. To
circumvent this problem, a response was computed symbolically in Matlab using the
Padé and ilaplace functionality to allow an approximate time domain response
function with variables of liner thickness, frequency and time. To verify the
application of the Padé approximant method, the time domain response of the
approximant was compared to the exact solution of the temperature at the insulated
surface of a silicone elastomer liner, which is relatively easy to calculate, in response
to an applied temperature on the outside surface. The transient response to a
temperature step of 1°C using the exact solution and the Padé approximant are
compared, while the steady state amplitude and phase frequency responses are
compared using the Padé approximant solution with a ‘steady state’ time set to
t = 101° seconds in Matlab, and directly using the absolute and angle values of the
associated Fourier transfer function.

Equation 4.134 for the limiting case [,, [, < [, such that the thermal effects
of the sensor are considered negligible, and as before 46, (s) is the temperature at the

sensor surface and is repeated below for ease of reference.

46,(s) = Lskins) (4.134)

cosh\/KEBZe
Expanding the denominator of Equation 4.134, followed by multiplication of

the numerator and denominator by exp(—le,/s/Ke), yields Equation 7.18 for the

temperature on the surface.
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(7.18)

Using the relationship for the sum to infinite of a geometric series, the

reciprocal of the denominator can be written as Equation 7.19 where the series

always converges such that re{\/s/Ke} > 0 and re denotes the real part.

—2n | =1,
— =y (-D)"e = (7.19)
1+e_2‘lK:@le

Equation 7.19 can be also be obtained by computing a Maclaurin expansion

of 1/(1 + x?), where x = e leVs/Ke,

Substituting Equation 7.19 into Equation 7.18 yields Equation 7.20.

A05(s) = 2 Xno(— 1)”6_(2n+1)JKi‘fle Absiin(s) (7.20)

Representing the applied temperature by a complex exponential at frequency
w, such that A6, (s) = ABg.n/(s — jw,) and substituting into Equation 7.20

yields Equation 7.21 for the temperature at the sensor surface x = —1,,.

86,(5) = e (= ) g -ayre O 7.21

o\ T

Using the standard fractional calculus inverse Laplace transforms
LY e 5 /fs} = (1/Vnt)exp(—92/4t) and  LYe V5 /Vs(Vs + fjw,)} =
ef0ote?Viwoerfe([jw,t +9/2VT), where 9 is a constant, together with a partial
fraction expansion where erfc(x) is the complimentary error function given by
erfc(x) =1—-(2/m) f;ce"tzdt and noting that erfc(e) = (2/m) foooe"tzdt =1
to yield erfc(x) = (2/m) fx°° e~t*dt, and applying to Equation 7.21, the sinusoidal

temperature step response is given by Equation 7.22.
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- = Jjwo .
(e 2/ket VY > erfc ((zsz;)tle - \/1(1)7) +

@2n+)le =
| (e 2/Ket ']w‘))erfc (—(227;(_1);9+ ja)ot> J

405(t) = Abgpinel ot T o(—1)"

(7.22)

Setting w, = 0 to represent a 1°C Heaviside A8, temperature step yields
the response given by Equation 7.23.

) (o) (2n+1)le
46,(6) = 2805 Bitmo (~Derfe (Gle) (723

Using Matlab, it is found that lim,_,, Y- o(—1)"erfc((2n + 1)I./2,/K,t)
is equal to 0.5 and therefore in the limit as t — oo, Equation 7.23 reduces to Equation
7.24 as expected for the boundary condition of zero heat flow at the sensor external

surface such that 460,(t) — ABgyin.

. ~ . o L ~
11 46,(6) = 2405400 o Bimo(—Derfe (Be) = A0y (720

The result of Equation 7.24 can also be found by using the Fourier form of

Equation 4.134 given by Equation 4.135.

495(1'0)) — Aeskin(jw) (4135)

cosh(1+j) %le

Considering a sinusoidal excitation A8,;,e’“°t to have existed for all time
such that the Fourier transform is given by 46, (jw) = 2mA08si,6(w — w,), then
substitution into Equation 4.135 yields Equation 7.25 where § is the Dirac impulse

function.

AHS (](1)) — ZnAeskinS(w—wo) (725)

cosh(1+j) ;’T"ele

Taking the inverse Fourier transform of Equation 7.25 and rearranging yields
Equation 7.26.
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skin __ Abskin

A6,(t) = = (7.26)

h(1+)) |29 .
cosh(1+)) 2Ke € \/cosz /ZwTole+smh2 /;’T"le
e e

Setting w, = 0 in Equation 7.26 gives the desired result of the steady state

A0 (t) = ABgy;,. The phase and amplitude response are given by the arctan term in
the exponent and the reciprocal of the denominator term respectively.

Using Equation 7.23, the temperature transient response A6, (t) to a 40, =
1°C Heaviside step for different typical elastomer liner thicknesses, denoted by [,
was calculated using Matlab and is shown in Figure 7.7 where the summation was
truncated at n = 90. The choice of n =90 ensured the sufficient convergence of
A6,(t) up to t = 10,000 seconds. However, for longer observation times, a greater
value of n is required to avoid a divergent result. The complimentary error function
erfc terms in Equation 7.22 were replaced by imaginary error function erfi terms to
allow the evaluation of complex error function arguments in Matlab, where the
relationship between the erfc and erfi functions is given by erfc(x) =1—j x
erfi(—jx).
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Figure 7.7 Liner surface temperature response to a 1°C step, n = 90, 0Hz

The liner surface temperature response for the same A8, = 1°C 0Hz

Heaviside step was also obtained by applying a Padé approximant of order of zero in
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the numerator and six in the denominator (one zero and six poles), which is denoted
by [0,6], to Equation 4.134 and is shown in Figure 7.8.
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Figure 7.8 Liner surface temperature response to a 1°C step, Padé [0,6], 0Hz

It can be seen from Figure 7.8 that the Padé approximant response very
closely matches the ‘exact’ error function response given by Figure 7.7 for n = 90
and a duration of 10* seconds. The steady state Padé approximant frequency
response and the steady state frequency response for both amplitude and phase were
obtained from the absolute and angle values of the Padé approximant time domain
response at a time of 10%s to approximate the steady state, and Equation 4.135 for
a frequency range of 1 nrads™! to 1 rads~! for different liner thicknesses. Figure
7.9 and Figure 7.10 show the amplitude response using the Fourier transfer function
of Equation 4.135 and the Padé approximant respectively, while Figure 7.11 and
Figure 7.12 show the phase response using Equation 4.135 and the steady state Padé

approximant response respectively.
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Figure 7.9 Liner 46, steady state amplitude response vs frequency - Fourier
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Figure 7.10  Liner 46, steady state amplitude response vs frequency - Padé [0,6]

It can be seen from Figure 7.10 that the Padé approximant amplitude response
very closely matches the Fourier transfer function response given by Figure 7.9 over
the frequency range 10urads~! to 1rads~1. Both responses were calculated down
to 1nrads™?1, however since the calculated amplitude values below 10urads—! are

almost equal, these values are omitted for clarity.
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Figure 7.12  Liner 46, temperature steady state phase vs frequency, Padé [0,6]

It can be seen from Figure 7.12 that for the [, = 1mm and [, = 2mm
thicknesses, the Padé approximant phase response very closely matches the exact
Fourier transfer function phase response given by Figure 7.11 over the frequency
range 10urads™?! to 1rads~1. However when [, = 4mm, 6mm and 8mm the Padé
approximant departs from the exact phase response of Figure 7.11 at frequencies of
approximately 0.3rads™?, 0.15rads ™! and 0.1rads ™! respectively.

Notwithstanding the departure in phase response predicted by the Padé
approximant method at higher frequencies, the very close match in the transient and

steady state amplitude responses up to a frequency of 1rads~?! confirms the Padé
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approximant method as a sufficiently robust solution to obtain the required inverse

Laplace transforms of the hyperbolic mathematical models described in Chapter 4.

7.7  Sensor temperature response — time-frequency analysis

7.7.1 Methodology

The Padé approximant method was applied using Matlab to identify the
appropriate Padé numerator and denominator polynomial orders, which is denoted by
[Numerator, Denominator], for the cases of with and without the presence of an
elastomer liner between the sensor element and measurement surface. The Padé
approximant orders that yield intuitively reasonable results within an acceptable
computing time are [3,4] and [0,6] respectively. The Padé [3,4] approximant was
applied to the spatial mean substrate and spatial mean piezoelectric temperature
transfer function models given by A8(s)/46,(s) and A8,(s)/A0(s) respectively
using Equation 4.117 and Equation 4.118 for a temperature change applied at the
substrate surface such that [, = 0mm and 464(s) = A6, (s). Similarly, a Padé
[0,6] approximant was applied to the spatial mean substrate and piezoelectric
temperature transfer function models using Equation 4.128 and Equation 4.129 for a
temperature change 46, (s) applied to the surface of an elastomer liner for typical
thicknesses of [, = 1mm to 8mm.

The thermal responses of the liner and piezoelectric element introduce
significant transient effects to the signal presented at the signal conditioning
amplifier input. In addition, the thermal signal low frequency components
continuously decay at the amplifier output during the measurement period as
discussed in Section 7.6.2. It is therefore important to investigate the effect of the
whole sensor system on the signal conditioning output frequency response over the
measurement period to determine how faithfully the response represents the
measured interface temperature signal. To investigate the time-frequency behaviour
of the sensor element and charge amplifier in terms of the transient and frequency
responses to a general applied surface skin temperature signal, 46, (s), the skin

temperature was modelled by a unit amplitude complex exponential test function,
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such that A6;,,(s) = 1/(s — jw,), to represent a 1°C peak amplitude sinusoidal
skin temperature at a frequency of w,. The use of a complex exponential model
function provides the generality required to analyse the effects of the sensor and
signal-conditioning amplifier on the phase and amplitude of the frequencies
contained in the input temperature signal. Similar to the principle used in the
derivation of the discrete Fourier transform (DFT), the reasoning here is that any real
world time-limited signal such as the temperature signal measured by the sensor can,
in mathematical terms be made periodic with a period equal to the signal duration,
denoted by T4, which is in this case 8 hours. The associated fundamental frequency
is therefore given by w,; = 2m/T,;. The resulting periodic signal can therefore be
written as a Fourier series sum of discrete complex exponentials at harmonics of w
such that w,; = 2nd/T; to yield Equation 7.27 and Equation 7.28 where
ABgin(jwy) is the Fourier transform of the temperature signal over the period

t=0- Td'
Aeskin(t)pen’odic = Z?io=—oo Cdejwdt (7-27)

1 (T —q 495 in(. )
Ca=1 Jy ¢ ABpin (eI @t dt = —def‘“d (7.28)

Taking the Laplace transform over one period t = 0 — T, of the Fourier
series representation given by Equation 7.27 yields Equation 7.29 for the Laplace

transform of the time-limited signal.

(1-e=Ta)

Abgpin (s) = L{Aeskin 1)} = Tidz:?ic;—ooﬂeskin(jwd) B (7-29)

(s—jwga)

A complete description of the Laplace transform of the real-world time-
limited temperature signal is therefore given by the Laplace transform of an infinite
summation of complex exponentials. Each complex exponential is at a discrete
multiple of the fundamental frequency and weighted by the value of the product of
the reciprocal of the period and the Fourier transform evaluated at each harmonic of
the fundamental frequency. The time delay term e~57< in the numerator of Equation
7.29 ensures that the signal is zero beyond time T, as required. The use of a complex
exponential model test function, such that A46;,(s) =1/(s —jw,), therefore

provides the generality required to allow the effect of the sensor and signal-
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conditioning amplifier on the phase and amplitude of the frequencies contained in the
input temperature signal to be analysed.

The Padé approximant models were substituted into Equation 7.30 for the
ABsyin (s) to charge transfer function given by Q. (s), with Q;¢(s) and 46, (s) =
1/(s — jw,) substituted into the charge amplifier Laplace domain output voltage

given by Equation 7.31. The forward difference gain was setto G = R;/R, = 0.5.

BEpAp@h 40(s)
(2331(051 + 333(P53 +p° - o )

Q (S) — Q(s) — EbAb+a(1_ﬂb)Ap ABsgin(s)
t A65kin(s) s BEpAp@p 465 (s)
EpAp +a(1—ﬂb)Ap 2O in(s)
(7.30)
R3s Padé{ Q;r(s)} s Padé{ Q;f(s)}
Vout(s) = > ' tfl L\ . tfl 1
RzRSCp Cf(S—j(JJO)<S+W><S+m) ZRSCpCf(S—](JJO)<S+W><S+m) o

(7.31)

The inverse Laplace transform of Equation 7.31 was evaluated using the
Matlab  symbolic  ilaplace  functionality = for  liner  thicknesses  of
l, = Omm, Imm, 2mm, 4mm, 6mm and 8mm to yield the time domain transient
responses for each [, in terms of both time and the applied frequency w,. By
choosing a particular time, t, and setting w, = w to signify that the frequency is
now treated as a variable, the instantaneous frequency response of the combined
charge amplifier and thermal charge transfer function can then be plotted in terms of

the amplitude, phase and phase delay as a function of frequency using the Matlab
abs and angle functionality abs(Vy,.(t,, w)), angle (e"j“’otVout(to,w)) and
—angle (e —jwtoy  (t,, w)) /w respectively.

Similarly, by choosing a particular w = w,,, the transient response of the

combined charge amplifier and charge transfer function can then be plotted in terms

of the amplitude, phase and phase delay as a function of time from abs(Vout(t, a)o)),

angle (e‘ijtVout(t,wo)) and —angle (e‘j“’otvout(t,wo))/wo respectively. In
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the following sections the amplitude, phase and phase delay are plotted as functions
of both time and frequency for liner thicknesses of [, = Omm, 1mm and 8mm using
3-d surface plots to provide a clearer analysis of the time-frequency response
behaviours. The 3-d plots were obtained using the Matlab ‘surfl’ surface plotting

functionality that provides surface lighting tools.

7.7.2 Transient response: [, = 0mm

The amplifier V,,,.(t) transient response to a 1°C step temperature change at
w, = 0rads™! is given in Figure 7.13. The maximum temperature to voltage
conversion factor is CF = 0.1476 V /K, which is calculated using the Matlab scripts
and the relevant brass substrate and PZT-5H material constants listed in Appendix
A.l. It can be seen that this value of CF agrees well with that determined

experimentally in Sections 7.3 and 7.5.
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Figure 7.13  Amplifier V,,,, temperature response to a 1°C step, Padé [3,4], 0Hz

It can be seen from Figure 7.13 that the response rises to a peak of 0.1476V
at approximately 0.9s after application of the 1°C step. The first part of the response
from t = 1us to 5ms is due to thermal expansion in the brass substrate and, to a
much lesser extent the rise time of the charge-conditioning amplifier, which is
approximately t,, = 4us. The second increase in response from t = 5ms to the peak

output at 0.9s is due to subsequent heating in the piezoelectric medium as heat
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diffuses through the substrate, and is due mainly to a change in the polarisation of the
piezoelectric medium via the primary pyroelectric coefficient. The subsequent
response decay is due to the time constant of the amplifier charge stage feedback
networks such that ©, = RrCy = 1.5 X 10°s. The permitted 2% reduction in the
peak output voltage, which is indicated by the 98% output voltage line, limits the
operating time from approximately 0.12s to 29000s between the thermal rise time
and the permitted amplifier response decay. The upper time limit therefore

corresponds to the required operating time of 8 hours (28800s).

7.7.3 Time-frequency response: I, = Omm

The amplitude time-frequency response of the sensor to an applied
temperature change at the substrate interface such that [, = Omm is shown in Figure
7.14. The applied interface temperature is modelled by complex exponentials at
different frequencies of amplitude 1K at the substrate surface as discussed in Section
7.7.1. By considering sequential time ‘slices’ parallel to the frequency axis, it can be
seen that the amplitude frequency response at the signal-conditioning output evolves
in time toward the steady state frequency response. Similarly by considering
sequential frequency ‘slices’ parallel to the time axis, the transient amplitude
behaviour of the sensor can be examined at different frequencies. Initially, the
transient response is dominated by the thermal transient response of the piezoelectric
medium and substrate; and the rise time of the signal-conditioning amplifier, while
towards the steady state it is dominated by the signal conditioning amplifier decay
time constant.

After periods of 0.12s and 0.18s, the amplitude reaches the required 98% of
peak value at frequencies of 10~ 1%rads~! and 6.8rads~? respectively. As discussed
in Section 7.7.2, the initial transient is due to heat transfer, first in the substrate,
followed by the piezoelectric medium. After an operating period of 8 hours
corresponding to the data-tips at 2.9 x 10%s, the amplitude remains at approximately
98% of the peak value with a maximum amplitude of 0.1482V corresponding to

100.4% of the peak value at a frequency of 150urads™1.
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It can therefore be stated that when the sensor is configured to measure the
interface temperature at the substrate surface such that [, = Omm, that the amplitude
frequency response is approximately constant and within the required specification
such that it faithfully represents the interface temperature amplitude over the
frequency range of DC to 6.8rads~! for a measurement period of 0.18s to 2.9 x
10*s. At time periods greater than 2.9 x 10%*s, it can be seen that the amplitude
frequency response approaches a steady state that is dominated by the first order high
pass response of the charge-conditioning amplifier at low frequencies, and by the
thermal response of the sensor element at high frequencies. It can also be seen that in
the steady state, closely approximated by the data-tips at 108s, the amplitude
frequency response that satisfies the required specification is now limited to a
frequency range of 3.3urads™! to 6.8rads™1. While this minimum frequency is
extremely low, a real world temperature signal will contain significant DC and very
low frequency components that will decay toward zero in the steady state. It cannot
therefore be assumed that the sensor will faithfully represent the interface

temperature amplitude at time periods greater than 2.9 x 10%s.
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Figure 7.14  Amplitude time frequency plot at [, = Omm
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The phase time-frequency response of the sensor at [, = Omm is shown in
Figure 7.15. By considering sequential time ‘slices’ parallel to the frequency axis, it
can be seen that the phase frequency response at the signal-conditioning output
evolves in time toward the steady state frequency response. Similarly by considering
sequential frequency ‘slices’ parallel to the time axis, the transient phase behaviour
of the sensor can be examined at different frequencies.

It can be seen from Figure 7.15 that after a period of 1us the phase is
2.85 X 107 8rads and increases to —4.45 x 10 %rads over the sensor operating
frequency range of 10 %rads~! to 6.8rads~!. After an operating period of
8 hours corresponding to the data-tips at 2.9 x 10*s, the phase remains at 2.85 X
10~8rads for a frequency of 1071°rads™?, and reduces to —0.065rads at a
frequency of 6.8rads™1. The maximum phase over the sensor operating frequency
range of 107 1% ads™! to 6.8rads~?! throughout an operating period of 8 hours is
0.014rads at a frequency of 8 x 10™*rads ™1, which is equivalent to approximately
0.8°. It can therefore be stated that when the sensor is configured to measure the
interface temperature at the substrate surface with [, = Omm, that the phase response
is low over the frequency range of DC to 6.8rads™!. The effect of the phase
response on the input temperature signal is negligible and the sensor response will
faithfully represent the interface temperature phase over this frequency range and
over a measurement period of 107%s to 2.9 x 10*s. At time periods greater than
2.9 X 10*s, it can be seen that the phase frequency response approaches a steady
state that is dominated by the first order high pass response of the charge-
conditioning amplifier at low frequencies, and by the thermal response of the sensor
element at high frequencies. It can also be seen that in the steady state, represented
by the data-tips at 108s, the phase increases from a minimum of —0.065rads at a
frequency of 6.8rads™! to m/2rads at 10~%rads~1. Allowing a maximum phase
shift of 0.2rads, the frequency is now limited to a range of 3.3urads™! to
6.8rads™1. While this minimum frequency is extremely low, a real world
temperature signal will contain significant DC and very low frequency components
that exhibit large phase shifts and it cannot therefore be assumed that the sensor will
faithfully represent the interface temperature phase at time periods greater than
2.9 x 10%s.
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The phase delay time-frequency response of the sensor at [, = Omm is shown
in Figure 7.16. By considering sequential time ‘slices’ parallel to the frequency axis,
it can be seen that the phase delay frequency response at the signal-conditioning
output evolves in time toward the steady state frequency response. Similarly by
considering sequential frequency ‘slices’ parallel to the time axis, the transient phase
delay behaviour of the sensor can be examined at different frequencies.

It can be seen from Figure 7.16 that after periods of 0.12s and 0.18s at
frequencies of 1071%rads™! and 6.8rads~! respectively, the phase delay is
approximately constant at 0.008s, inferring that the phase is approximately linear for
all frequencies between 107 '°rads™! and 6.8rads~1. The periods of 0.12s and
0.18s refer to the minimum time required for the amplitude response at all
frequencies to reach the required 98% of peak value. After an operating period of
8 hours, corresponding to the data-tips at 2.9 x 10*s, the phase delay is
approximately 0.009s at 6.8rads~! and therefore remains very close to the
corresponding value at 0.18s. However, at a frequency of 107%rads~? the phase
delay increases to 285s, while at an intermediate frequency of 10 *rads™1, the
phase delay is 131.5s.

When compared to the period corresponding to each frequency, these phase
delays are small and it can therefore be stated that when the sensor is configured to
measure the interface temperature at the substrate surface with [, = Omm, that the
phase delay can be considered low over the frequency range of DC to 6.8rads™?.
Furthermore, the effect of the phase delay on the input temperature signal is
negligible and the sensor response will faithfully represent the interface temperature
for this frequency range over a measurement period of 0.18s to 2.9 x 10*s. At time
periods greater than 2.9 x 10*s, the phase delay approaches a steady state that is
dominated by the first order high pass response of the charge conditioning amplifier
at low frequencies, and the phase delay increases steeply at frequencies below
3.3urads™?. It cannot therefore be assumed that the sensor will faithfully represent

the interface temperature signal at time periods greater than 2.9 x 10%s.
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7.7.4 Time-frequency response: I, = 1mm

The amplitude time-frequency response of the sensor to an applied
temperature change at the external liner interface with [, = 1mm is shown in Figure
7.17. The applied interface temperature is modelled by complex exponentials at
different frequencies of amplitude 1K at the external liner surface as discussed in
Section 7.7.1. Initially, the transient response is dominated by the thermal transient
response of the elastomer liner, piezoelectric medium and substrate; and the rise time
of the signal-conditioning amplifier, while towards the steady state it is dominated by
the signal conditioning amplifier decay time constant.

After periods of 48s and 80s, the amplitude reaches the required 98% of
peak value at frequencies of 1071%rads™?! and 17mrads—! respectively. This initial
transient is due to heat transfer, first in the liner followed by the substrate and
piezoelectric medium. After an operating period of 8 hours corresponding to the
data-tips at 2.9 x 10%s, the amplitude remains at approximately 98% of the peak
value.

It can therefore be stated that when the sensor is configured to measure the
interface temperature at the external liner surface with [, = 1mm, that the amplitude
frequency response is approximately constant and within the required specification.
However, this amplitude response now faithfully represents the interface temperature
amplitude only over a restricted frequency range of DC to 17mrads~! and
measurement period of 80s to 2.9 x 10*s. At time periods greater than 2.9 x 10%s,
it can be seen that the amplitude frequency response approaches a steady state that is
dominated by the first order high pass response of the charge-conditioning amplifier
at low frequencies, and by the thermal response of the sensor element at high
frequencies. It can also be seen that in the steady state, which is closely
approximated by the data-tips at 108s, the amplitude frequency response that
satisfies the required specification is now further restricted to a frequency range of
3.3urads~! to 17mrads~t. While this minimum frequency is extremely low, a real
world temperature signal will contain significant DC and very low frequency
components that will decay toward zero in the steady state. Furthermore, at

17mrads~—1, which corresponds to a period of approximately 6 minutes, this
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maximum frequency restricts the use of the sensor if faster temperature changes
occur due to exertion for example. It cannot therefore be assumed that the sensor will
faithfully represent the interface temperature amplitude where fast temperature
changes occur at any time during the operating period of 2.9 x 10*s and at times

greater than the operating period.
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The phase time-frequency response of the sensor at [, = 1mm is shown in
Figure 7.18. By considering sequential time ‘slices’ parallel to the frequency axis, it
can be seen that the phase frequency response at the signal-conditioning output
evolves in time toward the steady state frequency response. Similarly by considering
sequential frequency ‘slices’ parallel to the time axis, the transient phase behaviour
of the sensor can be examined at different frequencies.

It can be seen from Figure 7.18 that after a period of 10ms the phase is
2.714 X 10~ 8rads and increases to —0.17 x 107 3rads over the now restricted
sensor operating frequency range of 1071%rads™! to 17mrads~!. After an
operating period of 8 hours corresponding to the data-tips at 2.9 x 10%s, the phase
remains at 2.714 x 10 8rads for a frequency of 1071%rads™1, and reduces to
—0.224rads at a frequency of 17mrads~1. The maximum phase over the restricted
sensor operating frequency range of 107 %rads™! to 17mrads~! throughout an
operating period of 8 hours is 0.013rads at a frequency of 7.7 X 10 >rads™t,
which is equivalent to approximately 0.75°. It can therefore be stated that when the
sensor is configured to measure the interface temperature at the external liner surface
with [, = 1mm, that the phase response is low over the frequency range of DC to to
17mrads~1. The effect of the phase response on the input temperature signal is
negligible and the sensor response will faithfully represent the interface temperature
phase over this restricted frequency range and over a measurement period of 10ms
to 2.9 x 10*s. At time periods greater than 2.9 x 10*s, it can be seen that the phase
frequency response approaches a steady state that is dominated by the first order high
pass response of the charge-conditioning amplifier at low frequencies, and by the
thermal response of the sensor element at high frequencies. It can also be seen that in
the steady state, represented by the data-tips at 108s, the phase increases from a
minimum of —0.224rads at a frequency of 17mrads™' to m/2rads at
107 % ads~1. Allowing a maximum phase shift of approximately 0.2rads, the
frequency is now limited to a range of 3.3urads™! to less than 17mrads~1. While
this minimum frequency is extremely low, a real world temperature signal will
contain significant DC and very low frequency components that exhibit large phase
shifts and it cannot therefore be assumed that the sensor will faithfully represent the

interface temperature phase at time periods greater than 2.9 x 10%s.
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The phase delay time-frequency response of the sensor at [, = 1mm is shown
in Figure 7.19. By considering sequential time ‘slices’ parallel to the frequency axis,
it can be seen that the phase delay frequency response at the signal-conditioning
output evolves in time toward the steady state frequency response. Similarly by
considering sequential frequency ‘slices’ parallel to the time axis, the transient phase
delay behaviour of the sensor can be examined at different frequencies.

It can be seen from Figure 7.19 that after periods of 48s and 80s at
frequencies of 107%ads™! and 17mrads™! respectively, the phase delay is
12.37s and 13.08s respectively, inferring that the phase is approximately linear for
all frequencies between 107 1%rads~! and 17mrads~1. The periods of 48s and 80s
refer to the minimum time required for the amplitude response at all frequencies to
reach the required 98% of peak value. After an operating period of 8 hours,
corresponding to the data-tips at 2.9 x 10*s, the phase delay is 13.15s at
17mrads~! and therefore remains very close to the corresponding value at 80s.
However, at a frequency of 10~ 1%rads~? the phase delay reduces to —271.4s, while
at an intermediate frequency of 10~*rads ™1, the phase delay is —118.4s.

When compared to the period corresponding to each frequency, these phase
delays are small and it can therefore be stated that when the sensor is configured to
measure the interface temperature at the external liner surface with [, = 1mm, that
the phase delay can be considered low over the frequency range of DC to to
17mrads~t. The effect of the phase delay on the input temperature signal is
therefore negligible and the sensor response will faithfully represent the interface
temperature for this restricted frequency range over a measurement period of 80s to
2.9 X 10*s. At time periods greater than 2.9 x 10*s, the phase delay approaches a
steady state that is dominated by the first order high pass response of the charge
conditioning amplifier at low frequencies, and the phase delay increases steeply at
frequencies below 3.3urads™1. It cannot therefore be assumed that the sensor will
faithfully represent the interface temperature signal at time periods greater than
2.9 X 10%s.
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7.7.5 Time-frequency response: I, = 8mm

The amplitude time-frequency response of the sensor to an applied
temperature change at the external liner interface with [, = 8mm is shown in Figure
7.20. The applied interface temperature is modelled by complex exponentials at
different frequencies of amplitude 1K at the external liner surface as discussed in
Section 7.7.1. Initially, the transient response is dominated by the thermal transient
response of the elastomer liner, piezoelectric medium and substrate; and the rise time
of the signal-conditioning amplifier, while towards the steady state it is dominated by
the signal conditioning amplifier decay time constant.

After periods of 1300s and 2200s, the amplitude reaches the required 98%
of peak value at frequencies of 1071% ads~! and 0.63mrads~?! respectively. This
initial transient is due to heat transfer, first in the liner followed by the substrate and
piezoelectric medium. After an operating period of 8 hours corresponding to the
data-tips at 2.9 x 10%s, the amplitude remains at approximately 98% of the peak
value.

It can therefore be stated that when the sensor is configured to measure the
interface temperature at the external liner surface with [, = 8mm, that the amplitude
frequency response is approximately constant and within the required specification.
However, this amplitude response now faithfully represents the interface temperature
amplitude only over a severely restricted frequency range of DC to 0.63mrads™!
and measurement period of 2200s to 2.9 x 10*s. At time periods greater than
2.9 x 10%*s, it can be seen that the amplitude frequency response approaches a steady
state that is dominated by the first order high pass response of the charge-
conditioning amplifier at low frequencies, and by the thermal response of the sensor
element at high frequencies. It can also be seen that in the steady state, which is
closely approximated by the data-tips at 108s, the amplitude frequency response that
satisfies the required specification is now further restricted to a frequency range of
3.3urads™! to 0.63mrads~t. While this minimum frequency is extremely low, a
real world temperature signal will contain significant DC and very low frequency
components that will decay toward zero in the steady state. Furthermore, at

0.63mrads™1, which corresponds to a period of approximately 166 minutes, this
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maximum frequency severely restricts the use of the sensor in the likely event that
faster temperature changes will occur. It cannot therefore be assumed that the sensor

will faithfully represent the interface temperature at any time during or at times

greater than the operating period of 2.9 x 10%s.
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The phase time-frequency response of the sensor at [, = 8mm is shown in
Figure 7.21. By considering sequential time ‘slices’ parallel to the frequency axis, it
can be seen that the phase frequency response at the signal-conditioning output
evolves in time toward the steady state frequency response. Similarly by considering
sequential frequency ‘slices’ parallel to the time axis, the transient phase behaviour
of the sensor can be examined at different frequencies.

It can be seen from Figure 7.21 that after a period of 1s the phase is —1.03 X
1078rads and increases to —0.55 x 107 3rads over the now severely restricted
sensor operating frequency range of 107 °rads™! to 0.63mrads~!. After an
operating period of 8 hours corresponding to the data-tips at 2.9 x 10%s, the phase
remains at —1.03 x 10~8rads for a frequency of 107%rads™?, and reduces to
—0.237rads at a frequency of 0.63mrads~1. The phase reduces monotonically
over the restricted sensor operating frequency range of 107 1%rads™! to
0.63mrads ™! throughout the operating period of 8 hours.

It can therefore be stated that when the sensor is configured to measure the
interface temperature at the external liner surface with [, = 1mm, that the phase
response is low over the frequency range of DC to 0.63mrads~1. The effect of this
phase response on the input temperature signal is negligible and the sensor response
will faithfully represent the interface temperature phase over this severely restricted
frequency range and over a measurement period of 1s to 2.9 x 10*s. At time periods
greater than 2.9 x 10%s, it can be seen that the phase frequency response approaches
a steady state that is dominated by the first order high pass response of the charge-
conditioning amplifier at low frequencies, and by the thermal response of the sensor
element at high frequencies. It can also be seen that in the steady state, represented
by the data-tips at 108s, the phase increases from a minimum of —0.236rads at a
frequency of 0.63mrads™! to mw/2rads at 10~ %rads~t. Allowing a maximum
phase shift of approximately 0.2rads, the frequency is now limited to a range of
3.3urads™! to less than 0.63mrads~1. While this minimum frequency is extremely
low, a real world temperature signal will contain significant DC and very low
frequency components that exhibit large phase shifts and it cannot therefore be
assumed that the sensor will faithfully represent the interface temperature phase at

time periods greater than 2.9 x 10*s.
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The phase delay time-frequency response of the sensor at [, = 8mm is shown
in Figure 7.22. By considering sequential time ‘slices’ parallel to the frequency axis,
it can be seen that the phase delay frequency response at the signal-conditioning
output evolves in time toward the steady state frequency response. Similarly by
considering sequential frequency ‘slices’ parallel to the time axis, the transient phase
delay behaviour of the sensor can be examined at different frequencies.

It can be seen from Figure 7.22 that after periods of 1300s and 2200s at
frequencies of 107 1% ads™! and 0.63mrads™?! respectively, the phase delay is
356.4s and 374.3s respectively, inferring that the phase is approximately linear for
all frequencies between 1071%ads~! and 0.63mrads~!. The periods of 1300s and
2200s refer to the minimum time required for the amplitude response at all
frequencies to reach the required 98% of peak value. After an operating period of
8 hours, corresponding to the data-tips at 2.9 x 10*s, the phase delay is 376.4s at
0.63mrads ™! and therefore remains very close to the corresponding value at 2200s.
However, at a frequency of 107 1%rads™! the phase delay reduces to 103.4s, while
at an intermediate frequency of 10~ *rads ™1, the phase delay is 249.8s.

When compared to the period corresponding to each frequency, these phase
delays are small and it can therefore be stated that when the sensor is configured to
measure the interface temperature at the external liner surface with [, = 8mm, that
the phase delay can be considered low over the frequency range of DC to to
0.63mrads™1. The effect of the phase delay on the input temperature signal is
therefore negligible and the sensor response will faithfully represent the interface
temperature for this severely restricted frequency range over a measurement period
of 2200s to 2.9 x 10*s. At time periods greater than 2.9 x 10*s, the phase delay
approaches a steady state that is dominated by the first order high pass response of
the charge conditioning amplifier at low frequencies, and the phase delay increases
steeply at frequencies below 3.3urads™1. It cannot therefore be assumed that the
sensor will faithfully represent the interface temperature signal at time periods

greater than 2.9 x 10*s.
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7.7.6 Verification of the Padé steady-state responses at V ,,,;

The steady state responses given by the Padé approximant in the time-
frequency plots given in Section 7.7.3 to Section 7.7.5 can be investigated for steady
state accuracy by writing the Laplace response at the amplifier output V,,.(s) in
Fourier form V,,:(jw) and applying a steady state sinusoidal surface temperature
such that A, (jw) = 2mA84in8(w — w,). Voyu(jw) is therefore given by
Equation 7.32 where the Fourier form of Q.((s) given by Equation 7.30 is given by
Equation 7.33 and 48 (jw) and 48, (jw) are given by Equation 4.130 and Equation
4.131 respectively.

i i jw2mAD gy inS(w— j
Vout(jw) — Rzjw Q(jw) Jjw2mAbskind(w—wo) Qtf(]w)

o1 N oo —t iw+—rt
RaRsCoCr (Jw ' Rfo><] @ 2Rscp) 2RsCoCs <]w ' Rfcf>(]w ' ZRSCP)

G=0.5

(7.32)
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(7.33)

The inverse Fourier transform of Equation 7.32 yields Equation 7.34.

Jwo Qtf(jwo)

. 1 . 1
2RSCpCf<]wo :Rfcf>(]wo } stCp)

Vout(t) = eJ®ot (7-34)

G=0.5

In a similar way to that described in Section 7.7.1 for the transient response,
the steady state frequency response of the combined charge amplifier and charge

transfer function, Q.r(jw,) can be plotted in terms of the amplitude and phase as a

function of frequency using the Matlab plotting functionality abs(Vy,.(t, w,)) and
angle (e‘f‘“otVout(t, wo)). As a check that the Padé approximant results described

above are reasonable, the steady state amplitude and phase response plots for
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[, = 0Omm and [, = 8mm are compared with the respective Padé approximant plots
at t = 108 to represent the steady state. The steady state amplitude response plots for

[, = Omm and [, = 8mm are given by Figure 7.23 and Figure 7.24 respectively.
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By comparing the 98% of peak amplitude values given by 3.3urads™! and
6.8rads™! in Figure 7.23 for I, = Omm, and 3.3urads™! and 0.65mrads™?! in
Figure 7.24 for I, = 8mm with the corresponding amplitude values at t = 108s in

Figure 7.14 and Figure 7.20 respectively, it can be seen that these are identical. The

248



corresponding steady state phase response plots for [, = Omm and [, = 8mm are

given in Figure 7.25 and Figure 7.26 respectively.
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By comparing the 98% peak amplitude phase given by the datatips at
6.8rads~! for I, = Omm in Figure 7.25, and 0.63mrads~! for [, = 8mm in Figure
7.26 with the corresponding phase values at t = 108s in Figure 7.17 and Figure 7.21
respectively, it can be seen that these are also identical. Furthermore, the values of

the phase at w = 10™1% ads ™1 in the Padé approximant plots and steady state plots
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for both liner thicknesses is m/2 rads as expected due to the first order high-pass
characteristic of the signal conditioning amplifier.

While the agreement in the values obtained by the steady-state and Padé
approximant methods do not prove that the Padé approximants are accurate at all
times and frequencies, the comparison does however provide a useful additional
check that improves confidence in the validity and application of the Padé

approximant method.

7.8 Conclusions

A signal decay compensation scheme that was applied to the measurement
data of Section 7.3 and Section 7.5 is presented in Section 7.2.3. It is shown that
signal decay compensation is an effective tool in compensating for the signal-
conditioning decay observed in the raw measurement data. The application of a
similar scheme to provide real-time decay compensation to mitigate the need for very
large feedback resistances in a practical measurement system is the subject of future
work. In Section 7.3 it is shown that the sensor and signal conditioning system
produces a faster response demonstrated by an approximately 50% greater amplitude
at the first transient hunting peak than the commonly used type K thermocouple,
which is attached to the Peltier tile to provide the surface temperature reference. In
Section 7.3 and Section 7.5, the experimentally observed temperature to voltage
conversion factors (CF) for the transient response and accumulative responses for
Cr = 1.5uF are given by CF = sens(G = 0.5) = 0.16V /K and CF = sens(G =
0.5) = 0.1503V /K respectively and agree reasonably well with the theoretical
value of 0.1476. The transient response conversion factors with ¢ = 1 for Cr = 1uF
and Cr = 1.5uF of 0.47 and 0.32 respectively yield a ratio of 0.47/0.32 = 1.47 that
agrees well with the expectation of an inverse proportional relationship between
charge amplifier gain and C;. The small discrepancy is easily explained by nominal
Cr value tolerances of £5% and measurement reading error due to signal noise.

It Section 7.5 it is demonstrated that the sensor response under short-circuit
conditions is linear over the temperature range 20°C and 42°C. It is considered that

the small 0.05V deviation at 20°C which is equivalent to approximately 0.33°C in
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the round trip 20°C — 42°C — 20°C measurement is due to measurement error
rather than any underlying rate-independent hysteretic or other physical process.
However, this observation requires further investigation to confirm measurement
error and this will be the subject of future work.

In Section 7.5.2, the measured total pyroelectric response Pss is
demonstrated to be approximately —870 uC/m?K. This value agrees well with the
calculated response of P,rf ~ —800 to —900 uCm~2K~* given in Section 4.6 and
confirms the anticipated pyroelectric response enhancement due to substrate
clamping.

A prudent estimate of the sensor element and charge amplifier accuracy is
given as +3.5% in Section 7.5.3. However, since the temperature reference is
obtained using a thermocouple integrated with the Peltier tile and PID controller, the
validity of the estimate is dependent on the accuracy of the thermocouple. With a
typical accuracy of +2.2°C at low temperatures for the type K thermocouple used,
(£10.5% at 20°C and +5.5% at 40°C) over the temperature range of interest, this
estimate of sensor accuracy is treated with caution and improving this estimate of
accuracy will be the subject of future work.

From the results of Section 7.7.2 and Section 7.7.3, the sensor is capable of a
fast response when used directly against the measurement surface with a rise time to
98% peak and peak output of 0.12s and 0.9s respectively for a DC step of 1K. The
sensor is capable of measuring frequencies up to 6.8rads™! (=~ 1.1Hz) with a rise
time to the 98% peak of 0.18s for a sinusoidal step of amplitude 1K. However, from
the results of Section 7.7.4 and Section 7.7.5 that the use of a polymer liner between
the sensor element and measurement surface severely limits the usable frequency
response of the sensor due to severe amplitude and phase distortion, precluding the
direct use of the sensor to measure the skin surface temperature. This result is no
surprise and confirms intuition that this would be the case. Application of the method
described in [88] that describes a Gaussian-learning algorithm presents a possible
solution to providing a meaningful indirect measure of the skin temperature from the
heavily amplitude- and phase-distorted sensor signal measured. The ability to

reliably measure skin surface temperature within a prosthetic socket without direct
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sensor element to skin contact is a desirable aim and this is the subject of future
work.

An additional consideration when using a liner is that when compressed, the
liner thickness, specific heat capacity and the density may change significantly. This
in turn will cause a change in the diffusion coefficient (diffusivity) of the liner
elastomer material, which is specific heat capacity and density dependent. A change
in the thickness, specific heat capacity and density may therefore significantly
influence the response at the output of the signal-conditioning amplifier. Further

work is required to investigate possible effects on the sensor response.
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Chapter 8

ICT limitations to e-Health

8.1 Introduction

As advancing technology allows e-health devices increasingly to become
smaller, lighter and smarter, they become more attractive for use in the permanent
and continuous monitoring of patients [110]. Of particular interest in this thesis is
their use in monitoring people who are prone to developing health problems such as
those who regularly wear prosthetic limbs or those living with diabetes. As discussed
in Chapter 1, people with diabetes are particularly prone to the development of
pressure sores due to, for example, an ill-fitting prosthesis or a significant change in
the residual limb volume. Continuous monitoring of relevant biometrics and
knowledge of the magnitude and distribution of direct forces at the interface between
the residual limb and prosthetic socket may be useful in providing an early warning
of the development of tissue damage. Ultimately, the application of an early warning
e-health monitoring system on vulnerable patients will provide the patient and/or
health authorities with health related data that may be critical in avoiding injury and

indicate medical intervention if necessary.
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E-health has grown rapidly in recent years [111]. However, in the case of
critical m-health (mobile health) monitoring systems where a patient may require to
be monitored continuously or emergency alerts may be critical to patient welfare, it
is vital that patient data is not lost and in some cases that patient data reach the
relevant authority with minimal delay to avoid life threatening complications.
However, issues with mobile communications channel availability and issues with
latency and limited bandwidth in data networks and data network equipment may
threaten the transmission of this data to the health authority.

This rapid growth in e-health applications is putting stress onto already
stretched data networks and is threatening their ability to provide the quality of
service (QoS) required [112]. If the realisation of a robust and reliable wearable
monitoring system is to be achieved these issues must be addressed. It is suggested
that one of the most fundamental threats to providing the necessary QoS demanded
by critical e-health services is the technological limitations of electronic based data
networks. In this light, these limitations were investigated, in terms of the issues of
sustainable growth in bandwidth and power consumption, and are described below.

Recent years have seen a rapid growth in demand for high-speed data
transmission and high bandwidth. With this rapid growth in demand, data centres are
under pressure to provide ever-increasing data rates through their networks and at the
same time improve the quality of data handling in terms of reduced latency,
increased scalability and improved channel speed for users. However, as data rates
increase, present technology based on well-established CMOS technology is
becoming increasingly difficult to scale and consequently data networks are
struggling to satisfy current network demand. In this chapter the interrelated issues of
growing demand for data, electronic scalability, power consumption, limited copper
interconnect bandwidth and the limited speed of CMOS electronics will be discussed
from the perspective of speed and latency in data networks.

Section 8.2 discusses the globally increasing demand for data in terms of IP
data centre and mobile data traffic, while Section 8.3 describes latency in data
transmission and its causes. The causes of latency are expanded upon in Section 8.4
where the speed limitations of CMOS electronics are discussed, and possible

solutions in the form of all-optical data processing are discussed in Section 8.5.
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8.2 Global demand for data

Global demand for data has been increasing year on year at an exponentially
increasing rate. ICT equipment manufacturer Cisco predicts that global data centre IP
traffic (which includes traffic between data centres) will pass 20 Zetabytes/year
mark by the end of 2021 as shown in Figure 8.1 (1 Zetabyte = 102! bytes). This is
more than three times its 2016 level and represents a compound annual growth rate
(CAGR) of 25% from 2016 to 2021 [113]. Between 2019 and 2021, the volume of

data passing through communication networks is forecast to increase by 50%.
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Figure 8.1 Global data centre IP demand forecast 2016-2021

Global mobile data traffic demand is showing the most rapid increase and is
forecast to increase exponentially more than 6-fold between 2017 and 2022 at a
CAGR of 46% as shown in Figure 8.2. In addition, mobile data traffic is forecast to
represent 20% of total IP data by 2022 reaching 77.3 Exabytes/month with 79%
of this data being video [114] (1 Exabyte = 108 bytes). The largest share of this
rise is attributable to growth in smart phone and machine-to-machine (M2M)
devices. Smart phones alone generate between 10 and 20 times more data traffic than
conventional mobile phones [115].

These current trends have resulted in electronic bottlenecks in data networks
and new developments in cloud computing may compound this problem further. The

growing demand for high speed, low latency data transmission has generated a need
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for substantially increased capacity and improved connectivity within data centres.
However it is suggested in [116] that current data centres performing all data
processing based on CMOS based electronic switching are incapable of sustaining

these demands into the future.
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Figure 8.2 Global mobile data traffic forecast 2017-2022

A further threat comes from potentially unsustainable power consumption
with Global ICT (information and communications technology) energy consumption
being estimated in [117] to rise from approximately 1700TWh per year to an
estimated 5900 TWh per year with a best case scenario of 2800 TWh per year by
2025. This amounts to 10.5% of global electricity production and includes energy
consumption due to consumer device use, fixed access Wi-Fi use, wireless networks
access use, data centre use including cooling and hardware production. In particular,
data centre energy consumption alone is forecast to account for 4.5% of global
electricity production by 2025, which is a five-fold increase from 0.9% of global

electricity production in 2015.

8.3 Latency

The growing demand for high speed, low latency data transmission has
generated a need for substantially increased capacity and improved connectivity

within data centres. However, current data centres performing all data processing
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based on electronic switching and routing use copper interconnects limited to a
capacity of around 1Gb/s to 10Gb/s. Issues of electronic bottlenecks that lead to
increased latency and reduced bandwidth to the user are therefore becoming
apparent. In fact, Google have reported that an additional latency of 400ms costs
0.44% in lost search sessions; while Amazon have reported that an additional latency
of 100ms costs 1% in lost sales. The reason for this latency is two-fold. Firstly, the
scaling of copper interconnects has resulted in increasing switching delays and an
increased additional contribution to chip power density. Secondly, the scaling of
CMOS electronics, specifically the threshold voltage has resulted in significant
transistor junction leakage currents that incur an increase in static on-chip power
consumption. While the increase in static power consumption his has in part been
mitigated by the end of threshold voltage scaling, the dynamic switching power
continues to present a problem since it is proportional to the square of the supply
voltage. This relationship forces the maximum switching speed to be restricted to
maintain total power dissipation at a sustainable level. If device power density is not
controlled, providing adequate cooling will present an intractable problem and result

in an increased risk of thermal runaway and reduced system reliability.

8.4 Limitations of CMOS technology

8.4.1 Dennard scaling and Moore’s law

The mobility of silicon imposes a fundamental maximum speed on the silicon
transistor of around 100GHz [118]. However, while this speed has been
demonstrated for simple CMOS devices, microprocessor speed has plateaued at
around the 4GHz mark. The limiting factor is power dissipation and it would be
impossible for the millions of transistors in a processor to operate at much faster than
4GHz without overheating and thermal runaway that would result in the destruction
of the chip. This problem has its root in CMOS transistor scaling.

The well-known CMOS transistor scaling rules first described by Robert
Dennard in 1974 describes how transistor size can be reduced while at the same time

increasing switching speed and reducing power consumption [119]. Dennard scaling
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states that as transistor size reduces, power consumption will reduce while maximum
clock speed can be increased. An important observation of Dennard scaling is that
power density (Watts per unit chip area) has remained approximately constant as
transistor density has increased. In addition, the density of transistors has been
increasing by a factor of about two every 18 months for over 40 years. Gordon
Moore first suggested such an exponential improvement in transistor density in 1965
with an estimated doubling of transistor density every two years [120]. Despite the
increasing technical challenges of integration and fabrication, Moore’s foresight has,
until today been validated, leading to what is known as ‘Moore’s law’. However, as
of 2019, Intel’s latest 10nm technology has encountered many technical difficulties
and its latest generation of processors, which is the first new generation in 3 years,
may signal the end of Moore’s law. Intel has forecast that Moore’s law is ending, and
increasing attention is now on the improvement of processor architectures, rather

than scaling, to achieve increased processing speed.

8.4.2 Electronic interconnect scaling

With the advancement of Moore’s Law, both chip speed and chip power
consumption are increasingly being affected by on-chip copper interconnect
limitations. There are two main types of interconnect at chip level. Local
interconnects are very short connections at the device level; and global interconnects
are long connections between blocks, carrying for example power and clock signal.
The resistance, R of local interconnects that connect individual MOS transistors
increases while the capacitance, C reduces by the scaling factor. This serves to
maintain the RC delay of local interconnects approximately constant with scaling.
Since chip size and complexity has been increasing, global on-chip interconnects
have actually increased in length and in number resulting in increased R and C with
scaling, resulting in increased RC delay. Compounding this situation in both local
and global interconnects is increasing parasitic capacitance and copper resistivity at
very small scales. The consequence of increasing R and C is not limited to increased
delay and limits on chip speed. The power consumption of interconnects is directly

proportional to capacitance. It therefore follows that power consumption particularly
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in global interconnects will rise with scaling, and therefore that the interconnect
contribution to overall chip power density will increase. While progress has been
made to reduce the capacitance of interconnects by using low dielectric constant
interconnect separating layers, this approach has not fully mitigated the rise in
capacitance and the issue persists [121].

As data centres scale to meet demand, rack and switching/routing copper
interconnects must get longer to connect server racks to each other and to routers and
switches. The number and total length of interconnects will therefore increase
exponentially with scaling. Power consumption will increase as a consequence since
the capacitance of each interconnect rises with the length of interconnect, and the
bandwidth of the copper interconnects will reduce as the delay increases as a result
of increased resistance and capacitance. Thus copper interconnects and electronic
switches in data centres are limited to 10Gb/s serial data rates per channel with a
maximum range in the 10’s of metres with a length of 100m only possible at very
high power consumption.

To circumvent this problem, data centres have widely employed optical fibre
interconnects. While these have solved the issues of space and reach, they use CMOS
based optical/electronic/optical (OEO) transceivers which until recently have been
limited to 10Gb/s. However, Intel have announced a new MXC type optical
interconnect which is designed to connect top of the rack (ToR) switches to each
other and to the core switches, or to connect servers to extra storage or graphic
processing units (GPU’s). This interconnect is capable of 800Gb /s in total each way
with a maximum of 25Gb /s serial data rate per fibre (64 fibres with 32 each way)
[122]. This interconnect can operate up to 300m at reduced power consumption
compared with copper cables. While this technology can overcome the attenuation
and bandwidth limits of copper cables, it still requires bandwidth-limited and power
hungry OEOQ transceivers.

8.4.3 CMOS speed

Despite the continuing validity of Moore’s law, Dennard scaling came to an

end in 2005 with the development of 90nm lithography. At this level, transistor
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gates become too thin to prevent current from leaking into the substrate. In addition,
threshold voltage scaling resulted in an increase in junction leakage currents. The
relationship P; = CV2F, where C is the CMOS switch lumped capacitance (sum of
junction and gate capacitances) and V is the supply voltage, relates the dynamic
switching power consumption P, to the frequency, F in the basic CMOS inverter
building block and illustrates the past success of CMOS scaling. The expression for
P, can be justified as follows. Here a 1 — 0 transition charges the equivalent
capacitance through the source-drain of the PMOS type transistor, dissipating half
the energy, and in the 0 — 1 transition, the capacitor discharges the stored charge

through the source-drain of the NMOS transistor resulting in an approximate total
energy dissipation of 2 *%C V2 over one cycle. There is also a brief short-circuit

dynamic power consumption due to both transistors conducting simultaneously for a
short time. This is due to the finite rise and fall time during a state transition that
results in an input gate voltage range for which both NMOS and PMOS transistors
are open simultaneously.

With Dennard scaling, as transistor dimensions scale smaller, C reduces and
the supply voltage can be reduced (since CMOS threshold voltage scales with the
gate oxide layer thickness). Power consumption per inverter is therefore reduced and
therefore overall chip power density can be maintained at a sustainable level.
However, in 2005 leakage current became a problem at the 90nm technology node
due to the scaling of the gate oxide thickness, which increases gate oxide tunnelling.
Furthermore, subthreshold currents also increase due to the scaling of the threshold
voltage. Leakage currents have resulted in a rise in chip static power density, P, and,
in the case of junction leakage currents, present the risk of spontaneous transistor
state switching and corruption of data. Supply voltage scaling ended at around 1V,
ending the scaling of the threshold voltage and helping mitigate the rise in junction
leakage currents. However, this has been at the expense of the dynamic power
consumption, which is proportional to V2, and chip power density has therefore been
increasing overall as a result. It therefore became necessary to limit the overall chip
power consumption, P; + P, by reducing the clock frequency F to avoid excessive
power density. High power density runs the risk of causing thermal runaway and

destruction of the chip in addition to creating cooling challenges and power
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consumption cost issues when scaled to the size of a data centre. In the short term, it
is clear that increasing clock speeds to satisfy demand is not a realistic option. In
effect, device thermal density has become a limiting design criterion that is
threatening to bring Moore’s law of scaling to an end [123].

In the short term, while effective cooling can be achieved, Moore’s law will
hold. However, power density is no longer approximately constant as previously
predicted by Dennard’s Law but will increase with transistor density. The maximum
power density that can be sustained together with the limitations of parallelism and
copper interconnect bandwidth lead to a fundamental limit on the processing power
of present electronic data centres. Research into reducing CMOS leakage currents
has demonstrated improvements in data handling capacity and power efficiency
[124]. However, these improvements have been slow with only modest gains in
reduced leakage current achieved. Graphene [125] and nanowire [126] technologies
are being investigated as a replacement for current CMOS based devices. However,
research in these areas is in its infancy and operational devices are many years from

market.

8.4.4 Computing speed and Amdahl’s law

As discussed in Section 8.4.2 and Section 8.4.3, leakage current and global
interconnect problems have made it necessary to limit power consumption by
reducing the clock frequency and therefore also the processing speed. Consequently,
since 2005 chip manufacturers Intel and AMD have concentrated on introducing
parallel processing CPUs using multicore processors to increase processing power
with the latest high performance server processors capable of supporting up to
10Gb /s data rates. While parallelism can do nothing to reduce power consumption
or help overcome interconnect bandwidth limitations, it can contribute to reducing
latency by speeding up the processing of requests. Parallel processing can
compensate to a degree for limited clock frequencies but clearly results in increased
power consumption since an effective doubling in performance requires at least two

processors.
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While parallel processing can, to a degree compensate for limited clock
frequencies by providing a speed-up in computing, it clearly results in increased
power consumption since an effective doubling in performance requires at least two
processors. In addition, Amdahl’s parallelism law states that ‘If a computation has a
serial component, s % and a parallel component, f % such that s + f = 1, then the

speedup denoted by S, is given by Equation 8.1 where n is the number of processors.

S, = — (8.1)

s+l

The maximum speed-up given an infinite number of processors is therefore
1/(1 — f). The relationship between S, and n for different parallel portions f is
shown by Figure 8.3.
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Figure 8.3 The effect of Amdahl’s Law

The greater the parallel portion f, the higher the speed-up [127]. However, it
can be seen from Figure 8.3 that there is a fundamental maximum improvement in
computational speed that is dependent upon the proportion of serial computation,
beyond which further additional parallel processors will contribute a rapidly
diminishing improvement in processing speed. Therefore, the performance per watt
that is initially constant will eventually decrease rapidly as the number of processors

is increased beyond the optimum number. As the number of parallel processors n
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increases the maximum speed-up value is achieved, beyond which adding more
processors returns diminishing additional computational advantage and increases
power consumption. The performance per watt, which is initially constant, will
eventually decrease rapidly as the number of processors is increased beyond the
optimum number. When a request is implemented in a parallel computing system,
the overall response time is dictated by the distribution of parallel operations and
therefore by the slowest operation. Latency in any of the parallel operations will

therefore reduce the ideal speed-up discussed above.

8.5 Toward all-optical data processing

In today’s networks the use of state of the art optical technologies has vastly
improved single wavelength channel data rates. Serial data rates per a single optical
wavelength channel have grown from the adoption of OC — 1 in 1980 with OC —
768 equivalent to 40Gb/s in common use today. OC — n refers to the serial data
capacity n * 51.84 Mb/s of each optical carrier in a DWDM (dense wave division
multiplex) configuration. As an example of the current state of the art, DWDM
systems are commercially available that use OC — 678 across 80 channels with a
50GHz ITU grid. The total bit rate achieved is 80 678 * 51.48 Mb/s or
approximately 1.4Tb/s. These serial data rates have been predominantly governed
and limited by the bandwidth limited electronics available at fibre ends used for the
data processing where OEO (optical electronic optical) CMOS based transceivers are
required for further processing by electronic means.

From the discussion in Section 8.4, it is suggested that the fundamental limits
on electronic switching speeds, power consumption and parallel processing may, in
the near future, severely affect the ability of data networks to satisfy both
guantitatively and qualitatively, the exponentially increasing demand for data.
Disruptive technologies are therefore required to greatly improve available
bandwidth, serial processing speed while at the same time reducing power
consumption. Perhaps the greatest challenge is in the realisation of an all-optical
CPU.
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However, a fundamental problem in developing the all-optical CPU is the
difficulty in developing a photonic analogue to replace the CMOS transistor
technology necessary to carry out logic operations and provide buffering. To perform
as a logic element, an optical transistor must especially satisfy the conditions of gain
for fan-out and be able to be cascaded. Research in this area is in its infancy
however, some progress in the development of the optical transistor has been
reported and research groups have been successful in demonstrating what may
become possible future solutions to this problem.

In [128] an optical transistor has been demonstrated where a single stored
gate photon can control the transmission of applied source photons. The gate photon
is effectively the analogue of the gate voltage in a CMOS transistor. Here, a weak
light gate pulse is stopped and stored inside an optical resonator. A single stored gate
photon controls the transmission of applied source photons resulting in an 80%
source attenuation. One stored gate photon was shown to switch many hundreds of
source photons. In fact more gate photons can be stored resulting in an improved
efficiency in source attenuation. The construction consists of an optical resonator
formed by two mirrors at either side of a high finesse sealed optical cavity containing
super-cooled caesium gas. The mirror separation is precisely calibrated for the
wavelength of light to allow resonance while preserving phase. The source photons
pass through the first mirror, entering the resonator and reflecting back and forth.
This process allows the creation of a large electromagnetic field overcoming the
confinement of the resonator and allows the light to pass through. When a single gate
photon is fired into the resonator, it is absorbed and re-emitted many times as it
reflects back and forth between the mirrors. Eventually the entire cloud of Caesium
gas behaves like it is in an excited state, blocking the resonator transmission and
effectively switching the transistor to the off state. The transistor is switched back on
again by applying another gate pulse to the caesium gas.

This result has demonstrated a key requirement of the ability to turn a strong
signal on and off using a weak one thereby allowing fan out where a single output
could be used to control hundreds of other transistors. Also, since the source requires
only one photon to control the source output, the potential exists for extremely low

switching power consumption. In addition, since photons are effectively stored, this
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principle may be applicable to the development of the much sought after optical
memory necessary for buffering data in data networks. However, the transistor is
clearly not compatible with CMOS fabrication and since it requires three lasers for
the gate and source; and lasers to allow super-cooling of the caesium gas, it is
unlikely to provide a practical solution in the foreseeable future.

Another approach presented in [129] is the development of a silicon optical
transistor which uses an asymmetric coupled add/drop filter consisting of a micro-
ring resonator next to an optical waveguide representing the source. Normally light
will pass through the source waveguide and exit unaffected since weak source
coupling with the micro-ring ensures that nonlinear effects are negligible. Its
resonance will therefore remain unaffected. However, at a specific resonant
frequency the light will interact with the micro-ring resonator greatly reducing the
output and changing the state to off. This change in resonant frequency is achieved
using another optical waveguide representing the gate. The input of the required light
power to the gate waveguide couples in enough power to cause non-linear effects
(e.g. the Kerr effect) in the micro-ring introducing an appreciable red-shift through
the thermo-optic effect. This has the effect of changing the resonant frequency to that
required to switch the source state from on to off. Since the source frequency is
identical to the gate frequency, the cascadability requirement is satisfied. The ratio of
the gate to source signals is reported to be nearly 6dB which allows fan-out to at
least two other optical transistors. In addition, the device is reported to operate at
10GHz. A notable advantage of this technology is compatibility with current state of
the art CMOS fabrication techniques allowing scalability and avoiding the need to

develop new fabrication techniques from the ground up.

8.6 Conclusions

The challenges ICT networks must face today have been discussed and it has
been shown that an increasing amount of traffic, increasing power consumption and
electronic bottlenecks are three main challenges that need to be addressed today. The
ability of the information and communication sector ICT networks to satisfy the

growing global demand for data is under threat due to the speed limitations of current
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CMOS based electronic technologies, leading to electronic bottlenecks. The CMOS
speed limitations are a result of the ending of Dennard scaling and the inability to
provide sufficient cooling for CMOS based data-centre servers. Attempts to scale the
speed up using the parallel signal processing in part helps to overcome this
bottleneck, but is fundamentally limited by Amdahl’s law due to a continued
requirement for a serial data processing portion. The increase in demand for data
coupled with ICT scaling and increased CMOS data speed has also resulted in a near
exponential rise in power consumption. This growth is due to not only scaling to
meet demand but also the power hungry cooling systems necessary to maintain
CMOS based ICT equipment at temperature low enough to avoid thermal runaway
and maintain the legally required ICT system reliability.

While optical fibre networks have a vast potential data handling capacity with
relatively low power consumption, and current all-optical wavelength routing can
help improve data network throughput, ultimately, at network endpoints, any such
improvement will be constrained by fundamentally limited CMOS electronic signal
processing capabilities. The growth in power consumption coupled in the absence of
mature disruptive technologies will therefore soon hinder the ability of data networks
to further scale to satisfy future demand for data. The solution to satisfying the rapid
increase in demand for processing power in data centres is, in the medium to long
term unlikely to be found using present CMOS technology. However, developments
in optical routing show promise in reducing the need for CMOS based OEO
transeivers, while progress in the development of the optical analogue of the CMOS
transistor shows promise in the future realisation of all-optical data processing.
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Chapter 9

Conclusions and future work

9.1 Conclusions

There are currently no commercially available wearable sensor technologies
designed for the real time monitoring of temperature and pressure within the
environment of a prosthetic socket despite the desirability of such a system for
monitoring amputee patients during daily activity, and despite ongoing prosthetic
socket mounted sensors research since the 1960’s.

Commercially available PZT elements are identified as promising candidates
for use as wearable prosthetic socket mounted sensors. PZT devices exhibit both
piezoelectric and pyroelectric effects and are therefore interesting candidates for both
temperature and pressure sensing applications. They also fulfil the requirements of
robustness, a low thickness profile and low cost. A major disadvantage not exhibited
by other sensor technologies is response voltage decay due to the finite input
impedance of the necessary signal conditioning amplifier and dielectric leakage.
However, in Chapter 6 it is shown that it is possible to mitigate these problems by the

application of an appropriate signal conditioning design.
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The piezoelectric and substrate constitutive state equations and associated
low frequency diffusion equations required to find an LTI model of the sensor
response to external thermal and elastic stimuli have been derived. These state
equations were used to develop the mathematical models that describe the electric
field response due to a surface temperature and/or applied axial stress and include the
effect of substrate clamping and both internal equivalent resistance that represents
dielectric leakage and an externally connected resistance that represents the input
resistance of a follow-on signal-conditioning amplifier. While response models for
both applied axial stress and temperature have been derived, the research presented
in this thesis has concentrated on the use of the temperature response models of the
PZT-5H sensor element to investigate the signal conditioning output voltage
response.

The effect of the adhesive used to bond the substrate and electroded
piezoelectric media has a negligible effect on the sensor element response when the
adhesive temperature is kept below the glass transition temperature allowing the
assumption that the piezoelectric medium is rigidly bonded to the substrate. While
this assumption holds, the observed effective pyroelectric response is approximately
180% greater than the constant stress pyroelectric coefficient that is observed in the
absence of substrate clamping. At temperatures above the glass transition
temperature, it can be expected that the observed pyroelectric response will be
significantly reduced and it is therefore important that the sensor element is not
exposed to temperatures above approximately 80°C. The effect of substrate clamping
on the low frequency sensor element capacitance is to decrease it by approximately
30% compared to the constant stress capacitance value that is observed in the
absence of the substrate.

At low frequency, the piezoelectric element is adequately modelled as a
shunt-connected capacitor, C, and resistor, R, in parallel with a current source,
which represents the rate of change of the negative piezoelectric medium bound
surface charge due to a temperature change or applied axial stress. It has been
demonstrated that C, , C, and C,, exhibit an approximately linear relationship with
temperature and that all capacitances show a significant increase with increasing

temperature over the range 20°C — 40°C. The observed increases in capacitance are
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not only be related to the temperature dependence of the dielectric constant, but also
temperature dependence of the stiffness coefficients of the substrate and piezoelectric
media and possibly the stress-charge piezoelectric coefficients. C, exhibits the
largest absolute increase of 2nF while C,,, exhibits the greatest percentage increase at
25.2% over the temperature range 20°C — 40°C suggesting that the constant strain
permittivity increases approximately linearly with temperature while the stiffnesses
of the piezoelectric and substrate media reduce with temperature over the
temperature range 20°C —40°C. These temperature dependencies indicate an
undesirable temperature dependent gain and cut-on frequency that will lead to a non-
linear sensor element voltage response, V, over the temperature range 20°C — 40°C.
The effective pyroelectric coefficient, P, s, was also identified as being dependent on
the stiffness coefficients of the substrate and piezoelectric media, and the stress-
charge piezoelectric coefficients. However, the measured accumulative voltage
response discussed in Chapter 7, Section 7.5 was found to exhibit linearity over the
required operating temperature range of 20°C — 40°C.

For the native piezoelectric leakage resistance, R, = 90G{2 of the PZT-5H
Murata Type 7BB-27-4 diaphragm element used, the desired charge-mode signal
conditioning output response was realised using both the unipolar and bipolar signal-
conditioning designs presented in Section 6.3.2 and Section 6.3.3 respectively
regardless of the value of the feedback resistances Ry. The desired response is also
realised for Ry = 1G12 when R,, is reduced to R,, = 100M{2 due to moisture or crack

formation as described in Section 6.3.2. However, when R, = 100MQ and Ry =

1T, as required for field use, the decay time constant is reduced and the specified
signal decay, which is limited to 98% after an 8 hour period, is no longer met. It
was found that under these circumstances, the effect of a reduced R, on the decay
time constant could be mitigated using an enhanced open loop gain design, which
was developed and is presented in Section 6.3.4. Future work to investigate the effect
of prolonged cyclic stress and aging on the resistivity of the sensor element and to
build and test the enhanced open loop gain design is required.

The contribution of the bias and bias offset currents to the overall drift
voltage that can be expected after an operating period of 8 hours using both of the

unipolar and bipolar signal-conditioning designs was found to be can be negligible
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for all values of R,, and for feedback resistances of both R = 1612 and Ry = 1TQ. It
was also found that the contribution of voltage offset to the overall drift voltage after
the 8 hour operating period using the unipolar and bipolar signal-conditioning
designs can be neglected when R, = 90G2 for both R = 1G(2 and Ry = 1T{2, and
when R, = 100M2 for Ry = 1GA2. However, when R, = 100M2 and Ry = 1T(2, a
drift voltage of approximately 40mV, which is equivalent to a measurement error of
approximately 0.25K, will develop over an 8 hour measurement period. In this case,
replacement of the piezoelectric sensor element is required. Alternatively, the use of
the voltage compensation method described in Section 6.4.5 will mitigate the
increasing drift voltage over the measurement period. Lower values of R, will result
in a greater drift with the drift following an approximately inversely proportional
relationship to R,,. Similarly, the contribution of maximum bias voltage drift after an
8 hour operating period can be neglected when R, = 90G2 for both R, = 1G2 and
Ry = 1TQ2, and when R, = 100MQ2 for Ry = 1Gf2. However, when R, = 100M(2
and Ry = 1T, a drift voltage of approximately 1V, which is equivalent to a
measurement error of approximately 6K, will develop over an 8 hour measurement
period. Replacement of the piezoelectric sensor element is also required in this case.
Alternatively, as above, the use of the voltage compensation method described in
Section 6.4.5 will mitigate the increasing drift voltage over the measurement period.
In common with the input offset voltage case, the magnitude of the bias voltage drift
follows an approximately inversely proportional relationship to R,,.

The use of the enhanced open loop gain signal-conditioning design described
in Section 6.3.4 may help to mitigate output voltage drift due to input bias currents,
input offset voltages and differences in the bias voltages. However, application of
this method rather than the voltage compensation method is for the present treated
with caution since the input bias currents and offset voltages of OA4 and OAS5, and
the differences in the bias voltages seen at the non-inverting inputs of OA4 and OA5
have not been taken into account in the analysis. A full analysis and construction of
the enhanced open loop gain design is the subject of future work.

By far the greatest contributors to the total mean squared noise at the

amplifier output are due to Ry, R,, R3, Ry, and the input referred noise voltage of
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OAZ3. The noise contribution of the difference amplifier stage is therefore a focus for
noise reduction in future work.

The analysis of Chapter 6 makes the assumption that feedback resistances of
Ry = 1T are achievable. The dielectric resistance of the polypropylene feedback
capacitors is extremely large, however in practice it may not be large enough to
realise an overall feedback resistance as high as Ry = 1T2. An alternative solution to
achieving the required maximum 98% signal decay after an 8 hour period
specification is the use of a real-time decay compensation scheme based on the
discussion in Section 7.2.3. Decay compensation can be applied in tandem with a
slightly reduced and more easily realisable overall value of Rf to reduce low
frequency signal decay and mitigate the requirement for very large feedback
resistances in a practical measurement system. A disadvantage identified with this
method is that the output offsets and the output noise will increase with time. As the
signal is decay compensated, the offset voltages at the end of the 8 hour
measurement period will be greater and the output SNR will be lower such that there
Is a trade-off between the SNR at the end of the measurement period and the value of
Ry used. By selecting a suitable value of Rr, a maximum acceptable overall drift and
minimum acceptable SNR at the end of the measurement period can be realised. It
was demonstrated in Section 7.3 and Section 7.5 that signal decay compensation is
an effective method of compensating for the signal-conditioning decay observed in
the raw measurement data of the transient and accumulative voltage response
measurements. The use of decay compensation with a reduced requirement for large
R will be the subject of future work.

In Section 7.3 it is shown that the sensor and signal conditioning system
produces a faster response demonstrated by an approximately 50% greater amplitude
at the first transient hunting peak than the commonly used type K thermocouple,
which is attached to the Peltier tile to provide the surface temperature reference. In
Section 7.3 and Section 7.5, the experimentally observed temperature to voltage
conversion factors (CF) for the transient response and accumulative responses for
Cr = 1.5uF are given by CF = sens(G = 0.5) = 0.16V /K and CF = sens(G =
0.5) = 0.1503V /K respectively. These values agree reasonably well with the

theoretical value of 0.1476. The transient response conversion factors with G =1
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for G = 1pF and Cr = 1.5uF of 0.47 and 0.32 respectively yield a ratio of
0.47/0.32 = 1.47 that agrees well with the expectation of an inverse proportional
relationship between charge amplifier gain and Cr. The small discrepancy is easily
explained by nominal Cr value tolerances of £5% and measurement reading error
due to signal noise.

It Section 7.5 it is demonstrated that the sensor response under short-circuit
conditions is linear over the temperature range 20°C and 42°C. It is considered that
the small 0.05V deviation at 20°C which is equivalent to approximately 0.33°C in
the round trip 20°C — 42°C — 20°C measurement is due to measurement error
rather than any underlying rate-independent hysteretic or other physical process.
However, this observation requires further investigation to confirm measurement
error and this will be the subject of future work.

In Section 7.5.2, the measured total pyroelectric response Prs is
demonstrated to be approximately —870 uC/m?K. This value agrees well with the
calculated response of P,rr ~ —800 to —900 uCm~2K~* given in Section 4.6 and
confirms the anticipated pyroelectric response enhancement due to substrate
clamping.

A prudent estimate of the sensor element and charge amplifier accuracy is
given as +3.5% in Section 7.5.3. However, since the temperature reference is
obtained using a thermocouple integrated with the Peltier tile and PID controller, the
validity of the estimate is dependent on the accuracy of the thermocouple. With a
typical accuracy of +2.2°C at low temperatures for the type K thermocouple used,
(£10.5% at 20°C and +5.5% at 40°C) over the temperature range of interest, this
estimate of sensor accuracy is treated with caution and improving this estimate of
accuracy will be the subject of future work.

From the results of Section 7.7.2 and Section 7.7.3, it can be seen that the
sensor is capable of a fast response when used directly against the measurement
surface. For a DC step of 1K, the rise time to 98% peak output, and to peak output is
0.12s and 0.9s respectively. The sensor is capable of measuring frequencies up to
6.8rads™! (= 1.1Hz) with a rise time to the 98% peak of 0.18s for a sinusoidal
step of amplitude 1K. This performance is promising for the application of the sensor

as a medical diagnostic tool in the detection of high frequency temperature
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oscillations at the skin surface that are symptomatic of some vascular and other
diseases.

However, from the results of Section 7.7.4 and Section 7.7.5, the use of a
polymer liner between the sensor element and measurement surface severely limits
the usable frequency response of the sensor due to severe amplitude and phase
distortion, precluding the direct use of the sensor to measure the skin surface
temperature. This result is no surprise and confirms intuition that this would be the
case. Achieving a reliable measure of skin surface temperature within a prosthetic
socket without direct sensor element to skin contact is a desirable aim and this will
be the subject of future work.

An additional consideration when using a liner is that when compressed, the
liner thickness, specific heat capacity and the density may change significantly. This
in turn will cause a change in the diffusion coefficient (diffusivity) of the liner
elastomer material, which is specific heat capacity and density dependent. A change
in the thickness, specific heat capacity and density may therefore significantly
influence the response at the output of the signal-conditioning amplifier. Further
work is required to investigate possible effects on the sensor response.

The challenges ICT networks must face today have been discussed and it has
been shown that an increasing amount of traffic, increasing power consumption and
electronic bottlenecks are three main challenges that need to be addressed today. The
ability of the information and communication sector ICT networks to satisfy the
growing global demand for data is under threat due to the speed limitations of current
CMOS based electronic technologies, leading to electronic bottlenecks. The CMOS
speed limitations are a result of the ending of Dennard scaling and the inability to
provide sufficient cooling for CMOS based data-centre servers. Attempts to scale the
speed up using the parallel signal processing in part helps to overcome this
bottleneck, but is fundamentally limited by Amdahl’s law due to a continued
requirement for a serial data processing portion. The increase in demand for data
coupled with ICT scaling and increased CMOS data speed has also resulted in a near
exponential rise in power consumption. This growth is due to not only scaling to

meet demand but also the power hungry cooling systems necessary to maintain
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CMOS based ICT equipment at temperature low enough to avoid thermal runaway
and maintain the legally required ICT system reliability.

While optical fibre networks have a vast potential data handling capacity with
relatively low power consumption, and current all-optical wavelength routing can
help improve data network throughput and reduce the need for OEO tranceivers,
ultimately, at network endpoints, any such improvement will be constrained by
fundamentally limited CMOS electronic signal processing capabilities. The growth
in power consumption coupled with the absence of new and disruptive technologies
may soon hinder the ability of data networks to further scale to satisfy future
demand. The solution to satisfying the rapid increase in demand for processing
power in data centres is, in the long term unlikely to be found using current CMOS
based technology. The solution to satisfying the rapid increase in demand for
processing power in data centres is, in the medium to long term unlikely to be found
using present CMOS technology. However, progress in the development of the
optical analogue of the CMOS transistor shows promise in the future realisation of

all-optical data processing.

9.2 Future work

In Section 6.3.4 it was shown that the use of the enhanced open loop gain
signal-conditioning design may help to mitigate output voltage drift due to input bias
currents, input offset voltages and differences in the bias voltages. Further work will
include a full theoretical analysis, construction and test of the enhanced open loop
gain design.

The charge amplifier designs described in Section 6.3 require very large
feedback resistances to realise the required specification. An alternative solution to
reducing low frequency signal decay and achieving the charge amplifier specification
is the use of a real-time decay compensation scheme based on the discussion in
Section 7.2.3 in tandem with slightly reduced and more easily realisable overall
values of feedback resistances. Further research is required to investigate the use of
decay compensation with reduced feedback resistance values. The signal decay
compensation scheme was applied to the measurement data of Section 7.3 and
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Section 7.5 where it was demonstrated to be an effective tool in compensating for the
signal-conditioning decay observed in the raw measurement data.

In Section 6.5 it was identified that by far the greatest contributors to the total
mean squared noise at the amplifier output are due to the charge amplifier forward
difference gain stage. While the output noise SNR demonstrated is acceptable,
further research is desirable to investigate an alternative or modified forward
difference stage design to realise an improved SNR at the charge amplifier output.

In Section 7.5.1 it was demonstrated that the sensor response under short-
circuit conditions is linear over the temperature range 20°C and 42°C with a small
0.05V deviation at 20°C equivalent to approximately 0.33°C in the round trip
20°C — 42°C — 20°C measurement. Future research will investigate the cause of
this deviation to determine whether it is due to measurement error or an underlying
rate-independent hysteretic or other physical process.

In Section 7.5.3 an estimate of the sensor element and charge amplifier
accuracy was given as +3.5% with the temperature reference being obtained using a
type K thermocouple. The validity of this estimate is thereofore dependent on the
accuracy of the thermocouple. With a typical accuracy of +2.2°C at low
temperatures for the type K thermocouple used, (£10.5% at 20°C and +5.5% at
40°C) over the temperature range of interest, this estimate of sensor accuracy must
be treated with caution. Further research is therefore required to devise an improved
temperature reference method, allowing an improved estimate of sensor accuracy.

Section 7.7.4 and Section 7.7.5 demonstrate that the use of a polymer liner
between the sensor element and measurement surface severely limits the usable
frequency response of the sensor due to severe amplitude and phase distortion,
precluding the direct use of the sensor to measure the skin surface temperature. Since
the ability to reliably measure skin surface temperature within a prosthetic socket
without direct sensor element to skin contact is a desirable aim, future research will
investigate the application of the Gaussian-learning algorithm described in [98] as a
possible solution to providing a meaningful indirect measure of skin temperature

from a heavily amplitude and phase distorted sensor signal.
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Appendices

Table of material constants

cE =126 GPa

cE, =79.5GPa

cf, = 84.1 GPa

cf3 =117 GPa

e = (p =~ (p = (p =
o e33 = 23.3 Cm™2 Pt P b
—6.55 Cm™2 4 ymm~1K 1 19 umm™1K 1
p® =~ £33 =
a = 84.6 GPa B = —46.6 Cm™2
—350 uCm~2K~Y 13 nFm™1
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Ap 4p
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350 Jkg™'K~! | 380Jkg~'K~?
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All constants relating to the piezoelectric medium are for PZT-5H. The

a = Cfl +C12

€31
p = 2(931 9336T)
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constants a and S are defined as:
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E
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A.2 Thermodynamic potentials

Equations A.2.1 to A.2.4 give the well-known scalar thermodynamic
potentials as the Electric Gibbs free energy, Elastic Gibbs free energy, Gibbs free
energy and Helmholtz free energy in matrix form, where the internal energy of the

system is given by U.

G, =U—-6X—E'D Electric Gibbs free energy (A.2.1)
G, =U—-0X—-T'S Elastic Gibbs free energy (A.2.2)
G=U-0Y—E'D-T'S Gibbs free energy (A.2.3)
A=U-6% Helmholtz free energy (A.2.4)

Equation 3.2 gives the differential form of the internal energy.
dU = 6dX + T*dS + E*dD (3.2)

Total differentiation of Equations A.2.1 to A.2.4 followed by substitution of
dU given by Equation 3.2 yields the differential form of the scalar thermodynamic

potentials given by Equation 3.5 and Equation A.2.5 to Equation A.2.7.

dG, = T'dS — D'dE — 2d6 (S,E, A0 1V form) (3.5)
dG, = —S'dT + E*dD — £d6 (T, D, A6 1V form) (A.2.5)
dG = —S'dT — D'dE — £d6 (T,E, A6 1V form) (A.2.6)
dA = T'dS + E*dD — £d6 (S,D, A6 1V form) (A.2.7)

Using a similar analysis to that given in Section 3.3.1, the piezoelectric
constitutive state Equations are derivable in four equivalent forms by suitable choice
of thermodynamic potential, given by Equation 3.5 and Equation A.2.5 to Equation

A.2.7, each with the set of independent variables (IV) shown in brackets.
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A.3 Ferroelectric hysteresis and losses

A.3.1 Ferroelectric hysteresis

The existence of hysteresis in any system results in non-linearity of response
and energy losses due to for example finite dielectric resistivity, rate dependence of
the piezoelectric constants and viscous damping effects. Piezoelectric materials that
have large piezoelectric coefficients such as PZT and in particular the so-called soft
PZT-5H, also tend to exhibit the most pronounced electro-mechanical hysteresis
effects [130]. Hysteresis is a departure in the behaviour of piezoelectric materials
from the linear theory, which is valid for small signal static and quasi-static
operation; and at small electric fields and stresses well below those required for 180°
ferroelectric domain switching. In the unrealisable ‘ideal’ poled piezoelectric
material, the application of an increasing electric field in the same direction as the
remanent polarisation of the piezoelectric material would exhibit a behaviour that
exactly follows the linear piezoelectric constitutive equations up to the coercive
electric field required for 180° domain reversal. When the electric field reaches the
coercive field, —E., an instantaneous and simultaneous 180° domain reversal
throughout the ferroelectric material will occur resulting in a change in remanent
(E = 0) polarisation from +PB. to — P.. Beyond E., the ferroelectric material, which
is now poled in the opposite direction will continue to follow behaviour predicted by
the linear constitutive equations. Likewise, on reducing the applied electric field, the
piezoelectric would continue to behave as the linear constitutive equations predict
until the electric field reaches E,. where a further instantaneous 180° domain reversal
occurs returning the piezoelectric material to its initial remanent polarisation state
when E is reduced to zero. In addition to the remanent polarisation, an instantaneous
180° domain reversal will also result in an instantaneous reversal of the strain of the
ferroelectric material parallel to the direction of the applied electric field at —E.,
however the remanent strain (E = 0) remains unchanged. The constitutive equations
would therefore accurately predict the behaviour of the ‘ideal’ piezoelectric material
everywhere except at the two values of electric field (+E.) where instantaneous 180°
domain reversal takes place. For the case of the P — E measurement, cycling the

electric field to +E. will produce a counter-clockwise asymmetric oblique
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trapezoidal shaped hysteresis loop in the range +E. with two instantaneous
polarisation reversals at +E.. This ‘ideal’ material hysteresis is therefore non-linear
having two values at both +E, and —E,, and is independent of frequency (is rate
independent). With the exception of +E. the ‘ideal’ piezoelectric material will
everywhere exhibit behaviour described by the linear constitutive equations in either
polarisation state. However real piezoelectric materials exhibit a multitude of both
linear and non-linear hysteretic processes, many for which the causes are not fully
understood [131].

The nature of ferroelectric hysteresis can be categorised into two main areas -
non-linear rate-independent and linear rate-dependent types, the latter for which the
hysteresis is dependent on the frequency of the excitation field. Hysteresis involving
mixed electrical and mechanical variables produces a ‘clockwise’ loop, where the
measured response to a driving field reduces in time as the driving field is cycled.
Examples of this type are the so-called piezoelectric hysteresis electric field (E) —
strain (S) (with E as the x-axis) measurement used to characterise the performance
of piezoelectric actuators; and the stress (T) - electric displacement (D) hysteresis
measurement used to characterise the performance of piezoelectric force sensors and
accelerometers under short-circuit conditions. Conversely, the well-known
Polarisation (P) — electric field (E) (with E as the x-axis) measurement produces a
counter-clockwise hysteresis curve.

Hysteresis effects prevalent in ferroelectric materials may be further
described as either ‘switching” or ‘non-switching’. A main contribution to the
hysteresis characterised by P — E and S — E measurements are of the non-linear rate-
independent switching type. In piezo ceramics such as PZT and polymers such as
PVDF, at excitation fields high enough to reverse or ‘switch’ the ferroelectric
domains, ferroelectric domain switching unlike the ‘ideal’ ferroelectric material is
not instantaneous and begins to occur at excitation fields below E.. Individual
ferroelectric domains switch at different coercive fields both above and below E. and
some do not switch at all. A further ‘switching’ contribution to the hysteresis
observed is a rate-dependent type due to delays in domain switching.

The contributions of ‘Non-switching’ hysteretic behaviour is predominantly

due to linear rate-dependent processes due to for example, mechanical damping
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caused by internal friction; dielectric losses (at low frequency dominated by
dielectric leakage), and crystalline defects exhibiting a Debye type relaxation [132].
Crystalline defects that contribute both a polarisation and elastic dipole such as those
evident in ferroelectric materials simultaneously create a relaxation in the
piezoelectric coefficients and a contribution to the relaxation in both the elastic and
dielectric constants [133].

Under short-circuit E = 0 conditions and at electric fields well below that
required for the onset of domain switching, the main contributions to hysteresis are
linear and rate-dependent. For constant sinusoidal excitation, these may be described
by the inclusion of a rate-dependent imaginary term in the elastic, dielectric and
piezoelectric constants. At low frequencies, the elastic and dielectric terms are given
by jown and —j § /w respectively, where n is the damping constant matrix and § is
the conductivity matrix. The imaginary parts of the piezoelectric constants are low in
comparison to those of the elastic and dielectric constants and are generally ignored
[134]. The imaginary parts of the elastic and dielectric constants account for material
losses mainly in the form of heat dissipation due to viscous damping and the finite
resistivity of the dielectric.

A.3.2 Joule heating and viscous friction

The state equations developed in Chapter 3 do not include the effect of rate-
dependent heat generation due to internal viscous friction or Joule heating due to
dielectric leakage. Heating can generally be neglected in low frequency applications,
however if necessary, these effects can be taken into account by returning to
Equation 3.2 that describes the combined first and second laws of thermodynamics in
the piezoelectric material, and considering an additional change in the internal
energy due to these effects.

The internal energy can be written in terms of the electro-mechanical pairs
E—S, D—S or D—T as the independent variables. The E — S independent
variable form of the internal energy allows the mechanical and electrical components
of the loss power to be delineated more easily in the final expression of internal
energy. The alternative forms discussed above produce coupled mechanical and
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electrical terms that contain both electrical and mechanical loss components that are
not so intuitive. To include losses, Equation 3.32 is written in time differential form
as Equation A.3.1.

ou Etas
at = boy™

SR EP D 4 pCf D4 SIS eSS (ABD)

+ op at SP ot at at

To include mechanical losses and assuming that the piezoelectric material can

be described by the Kelvin-Voigt viscous damping model, then the stiffness matrix,
¢ can be replaced with a Kelvin-Voigt operator such that ¢f — (c + nf ) [135]

where it is introduced as a matrix of viscous friction coefficients. In a similar way

the thermal stress coefficient matrix, Y&t can be replaced with the operator such that
yEt— (yE't + @Etnkt ) The inclusion of electrical Joule losses due to dielectric
leakage can be included by replacing the permittivity £5 by (es + 6f0{}dt) with
the assumption that the electric field is zero before time t = 0 where & is the

conductivity matrix of the piezoelectric medium. Substituting the mechanical and

electrical operators yields Equation A.3.2.

aUmml tOS taE t 569 5569 t EOS t 56E
o = 6,y" +0p +Ep at+pCSP at+S +E P
ast Eas tg (F2 4
+—-n° - +E 6J —d (A.3.2)

Separating the internal energy loss terms and denoting these by U, Yyields
Equation A.3.3.

QUioss _ 0St £ dS | 4o (tOE ast Eas "
Toss = S gE 2+ EC8 [, Sodt = =-nF = + E'SE (A.3.3)

Equation A.3.3 is valid for the looser assumption of a small temperature
change such that the piezoelectric state equations remain valid. dU,,s,/0t is the rate
of heat generated per unit volume within the piezoelectric medium due to Joule
heating and viscous friction. It can be seen that when E is independent of the spatial
dimensions, the dielectric loss term E'SE is equivalent to the Ohm’s law power
relationship P = V2 /R divided by the volume of the piezoelectric medium, which is

independent of frequency and where R = R, is the equivalent electrical resistance
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between the electrodes. In general, the electric field will vary with position along the
poling axis, for example when there is a temperature gradient or in a piezoelectric
thickness mode resonator under high frequency excitation and therefore, in general
the power loss density is also spatially dependent, varying in both time and position.
Assuming that dU,,,s/dt is completely converted to heat and denoting the
total entropy of the system as X, then the rate of change of the total entropy of the

system 92 /0t is given by Equation A.3.4.

cSEQ9 ast Eas ¢
oxr as 0E | PCsp 5yt 3 TE OE
— yE ,t g2 + pS t + SP_at a; (A34)

Equation A.3.5 therefore gives the total entropy.

cSE20_ ost Eas EtSE
ac"oc ar” ) (A.3.5)

5 _yEtS_l_pStE_l_f <p P Bt a;

In an adiabatically isolated piezoelectric medium, work done on the medium
produces zero net entropy change since heat can neither enter nor leave. However,
where Joule heating or viscous damping is present, the internal entropy and the
temperature will rise monotonically with time due to the last term of Equation A.3.5.

Where the boundary conditions of the problem under consideration produces
temperature changes within the piezoelectric medium that can be considered small
such that 8 = 6,, then Equation A.3.5 can be written as Equation A.3.6. There is
therefore an additional net outflow or dissipation of heat from the piezoelectric
medium with an associated reduction in entropy equal to the integral term in
Equation A.3.6. Since this heat must be removed to an external reservoir at a lower
temperature, there will be a monotonic increase in the entropy of the whole system
(constituting the entropy, X, of the piezoelectric medium and the entropy of the

external heat reservoir) with time.
5 —yEts+pStE+"”’ ol (s 0 2+ E'6E) dt (A.3.6)

In the derivation of the sensor models discussed in Chapter 4, the rate
dependent nature of the piezoelectric constant and viscous friction losses are

considered negligible since the frequencies under consideration are very low. Joule

282



heat generation, unlike viscous friction is not dependent on frequency and since the
conductivity of piezo-ceramics is very low, the effect on heating can also be safely
neglected. However, since the dielectric loss is inversely proportional to frequency,
significant effects on the low frequency phase and amplitude of the sensor response
cannot be neglected.

For application as temperature or pressure sensor where the device is
adiabatically isolated on all but the measuring surface, it is essential that the body
measurement surface can adequately absorb the resulting flow of Joule heat without
significantly affecting its temperature. However, it is intuitive that a temperature or
applied axial stress excitation would result in only a small net heat flow of the
piezoelectric medium that will limit the increase of temperature due to heating. The
approximation of 8 = 6, is therefore considered to be valid in the development of
the mathematical models.

Power loss can also be described by assuming sinusoidal excitation and
applying the concept of complex power to Equation 3.2 to yield the RMS power
given by Equation A.3.7. The elastic-dielectric and thermal variables are the peak

values and the superscript * indicates the complex conjugate.
j®Usoss = Pross = 5 X Re{0(jwE)" + T (jwS)" + E*(jwD)"} (A.3.7)

By substituting the constitutive equations given by Equations 3.22 to 3.24
into Equation A.3.7, the power loss is given by Equation A.3.8.

. Et st pciae\” t .E t Et .
—6]w<y'S+p'E+T) —(S'c¢” — E'e—y~tAB)jwS

1
PlOSS = E X Re
—E'jw(eS + £5E + pSA0)*

(A.3.8)
Rewriting Equation A.3.8 yields Equation A.3.9.
1 6 (yE'ts +p>'E + —"Cfi’%)* + (S'cf — E'e — y®'00)S"
Pypes = S WX Im 6
+Et(eS + £5E + pSA0)*
(A.3.9)
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Rationalising Equation A.3.9 and removing the terms for which the imaginary
part is zero yields Equation A.3.10 that represents the dissipative part of the complex

power.
Pioss =5 w * Im{S*cES" + E*(¢5E)} (A3.10)

Substituting the complex operator forms of ¢£ and &5 such that c¢f —
(cE + jon®) and €5 - (&5 — j §/w) into Equation A.3.10 yields Equation A.3.11.

Pposs = %w * Im{S*(c® + jon®)S* + E*(¢° + j 6/ w)E"} (A.3.11)
Rationalising Equation A.3.11 yields Equation A.3.12.
Pioss =5 * {w?S'n°S" + E'6E") (A3.12)

If steady state sinusoidal excitation is assumed for Equation 5.77), then both
Equations A.3.3 and (A.3.12) are equivalent when averaged over time. Equation
A.3.3 includes an additional term representing the 2w power ripple for which the

time average and therefore the RMS value is zero.

While the effect of Joule heating and viscous heating in piezoelectric devices
when used as a low frequency sensor is negligible, heating may however become a
problem in resonator and ultrasound applications where high frequency excitation is
used and where the effect of viscous damping, which is frequency dependent, can
become significant. In Chapter 5, impedance measurements at excitation frequencies
up to 200kHz over a range of temperatures are undertaken to investigate the effect
of temperature on the sensor susceptances. However, the use of a Peltier device with
temperature feedback coupled to a PID controller to vary the temperature ensures
that the effect of heating due mainly to viscous friction is continuously compensated

maintaining the sensor temperature approximately constant.
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A.4 Internal energy in T — E form

An expression for the internal energy U in T —E form is found by
substituting Equations 3.22, 3.23 and 3.34, in their differential form, into Equation
3.2 to give Equation A4.1. The approximation 6 = 6, for small 46 used in Equation
3.21b cannot be introduced until the end of the following analysis and 6, is therefore

properly replaced by 6 in Equation 3.34.

dU = 0(yPtsE(dT + e'dE + y£do) + pStdE) + pCy,°do + T'sE (dT + e*dE +
yEdO) + Et(esE(dT + e'dE + y£d6) + €5dE + p5do) (A4.1)

Noting that the specific heat capacities are related by Cj;F =C5° +

0,5ttt /p for a small temperature change A such that 8 = 6, rationalising and
rearranging Equation A4.1 using the relationships between the matrix constants

discussed in Appendix A.6 yields Equation A4.2.

dU = 0(9"tdT + p™tdE) + (E'p” + T'9®)d0 + pCl;7d6 + T'sEdT +E'e" dE +
T'sfe'dE + EtesEdT (A4.2)

Integrating Equation A4.2 yields Equation A4.3.
U =0(¢"T +p™E) + pClF A6 + %(TtsET +E'€"E) + Etes®T (A4.3)
For small 46, 8 = 6, and Equation A4.3 becomes Equation A4.4 as follows.
U = 0,(@"*T + p™*E) + pCLE 46 + ; (T'sET +Et€TE) + EtestT (A4.4)

From Equation A4.4 for a small temperature change and thermodynamically
reversible process, the work density is therefore given by W = %(TtsET +
E'sTE) + E'es®T while the heat density is given by Q = 6,(@f'T + p™E) +
pCSTZ;EAH. It is important to state that these relationships are for a small temperature
change since Q # 6 = 6(¢™'T + p™E) + pC;;"A0. However, when a small

temperature change is assumed, then Q = 6,2 is valid.
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A5 Transverse isotropy and isotropy

Piezoelectric materials of the Pb Zr,(Ti;_x))05 PZT family are transverse
Isotropic in nature and the stiffness matrix of PZT is therefore symmetrical about the
main diagonal such that the stiffness matrix is equal to its transpose. Equation A5.1
shows the relationship between stress T and strain S given by Hooke’s law in terms
of the stiffness matrix ¢ where T = ¢£S with ¢, = c£,, cE, = ¢£ and ¢, = ¢& =
ck = & = cE, producing a symmetrical stiffness matrix as a consequence of the

transverse isotropic nature of the material.

E E E E E E
T; 11 C12 €13\ /S T; €11 C12 €31\ /S
T )=\cii ¢ chs||S2|=>|Ta|=|ci2 cii c3 || S2 (A5.1)
E E E E E E

T3 €31 €32 C33 S3 T3 €31 €31 C33 S3
In a similar way, Equation A5.2 gives the relationship between stress T and

strain S in terms of the compliance matrix st with sf, = s, sf, = s£ and s, =

sk, = sE = sk = sE, producing a symmetrical stiffness matrix as a consequence of
the transverse isotropic nature of the material.

Sy st Stz S13\ /Ty S1 st Stz S5\ /Ty

(52) =|s51 5 s (T2> - (52> =|siz Sti SH <T2> (A5.2)
S3 S31 S%,  S¥ T3 S3 s51 S§1 833 T3

The superscript E indicates that the quantity is measured at constant electric
field. The mechanical behaviour of the material is therefore identical in all directions
parallel to the 1 — 2 plane, but is in general different perpendicular to the 1 — 3 and
2 — 3 planes perpendicular to the poled 3 — axis.

Hooke’s law for a transverse isotropic material can also be written in either
stiffness or compliance form as Equation A5.3 and Equation A5.4, where E{fl and
Ejs are the constant electric field (short-circuit) Young’s moduli relative to the 1 —,
2 — axes and 3 — axis respectively. The terms p;; and up5 are the constant electric
field Poisson’s ratios relative to the 1—,2 — axes and 3 — axis respectively. ,ugl is
the negative ratio of the strain in the 2 — axis to the strain in the 1 — axis for an

applied strain in the 1- axis and vice-versa, and u53 is the negative ratio of the strain
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in the 2 — or 1 — axis to the strain the 3 — axis for an applied strain in the 3 — axis.
The subscript px is used to indicate quantities that apply to the piezoelectric material
under consideration with x indicating the axis. The subscript 1 refers to both the
1 — axis and 2 — axis since these have identical properties in transverse isotropic

materials such as the PZT family.

T,
T,

2EL 2EL
(-GEE) (vl )
p1

E E
Egl ﬂp3(1+”p1)
E E E
Eps Ep; Ef, S
E E 1
Ef\Ey, E . (,E \*Ep3 E \2Ep3
pl=p3 = (ﬂp1+(ﬂp3 ET 1—([.lp3 ET E (1+ E) SZ
2E p1 p1 Up3 Up1
(+ufy)| 1-wB—2(ufs) 5 5 5 E S3
P P L Ep1 Eps Eps Epy
E 2
uEs(1+15,) uba(+uB)  (1-(kfn))
E E E
Epy Epy Epy
(A5.3)
L M _Ms
E E E
s Epy Ef, Ef, -
! | llE1 1 #E3 | !
_ D _ kB
S2|=| ~%E  FE = || 2 (A5.4)
S 1 p1 p1l T
3 E E 3
_Hps  _Hpz 1
E E E
Ef, Ef; Ef;

For an isotropic material, the Young’s modulus and Poisson’s ratio are equal
in all axes and Hooke’s law reduces to Equations A5.5 and AS5.6 giving the stiffness
and compliance matrix forms respectively, where Epand p,, are the Young’s modulus
and Poisson’s ratio for all three axes. The subscript b is used to indicate quantities
that apply to the isotropic brass substrate of the piezoelectric device under

consideration and the stiffness matrix is denoted by c,.

Ty, 5, 1-w Kb Sh1

Tyr | = (Ut =21y HUp 1—up Hp Spz2 | = pSp (A5.5)
T3 Kb by 1= pp/ \Sp3

Sh1 ) 1 —up —up\ (Tr

Spz | = 5| TH 1 —up || Tpz (AS5.6)
Sb3 —p —Hp 1 T3
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A.6 Alternative forms of the diffusion equation

It may sometimes be advantageous to use the diffusion equation in an
alternative form to minimise the analysis required in the development of specific
solutions. The three alternative forms of the diffusion equation are presented in this
section starting with a derivation of the relationship between the constant strain -
constant stress and constant electric field - constant electric displacement material
constant matrices.

Rewriting Equation 3.23 in terms of E and substituting into Equation 3.22
and rearranging gives Equation A6.1 where B5 is the inverse constant strain

permittivity matrix.
T = (cf +e'fSe)S —e'B5D — (yE — et B5p5) 40 (A6.1)

The matrix product e‘B° is the transpose of the stress-voltage form of the
piezoelectric constant h such that h® = etBS. Similarly, rewriting Equation 3.22 in
terms of §, substituting into Equation 3.23 and rearranging gives Equation A6.2

where sf is the compliance at constant electric field and is the matrix inverse of cE.
D = es"T + (¢5 + esPe)E + (p° + ek 46 (A6.2)

A term es®y” resulting from the above substitution is equal to es®c® ¢y =
e@;. It can therefore be stated that c” = (cf +efBSe), y° = (¥* — e'B°p®),
el = (5 + esfe’) and p” = (p¥ + e@L) where cPand yP are the stiffness and
thermal stress (or piezo-caloric) coefficients respectively at constant electric
displacement (or open-circuit) while €7and p” are the permittivity and pyroelectric
(or electro-caloric) coefficients respectively at constant stress (or mechanical short-
circuit). Defining the thermal expansion coefficient at constant electric displacement
as ¢@p such that y® =cP¢) it can be stated that (y* —e'Bp°) = o).
Substituting for y& = cf@L and pS = (p” — ek), using cf = (P — e'Be) and
noting that the compliance matrix at constant electric displacement s? = [¢?]71, the
relationship between the open-circuit and short-circuit thermal expansion vectors,

@; and ¢, respectively can be stated as Equation A6.3.
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@p = @y —sPe'pp” (A6.3)

By a similar process, the relationships between the constant stress and
constant strain inverse permittivity matrices, and the constant electric displacement
and constant electric field compliance matrices can be deduced as Equation A6.4 and

Equation AG6.5 respectively.
sP = st — sfetpSes? = st — sfe'BTest (A6.4)
ﬁT — ﬁS _ BsesEetBT — ﬁS —ﬁsesDetﬁS (A65)

Using the above relationships, the one-dimensional heat diffusion equation in
stress-charge, strain-charge and stress-voltage forms given by Equations A6.6 to
A6.8 respectively can be deduced by substitution and matrix manipulation. Equation

3.42 is repeated below to complete the set.

e ) 042

The specific heat capacities are also related to each other through the material
constants. For example, the relationship between the specific heat capacity at
constant strain and electric displacement in Equation A6.7 is related to the specific
heat capacity at constant strain and electric field in Equation 3.42 by the relationship
CP = Coff — 0,5 B5pS/p = C5F — 0,(p5)?/pes; for a small temperature
change. In practice the difference between C;;” and C;;” is generally small since the
term 6,(p5)?/pess (magnitude of the order 10™1JKg~1K 1) is much less than the
specific heat capacities (magnitude of the order 10%/Kg~*K~1). The same is true for
C5P and €5F and therefore for practical purposes the specific heat capacities are
usually assumed to be approximately equal for a small temperature change.
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Equations A.6.6 to A6.8 and Equation 3.42 are entirely equivalent and careful
choice of the form used in an analysis can reduce the effort required to find a
solution. For the development of the model, it is advantageous to use the stress-
charge form of the diffusion Equation 3.42 with the strain § and the electric
displacement D as the independent variables. Using this approach, the electric
displacement can be set to zero without loss of generality and can be re-introduced
later by considering a complex &5 for steady state sinusoidal thermal and applied
stress excitation or for the introduction of the Laplace variable to &5 for consideration
of general low frequency thermal and applied stress signal excitation. The
application of the Laplace transform to a low frequency approximation is valid after
a sufficient time such that the transient response features due to damped ringing of
the sensor and substrate is negligible or as t — oo. In practice, the effect of ringing is
negligible particularly for temperature excitation where rate of change of temperature

is generally low.
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A.7 Diffusion equations coupling constants

The approximate values of the constants listed below are for PZT-5H with a
brass substrate and 6, = 300K. The dash superscript in the permittivity 5, term in
coefficients ¢, to ¢, and c;, t0 c;3 indicates that an external equivalent conductivity
due to for example the addition of a resistance connected across the piezoelectric
electrodes may simply be added to the internal conductivity of the dielectric in the
complex part of s§3' since these are obtained under spatially averaged conditions.
Conversely, an external equivalent conductivity may not be added to the internal
conductivity in the complex part of e3, in coefficients c; to c; since these are
obtained under spatially dependent conditions. The coefficient c, and therefore K(f];’;
is independent of an electric displacement due to an external equivalent conductivity.
The coefficients c, to ¢; and ¢, to c;53 are calculated for ¢ - 0 and &, — oo and
are listed below. All coefficients that are dependent on &5, are evaluated by assuming
an ideal dielectric for which the electrical conductivity &35 is zero.

KSE = —2 ~ 418 x 1077 () (A.7.1a)

eff — 60Ca+pcgp s

SE_ ko 7 (m?

KSF = kp = 419 X 10 ( : ) (A.7.1b)
s _ kp(1—pp)(A—-2pp) - —7 (m*

Keffb B Pbcgpb(1—#b)(1—2ﬂb)+90(p12,Eb(1+ﬂb) ~ 334 x 10 ( s ) (A?Z&)

s_ _ky _7 (m?
Ky = pbcgpb ~ 342 x 10 (—S ) (A.7.2b)
ﬁ(C£3PS+e33(ZC§1¢E1+C§3¢E3)) N
_ E __ p p ~ 4
C1 = 2a¢y, ES1el, ~ 35.25 x 10 (mZK) (A.7.3)

e3.(2¢E oE, +cE, pE 2—2e S(2¢E E. +cE, E ) -cE $)? N
sz 33( 31Pp1 33‘Pp3) 33P( 319Pp1 33<0p3) 33(1’) z10_3( ) (A.7.4)
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