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Abstract

Abstract

Machine learning and Artificial intelligence have already revolutionised the world

we live in. Nevertheless, these technologies are expected to progress even fur-

ther and advance living standards far beyond today’s reality. To achieve this

revolution, several limitations of current AI need to be addressed. Demands on

computing resources and energy supply are a major obstacle, which ultimately

limit the capabilities of the AI we can deploy at the edge. Furthermore, current

systems are ill-suited for continual learning (CL) on real world data, as they re-

quire to train with all available data as an independent and identically distributed

(i.i.d.) set. This thesis focuses on these problems by working on visual feature

extraction, and contributing to more efficient and accurate algorithms, with the

capacity for CL.

With the objective of developing energy efficient feature extraction, a major

part of the thesis is focused on Spiking Neural Networks (SNNs). SNNs have be-

come an interesting alternative to conventional artificial neural networks (ANN)

thanks to their temporal processing capabilities and energy efficient implemen-

tations in neuromorphic hardware. However, the challenges involved in training

them have limited their performance in terms of accuracy and thus their applica-

tions. Improving learning algorithms and neural architectures for a more accurate

feature extraction is therefore a priority. Contributing towards this aim, this work

presents a study on the key components of modern spiking architectures, an in-

depth study on the possible implementations of spiking residual connections, and

a novel spiking version of the successful residual network architecture. Addition-

ally, the effect of different state of the art techniques are empirically compared in

image classification tasks to provide a state of the art guide to SNN design. Fi-

nally, the proposed network outperforms previous SNN architectures in multiple

datasets, while using less parameters.

In order to exploit SNNs for more efficient AI, it is also of interest to under-

stand the full scope of their exploitable properties. These networks are charac-

terised by their unique temporal dynamics, but the properties and advantages of
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Abstract

such computations are still not fully understood. In order to provide answers, in

this work it is demonstrated how spiking neurons can enable temporal feature ex-

traction in feed-forward neural networks without the need for recurrent synapses,

and how recurrent SNNs can achieve comparable results to LSTM with a smaller

number of parameters. This shows how their bio-inspired computing principles

can be successfully exploited beyond energy efficiency gains, and evidences their

differences with respect to conventional artificial neural networks. These results

are obtained through a new task, DVS-Gesture-Chain (DVS-GC), which allows,

for the first time, to evaluate the perception of temporal dependencies in a real

event-based action recognition dataset. Furthermore, this setup allows to reveal

the role of the leakage rate in spiking neurons for temporal processing tasks and

demonstrated the benefits of ”hard reset” mechanisms.

Finally, the focus is switched to the capacity for training feature extractors

in continual learning scenarios, a major milestone for the development of truly

autonomous systems and artificial general intelligence. The challenge in this

setup is to avoid catastrophic forgetting, where artificial systems forget previous

knowledge if they are trained in new data without revisiting the old. Often, the

methods used to alleviate forgetting make use of either rehearsal buffers, pre-

trained backbones or external indication of the task to solve. However, these re-

quirements result in severe limitations regarding scalability, privacy preservation

and efficient deployment. This work explores how to eliminate the need for such

requirements and proposes a new method, Low Interference Feature Extraction

Sub-networks (LIFES). Additionally, the study breaks down the Catastrophic

Forgetting (CF) problem into 4 causes, allowing to better understand the effect

of CL methods. The proposed LIFES algorithm achieves competitive results in

standard incremental learning scenarios, providing an alternative to approaches

with more restrictive requirements. Moreover, it provides solutions for specific

causes of the CF problem, making it complementary to other methods.
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Ch.1 Introduction

Chapter 1

Introduction

The major factor for human progress and the advancement of living standards,

has historically been technological breakthrough [1, 2]. While social, political

and environmental factors mediate this progress, its ultimate potential is defined

by the limits of what humans can build. In the present day, the advent of a

new era of growth is becoming increasingly apparent, where machine intelligence

will enable an exponential increase of human capabilities. The improvement

of artificial intelligence (AI) will keep pushing forward the level of automation

in production processes and daily tasks, while allowing to develop superhuman

intelligence: first in specialised tasks [3, 4] and ultimately in the form of artificial

general intelligence (AGI) [5, 6].

To achieve this promised revolution, several limitations of modern AI systems

need to be addressed. Compared to biological brains, Artificial Neural Networks

(ANN) lack behind in robustness, generalisation capabilities, energy efficiency,

and capacity for online continuous learning, among others [7–9]. Specifically,

when focusing on the needs for future autonomous systems, demands on com-

puting resources and energy supply are a major obstacle, which ultimately limit

the capabilities of the AI we can deploy at the edge. Furthermore, current sys-

tems are ill-suited for continual learning on real world data, as they require to

train with all available data as an independent and identically distributed (i.i.d.)

set, hampering online adaptation to new environments and making the scaling to

life-long learning setups unfeasible in terms of data storage [10].

Research towards this future AI encounters a unique situation which is not

common in other engineering disciplines. The realisation of the desired systems

already exists: biological brains implement intelligence in an efficient and sustain-

able way, demanding low energy consumption and allowing continuous learning

from new environments, while demonstrating robustness and consistency in their
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Ch.1 Introduction

performance.

Consequently, neuroscience has historically served as reference in AI develop-

ment [11], prompting the invention of many modern ANN components, sometimes

in the form of strict design guidelines and, more often, in a looser sense as source

of inspiration. Still, despite its logical nature, this research perspective is not

free from controversy. A part of the community has dedicated efforts to max-

imizing the similarities between AI and real brains, in an attempt to decipher

the ways in which biology implements those properties of intelligence which AI is

lacking. On the contrary, dissenting scholars argue that neuroscience might serve

as inspiration, but the evolution of AI is likely to diverge from the one of organic

intelligence, as it is not bounded to the same constraints, and therefore imitating

it imposes limits which hinder development [12].

Often, advocates for the divergence of neuroscience and AI recall the ”biolog-

ical vs. mechanical flight” argument, where aeroplanes are supposed to achieve

the same purpose as birds, flight, but through different means: instead of imi-

tating flapping wings, the human-engineered solution defied gravity by means of

fixed wings and propulsion engines. Still, this argument is an oversimplification,

as the two solutions to flight achieve very different purposes: birds are more nim-

ble and more energy efficient than a plane, while planes can cover large distances

at high speed while carrying heavy weight loads. This same logic applies to bio-

logical inspiration in AI, for use cases where the system is not subjected to the

same constraints as biological ones, development should be free to diverge from

organic intelligence. In contrast, autonomous systems with limited energy sup-

ply and requiring fast responses and online adaptation, are likely to benefit from

neuroscience insights. These systems intersect with biology in multiple require-

ments, while diverging in others due to their implementation in silicon, access to

batteries, communication networks and more. Therefore, optimal solutions are

likely to combine bio-inspired principles with ”silicon-specific” ones.

In this thesis, the approach of brain inspiration is taken in order to develop

more efficient and adaptable machine learning. This ”inspiration” label encom-

passes many levels of neuroscience influence. In the case of this work, the objective

is to identify benefits in neuroscience insights and port them to AI, while hard

”biological plausibility” constraints are avoided. This means that the objective

is not to replicate biology, but to distill useful principles.

Specifically, the work focuses on visual feature extraction with ANNs. Com-

puter vision applications are typically built on top of the best performing feature

extractors, therefore, advancements on this core component are key, as they de-
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fine the performance ceiling of all the rest. Examples of such applications include

object detection [13], semantic segmentation [14], action recognition [15], image

and video generation [16] among many others.

From an energy efficiency perspective, an increasingly popular approach has

been the use of Spiking Neural Networks (SNN). These are a kind of ANN which

closely replicate the workings of real neurons in the brain, porting their benefits

to the artificial domain. The first two contribution chapters of this thesis (4 and

5) focus on these networks.

SNN have demonstrated benefits in energy efficiency when implemented in

specialised neuromorphic hardware, but their limitation has often been the diffi-

culty added in training them and their lower accuracy compared to conventional

ANNs. In order to contribute to their usability as feature extractors, the work

presented in Chapter 4 studies the key strategies for the development of the SNN

architectures, including a novel study on residual connections, and then uses them

to propose a novel network, the Spiking ResNet (S-ResNet), which achieved state

of the art results at the time of publication. After that, Chapter 5 follows by

studying the unexplored advantages of SNN beyond energy efficiency. Specifically,

this piece of the work demonstrates how the bio-inspired computing paradigm of

SNNs can lead to advantages when processing temporal data, proposing a novel

task to evaluate them and studying their capacity for spatio-temoporal feature

extraction.

Finally, Chapter 6 switches the focus to the limitations of ANNs for continual

learning. Learning dynamically from natural non-i.i.d. distributions of data is

major need for machine learning, but avoiding catastrophic forgetting when doing

so has been a long-standing challenge [10, 17, 18]. Multiple solutions have been

proposed to reduce this undesired forgetting, but the most successful approaches

have requirements that impose severe limitations regarding scalability, privacy

preservation, and efficient deployment. The most common being the storage of

old data or the indication of which task is the system solving in a multi-task

scenario. These requirements are not found in real brains; therefore, the work

in this chapter proposes a system which does not use them, bypassing them by

creating specialised sub-networks that collaborate within the ANN. At a high

level, this sub-networks perspective can be considered biologically inspired, as it

is observed in neuroscience [19]. The resulting study breaks down catastrophic

forgetting into 4 distinct causes, and proposes solutions to mitigate 3 of them.

Moreover it clearly delineates the remaining challenges in catastrophic forgetting

prevention, paving the way for more scalable and efficient continual learning.
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1.1 Summary of Original Contributions

This thesis presents the following contributions to the machine learning field:

1. A novel study on spiking residual connections: In certain configura-

tions, spiking neurons can diminish the benefits of residual connections, a

kind of connection that has been key for the development of deep architec-

tures [20]. The proposed study analyses three different ways of implement-

ing residual connections for SNNs, highlighting their properties in terms of

accuracy, network activity, characteristics of their derivatives, and impli-

cations in hardware requirements. Two of these implementations already

existed [21, 22], where one of them was modified with respect to the version

found in previous work. The third one was proposed in this work. This

analysis demonstrates benefits and drawbacks of each kind of connection,

regarding, and allows to make the optimal choice depending on application

requirements.

2. A new SNN architecture, the S-ResNet: Through empirical experi-

mentation, testing multiple strategies, the configuration of a spiking residual

network was optimised. The resulting network is obtained by combining the

conclusions extracted from the study on residual connections with a com-

bination of the best performing methods from literature. At the time of

publication [23], the results demonstrated state of the art accuracy in mul-

tiple visual datasets with a smaller number of parameters than previous

approaches.

3. A new task for event-based action recognition: Rigorous evaluation

of spatio-temporal feature extraction in event-based data is challenging due

to the lack of suitable datasets. To solve this, a new task, DVS-Gesture-

Chains (DVS-GC), is proposed. Unlike previous tasks, DVS-GC explicitly

evaluates the perception of temporal order in chains of actions, which were

created as chains of human gestures recorded with a neuromorphic camera.

4. A novel study on the exploitable properties of spiking neurons

for spatio-temporal feature extraction: By means of the new DVS-

GC task, the capacity of SNNs for spatio-temporal processing are demon-

strated, showing how, unlike conventional ANNs, they enable temporal fea-

ture extraction without recurrent synapses and how their computations are

comparable to those of long short-term memory (LSTM) cells, but requiring

less synaptic weights. This demonstrates how the use of spiking neurons
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enables temporal feature extraction at no extra cost in computation; how

SNNs can serve as alternative to more complex memory cells when com-

putational requirements are a constraint; and how feed-forward networks

can be enabled to perform temporal feature extraction. Additionally, these

comparisons highlight similarities and differences between ANN and SNN

computations, facilitating the combination of principles of one into the other

in future research.

5. A new definition of catastrophic forgetting: Given a classification

task, the causes of catastrophic forgetting are broken down into 4 distinct

mechanisms. Mathematical formulation is provided, formalising the prob-

lem in a way that allows to evaluate these mechanisms in isolation, and

understand which of these forgetting mechanisms are addressed by contin-

ual learning methods. Such factorisation of the problem had not yet been

formalised in literature, therefore, doing so provides a guide for further re-

search, as it highlights the specific mechanisms which need addressing in

order to prevent forgetting.

6. A new continual learning method: Given the limitations imposed by

the requirements of existing continual learning methods, a new approach

is proposed (Low Interference Feature Extraction Sub-networks) which by-

passes them. The effects of catastrophic forgetting in this system are studied

and 3 novel components are proposed to alleviate its effects: Regularisation

with lateral classifiers, weight standarisation, and sub-network interference

connection pruning. The resulting system is compared to multiple state

of the art approaches and demonstrates competitive results with minimal

requirements. Additionally, it can be combined with other approaches, as

explained in Chapter 6, contributing to the development of more scalable

approaches to continual learning.

1.2 Thesis organisation

The remainder of this thesis is organised as follows. Chapter 2 provides

a literature review on feature extraction in conventional ANNs and SNNs.

Chapter 3 reviews the state of the art for continual learning and presents

contribution 5, as it is used to better describe existing CL methods. Chap-

ter 4 presents contributions 1 and 2 towards improved feature extraction

5
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with SNNs. Chapter 5 presents contributions 3 and 4, analysing the ex-

ploitable properties of SNN for temporal tasks. Then, Chapter 6 presents

the novel CL algorithm described in contribution 6. Finally, Chapter 7

closes the thesis with conclusions and directions for future work.
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Chapter 2

Feature extraction and Spiking

Neural Networks

2.1 Neural Networks and data-driven feature ex-

traction

In recent years, the field of machine learning has become almost completely dom-

inated by the models known as Artificial Neural Networks, even coining a new

term, deep learning, for machine learning performed with deep neural networks

[24]. These ANN systems define simple computing units, the neurons, and create

networks by linking them with weighted connections. Their power lies in their ca-

pacity to learn from large datasets, potentially approximating any mathematical

function [25] and thereby creating any necessary input to output relationship.

The pivotal moment marking the advent of ANNs as the dominant approach

is often attributed to the success of the AlexNet network [26] which won the

ImageNet Large Scale Visual Recognition Challenge [27] in 2012. Prior to this,

the state of the art was often defined by handcrafted feature extraction, which was

then combined with approaches such as Support Vector Machines for classification

[28]. In contrast, ANNs are data driven approaches, which do not require expert

knowledge to define the features to extract, instead; they learn features directly

from the data. This is most often done by defining a task that involves mapping

a specific input to a known output (supervised learning), and then optimizing

the network configuration to minimise the error in this mapping for the given

training dataset [24]. With few exceptions, this minimisation is done by means

of the Backpropagation of error algorithm [29]. This algorithm formulates the

output error with a differentiable loss function and then calculates the gradient of

7



Ch.2 Feature extraction and Spiking Neural Networks

the loss with respect to the network weights by applying the chain rule, therefore

propagating the error backward from the output layer to the input layer. Then, by

means of gradient descent, the weights are adjusted iteratively, using a fraction

of the data (mini-batch) in each descent step. Like this, the value of the loss

function is minimised thereby improving the accuracy of the model.

2.1.1 Visual feature extraction

Convolutional Neural Networks

This work is focused on visual feature extraction. For this data modality, arguably

the biggest cornerstone was the development of Convolutional Neural Networks

(CNNs) [30]. Visual data is characterised by its high dimensionality, high spatial

redundancy and its correlation to the physical world. The visual representation of

a scene changes if objects move, but machine intelligence needs to understand that

this change is just in location, but not in content. CNNs made this understanding

easier for deep learning by defining local connectivity patterns for the network

weights, which enable translation invariant feature extraction.

Specifically, CNNs are designed to process data with a grid-like topology (such

as images). Their core building block is the convolutional layer, which consists of

a set of learnable filters (or kernels) that are convolved with the input data. Each

kernel K is a two dimensional array of dimension Dk1 × Dk2 and it is applied

across the entire input image to produce a feature map, hence the translation

invariance of the process, as the same set of weights will be applied to all spatial

locations.

The convolution operation for a single filter K over a 2D input I can be

described by:

(I ∗K)(x, y) =

Dk1∑
m

Dk2∑
n

I(x+m, y + n) ·K(m,n) (2.1)

Where I(x, y) is the pixel value at position (x, y) of the input and K(m,n) is

the kernel value at position (m,n).

Then, a convolutional layer is defined for an input of Sh×Sw×N dimensions,

where N corresponds to the number of channels or input dimensions (e.g., 3 for

an RGB image). The output Ok dimensions will be S ′
h × S ′

w ×M , where M is

the number of kernels (filters) used in the convolutional layer. Each of the M

output feature maps is generated by convolving each of the N input channels

8
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with a corresponding set of M kernels and then summing their outputs:

Ok(x, y) =
N∑
c=1

Dk1∑
m

Dk2∑
n

Ic(x+m, y + n) ·Ki(m,n) (2.2)

The dimensions of the output feature map can be computed based on the

input dimensions, the kernel size, stride s, and padding p. For an input of size

Sh × Sw with a kernel size of Dk1 ×Dk2, the output size S ′
h × S ′

w is given by:

S ′
h =

⌊
Sh −Dk1 + 2p

s

⌋
+ 1 (2.3)

S ′
w =

⌊
Sw −Dk2 + 2p

s

⌋
+ 1 (2.4)

Here, ⌊·⌋ denotes the floor function, which ensures the output size is an integer.

These layers are then stacked hierarchically in a feed-forward manner [30], as

done for fully connected layers or any other variant. During training, each kernel

ki learns how to detect a distinct feature, and the number of channels in the layer

are referred to as the layer width, which defines the number of the feature maps

generated and the cost of the layer in parameters.

Spatio-temporal feature extraction

While convolutional layers allow for spatial feature extraction in visual data, they

do not address the extraction of temporal features, which is necessary when the

input changes over time such as in the case of video.

Extracting temporal features means combining information from different mo-

ments in time in order to extract meaning. For this, a property of cognitive

systems that is considered essential is working memory, which holds information

from previous events and allows to relate it to those perceived later [31, 32]. In

the field of neural network engineering, working memory has historically been im-

plemented by recurrent connections [33], and their memory capabilities have been

further enhanced by the use of advanced memory cells such as the widespread

Long Short-Term Memory (LSTM) [34]. Specifically, LSTM (Fig. 2.1) defines

an internal state Ct for each neuron which retains old information, called the cell

state, and controls the forgetting or retention of this information by means of

three gates, the Forget gate (ft), Input gate(it), and Output gate(ot), which are

implemented by an additive attention computation with Sigmoid activation σ.

This additive attention is controlled by a trainable layer, therefore, the network
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can learn to interpret when to forget old information depending on the input and

its internal state.

× +

xt

Ct-1 Ct

ht

ht-1
tanh

×

σ σ

tanh

×

σ ht

itft ot

Fig. 2.1: Diagram of an LSTM memory cell. Yellow boxes indicate trainable layers,
red circles indicate operators. Ct is the cell state, ht the hidden state and output, the
yellow tanh is a layer of synaptic weights with Hyperbolic Tangent activation. σ stands
for the gating layer with Sigmoid activation.

More recently, temporal processing tasks have also been solved by the increas-

ingly popular Transformer architectures [35] (further explained in the following

subsection). When using these networks, temporal events are not presented in a

succession as they happen; instead, multiple time-steps are accumulated (or the

whole sequence in many cases) and then processed offline by the system. These

approaches can be considered to implement working memory outside of the neu-

ral network, by accumulating stimuli over time and then feeding them to the

network together as a single input. Transformers have achieved state of the art

accuracy in the majority of temporal tasks [36–38], but their computational and

memory complexity scales as O(L2) with the sequence length. Hence, research in

recurrent architectures is still of interest in order to create lighter systems with

dynamic memory management.

State of the art architectures

Since the advent of ANNs for visual feature extraction, a large body of work has

focused on improving their architectures, giving rise to a plethora of methods

which kept building on top of each other further enhancing performance.

For computer vision, the AlexNet breakthrough set the precedent for the use
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of feed-forward CNNs when performing feature extraction on images. Later im-

provements came with networks such as the widespread VGG [39], which achieved

first and the second places in the localisation and classification tracks of the 2014

ImageNet challenge. These accuracy improvement was obtained by empirically

finding a better dimensionality configuration for convolutional layers and creating

deeper networks, up to 19 layers.

In 2015, a significant advancement in the performance of feed-forward ANNs

was achieved through Batch Normalization (BN) [40]. This module eases training

by reducing the internal covariance shift, where the distribution of each layer’s

inputs changes during training, making it harder to train effectively.

In order to do so, BN normalizes the output of a previous activation layer

by subtracting the batch mean and dividing by the batch standard deviation,

and then scales and shifts the normalized output using learned parameters. This

normalization is performed for each mini-batch during training. Given the mean

µk and standard deviation σk across the batch and the learnable weights γk and

βk, for an input of d dimensions xt = (x1,t...xd,t), the method normalises each

feature k (or convolutional channel in the case of CNNs) independently:

BN(xk) = γk
xk − µk√
(σk)2 + ϵ

+ βk (2.5)

In 2016, after the success of the first CNNs such as AlexNet and VGG [39],

the next big improvement came with the addition of residual connections. As

demonstrated in [20] with their ResNet architecture, residual connections allow

to successfully train much deeper architectures, up to 152 in their paper, giving

rise to a more accurate and efficient family of networks. They achieve this by

adding the original input x to the output of each layer block F (x):

H(x) = F (x) + x (2.6)

This reformulates the problem to learning residual mappings that modify the

input x. Doing so makes it easier for the learning algorithm to build identity

mappings, where the input to a layer block is equal to the output H(x) = x, as it

can be accomplished just by setting the weights in the layer to zero (F (x) = 0).

This allows the network to easily ignore unnecessary layers, therefore avoiding

accuracy degradation when the architecture becomes many layers deep. Alter-

natively, when the optimal solution is not an identity mapping it might still be

closer to it than to a zero mapping, making for a better initialization [20].

Later work [41] has proven that, in order for residual networks to be effective,
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either Batch Normalization (BN) [40] or alternative strategies which replicate

its benefits (Weight Standardization [42]) are necessary. This is because BN

makes the contribution of the residual path increasingly smaller through depth

compared to the skip path at initialisation. This makes the network effectively

shallow at earlier training stages, and allows it to give deeper layers increasingly

more influence by increasing the variance in the weights as training goes on.

Additionally, it also neutralizes the mean shift activation caused by the Rectified

Linear Unit (ReLU) activation [43], increases the maximum affordable learning

rate and acts as an implicit regulariser.

After residual architectures, the next breakthrough came through attention

computations, which enabled improved accuracy for CNNs [44] in the form of

additive attention [45]. The self-attention blocks defined in [44] are still used

today in the EfficientNet family of networks [46], which are the best performing

CNNs to date, thanks to their optimised architecture which was found by means of

a reinforcement learning approach for neural architecture search [47]. In parallel,

attention also enabled the development of Transformers [35], which use multi-

head dot product attention layers interleaved with fully connected ones.

The essence of an attention computation is simply to define multiplicative

relationships between neuron outputs instead of the more common additive ones.

In most implementations , one of these values is constrained to a [0, 1] range by

means of a sigmoid [44, 45] or softmax function [35], acting as attention coefficient,

which modulates the output of a layer. These coefficients are obtained through

a fully connected layer in additive attention, while dot product attention obtains

them as the dot product between two feature vectors.

Regarding Transformer architectures, in the present day they have set the

state of the art results for most large datasets, and have become the standard

approach for massive computation applications. Still, their limitation, as previ-

ously mentioned, lies in their computational requirements, as they require inputs

to be broken down in a sequence of ”pieces” (time frames for temporal data or

image blocks for visual data), then their computational and memory complexity

scales as O(L2) with the sequence length.

2.2 Spiking Neural Networks

First coined in Carver Mead’s 1989 publication Analog VLSI and neural sys-

tems [48], the term neuromorphic engineering has become synonym of the in-

tersection between AI and neuroscience. Originally, the concept was introduced
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as ”the use of very-large-scale integration (VLSI) systems containing electronic

analog circuits to mimic neuro-biological architectures present in the nervous sys-

tem”. In recent years, neuromorphic engineering has brought together computa-

tional neuroscientists and researchers on deep learning and computing hardware,

in a field that encompasses research trying to understand the brain by means of

AI, and research applying neuroscience insights to improve AI [8, 49].

The common denominator in this field is the use of Spiking Neural Networks,

a kind of ANN that closely replicate the inner workings of real neurons [50].

From an engineering perspective, SNNs’ sparse and asynchronous computations

have been demonstrated great gains in energy efficiency when implemented in

specialised neuromorphic hardware [51], which, unlike traditional von Neumann

architectures, can exploit activation sparsity, only transmitting signals coming

from active neurons. Serving as example, [52] demonstrate how the same network

consumes 11 times less energy in a neuromorphic implementation than its ANN

counterpart, while [51] finds a reduction of up to 100 times less.

2.2.1 Spiking Neurons

The defining factor of SNNs, which makes them differ from traditional ANNs, is

their neuron model, the spiking neuron, which replicates the behaviour of real

neurons. In short, biological neurons are characterised by possessing an electri-

cally charged cell membrane that accumulates voltage received from other neurons

in the network. When this voltage surpasses a set threshold, ion channels open,

further increasing the neuron’s voltage and triggering the emission of an action

potential or ”spike”. This spike is sent through the synapses which connect to

other neurons in the network, modifying their membrane potentials and thereby

communicating information.

Simulation of this behaviour can be achieved at multiple degrees of biological

realism. Hence, multiple neuron models with different levels of complexity have

been proposed [53]. This research uses the Leaky Integrate-and-Fire (LIF) model

[54]. Despite their simplicity, LIF neurons found great success in many state of

the art systems [22, 55, 56], while the use of more complex versions incurs in a

higher computational cost with no clear functional benefits.

The LIF model can be formulated as the differential equation seen in (2.7),

where U(t) is the membrane potential, Urest the resting potential, τ is the time

constant and I(t) is the input current. When the voltage U(t) surpasses a set

threshold Uth, the neuron emits a spike and the potential is reset by subtraction.
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τ
du

dt
= − (U(t)− Urest) +RI(t) (2.7)

In order to easily program this behaviour in machine learning models, explicit

iterative versions of this differential equation are used. Let i be a post-synaptic

neuron, ui,t is its membrane potential, oi,t its spiking activation and λ the leak

factor. The index j belongs to the pre-synaptic neuron and the weights wi,j

dictate the value of the synapses between neurons (Fig. 2.2). Then, the iterative

update of the neuron activation is calculated as follows:

oi,t = g

(∑
j

(wijoj,t) + λ · ui,t−1

)
(2.8)

where g(x) is the thresholding function, which converts voltage to spikes:

g(x) =

 1, if x ≥ Uth

0, if x < Uth

(2.9)

After spiking, a reset is performed by the subtraction u∗i,t = ui,t − Uth, where

u∗i,t is the membrane potential after resetting.

Notice that when this neuron model is used without the leakage factor, it is

referred to as an Integrate-and-Fire (IF) model. This version will also be used

for this research.

Membrane potentials

Spiking
function

Spiking activations

Spiking activations

Conv modulated synapses Weights

. . .

ul,t

ol,t

ol-1,t

wi,j

g

Fig. 2.2: Diagram of the operations performed in a spiking layer.
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2.2.2 Spiking Neural Network architectures

SNN architectures have been developed for multiple AI tasks, including reinforce-

ment learning [57], control systems [58], time series processing [59], and even text

generation [60]. Still, the most prevalent use case has been computer vision. In

this domain, the mainstream tasks used to develop and evaluate new feature ex-

tractors are image classification and action recognition. The objective of these

tasks is simply to assign the correct classification label to each data sample, im-

ages for the former and video for the latter. The extracted features will create

data representations that allow to discriminate between different classes, there-

fore higher classification accuracy will be linked to a feature extraction process

that better represents the properties of the data classes. Hence, these tasks are

considered a useful evaluation metric for feature extraction quality and will be

used in this thesis as benchmarking tool.

Image classification

SNN architectures for image classification have followed a similar path as conven-

tional ANNs; still, their alternative computing paradigm has posed a challenge

when porting certain deep learning structures to spiking format, making them lag

behind. On the other hand, these differences have also motivated the development

of alternative solutions, usually more biologically plausible.

Up to 2021, the highest SNN image classification accuracies were reported

with networks basing their topology on VGG [61–63]. This was achieved by

reusing the original network topology and substituting the conventional neurons

and their ReLU activation with IF or LIF spiking neurons.

The first attempts to replicate ResNet architectures in SNNs, are attributed

to Lee et al. [21] and Zheng et al. [55], which implemented the first trainable

spiking ResNets. These networks achieved competitive results, but were still

outperformed by non-residual approaches in some scenarios. In 2021, Spiking

ResNets achieved state of the art results through the work presented by Fang

et al. [22], and the one presented by the first contribution of this thesis [23]

(Chapter 4). After that contribution, in 2023, further accuracy improvement has

been reported in literature by implementing Visual Transformers [64] in spiking

format [56]. Performance comparisons can be found in Section 2.2.4
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Action recognition and temporal processing

The state of the art for SNNs in temporal tasks has been historically based

on Recurrent Neural Network (RNN) architectures, which implement recurrent

connections that create a path between a layer’s output and its input. The

authors in [65] proposed Recurrent SNNs (RSNNs) of Leaky integrate-and-fire

(LIF) neurons with neuronal adaptation, a process that reduces the excitability

of neurons based on preceding firing activity. Their resulting network is tested in

the Sequential MNIST (S-MNIST) [66] and TIMIT tasks [67]. Subsequent work

applied LSTM cells to SNN networks, achieving higher performance in S-MNIST

[68].

Still, for the processing of visual event-based datasets such as DHP19 [69]

or DVS-Gesture [70], the state of the art has been set by feed-forward SNNs

with no recurrency [22, 55, 71]. The question is then whether these feed-forward

SNNs implement working memory or, on the contrary, the aforementioned tasks

do not require a network with temporal feature extraction. Chapter 5 answers

this question, proving how both statements are true.

Finally, with the recent efforts on developing Transformer architectures in

spiking format, since 2023 some examples have appeared where spiking Trans-

formers achieve state of the art results in temporal tasks. The authors in [56]

obtain comparable performances to the best systems on DVS-Gestures by means

of a spiking Transformer, while in [60], the ”SpikeGPT” network recorded the

best SNN performance for language generation. Given that SNNs are usually

employed to achieve computational efficiency, the future adoption of these SNN

Transformer systems is not yet guaranteed due to their higher computational

cost. The next few years will define whether these research direction meets the

desired computational limits in target applications.

2.2.3 Training methods for spiking neural networks

The binary and sparse nature of SNN gives great computational advantages, but

at the same time these properties create some challenges at training time. That

is why the development of learning algorithms for these networks is a very active

field.

Conventional non-spiking neural networks owe most of their success to the

backpropagation (BP) of error algorithm [24], where the optimal synaptic weights

are found by minimising an error function with respect to these same weights.

In order to apply the BP algorithm, the whole network needs to be expressed
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as a differentiable function. In the case of SNNs, the spiking behaviour inside

the neurons creates a non-differentiable function, therefore learning through BP

requires additional workaround strategies. Moreover another difference between

SNNs and regular Deep Learning is the fact that SNNs use the time dimension for

their computations, therefore the neuronal states also have time dependencies. In

the case of non-spiking ANNs, the time dimension is used when processing tempo-

ral streams, but it is not used for time invariant tasks such as image classification

or object detection.

Given these properties and their challenges, several approaches to SNN train-

ing have been proposed, each with their own advantages and disadvantages. In

computer vision, there are three main categories: direct supervised training, con-

version methods and unsupervised training.

Direct supervised training

Directly training the SNN allows one to exploit all its valuable properties, in-

cluding its sparsity and its capacity to process asynchronous inputs. However,

the challenge then becomes to successfully train it given that gradient descent

based methods cannot be applied to non-differentiable spiking functions. The

most common strategy in state of the art methods is the use of surrogate gradi-

ents [63, 72], a method where the spiking function is used in the forward path,

but when calculating its derivative in the backwards path, a continuous tractable

function is used, which tries to approximate the behaviour of the real derivative.

Another option is to use a version of the SNN model that is directly differ-

entiable. Some examples can be found in [73]. We can find models using soft

non-linearities [74], probabilistic models [75] or latency-based networks [76].

Alternatively, supervised learning can also be performed without the differen-

tiation of the whole network. Some examples use local approaches with algorithms

such as [77], where the loss is computed locally in each neuron, or by using three

factor learning rules [78].

When talking about final task accuracy, surrogate gradient BP is the best

performing method so far. All the best SNN feature extractors consistently use

this method [55, 56, 79], but the BP implementations and the surrogate functions

they use vary between them.

Concerning the BP implementation, different variations can be found among

the best performing networks. Most works choose to use Backpropagation Through

Time (BPTT) [80], the mainstream algorithm also used for the training of RNNs

and other time-dependent networks. BPTT ”unrolls” the network in time, mean-
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ing that, given a fixed number of time-steps for which training will be performed,

a copy of the network is created for each of them and the temporal dependen-

cies between time-steps are explicitly defined. Considering an integrate and fire

model, as previously defined, where the output ol,t of a layer l depends on the

output of a previous layer ol−1,t and its own membrane state ul,t−1 in the previ-

ous time-step t− 1, then the derivative of the loss function E can be unrolled as

follows:

∂E

∂W
=

∂E

∂ol,t

∂ol,t
∂ul,t

∂ul,t
∂W

(2.10)

where the gradient
∂ul,t

∂W
depends on previous states which are computed recur-

sively:
∂ul,t
∂W

=
∂ul,t
∂ul,t−1

∂ul,t−1

∂W
+

∂ul,t
∂ol−1,t

∂ol−1,t

∂W
(2.11)

This expression shows how computing this gradient requires to access the state

of the network at all time-steps t, hence its cost in memory requirement.

Alternatively, a slightly different implementation is found in [21], where the

authors use a Spike-based BP algorithm which proposes a novel way of accounting

for the leak factor of Leaky Integrate-and-Fire (LIF) neurons. Finally, there are

also BP approaches where the input spikes are convolved with spike response

kernels like in [81], which allows for convenient spike response implementations

at the cost of saving more spike time-stamps in memory.

For the choice of surrogate functions, there is no consensus on a better choice.

The derivatives of any continuous function that approximates a step function

can be a valid surrogate. Some examples are triangle shape surrogates in [63],

rectangular shaped in [55], and arc-tangent shaped in [22, 79].

The main disadvantage of BPTT is its computational cost, as with its ”net-

work unrolling” it requires to explicitly define all temporal dependencies and

store the neuron states at every point in time. In order to make the process more

efficient, approaches such as e-prop [82] or Eventprop [83] have been proposed,

which approximate the optimal credit assignment obtained by BPTT without

storing all activation history. This comes at the cost of less precise updates and

therefore, for most cases, lower final accuracy.

Conversion methods

In most machine learning tasks, the highest accuracy figures are reported by

non-spiking deep learning networks which outperform their spiking counterparts.
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Therefore, conversion methods propose to train a non-spiking neural network and

then convert it to spiking format to make them suitable for implementation in

neuromorphic hardware and reduce energy consumption.

There are different methods that allow such a conversion. These techniques

create an approximation of the original network that is accurate up to a certain

approximation error, and with a certain cost in terms of floating point operations

per second (FLOPS) and latency. This approximation needs to reconstruct each

non-spiking neurons in the original network through a set spiking neurons, and

therefore the key challenge is to represent continuous activation values using the

binary outputs of spiking neurons.

Comparing to direct training of an SNN, the spiking system resulting from

the conversion has higher latency and energy consumption. As an example, the

authors in [21] demonstrated how high performance was achieved with 30 time-

steps for directly trained networks, while conversion based ones needed more

than 100. Another disadvantage is that one cannot perform online training or

low power training directly in a neuromorphic device, as the network can only

be deployed onto the neuromorphic device once it is trained and converted. On-

chip training is a topic of interest in current research [84, 85], which is key for

applications requiring further learning after deployment.

Finally, also the temporal resolution of the system is affected, as the training

is done with discrete time frames instead of a flow of input spikes. This is likely

to cause under-performance in neuromorphic datasets as proved by [86].

Nonetheless, the advantage of using conversion techniques is the possibility

to approximate the accuracy performance of non-spiking deep learning networks.

If the non-spiking ANN can perform the task, converting it to SNN provides

guarantees of success without having to manage the more complex SNN training.

Rate based methods – This is the most common conversion approach [87, 88],

where the rate of spiking mimics the activation value that the original non-spiking

neuron would have had. This approach can only be used to convert networks

which employ the ReLu activation function, and the conversion is performed just

by switching the ReLU activation function for the spiking function. The weights

and connectivity are kept the same. Then, the input is fed to the network for

N time-steps. The firing rate of each neuron becomes an approximation of the

original activation value if enough time steps are allowed. In a feedforward archi-

tecture, the output approximation of a given layer is affected by its presynaptic

neurons, therefore until the previous layer converges, the next one will not be able

to do so; and then, the deeper the architecture, the more time steps the system
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needs and the more approximation error is accumulated.

Rueckauer et al. [89] show how a converted SNN with reset by subtraction

(the alternative to a hard reset to 0) can approximate the original ith activation a1i

with an additive error, which is time dependent and proportional to the threshold,

as in (2.12).

r1i (t) = a1i rmax −
V 1
i (t)

t · Vthr
(2.12)

Instead, Kugele et al. [90] propose to perform conversion by first constraining

the original ANN to work in a streaming rollout fashion [91]. Typically RNNs

are considered to to have a time delay of one time step in their recurrent connec-

tions, meaning that the recurrent output will come to the neuron’s input in the

next time step. At the same time, the feedforward connections are considered

to be instantaneous without any time delay. This model is called a sequential

rollout. Alternatively, in a streaming rollout, feedforward and skip connections

are also considered to take time when propagating information. This work is

able to mimic the time based dynamics of SNN in the training of the original

ANN. This, together with DenseNet as architecture of choice, allows to process

neuromorphic sequences, give early approximates, and to obtain one of the most

accurate systems for the DVS gestures dataset.

Time based methods – Stockl et al. [92] propose an alternative to the typical

rate based conversion with the “At Most One Spike per neuron” (AMOS) method.

Rate based methods perform a one to one conversion, where each original neuron

is approximated by one spiking neuron. Alternatively, AMOS approximates one

neuron with a circuit of spiking neurons. By summing the contribution of several

neurons, this circuit is able to approximate the original continuous activation

value using the binary outputs of spiking neurons.

In contrast with rate based conversions, where only the rectified linear unit

activation function can be approximated, AMOS can work with any activation

function, as the parameters of the circuit can be optimised to approximate any

function. This is why the authors are able to convert the best performing CNN

architecture to the spiking domain, EfficientNet [46], and beat the 2019 state of

the art in image classification. Moreover this method has a higher throughput

than rate methods, as each neuron spikes just once per input, and therefore a new

input can be fed after each timestep. On the other hand, the resulting converted

network has a higher complexity and memory cost compared to the original one

or rate based conversions.
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Unsupervised training

Thanks to their biologically plausible computations, SNNs can implement Spike-

timing-dependent plasticity (STDP), a learning algorithm observed in the brain,

that uses spike timings to modulate the weight of the synapses between neurons.

This method is the standard for unsupervised training in SNN [93] and, for shallow

architectures, it can compete in terms of accuracy with self-supervised methods

such as auto-encoders in non-spiking deep learning [94].

The STDP algorithm modulates synaptic plasticity in a neural network, us-

ing the Hebbian learning principle ”neurons that fire together, wire together”.

This means that, in the scenario with presynaptic neuron feeding its output to a

postsynaptic neuron, a correlated activation of the pre and post neurons results

in a strengthening of their synapse. In the case of STDP, the timing of the spikes

dictates this correlation: if the presynaptic neuron spikes, and after a window

of time the postsynaptic neuron also spikes, a causality relation is assumed and

Long Term Potentiation (LTP) occurs, where the synapse is strengthened. On

the contrary, if the postsynaptic neuron spikes before the presynaptic one does,

Long Term Depression (LTD) occurs and the synapse weight decreases.

This methodology allows a network to statistically learn patterns on a source

of information, for example visual information. While the system does not have

an explicit guide of what its purpose is, the learning rule implicitly forces it to

extract patterns from the information it receives.

On top of the base STDP principle, successful implementations need to im-

plement regulatory mechanisms to prevent runaway synaptic dynamics, which is

a cycle of indefinite increase or decrease in synaptic weight [95]. This mecha-

nisms find a stable operating regime achieving homeostasis. The most common

methods are intrinsic plasticity, adjusting the excitation threshold of the neurons,

or synaptic scaling, adjusting synaptic efficacy. Additionally, ”winner takes all”

schemes are usually employed in feed-forward networks so that the neurons are

forced to specialise.

2.2.4 Benchmarking of spiking neural networks

To finalise the prerequisites on the state of the art for SNN feature extraction, in

this section the performances of the most notable SNN methods are presented.

Table 2.1 presents image classification accuracy on MNIST [96], N-MNIST [97],

Cifar10, Cifar100 [98], DVS-CIFAR10 [99] and Imagenet [100]. Notice that DVS-

CIFAR10 is a dataset resulting from a screen recording of the original frame-based
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CIFAR10, acquired with a neuromorphic camera which performed regular motion.

Architecture and training method are briefly specified for each of them. For

brevity, commonly known architectures are referred by name, full specifications

can be found in the citation. Conversion training is specified for SNNs, as well

as other unconventional training procedures. Those with no reference to training

methodology indicate that the network was trained through BPTT. Additionally,

the table also presents performances for non-spiking ANNs (in blue) in order to

showcase the gap in performance and compare the differences regarding architec-

tures used.

This summary is specially relevant for the contribution described in Chapter

4, serving as context and motivation for the developement of the novel S-ResNet

network. This work was published in 2022 [23] motivated by the state of the

art up to late 2021. Examples of the most relevant systems after the date of

publication have also been added for completeness.

Up to 2021, the best performing methods were usually trained by conversion.

Later works, including the one in this thesis, obtained competitive results by

directly training the SNN with BPTT and surrogate gradient and by proposing

adaptations of the ResNet architecture to spiking format. In 2023, the visual

transformer architecure was adapted to spiking networks [56], porting the superior

accuracy from these architecture to SNN. Apart from that, it is also noticeable

how Qiu (2024) [101] obtained high accuracy with a ResNet architecture, by

changing the encoding procedure to their Gated Attention Coding, which applies

additive attention to the first convolution, which encodes the continuous image

values into spiking format.

Ultimately, the table also shows how non-spiking networks still outperform

Spiking ones in terms of accuracy. These networks are not constrained to binary

communication and are easier to train for image classification tasks. Bridging this

gap is an important objective for SNN research, but it is still important to realise

that image classification is more suited for non-spiking ANNs than SNNs. Spiking

computations encode information in the temporal dimension, making up for the

reduced expressiveness of binary communication, this means that their training

complexity is the same in image classification than when processing dynamic data

such as video, and their expressiveness is bound to the amount of time they run

for. On the contrary, ANNs can perform inference for static data in a single time-

step, easing training and defining this same expressiveness with the resolution of

their floating point operations. Additionally the differentiability issues in SNNs

make training less precise than in their conventional counterparts.
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These differences seem to indicate that SNNs might never outperform ANNs

in accuracy for mainstream tasks such as image classification. Instead, they repre-

sent a more efficient embodiment of the Neural Network computing paradigm. As

previously discussed, this embodiment has its constraints, which impose limita-

tions, but in exchange other benefits arise. Energy efficiency is the most notable,

while further research is trying to unveil more of them. An example is Chapter

5, which demonstrates benefits for spatio-temporal feature extraction.

2.3 Conclusions

In this section, the preliminaries on neural networks and feature extraction have

been established, followed by a review on the state of the art for SNN applied to

visual feature extraction.

The parallelism between SNN and ANN developments have often been alluded

to in this review, as SNNs are just one possible embodiment of the ANN paradigm.

As discussed in Section 2.2.4, ANNs are easier to design and train, making for

more accurate feature extractors. Still, spiking computations have exploitable

benefits due to their sparsity and asynchronous computing. Hence, it is a priority

to further develop SNN network architectures in order to make their performance

competitive (Chapter 4), while it is also of interest to discover and demonstrate

more of their exploitable benefits (Chapter 5).
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Tab. 2.1: Image classification accuracy for supervised methods. Blue coloured text
indicates a non-spiking method. Method lists the architecture used and any non-
conventional training procedure. If no training specification is given, regular BP /
BPTT was used.

Model Method Dataset Accuracy
Byerly (2020) [102] Multi-path + capsule networks MNIST 99.84%
Rueckauer (2017) [89] 7-layer |Conversion MNIST 99.44%
Fang (2021) [79] 2Conv 2Fc + PLIF Neurons MNIST 99.72%
Kaiser(2020) [77] 3-layer |Deep continuous local learning N-MNIST 99.04%
Kugele (2020) [90] Densnet |Conversion N-MNIST 99.54%
Wu (2019) [103] AlexNet + NeuNorm N-MNIST 99.53%
Fang (2020) [79] 2Conv 2Fc + PLIF Neurons N-MNIST 99.61%
Dosovitskiy (2021)[64] Visual Transformer CIFAR-10 99.5%
Kolesnikov [104] Big Transfer CIFAR-10 99.37%
Rueckauer (2017) [89] AlexNet Conversion SNN CIFAR-10 90.85%
Wu (2019) [103] CifarNet + NeuNorm CIFAR-10 90.53%
Kim(2020) [105] VGG9 + BNTT CIFAR-10 90.5%
Lee(2020)[106] Spiking ResNet11 CIFAR-10 90.95%
Esser (2016) [87] 9-layer CNN |Conversion CIFAR-10 89.32%
Zheng (2020) [107] ResNet18 + Fc + tdBN CIFAR-10 93.15%
Lee (2020) [21] 10-layer Residual SNN + FC CIFAR-10 90.95 %
Zheng (2020) [55] 19-layer Residual SNN + FC CIFAR-10 93.15 %
Fang (2021) [79] CifarNet + PLIF neurons CIFAR-10 93.50%
Wu (2021) [108] VGG-11 |conversion CIFAR-10 91.24%
Sengupta (2019)[62] VGG-16 |conversion CIFAR-10 91.55%
Deng (2021)[109] ResNet20 Conversion CIFAR-10 93.58%
Han (2020)[61] VGG16 Conversion CIFAR-10 93.63%
This work (2022) S-ResNet38 CIFAR-10 94.14%
Zhou (2023) [56] Spiking Transformer CIFAR-10 95.19%
Qiu (2024) [101] MS-ResNet18 + Gated Attention Coding CIFAR-10 96.46%
Kugele (2020) [90] Densnet |Conversion DVS -CIFAR-10 65.61%
Wu (2019) [103] CifarNet + NeuNorm DVS -CIFAR-10 60.50%
Kim(2020) [105] VGG7 + BNTT DVS -CIFAR-10 63.2%
Samadzadeh(2020) [110] 18-layer CNN DVS -CIFAR-10 69.2%
Zheng (2020) [107] ResNet18 + Fc + tdBN DVS -CIFAR-10 67.8%
Fang [22] (2021) Wide-7B-Net DVS-CIFAR10 74.4%
Fang [79] (2021) CifarDVSNet + PLIF Neurons DVS-CIFAR10 74.8%
This work (2022) S-ResNet38 DVS-CIFAR-10 72.98%
Zhou [56] (2023) Spiking Transformer DVS-CIFAR-10 80.90%
Kolesnikov [104] Big Transfer CIFAR-100 93.51%
Esser (2016) [87] 9-layer CNN |Conversion CIFAR-100 65.48%
Kim(2020) [63] VGG9 + BNTT CIFAR-100 66.6%
Han [61] (2020) VGG16 Conversion CIFAR-100 70.97%
Deng [109] (2021) VGG-16 Conversion CIFAR-100 72.34%
This work (2022) S-ResNet38 CIFAR-100 74.65%
Zhou [56] (2023) Spiking Transformer CIFAR-100 77.86%
Qiu [101] (2024) MS-ResNet18 + Gated Attention Coding CIFAR-100 80.45%
Touvron(2020) [111] FixEfficientNet-L2 ImageNet 88.5%
Dosovitskiy (2021) [64] Visual Transformer ImageNet 88.36%
Tan and Lee (2019) [112] EfficientNet-B7 + RandAugment ImageNet 85%
Stockl (2020)[92] Efficientnet-B7 |AMOS Conversion ImageNet 80.97%
Fang (2021) [113] SEW ResNet50 + PLIF neurons ImageNet 63.55%
Zheng (2020) [107] ResNet34(large) + tdBN ImageNet 67.05%
Stockl (2020)[92] ResNet50 ImageNet 75.22%
Stockl (2020)[92] ResNet50 |AMOS Conversion ImageNet 75.10%
Szegedy (2015) Inception V3 ImageNet 78.8%
Rueckauer (2017) [89] Inception V3 Subset-ImageNet 76.12%
Rueckauer (2017) [89] Inception V3 |Conversion Subset-ImageNet 74.60%
Fang [22] (2021) SEW-ResNet152 ImageNet 69.26%
Zhou [56] (2023) Spiking Transformer ImageNet 74.81%
Yao [114] (2024) Spiking Transformer ImageNet 77.07%
Qiu [101] (2024) MS-ResNet34 + Gated Attention Coding ImageNet 70.42%
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Chapter 3

Continual Learning

Artificial Neural Networks have achieved great success when trained in indepen-

dent and identically distributed (i.i.d.) data, where data points are sampled with

identical probability as independent events. However, this requirement for i.i.d.

inputs limits the adaptability of AI systems, as it becomes unfeasible to train

them on dynamic streams of data where, over time, older data might become

unavailable, new classes might appear, or domains might shift their distribu-

tion [115].

Overcoming this constraint is one of the great challenges in machine learning,

and one of the current priorities. Humans (and most animals) are able to con-

tinuously learn through life, accumulating knowledge from all past experiences

and only forgetting that which is not often used or considered unimportant [116].

Building this knowledge base improves generalisation capabilities, as knowledge

from previous experiences can transfer to new ones, while it also allows for faster

learning (few shot learning [117]). These are key properties for any future AI

systems, which would enable them to adapt to new situations and achieve higher

overall intelligence. However, under the i.i.d. data constraint, this requires to

collect all this life-long learning data into one dataset and randomly sample it.

This poses a scalability problem, due to data storage and training cost, alongside

with privacy preservation violations when data cannot be stored. Moreover, this

is also a limitation to deployment: If the system is placed in a new scenario and

needs to learn online, training on new data without revisiting examples of the

old one would cause undesired forgetting. This problem is commonly known as

Catastrophic Forgetting (CF) [10, 17, 18].

In order to address this limitation and promote more scalable models, there

is a need to develop systems capable of learning and adapting to new tasks while

maintaining previously acquired knowledge. Therefore, the main objective of
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continual learning (CL) approaches is to find a balance for the stability-plasticity

dilemma: preserving performance in previous tasks, while still allowing the system

to learn new ones [118].

3.1 Incremental learning

In order to evaluate the capacity of machine learning systems in continual learning

scenarios, a common approach is framing the problem as an Incremental Learning

(IL) challenge. In IL, the system tries to learn a sequence of tasks, one at a time,

without access to data from previous or future ones [10, 17, 119, 120]. In this

thesis, incremental learning with image classification tasks is used, and the setup

is defined without overlap, meaning that each class only appears in a single task.

During training, since labelled data is available, access to the task-id is granted.

However, during evaluation, IL methods can be classified as task-aware and task-

agnostic. The first assumes that the task-id is known at test time, while the

latter does not allow its use (at test time) [121]. In this scenario, some of the best

performing methods are the ones using rehearsal, which store a subset of samples

from each task and class in a memory buffer and access them throughout the

training sessions [119, 120]. In recent years, the usage of these exemplars has been

questioned, with a growing preference for more privacy preserving methods, which

also can scale better over large number of classes [115]. However, as explained in

following sections, this exemplar-free incremental learning approaches struggle to

tackle some of the causes of CF.

The causes of catastrophic forgetting

As one of the original contributions of this thesis, a definition of catastrophic

forgetting is proposed, which allows to identify the specific mechanism that cause

accuracy degradation in previous classification tasks. This allows for a better

understanding of the contribution of different continual learning approaches and

highlights which issues still need addressing when preventing CF. Therefore, this

contribution is presented early in the thesis so that the nomenclature it defines

can be used when reviewing CL methods in the literature.

The definition decomposes the problem into the following sub-components:

• Weight degradation: including weight over-writing and weight inter-

ference.
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• Representation interference: including representational overlap and class-

energy imbalance.

Consider a typical classification problem, where the target distribution for a

cross-entropy loss function is a one-hot encoded vector yc with value 1 for the

correct class c and 0 elsewhere. The unormalized output oc of the network is

passed through a softmax function ôc =
eoc∑
i e

oi
and the resulting distribution ôc is

forced to match yc by the loss.

Given the activation of the last layer of the network aL(x), and a classifier

layer ψ, the network output for a class c is calculated as the inner product between

the classifier weights connected to its logit ψoc and the activation aL(x):

oc = ψoc · aL(x) =| ψoc || aL(x) | cos(ψoc , aL(x)) (3.1)

In an incremental learning scenario, after learning the mapping from x to

ôc, later training can modify these output probabilities ôc, causing catastrophic

forgetting when it makes P (ôc | x) and P (yc | x) diverge.
Considering an incremental learning sequence with t tasks (or training ses-

sions) the activation of a given layer l can be defined as:

al(x) = x · (W∈t
l +W ̸∈t

l ) , (3.2)

where W∈t
l are the weights trained during task t and W ̸∈t

l the weights which were

not active while learning that task (because they were deactivated or because

they were added in a later stage). Then, in later training sessions, catastrophic

forgetting will be caused by weight overwriting if W∈t
l is modified and by

weight interference if W ̸∈t
l becomes active.

Furthermore, since the value of oc will be defined by the product in equation

(3.1), the representation overlap problem is identified in the cosine similarity

calculation, as the overlap between representations of different classes will trans-

late into higher logit values for the incorrect ones, increasing the probability of

misclassification. Classes learnt in different training sessions are the main cause

of this problem, as they are not trained together and, therefore, their separability

is not taken into account.

Finally, the class-energy imbalance problem can be found in the | ψoc |
term, as some classes might have higher weights, promoting interference by scaling

the effect of the representational overlap.
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3.2 Families of methods

Through the years, many approaches have been proposed to alleviate CF. Com-

paring them is not always straightforward, given that continual learning scenarios

can be defined with different constraints depending on the desired application.

The use of exemplars and task-id, as previously mentioned, are examples of re-

quirements that can be made available to the system in certain scenarios, but in

others, we might want to avoid. Other examples of properties that influence the

usability of methods are: Extra computation during training or inference, grow-

ing of network parameters through training or the requirement for pretrained

models, among others. To better categorise methods alongside those of similar

requirements, the following subsections categorise them in ”families of methods”

where the strategy is based on a common principle.

3.2.1 Regularisation

Regularisation methods add additional terms to the loss function which promote

preservation of previous knowledge. Usually they require storing a copy of the

model which serves as checkpoint, then, updates on the model are limited by the

regularisation loss, which promotes staying close to the checkpoint model. The

more weight this loss has, the more stability and less plasticity the model will

have.

These approaches show promising results in task-aware IL, but usually require

to be paired with rehearsal [122] or external datasets [123] when not having access

to the task-id, as reported in [119].

Weight regularisation

One approach is weight regularisation, which calculates an importance measure

for each weight in the network, indicating how critical they are for the perfor-

mance of previous tasks. Then, the regularisation loss penalises changes to the

weights with respect to the network checkpoint proportionally to this importance

metric. Popular examples of this approach are Elastic Weight Consolidation

(EWC) [124], which estimates importance as the diagonal approximation of the

Fisher Information Matrix; Memory Aware Synapses (MAS) [125] which do so by

means of the magnitude of the gradient; or Path Integral (PathInt) [126], which

accumulates the changes applied to each parameter, which is correlated to the

gradient value.
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Equation 3.3 exemplifies this with the EWC loss function. Given the current

weight matrix θi and the weights of the checkpoint θ∗t−1,i, saved at task t− 1, the

regularisation term calculates the diagonal of the Fisher information matrix F

for each parameter i.

L(θ) = Lt(θ) +
∑
i

λ

2
Fi

(
θi − θ∗t−1,i

)2
(3.3)

Where F is calculated by means of the expectation E[·] over training data of

the derivative of the log-likelihood of the output y given an input x (3.4). As

explained in [127], F is equivalent to the second derivative of the loss near a

minimum while it can be computed from first order derivatives and is guaranteed

to be positive semi-definite. Therefore, it is used to estimate the influence of each

parameter in the loss, making the loss give more cost to the changes in those

parameters with higher influence.

Fi = E

[(
∂ log p(y | x, θ)

∂θi

)2
]

(3.4)

These approaches usually create the network checkpoint when training for

a task is completed and a new one starts. This can represent a limitation for

scenarios where task boundaries are not defined, therefore [128] proposes to adapt

MAS to such setup by estimating when the network has reached a learning plateau

through the mean and standard deviation of the loss.

Activation regularisation

Activation regularisation imposes its penalty on activation changes, instead of

weight values. The most widely used method for this is Learning Without For-

getting (LWF) [129]. The strategy is based on a method originally proposed for

network distillation [130], where the logits of a teacher network are used as ob-

jective for a student one, in order to transfer knowledge from the former to the

latter.

LWF creates a checkpoint of the network upon task transition and uses it as

teacher network for the updated model, constraining the new model to solutions

that are close to the logits that the old network returns for the current data.

The loss then adds a Ldistill term which calculates a modified cross-entropy

loss with the targets y
′(i)
o being the recorded probabilities.
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Ldistill(yo, ŷo) = −
l∑

i=1

y′(i)o log ŷ′(i)o (3.5)

where a temperature parameter T is used to smooth logit values as:

y′(i)o =

(
y
(i)
o

)1/T
∑

j

(
y
(j)
o

)1/T , ŷ′(i)o =

(
ŷ
(i)
o

)1/T
∑

j

(
ŷ
(j)
o

)1/T . (3.6)

Knowledge distillation has since been added to multiple methods as a knowl-

edge preservation measure [131–133] such as Co2L [133], which learns more trans-

ferable representations through contrastive learning and performs knowledge dis-

tillation to preserve feature representations close to the ones from the checkpoint.

3.2.2 Replay

Instead of accumulating all data seen in a life-long learning process, replay meth-

ods propose approaches which store memory buffers with a limited number of

examples and use them to prevent forgetting in the distributions they represent.

Experience replay

The most obvious approach for this is experience replay, which adds the exemplars

to the training batch [134]. The challenge then becomes how to select the most

representative exemplars, how to update them, augment them and compress them

for efficiency. Examples of this are the exemplar selection strategy used in the

Icarl method [122], which selects those closer to the class mean in feature space,

or the Adaptive Quantization Modules [135] for exemplar compression, which

encodes them with discrete autoencoders.

Gradient constraint

Instead of using exemplar buffers for replay, the Gradient Episodic Memory

(GEM) [136] constrains the learning process so that the minimisation of the cur-

rent loss does not increase the loss for the saved exemplars. Both this method,

and its later and more efficient version A-GEM [137], alleviate catastrophic for-

getting while allowing for backward transfer, as increasing the loss for previous

tasks is restricted but minimising it is allowed.

Still, storing buffers of data, both for experience replay and gradient con-

straint, imposes limitations: Scalability is limited, as the number of exemlpars
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will continuously grow with as new data arrives or, alternatively, if the exemplar

pool is limited in space, the method’s performance will decay as the data seen

increases. Additionally, when data cannot be stored due to privacy preservation

issues, these methods are also not suitable.

Generative replay

An alternative approach to explicit exemplars has been to train generative models

which are able to learn the distribution of previous data and generate examples

to add as rehearsal examples [138]. These approaches take the problem of catas-

trophic forgetting into the generative model, which still needs to be updated.

Some approaches try to prevent this by applying weight regularisation [139, 140]

or using exemplar buffers [141].

Prototype replay

For those scenarios where the use of exemplar memories needs to be avoided,

some recent approaches have chosen to substitute the use of data exemplars with

pseudo-feature representations, which are generated by storing the statistics of the

representation of each class after being encoded by the feature extractor. Then

these statistics are used to generate synthetic pseudo-samples, which represent

previous distributions and are added to the training batch [142–145]. As with

the other replay based methods, these examples allow to avoid representational

overlap, as they include samples from previous distributions which will allow the

classifier to learn more discriminative classification boundaries.

To further enhance the effectiveness of these prototype based approaches,

PASS [142] proposes a self-supervised class augmentation by rotating images 90◦.

This increases the number of classes by a factor of four, encouraging orientation-

robust features during training. Similarly, IL2A [144] applies the self-supervision

technique by combining two samples within a batch to form an augmented learn-

able class. SSRE [143] proposes to apply a selection mechanism to the proto-

types, which decides when a sample is learned only with the cross-entropy loss

(plasticity) or also with a distillation loss (stability). Furthermore, they tem-

porarily increase the model capacity during training and afterwards introduce

a reparametrization to reduce back to the original model size. PRAKA [145]

extends PASS by solving some of its shortcomings, introducing prototype remi-

niscence which replaces the prototypes being represented from a normal distribu-

tion, to a more dynamic one that takes into account the position of other classes

in the latent representation.
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Finally, FeTrIL [146] proposes a prototype variant that relies in a translation

of the features f (cn) of the new classes Cn into the centroid position of an older

class Cp by subtracting the mean of the current distribution µ (Cn) and adding

the one from the older class to generate µ (Cp), as seen in equation (3.7). When

multiple classes are available in the current training session, the method shows the

best results by selecting the source class Cn which is closest in centroid distance

to the target class µ (Cn).

f̂ t (cp) = f (cn) + µ (Cp)− µ (Cn) (3.7)

FeTrIL reports superior performance to other prototype based approaches

such as SSRE and PASS in incremental learning scenarios of varying length.

Still, the intrinsic limitation of all these approaches is that the representation

of older classes is required to be constant for the prototypes to remain valid.

Therefore, many methods use a distillation regularization to minimise this differ-

ence [142, 143], while FetrIL completely freezes the backbone. Additionally, the

synthetic generation process requires to assume a certain distribution for the old

classes, such as a Gaussian distribution centered around their mean. Therefore,

these methods will be subject to an approximation error caused by the difference

with respect to the real distribution.

3.2.3 Prompt learning

It is a well-known fact in machine learning that, when training for a new task,

a pretrained model can serve as a better initialisation, reducing training time

and achieving higher overall performance (forward transfer) [147]. This happens

when the pretrained weights extract features that are usable for the new task,

something that will be bound to happen if the data distribution used for the

pretraining stage overlaps with the one for the new task. In the field of natural

language processing this has been taken even further, where a large foundational

model can be use as knowledge source, and it can be adapted to new tasks by

appending a prompt to the input [148], without need for retraining. This strategy

is applied to transformer architectures, where the prompt is an additional piece

of input, in the form of additional tokens, which provides the context of the task

to solve, allowing the network to retrieve the correct answer given its knowledge

base. The approach works well when there is high overlap between pretraining

tasks and the one to solve, but it has inferior performance compared to fine tuning

[149].
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Inspired by this approach, recent work has adapted prompting strategies to

continual learning, leveraging large pretrained models. Specifically, they use

prompt learning, which learns the optimal prompt for the current task and leaves

the backbone unchanged.

Learning to Prompt [150] and its successor DualPrompt [151] were the first

instances of this approach. In these methods, a query vector is calculated for

each input as its encoding after going through the backbone. Then, given a set

of randomly initialised prompts and a key vector associated to each of them, the

cosine distance between the prompt keys and the query is calculated. Finally the

N prompts with lowest distance are appended to the input and trained to reduce

the task loss (and the cosine distance of the keys with respect to the query are

also minimised). Later improvement came with [152], which made the training

process fully differentiable and added a learnable attention vector to the query, to

boost adaptability by attending to the relevant parts of this fixed representation.

3.2.4 Parameter isolation

Parameter isolation approaches explicitly define task-specific parameters, associ-

ating parameters to a given task and, therefore, allowing to preserve performance

on those classes by preventing weight overwriting in them. Additionally, this

separation of parameters can also make interference between parameters learnt

for different tasks more obvious, facilitating its mitigation.

Methods such as [153–155], often referred to as ’architecture growing ap-

proaches’, choose to add additional parameters to the network when a new task

needs to be learnt, growing the network size and allowing the allocation of an

arbitrary size of knowledge as long as the memory and computational require-

ments are affordable. On the contrary, mask-based parameter isolation, such as

HAT [156], PackNet [157], TFM [158] or WSN [159], fix the network size and

dynamically allocates parts of the network to different tasks.

Taking HAT as example, for each task t, every layer l learns a sub-network by

defining a mask mt
l over its activations a

t
l . The mask acts as a gating mechanism,

defining which activations are inhibited or active (by means of the point-wise

multiplication defined in equation 3.8):

ãl = al ⊙ml (3.8)

Whereml is generated by means of a learnt embedding el which is passed through
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an anhealed sigmoid function σ.

ml = σ(s · el) (3.9)

The scaling factor s is calculated as a function of the N total number of training

epochs for the task, the current epoch n, and a maximum scaling value smax

following sn = (n · smax)/N .

This procedure solves the scalability problem of continuously growing net-

works, at the cost of being bounded by the limits of the network’s capacity [157,

158]. This is because, if the number of tasks grows past a certain limit, the

number of parameters in this fixed network might not be enough to allocate sub-

networks of the optimal size for new tasks, and performance will start declining

until no more learning is possible.

A key aspect to make this methods more parameter efficient is feature reuse

between tasks. Allowing sub-networks to reuse features from previously learnt

tasks reduces the capacity requirement of these later tasks and can boost perfor-

mance thanks to knowledge sharing. The influence learning in old tasks has on

later tasks is known as forward transfer, which is a desirable property in param-

eter isolation. The opposite would be backwards transfer, where later training

influences older tasks, but positive backwards transfer is difficult to achieve with-

out exemplars of previous distributions.

In recent years, parameter isolation methods have been the predominant ap-

proach for task-aware IL [10]. Given than in this setup task-id can be accessed

during inference, this allows to execute only the sub-system defined for the cur-

rent task, achieving in many cases zero-forgetting. Furthermore, since the task-id

is known, classes from other tasks can be ruled out from classification, therefore

there are no issues with representational overlap between classes that were not

learned together, neither there is weight interference.

Lately, there has been a growing interest in applying parameter isolation to

task-agnostic setups. Deploying these methods without the use of task ID would

allow to port their weight overwriting prevention to the challenging task-agnostic

setup, but without task-id, the sub-network for the current task can not be se-

lected for deployment. MORE [160] and ROW [161] are two approaches, devel-

oped in 2022 and 2023 respectively, where each sub-network selection is framed

as a inter-task classification, where exemplars from previous tasks are saved and

used to learn a task classifier that can asses whether a sub-network is out of distri-

bution (OOD) or in distribution, meaning that, if the sub-network is in distribu-

tion, the data belongs to its task, therefore finding the task-id. These approaches
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bypass the task-id requirement at the cost of storing exemplars. Alternatively,

the Supermask in Superposition (SupSup) [162] approach has targeted this same

problem by defining a network of non-learnable weights, which are kept frozen

from their random initialisation and defining a mask per task. Then, a combi-

nation of masks is selected as a weighted sum of all of the sub-networks, where

the weight coefficients are those minimising the output entropy. The coefficients

are found through gradient based optimisation, which incurs in extra computing

cost and latency during inference, but, for a simple task (Permuted MNIST [163])

demonstrates results approximating task-aware performance.

Still, the deployment of parameter isolation in exemplar-free and task-agnostic

setups is an unsolved problem. Currently solutions are still bounded to the use

of exemplar memories or, in the case of SupSup, not allowing for backbone train-

ing, incurring in extra compute and demonstrated only for simple tasks. Hence,

part of the research presented in this thesis (Chapter 6) will study the advan-

tages and limitations of parameter isolation for exemplar-free class incremental

learning without task-id, and propose a novel method. This method alleviates

the limitations of task agnostic parameter isolation with a trainable backbone,

without extra compute, and without extra memory requirements.

3.3 Conclusions

This chapter has introduced the the causes of catastrophic forgetting in incre-

mental learning (which represents one of the contributions of this thesis), and

reviewed the state of the art for continual learning methods, which aim at pre-

venting this forgetting. The summaries for those methods which are referenced

in later chapters were expanded, fully defining their functionality.

From the ’Families of methods’ summary, it can be seen how an ample variety

of methods is available to achieve CL, where each group presents unique prop-

erties in terms of requirements, and these requirements define which scenarios

the method is suitable for. This same summary also established the limitations

imposed by keeping exemplar buffers and task-aware inference, justifying how,

looking forward, developments on exemplar-free and task-agnostic incremental

learning are key. This motivates the work presented in Chapter 6, which explores

this setup and proposes new solutions.
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Chapter 4

Advancing SNN feature

extraction through residual

networks

4.1 Introduction

As discussed in Chapter 2, SNNs provide substantial computational benefits, in-

cluding energy efficiency, asynchronous processing, and more. Currently, improv-

ing their accuracy performance is a major priority, as this will ultimately define

which tasks one can afford to solve with this more efficient computing paradigm.

As seen in Section 2.2.2, conventional ANN are easier to design and train, there-

fore, they are likely to achieve higher accuracies. Still, on the downside, they

are less suitable for deployment in energy constraint systems. Hence, it is nec-

essary to develop better architectures and training algorithms for SNNs, which

will contribute to closing the accuracy gap between ANNs and SNNs, allowing

SNNs and neuromorphic computing to serve as the alternative to conventional

deep learning when efficiency is needed.

With the objective of improving the feature extraction process of SNNs for

visual tasks, the work presented in this chapter focuses on the development of

residual networks in spiking format, presenting a study on the key components

of modern spiking architectures, and using its conclusions to propose a novel and

highly optimized SNN. Results prove how directly training SNNs can outperform

training by conversion methods, allowing to exploit all the benefits of spiking

computations without compromising accuracy. Additionally, the lessons learnt

from the experiments can also be valuable for those designing new SNN feature

extractors in the future.
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Specifically, the contributions of this chapter are as follows: First, it presents

an in-depth study on the possible implementations of spiking residual connec-

tions, which highlights their properties in terms of accuracy, network activity,

characteristics of their derivatives and implications of the computations in hard-

ware requirements. This study introduces a novel residual connection for SNN,

which has been named the “Voltage to Voltage” connection, and a revamped

implementation of the “Spikes to Spikes” connection.

Then, it provides empirical results demonstrating the effects of different net-

work design choices on the final accuracy. These include network size, batch

normalization strategies, boosting methods, spike generation for frame-based

datasets, hyper-parameter optimization and fine-tuning. When designing an

SNN, the conclusions drawn from these experiments allow to make optimal design

choices maximising the accuracy of the system.

Finally, a new spiking network is defined, which achieves higher accuracy than

the previous state of the art (in 2022 at the time of publication) in CIFAR-10

and CIFAR-100, and matching it for DVS-CIFAR10 with many less parameters

than previous methods1.

Additionally, a study on the compromise between latency and accuracy is

presented. Through the experiments performed in it, results are obtained which

demonstrate a relationship between the processing time and the optimal leakage

factor for a leaky integrate-and-fire model.

4.2 Spiking Residual Network

In this chapter, SNNs are developed using the LIF neuron model [54], as in-

troduced in Section 2.2.1. Then, regarding the network architecture, in order to

build the most accurate SNN feature extractor, the starting point is to implement

a spiking residual network (S-ResNet).

The motivation to choose this architecture is that almost all the non-spiking

state of the art ANNs make use of residual connections in order to allow for the

training of very deep networks [20, 35, 46, 164]. On the contrary, in the SNN

domain, the state of the art was still based in VGG-like architectures for datasets

such as CIFAR-10, CIFAR-100 and DVS-CIFAR10 [61, 62]. Therefore, a new

S-ResNet is defined that allows to outperform the previous state of the art and

justifies the use of residual connections also in the SNN domain.

1The code was publicly released at https://github.com/VicenteAlex/Spiking_ResNet.
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4.2.1 Implementation of a spiking residual connection

In order to design the S-ResNet, the first step is to define the implementation of

the spiking residual connection. The skip connection in a non-spiking network

just sums the activation value of a previous layer to the activation of the current

one (2.6); however when using spiking neurons, this sum can be performed in

several ways.

Given a multilayered feed-forward SNN of LIF neurons, the membrane state

vector ul,t of a layer l at time t is given by equation (4.1), where ol,t is the layer’s

spiking activation and Wl the synaptic weight matrix. These spiking activations

are obtained by means of the spiking function g (4.2).

ul,t = Wl−1ol−1,t + λ · ul,t−1 (4.1)

ol,t = g(ul,t) (4.2)

Then, the residual information coming from a previous layer at position l−n
can be integrated to the current layer l using one of the following strategies:

Spike output to membrane (S2M): The spiking output of a previous layer

l − n feeds the membrane potential of the neurons in layer l. A set of synaptic

weights W ′
l−n will be needed to define the amount of voltage communicated by

these spikes (4.3). These weights will typically be a non-learnable parameter,

then if W ′
l−n = Uth, the residual connection will implement an identity mapping

when Wl−1ol−1,t + λ · ul,t−1 = 0. In any other case, the final activations are not

guaranteed to be ol,t = ol−n,t.

ol,t = g(Wl−1ol−1,t + λ · ul,t−1 +W ′
l−nol−n,t) (4.3)

Regarding its training through back-propagation, the properties of the resid-

ual connection can be observed in the network’s derivative. Consider a generic

residual block where the residual input W ′
l−nol−n,t has n = 2 (4.3), skipping the

intermediate layer l − 1, and where l − 1 has no residual input:

ol−1,t = g(Wl−2ol−2,t + λ · ul−1,t−1) (4.4)

Then, deriving (4.3) with respect to ol−2,t, we get:

∂ol,t
∂ol−2,t

=
∂ol,t
∂ul,t

∂ul,t
∂ol−2,t

=
∂ol,t
∂ul,t

(Wl−1
∂ol−1,t

∂ol−2,t

+W ′
l−2) (4.5)
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Equation (4.5) shows how the residual connection adds an extraW ′
l−2

∂ol,t
∂ul,t

term to

the gradient, a term which is not influenced by the value of the learnable weights

Wl−1, in contrast to Wl−1
∂ol−1,t

∂ol−2,t
. This is the reason why this residual connection

will alleviate the vanishing gradient problem even when Wl−1 is arbitrarily small.

Still, given that
∂ol,t
∂ul,t

will be the derivative of the spiking function, the skip con-

nection defined by this implementation will have its gradient scaled by the value

of the surrogate function, which might introduce noise in the backpropagation

process.

The authors in [22] argue that the surrogate derivative g′ of g(ul,t) will typ-

ically not implement a function such that g′(W ′
l−nol−n,t) = 1 when ol−n,t = 1.

Therefore, scaling the derivative of the residual stream by this value could con-

tribute to the vanishment or explosion of the gradient.

This kind of connection has previously been used in [21] with W ′
l−n = Uth = 1

and in [55] weighted by their threshold-dependent batch normalization (poten-

tially compromising the identity mapping). The S2M connection is represented

in Fig. 4.1 as the green connection.

Spike output to spike output (S2S): The spiking output of a previous

layer l− n is added to the spiking output of layer l (4.6). If o′l,t = 0, this residual

connection will successfully implement an identity mapping ol,t = ol−n,t.

o′l,t = g(Wl−1ol−1,t + λ · ul,t−1)

ol,t = o′l,t + ol−n,t

(4.6)

Additionally, this implementation avoids applying the thresholding function to

the residual path. Therefore, when using back-propagation, the contribution of

the residual connection will be unaltered by the value of the surrogate function:

∂ol,t
∂ol−2,t

=
∂o′l,t
∂ul,t

∂ul,t
∂ol−2,t

+
∂ol−2,t

∂ol−2,t

=
∂o′l,t
∂ul,t

Wl−1
∂ol−1,t

∂ol−2,t

+ 1 (4.7)

Regarding the information flow inside the SNN, this kind of connection has

some implications that are worth noticing. It is implemented as an addition

between activation maps, which is a different operation than adding voltages to

a membrane and needs to be supported in the substrate implementing it (or

else extra synapses will be needed). Moreover, it allows for the generation of

non-binary activation maps, as the sum between activations could result in a

value bigger than 1. In order to implement this, it will require to either sum

activation maps and communicate non-binary values in the spike activation (as

some neuromorphic hardware already supports [165]) or to avoid grouping spikes
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in one synapse by defining multiple individual connections such that:

ol,t + (ol−n,t + ol−m,t) = ol,t + ol−n,t + ol−m,t (4.8)

Finally, in network topologies such as the proposed S-ResNet (defined in the

following section), we can find situations where the number of neurons d1 in

o′l,t ∈ Nd1 is different than d2 in ol−n,t ∈ Nd2 . As proposed in [20], this is solved

by applying a 1×1 convolution f to ol−n,t such that f : Nd2 → Nd1 . This is

relevant for the S2S connection because, as seen in Equation (4.9), by applying

this convolution ol−n,t gets now multiplied by the learnableW ′′, which weights the

activations transforming them into non-binary voltage values. The implications

of these non-binary spiking activations are no different than that of the multiple

spikes, it can be implemented as graded spikes in neuromorphic hardware (which

communicate non-binary values) or by defining extra synapses. The formulation

for the later can be seen in equation (4.10), where the contribution of o′l,t and

ol−n,t to the membrane ul+1,t is split as two different incoming connections.

ol,t = o′l,t +W ′′
l−nol−n,t (4.9)

ul+1,t = Wlol,t + λ · ul+1,t−1

= Wlo
′
l,t +WlW

′′
l−nol−n,t + λ · ul+1,t−1

(4.10)

This kind of connection has been used in [22]. Its implementation is the same

than the one in this work for maps at the same resolution, but it differs in the

downsample paths. Unlike this work, the authors add a spiking neuron layer

after the 1×1 convolution. This was avoided in this work in order to eliminate

the effect of the thresholding in the residual path, including the reduction of

granularity in the communication and the effect of the surrogate function in the

derivatives of the residual path.

The S2S connection is represented in Fig. 4.1 as the purple arrow.

Voltage to voltage (V2V): The previous two implementations created a

residual mapping in the activation map. This residual mapping can also be

enforced at the membrane potential level if a V2V connection is defined.

Let the spiking input to a layer l − n be Wl−n−1ol−n−1 plus a residual input

rl−n,t. Then, in a V2V implementation, the input that feeds a layer l−n will also

become the residual input to the layer l (4.12). Like this, if Wl−1ol−1,t = 0 and

ul,t−1 = ul−n,t−1 the residual will implement an identity mapping of the membrane
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potentials such that ul,t = ul−n,t. This will also cause ol,t = ol−n,t if the thresholds

of the two layers are the same.

rl,t = Wl−n−1ol−n−1,t + rl−n,t (4.11)

ol,t = g(Wl−1ol−1,t + λ · ul,t−1 + rl,t) (4.12)

Regarding the derivative of the network, deriving with respect to ol−n−1,t in the

same setup as before (n = 2) we get:

∂ol,t
∂ol−3,t

=
∂ol,t
∂ul,t

∂ul,t
∂ol−3,t

=
∂ol,t
∂ul,t

(Wl−1
∂ol−1,t

∂ol−3,t

+Wl−3) (4.13)

As it happened for the S2M, the derivative of the residual path will also depend

on the surrogate function. Still, in the context of a hierarchical network, compared

to an S2M implementation, the surrogate derivative will have less influence on

this residual path, as rl,t is a function of rl−n,t, which does not depend on
∂ol−n−1,t

∂ul−n−1,t
.

In the case of the S2M implementation, the residual is rl,t = W ′
l−nol−n,t which

fully depends on
∂ol−n,t

∂ul−n,t
, adding an additional spiking function into the residual

path with each residual block.

Finally, notice that implementing the V2V connection will have the same effect

in the information flow as S2S. This is caused by the dependency of Eq.4.11 on

rl−n,t. In Eq.4.14 this expression is unraveled in order to show how the voltage

sent by the residual connection rl,t is just a sum of post-synaptic potentials (PSP)

from previous layers Wl−i·n−1ol−i·n−1,t. Therefore, this can be implemented either

by defining (l/n) − 1 extra connections per each rl,t, or by summing the PSPs

together and then communicating the voltage value through graded spikes.

rl,t =

(l/n)−1∑
i=1

Wl−i·n−1ol−i·n−1,t (4.14)

The V2V connection is represented in Fig. 4.1 as the red connection.

From an implementation point of view, this analysis showed how an S2M

connection can be accomplished by a single conventional synapse, while S2S and

V2V require either to define multiple synapses or to perform a special kind of

computation. This computation requires to sum spiking activations together for

the S2S connection and to sum PSPs together in the case of V2V. Then the

resulting value is transmitted to the membrane of the target neuron. With the

neuromorphic hardware available in the present day, this could be implemented
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Fig. 4.1: The three possible residual connections in an SNN. In red: Membrane to
membrane connection. Purple: Spike output to spike output. Green: Spike output to
membrane. Note that the layers are displayed in one dimensional fashion for simplicity,
but it is equivalent to a three-dimensional convolutional map if the synapses are defined
by a convolutional layer.

by an intermediate neuron which performs the sum and then transmits graded

spikes [165].

In this work, the three approaches are tested (section 4.3) analysing their

spiking activity (Fig. 4.3) and final accuracy (Table 4.2). S2S is chosen for the

final implementation, as it provides the most accurate results. This is consistent

with the previous theoretical analysis, as S2S is the only solution avoiding spiking

functions in the residual path.

4.2.2 Network topology

With the residual connection implementation defined, the next choice to be made

is the global network architecture. In the non-spiking domain, it has already

42



Ch.4 Advancing SNN feature extraction through residual networks

Tab. 4.1: Table defining the CNN architecture of the original ResNet proposed for
the CIFAR datasets. The variable n allows to control the depth of the network.

output map size 32×32 16x16 8x8
# layers 1+2n 2n 2n
# filters 16 32 64

been proven how the original ResNet architecture [20] outperforms feed-forward

architectures without residuals; therefore, in order to test if the same principles

apply to SNN, the obvious choice is to reuse the same topology.

Depending on the resolution and complexity of the dataset to target, the

optimal architecture can vary; that is why in [20] the architecture used for the

ImageNet dataset and for CIFAR-10 are different. CIFAR images have a res-

olution of 32×32, while the images are 224×224 for ImageNet (after resizing),

meaning that more downsampling operations will be needed in the latter in order

to have a comparable receptive field. As the targets are CIFAR-10, CIFAR-100

and DVS-CIFAR10, the chosen global network architecture is the smaller ResNet

proposed for these datasets. The architecture is defined in [20] in a table, such

as Table 4.1.

Regarding the batch normalization (BN) layers in the architecture, regular

BN can be used in an SNN, but improved performance has been reported by

using a time-dependent version of BN. As originally proposed in [166] for con-

ventional recurrent networks, a time-varying BN can be defined where different

statistics are learnt for each time-step, as the statistics of different time-steps can

differ significantly. When adapted to SNNs, this approach has been called Batch

Normalization Through Time (BNTT) [63].

The final architecture defined in this work uses BNTT. As proof of its bene-

fits, Table 4.5 in Section 4.3 demonstrates the performance gains when using it

compared to regular BN. A diagram of the final architecture can be found in Fig.

4.2.

To the best of the author’s knowledge, this work is the first to implement

the aforementioned architecture for SNN training. [21, 55] implement alternative

topologies with extra fully connected layers and larger amounts of channels in

convolutional layers (see the difference in parameters in Fig. 4.4 in Section 5.3).

The authors in [22] define their main network for ImageNet and reuse the original

ResNet’s topology for this dataset which is different from the CIFAR-10 one. Ad-

ditionally, they propose a residual network targeting DVS-CIFAR10. Compared

to the one developed in this work, their network is wider and shallower (result-

ing in a larger parameter count), instead of strided convolution, it relies on max
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Fig. 4.2: Example architecture for an S-ResNet with n = 2 and 16 base filters. SF
stands for spiking function.

pooling for downsampling and it processes inputs of 128×128 resolution.

Apart from that, those three networks differ from the proposed one in the

normalization strategies, as they use time averaged statistics instead of BNTT,

and also in the residual connection implementation.

4.2.3 Boosting strategies

Boosting techniques allow to combine the predictions of multiple weak classifiers

to create a stronger one. Previous work in SNNs [79] has already applied simple

versions of this strategy by converting the classification layer into a voting layer.

In this chapter, the same approach [79] was tested by adapting the last fully-
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connected to have 10 × C neurons, where C is the number of classes. Then an

average pooling layer of kernel size 10 and stride 10 reduces the dimension back

to the number of classes C. This process computes the score of each class as the

average of 10 neuron states, which can be seen as a voting scheme for 10 different

sub-networks.

In Section 4.3, Tables 4.7 and 4.6 demonstrate the effects of adding the boost-

ing layer. Some networks provided improved performance when using this strat-

egy, while others did not, so the layer is kept only in those cases where it is

beneficial. In the final results, only the CIFAR-10 network uses it.

4.2.4 Training framework

The networks are trained to perform image classification through supervised

learning (by means of stochastic gradient descent with momentum of 0.9). In

order to allow for this classification, the last neuron layer is defined with no leak

and cannot spike. Then the voltage accumulated in the layer after T time-steps

divided by T is considered the output value.

The output class scores are compared to the ground truth by means of a cross-

entropy loss (4.15), where C is the number of classes, ui,T the voltage of neuron

i after the last time-step, and yi are the ground truth labels:

L = −
C∑
i

yilog(
eui,T∑C
j e

uj,T

) (4.15)

With the loss defined, the weight updates for the learning process are calcu-

lated through BPTT.

The final voltage at each layer is dependent of the contribution of all previous

time-steps, therefore the derivative of the loss function with respect to the network

weights can be defined as the sum in (4.16), for neurons in the output layer, and

as the sum in (4.17) for neurons in the hidden layers.

∂L

∂wi,j

=
T∑
t=1

∂L

∂ut,i

∂ut,i
∂pt,i

∂pt,i
∂wi,j

(4.16)

∂L

∂wi,j

=
T∑
t=1

∂L

∂ot,i

∂ot,i
∂ut,i

∂ut,i
∂pt,i

∂pt,i
∂wi,j

(4.17)

where pi,t is the current transmitted through the synapses after applying the
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weights:

pi,t =
∑
j

wi,joj,t (4.18)

Then, taking into account the temporal dependency of the membrane potential

along with its dependency on input spikes, we obtain:

∂L

∂ut,i
=

∂L

∂ot,i

∂ot,i
∂ut,i

+
∂L

∂ut+1,i

∂ut+1,i

∂ut,i
(4.19)

Notice that
∂ot,i
∂ut,i

requires to compute the derivative of the thresholding func-

tion, which is non-differentiable. This is addressed by using a triangle shaped

surrogate gradient with α = 0.3.

∂ot,i
∂ut,i

= αmax{0, 1− |ut,i|} (4.20)

In practice this can be easily implemented using auto-differentiation tools such

as Pytorch [167].

4.2.5 Input preprocessing

Frame-based datasets: Frame-based images need to be encoded into spikes in

order for an SNN to process them. Works like [63] use a Poisson spike generation

process which transforms the image frame into a sequence of spikes. Other works

[55, 79] feed the unprocessed frame to the first SNN layer, making the pixel

intensity equivalent to a constant input voltage for the first neurons.

The latter allows for better results, as all of the information is presented

at each time-step, while the former will require many steps to represent all of

the information and will add variability to the data through the randomness

in its computation. Still, using a spike generation process is arguably a better

representation of a scenario where the input data is spiking information (such

as the data coming from event cameras), so choosing one method or another

should depend on the objective of the simulation. Therefore, in this work, both

approaches are used in order to compare results. The best performing networks

are trained without Poisson encoder in order to maximise accuracy. Additionally,

images are always normalised with respect to the statistics of the dataset.

Neuromorphic datasets: Data produced by neuromorphic cameras [168,

169] represent the changes in the scene, and these are often presented in event

format. An event is a discrete package of information indicating location, time-

stamp and polarity (i.e. change in brightness).
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Events are used to build frames containing spiking activations, which accu-

mulate all events occurring in a time window, and where the frames have two

channels: one for positive polarity and one for negative. The size of the time

window is defined by the amount of time-steps one wants to have for each se-

quence. The process is implemented using the SpikingJelly library [170].

Data augmentation: Frame-based datasets were augmented using random

horizontal flips and random crops.

4.2.6 Hyper-parameters

The performance of the proposed network depends on certain hyper-parameters,

such as the leak factor of the membrane, the number of time-steps or the learning

rate for training. The optimal value of these parameters varies depending on the

architecture of the network, the training procedure and the task at hand. That

is why in order to properly asses how useful an architecture or a training method

is, it is first needed to find its optimal hyper-parameter setup.

The challenge is addressed here by using BOHB [171], a hyper-parameter op-

timization technique that combines Bayesian Optimization (BO) and Hyperband

(HB), a multi-armed bandit strategy. Using this method, the hyper-parameters

for an S-ResNet of 38 layers (S-ResNet38) in the CIFAR-100 dataset were opti-

mised. The learning rate for this training is divided by 10 at 70%, 80% and 90%

of the training process. The resulting hyper-parameters are also used for the rest

of networks and datasets, as with the hardware available it could not be afforded

to run an individual search per setup.

The best performing parameters are: leak = 0.874, time-steps = 50, learning

rate = 0.0268 for a batch size of 21.

Notice that the target of the search was only to optimize accuracy, therefore

the number of time-steps tends to be maximized as it has a monotonically non-

decreasing relationship with the accuracy. Section 4.4.2 demonstrates the effects

of reducing the number of time-steps.

4.3 Experiments: Empirical tests of components

and strategies

In order to maximize the accuracy of the method, a search was conducted to

find the key components in state of the art architectures that allow for improved

performance. In this section the empirical results, obtained from testing these
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components, are presented. The results from these comparisons allow to compose

a network which outscores previous approaches in multiple datasets.

Residual connection implementation: In section 4.2.1 three ways of im-

plementing residual connections in SNN were defined. Table 4.2 reports the

performance of S-ResNet38 with each one of them. The highest accuracy is

obtained by the S2S connection. This result is consistent with the previous theo-

retical analysis, as the residual path in S2S does not go through spiking functions,

therefore it allows a better flow of the gradient during back-propagation. Still,

the performance of the V2V implementation is very close. On the other hand,

the S2M implementation has a substantially lower accuracy. This decrease in

accuracy could potentially be attenuated with further hyper-parameter search

and improved optimization, but it can be hypothesized that such setup is more

difficult to find due to the less convenient gradient properties of S2M.

Apart from that, by adding any of these three residual connections, the net-

work is expected to propagate more spikes to deeper layers. In order to analyse

this effect, the spiking activity of the networks is averaged across the test set

of the CIFAR-100 dataset (Fig. 4.3). The spiking activation obtained with a

non-residual network (spiking VGG11) is also displayed for comparison.

Before starting the comparison, it is important to realise the effect of BNTT

in the spiking activation. As observed by [63], by allowing to learn a different

learnable weight γ per time-step, the network is allowed to scale the activation

of each layer depending on the time-step. Because of this, it tends to localise the

spiking activity of each layer in a certain time range. The value of this weight for

each network is visualized in the second row of Fig.4.3.

When looking at the S-ResNet networks, it can be seen how there are more

layers active at each time-step, as the spiking connections propagate activations

to deeper layers bypassing the BNTT weighing. The effect of BNTT is more

noticeable in the S2M implementation and less in V2V and S2S. Still, all of

them learn a time-dependent weight distribution, indicating that, according to

back-propagation, that is the optimal solution for image classification.

Apart from that, S-ResNet activity maps show a characteristic striped pattern.

This is caused by how the residual connections always skip one layer, connecting

only even-numbered layers (as defined in [20]).

Finally, the more abrupt changes in activation percentage localized in layer

14 and 26 are caused by the resolution change, which changes the number of

total neurons in the layer and makes the residual connection go through a 1×1
convolution.
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Tab. 4.2: Image classification test performance on CIFAR-10 and CIFAR-100. S-
Resnet38 stands for the architecture defined in Section 4.2.2 with n = 6 and 32 base
filters, trained for 70 epochs.

Residual connection CIFAR-10 Accuracy CIFAR-100 Accuracy
S-ResNet38 S2M 89.27 % 68.64 %
S-ResNet38 S2S 94.01 % 74.54 %
S-ResNet38 V2V 93.83 % 73.79 %

Fig. 4.3: Average activation maps of different networks in the CIFAR-100 test set (first
row). The values represent the percentage of neurons active for each convolutional layer
at each time. The second row displays the average value (over channels) of the learnable
BNTT weight γ per each layer and time-step. Column (a) uses a non-residual VGG11
architecture, (b),(c),(d) use S-ResNet38 with 32 base filters.

Overall the contribution of the residual connections behaves as expected.

It propagates the spiking activations to deeper layers, which allows the back-

propagation algorithm to successfully train deeper architectures. Additionally,

it can be seen how the spiking activity is higher for S2S implementations com-

pared to V2V or S2M, as the “multiple spikes” behaviour favours sending higher

amounts of voltage between layers. This can be relevant for applications which are

sensible to the volume of spiking activity. In those tasks, the optimal choice for

the residual implementation can vary, as there is a compromise between accuracy

and volume of spikes.

In cases where a lower network activation is needed V2V poses an efficient

alternative to S2S with a very similar accuracy. Regarding their implementation,

S2S and V2V require to define extra synapses per residual connection or to imple-

ment spike/PSP sum, therefore, S2M is the most suitable option for applications

which want to avoid this.

Network depth: The residual connections in S-ResNet allow to increase the
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depth of the network without the concern of catastrophic accuracy degradation.

As expected, this allowed to train very deep architectures. Table 4.3 presents

the classification accuracy in CIFAR-10 achieved by the S-ResNet with differ-

ent depths and the same training hyper-parameters. The results show how the

accuracy grows from 20 to 38 layers, but stays roughly the same from 38 to 44.

Tab. 4.3: Image classification test performance on CIFAR-10. S-Resnet stands for the
architecture defined in Section 4.2.2 with 16 base filters, trained for 70 epochs.

Network CIFAR-10 Accuracy
S-ResNet20 90.89 %
S-ResNet38 91.97 %
S-ResNet44 91.96 %

Given these results, for the rest of the experiments S-Resnet38 was taken as

the default network. Still, the optimal depth of the network changes depending on

the dataset and task to solve, therefore, for those researchers looking for optimal

performance, it is encouraged to tune this parameter for their specific task.

Spike generation for frame-based datasets: As mentioned in Section

4.2.5, when working with frame-based datasets, two different methods were tested

for the spike encoding process. One consists in transforming the intensity values

into spikes by means of a Poisson spike generation process. The other consists in

transforming them by means of the first convolutional layer (i.e. feeding the raw

image to the network).

As expected, the results in Table 4.4 show how encoding by means of the

first convolutional layer gives a better result than generating spikes as a Poisson

process. In order to maximize accuracy, for the rest of experiments the encoding

by convolution approach was used.

Tab. 4.4: Image classification test performance on CIFAR-100. Except for the spike
generation process, both architectures and training procedures are identical. Trained
for 100 epochs.

Network CIFAR-100 Accuracy
S-ResNet38 Poisson spike generation 64.96 %
S-ResNet38 Raw image 69.03 %

Batch normalization strategies: Performances using time-dependent BN

statistics versus time averaged statistics were compared. Table 4.5 shows how

BNTT outperforms regular BN for the same network.

Boosting layer: As introduced in Section 4.2.3, a simple boosting layer can

improve the accuracy of the system in some cases. Tables 4.6 and 4.7 show
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Tab. 4.5: Image classification test performance on CIFAR-100. Except for the batch
normalization module, both architectures and training procedures are identical. S-
ResNet stands for the architecture defined in Section 4.2.2 with n = 6 and 32 base
filters. Trained for 70 epochs.

Network CIFAR-100 Accuracy
S-ResNet38 BNTT 74.54 %
S-ResNet38 BN time averaged 70.82 %

the effect of this component in the accuracy of the networks. In the CIFAR-10

datasets the accuracy is improved by using this technique, while in the CIFAR-100

one, where there are more classes, increasing the size of the last fully connected

in order to perform boosting ends up being detrimental.

Tab. 4.6: Image classification test performance on CIFAR-100. S-Resnet38 stands
for the architecture defined in Section 4.2.2 with n = 6 and 16 base filters. Wider
architectures use 32 base filters and “boosting” indicates the use of a boosting layer
(Section 4.2.3). Wider architectures trained for 70 epochs, regular architectures trained
for 200 epochs.

Network Parameters CIFAR-100 Accuracy
S-ResNet38 639,760 68.71 %
S-ResNet38 + boosting 697,360 64.60 %
S-ResNet38 wider 2,399,776 74.46 %
S-ResNet38 wider + boosting 2,514,976 73.21 %

Tab. 4.7: Image classification test performance on CIFAR-10. S-Resnet38 stands
for the architecture defined in Section 4.2.2 with n = 6 and 16 base filters. Wider
architectures use 32 base filters and “boosting” indicates the use of a boosting layer
(Section 4.2.3). Wider architectures trained for 70 epochs, regular architectures trained
for 200 epochs.

Network Parameters CIFAR-10 Accuracy
S-ResNet38 634,000 91.97 %
S-ResNet38 + boosting 639,760 92.00 %
S-ResNet38 wider 2,388,256 92.66 %
S-ResNet38 wider + boosting 2,399,776 93.77 %

Parametric Leaky Integrate-and-Fire: The authors in [79] propose to

learn the leak coefficient of the LIF neurons directly through back-propagation

as another parameter of the network. By doing this they can also afford to

learn a different leak value for each layer. They call this method the Parametric

Leaky integrate-and-fire (PLIF) neuron. Table 4.8 shows the results after training

S-ResNet38 with PLIF and with a single leak coefficient learned through hyper-

parameter search.
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Tab. 4.8: Image classification test performance on CIFAR-100. Except for the learn-
able leak factor, both architectures and training procedures are identical. Trained for
200 epochs.

Network CIFAR-100 Accuracy
S-ResNet38 LIF 68.71 %
S-ResNet38 Parametric LIF 64.93 %

The best results are not achieved using the PLIF neuron; still, this strategy is

arguably a very efficient way of finding this hyper-parameter, and it is against in-

tuition that the best value is not found through gradient descent, a phenomenon

probably related to sub-optimal gradient descent hyper-parameters. For this rea-

son, it was tested again for the search of a shared leak value instead of calculating

a different one per layer. Table 4.9 shows the difference between the leak value

found through hyper-parameter search and the one found by back-propagation.

It is interesting to see how the two values differ by a considerable amount, having

the one found by back-propagation a slower leakage than the one found through

the BOHB method.

Tab. 4.9: Optimal leak coefficient for ResNet38 in CIFAR-100 obtained through
two different methods (A single coefficient shared by all layers). “Hyper-parameter
search” uses BOHB algorithm to optimize the parameter. The value for this method
corresponds to the mean among the 6 best performing configurations found with its
corresponding standard deviation in parenthesis. “Learned through PLIF” learns the
value by backpropagation during training, the value corresponds to the result after 70
epochs of training.

Method Leak coefficient
Hyper-parameter search 0.889 (± 0.003)
Learned through PLIF 0.986

Still, both values perform well when the network adapts its weights to work

with them. The performance comparison between them can be found in Table

4.10, where the network trained with the BOHB optimized value is compared to

an identical network which learned the shared leak value through PLIF.

Tab. 4.10: Image classification test performance on CIFAR-100. In “S-ResNet38 wider
+ Boost Single PLIF” one single leak value is learned for all layers. Except for the
learnable leak factor, both architectures and training procedures are identical. Trained
for 70 epochs.

Network CIFAR-100 Accuracy
S-ResNet38 wider + Boost LIF 73.21 %
S-ResNet38 wider + Boost Single PLIF 72.44 %
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Extra training data: In the deep learning domain, most state of the art

performances in computer vision are achieved by means of fine tuning. This

strategy consists in taking a network that has already been trained in a different

dataset and then training it further for the task at hand. In the visual domain

this strategy works well, as visual data has many transferable features.

This strategy was tested by pre-training the networks with CIFAR-100 and

then fine-tunning for DVS-CIFAR10 and CIFAR-10. The results are presented

in Table 4.11 and Table 4.12. This yields higher accuracy results in all cases

except for the larger S-ResNet in CIFAR-10. Moreover, these trainings converge

faster, making it a great solution for any further work building on top of these

feature extractors. In the public code associated to this work, users can find the

pre-trained weights to perform fine-tunning in any future system building from

this one.

Tab. 4.11: Image classification test performance on DVS CIFAR-10. Pre-train column
indicates if the network was trained from scratch or pre-trained with a certain dataset.
S-Resnet38 stands for the architecture defined in Section 4.2.2 with n = 6 and 16 base
filters. Wider architectures use 32 base filters and “boosting” indicates the use of a
boosting layer (Section 4.2.3). Trained for 70 epochs with learning rate reduction at
50%, 70% and 90% of the training process.

Network Pre-train DVS CIFAR-10 Acc
S-ResNet38 No 63.3 %
S-ResNet38 CIFAR-100 70.4 %
S-ResNet38 wider + boosting No 65.5 %
S-ResNet38 wider + boosting CIFAR-100 69.8 %

Tab. 4.12: Image classification test performance on CIFAR-10. Pre-train column
indicates if the network was trained from scratch or pre-trained with a certain dataset.
S-Resnet38 stands for the architecture defined in Section 4.2.2 with n = 6 and 16 base
filters. Wider architectures use 32 base filters and “boosting” indicates the use of a
boosting layer (Section 4.2.3). S-Resnet38 Trained for 200 epochs from scratch and for
100 when fine-tuned. Wider architectures trained for 70 epochs.

Network Pre-train CIFAR-10 Acc
S-ResNet38 No 91.97 %
S-ResNet38 CIFAR-100 92.44 %
S-ResNet38 wider + boosting No 93.77 %
S-ResNet38 wider + boosting CIFAR-100 93.59 %

DVS-CIFAR10 image resolution: The event streams found in the DVS-

CIFAR10 dataset were generated by recording 10,000 images from the original CI-

FAR10 dataset with a DVS camera while applying a repeated closed-loop smooth
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movement [99]. Despite the resolution of CIFAR-10 being 32×32, the DVS cam-

era resolution was 128×128 and therefore the resulting event maps have also

a 128×128 resolution. As the S-ResNet architecture is optimized for inputs of

size 32×32, in the previously presented experiments, DVS-CIFAR10 frames were

downsampled to that resolution.

In most datasets, downsampling the input causes information loss and there-

fore accuracy degradation. In order to test if this applies to the unique case of

DVS-CIFAR10, the performance using 64×64 and 128×128 input resolution is

also tested. The architecture of the network was adapted for the new input sizes

by adding, in the case of 64×64 a stride=2 in the first convolution (c32k3s2),

and in the case of 128×128 a stride=2 and kernel=5x5 in the first convolution

(c32k5s2) followed by a Max Pooling of stride=2 and kernel=2 (MPk2s2).

Table 4.13 presents the test results with the three resolutions. It can be seen

how the best performance is obtained when using a 64×64. No improvement

was found by using the full 128×128 resolution. The best architecture for full

resolution uses a bigger kernel and max pooling, similarly to how [20] handles the

bigger ImageNet frames. A possible hypothesis is that this setup does not bring

improved performance because the down-scaled 64×64 events already contain

the necessary information and therefore the bigger 128×128 network just brings

unnecessary complexity.

Tab. 4.13: Image classification test performance on DVS-CIFAR10. S-Resnet stands
for the architecture defined in Section 4.2.2 with 32 base filters, trained for 70 epochs
and with CIFAR100 pre-training.

Network Resolution CIFAR-10 Accuracy
S-ResNet38 32×32 71.80 %
S-ResNet38 c32k3s2 64×64 72.98 %
S-ResNet38 c32k5s2 MPk2s2 128×128 72.51 %

4.4 Results

4.4.1 State of the art comparison

In this section the final results are compared to the current state of the art for

image classification in the CIFAR-10, CIFAR-100 and DVS-CIFAR10 datasets.

As noted in [79], most previous works train on the training set, evaluate the

test set at each step, and then report the highest test accuracy obtained. This

approach can be considered to be reporting validation accuracy rather than test.
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For these experiments, the test set is evaluated after all the training epochs,

without using its value for tuning the training. Additionally, validation accuracy

is evaluated in the same manner than the previous methods in order to make a

fair comparison.

The developed S-ResNet outperforms all previous SNN methods in classifica-

tion accuracy for the CIFAR-10 and CIFAR-100 datasets (Table 4.14). In the

DVS-CIFAR10 dataset, the validation accuracy for the best performing network

outperforms it, but when measuring test score, the new S-ResNet is superior.

One potential reason for the slight reduction of performance in DVS-CIFAR10

can be the choice of hyper-parameters, which were tunned for the CIFAR-100

dataset and transfered to the rest.

Before this work, in the CIFAR-10 and CIFAR-100 datasets, the most accu-

rate network was a conversion method. These new results prove how directly

training an SNN can perform better without the need of imitating non-spiking

computations.

Moreover, in Table 4.15 the performance of the new S-ResNet is compared to

its non-spiking ANN version. Specifically, the version with 16 and 32 base filters

without boosting was used. It can be seen how the performance on the trained

SNN is not far from its non-spiking counterpart, demonstrating how improve-

ments in SNN training can push these technologies to comparable levels with

conventional deep learning.

Comparing to the previous trainable SNN architectures, the newly proposed

network uses many less parameters. Fig. 4.4, 4.5 and 4.6 show a map of the

accuracy versus the number of parameters. The main cause for the difference in

parameters is that the S-ResNet has a smaller number of channels in convolutional

layers and only a single fully-connected layer. Then, even when this network is

deeper than the others, it is actually lighter in terms of synaptic connections.

4.4.2 The latency - accuracy compromise

Apart from raw accuracy, the efficiency of algorithms is a major factor when

deploying systems in the real world. For image classification in SNN, the number

of time-steps used for prediction regulates a trade-off between accuracy and time

or volume of computations.

In order to elucidate the effect of this trade-off in the system, in Table 4.16 the

accuracy of S-ResNet38 is presented with different numbers of time-steps. Start-

ing from the best network trained with 50 time-steps, accuracy degradation is

tested when dropping the last 10/20/30/40 steps. Additionally, this is compared
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Fig. 4.4: CIFAR-10 accuracy versus number of parameters. The proposed network
is compared to the best performing trainable SNNs and the other spiking ResNets.
“S-ResNet38 boost” uses the wider architecture with 32 base filters. The number of
parameters for other works was counted using their publicly available code.

2000 4000 6000 8000 10000 12000
Number of Parameters (Thousands)

67

68

69

70

71

72

73

74

75

CI
FA

R-
10

0 
Ac

cu
ra

cy
 (

%
)

Kim's S-VGG11

Ours S-ResNet38

Ours S-ResNet38

Fig. 4.5: CIFAR-100 accuracy versus number of parameters. The proposed network
is compared to the best performing trainable SNN in this dataset. The two results for
S-ResNet38 correspond to the same network with 16 or 32 base filters (where 32 base
filters has more parameters than 16). The number of parameters for other works was
counted using their publicly available code.
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Tab. 4.14: Image classification validation performance on CIFAR-10, CIFAR-100 and
DVS-CIFAR10. The S-Resnet38 in CIFAR-10 and CIFAR-100 stands for the wider
version of the architecture defined in Section 4.2.2 with n = 6, 32 base filters, and
boosting layer. In DVS-CIFAR10 the 16 filters version without boosting and with the
pre-training step was used. S-ResNet’ stands for the residual network in [55], as it
follows a different architecture than this work’s S-ResNet.

Network Method Dataset Accuracy
Kim [63] S-VGG9 Spiking BP CIFAR-10 90.05 %
Lee [21] Residual SNN (11) Spiking BP CIFAR-10 90.95 %
Zheng [55] S-ResNet’19 Spiking BP CIFAR-10 93.15 %
Fang [79] CifarNet Spiking BP CIFAR-10 93.50%
Wu [108] VGG-11 SNN conversion CIFAR-10 91.24%
Sengupta [62] VGG-16 SNN conversion CIFAR-10 91.55%
Stockl [172] ResNet-50 SNN conversion CIFAR-10 92.42%
Deng [109] ResNet-20 SNN conversion CIFAR-10 93.58%
Han [61] VGG16 SNN conversion CIFAR-10 93.63%
This work S-ResNet38 Spiking BP CIFAR-10 94.14%
Kim [63] S-VGG9 Spiking BP CIFAR-100 66.6 %
Han [61] VGG16 SNN conversion CIFAR-100 70.97%
Deng [109] VGG-16 SNN conversion CIFAR-100 72.34%
This work S-ResNet38 Spiking BP CIFAR-100 74.65%
Kim [63] S-VGG9 Spiking BP DVS-CIFAR10 63.2 %
Zheng [55] S-ResNet’19 Spiking BP DVS-CIFAR10 67.8 %
Fang [22] Wide-7B-Net Spiking BP DVS-CIFAR10 74.4%
Fang [79] CifarDVSNet Spiking BP DVS-CIFAR10 74.8%
This work S-ResNet38 Spiking BP DVS-CIFAR10 72.98%

to the result obtained by directly training with less time-steps.

The results show how for CIFAR-100, the network trained with 20 steps per-

forms better than dropping the last 30 steps of a 50-step network. Still this same

experiment in the CIFAR-10 dataset shows the opposite results by a close margin,

indicating that the 50-step network had a more complete training.

At 10 steps, the degrading of the 50-step network becomes more obvious.

Interestingly the network trained with 20 time-steps does not degrade as much,

as it is only losing half of its computations and therefore still managing to extract

the core visual features.

Finally, it is a plausible hypothesis that the optimal leakage coefficient for the

neurons might be correlated to the number of time-steps the network is ran for.

Given that the leak factor used was obtained through the hyper-parameter search

process, and given that this process prioritized large amounts of time-steps, the

optimal leak factor for 20-step inferences could be different from the one used in

previous experiments. This was empirically tested by training the network again
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Tab. 4.15: Image classification performance on CIFAR-10 comparing the ANN version
of ResNet to the newly developed S-ResNet. All architectures trained for 70 epochs and
the same hyper-parameters. S-Resnet38 stands for the architecture defined in Section
4.2.2 with n = 6 and 16 base filters. Wider architectures use 32 base filters.

Network Method CIFAR-10 Accuracy
ResNet38 ANN 92.33 %
ResNet38 wider ANN 93.56 %
S-ResNet38 SNN 91.97 %
S-ResNet38 wider SNN 92.66 %
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Fig. 4.6: DVS CIFAR-10 accuracy versus number of parameters. The proposed net-
work is compared to the best performing trainable SNNs and the other spiking ResNets.
The number of parameters for other works was counted using their publicly available
code. The “Val” prefix stands for validation accuracy while “Test” stands for testing
accuracy.
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Tab. 4.16: Influence of the number of time-steps in the validation accuracy. Results
of the evaluation of the best performing S-ResNet38 with boosting. Training time-steps
specifies the number of steps used during training, inference time-steps the steps used
for inference. If the inference number is smaller than the training one, early stopping
is applied and the last N time-steps (and learned BNTT layers) are not used. For
comparison, the training is reproduced also with 20 time-steps. Clarification: The
architecture is the same but the results for CIFAR-100 use the weights trained in
CIFAR-100 and the CIFAR-10 results use the weights trained in CIFAR-10.

Inference t-steps Training t-steps CIFAR-100 Acc CIFAR-10 Acc
50 50 73.40 % 94.10 %
40 50 73.14 % 93.96 %
30 50 71.75 % 93.61 %
20 50 65.78 % 91.93 %
20 20 67.70 % 91.28 %
10 50 15.15 % 63.86 %
10 20 62.28 % 90.45 %

Tab. 4.17: CIFAR-10 validation accuracy for inferences of 20 time-steps. The first
network was trained with 50 time-steps in training time, the others were trained with 20
time-steps. The first two networks use the leak value learned through hyper-parameter
optimization done for the 50-step network. The third one optimizes the leak value
during its training through PLIF neurons.

Leak factor Inference t-steps Training t-steps CIFAR-10 Acc
0.874 20 50 91.93 %
0.874 20 20 91.28 %
0.995 20 20 92.8 %

with PLIF neurons, a process that allows to optimize the leak value in a single

training run. The results, as seen in Table 4.17, prove how a better performance

is obtained when the leak coefficient is optimized for the number of inference

steps, confirming the hypothesis.

This study shows how the optimal solution is to perform training with the

same number of time-steps that will be used at inference time and to optimize

hyper-parameters such as the leak factor for this same objective. Still, the tested

SNNs can withstand the effect of early stopping, retaining most of their accuracy

even when big percentages of their computation steps are dropped. This allows

to provide early estimates in time sensible tasks or to reduce computational cost.

4.5 Conclusions

In this chapter a new SNN architecture was presented, which outperforms the pre-

vious state of the art in different image classification datasets. This system is the
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product of an in-depth study on spiking residual connections and design choices

based on the empirical results from multiple experiments, which demonstrate the

effects of different design choices in the final performance. On top of that, the

analysis performed on residual connections sheds new light on the effects of these

connections in terms of network activity and hardware requirements. The lessons

learned from these studies also serve as a guide for SNN design, as they allow to

make informed choices when building a new SNN feature extractor.

The results of this work demonstrate how SNNs do not need to use conversion

methods in order to maximize their accuracy. Additionally, they contribute to

pushing their performance closer to that of non-spiking deep learning. From here,

I hope that new applications can benefit from increased accuracy by fine tuning

the newly developed networks and more experiments can follow in order to keep

pushing the SNN state of the art.
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Chapter 5

The advantage of Spiking Neural

Networks for spatio-temporal

feature extraction

5.1 Introduction

From an application point of view, SNN’s sparse and asynchronous computa-

tions have been demonstrated to provide great gains in energy efficiency when

implemented in neuromorphic hardware [51], hence becoming their major selling

point. Still, their differences with respect to conventional ANNs go beyond, as

their event-driven temporal dynamics provide an alternative paradigm for tem-

poral processing. The potential advantages of this paradigm have often been

overlooked, therefore, a study demonstrating its exploitable properties demands

attention.

To provide such demonstration, this chapter focuses on the task of event-based

action recognition. This is motivated by the fact that SNNs are naturally suited

for the processing of event-based data. These networks are able to integrate

input over time and their neurons are activated in an event-based manner, hence

their application to event-based data has been a topic of interest [70, 88, 173].

Additionally, given the recent surge in popularity of event-based cameras, research

on event-based action recognition is a major priority, making neuromorphic video

[168, 169] the perfect target.

Despite the ample variety of conventional frame-based action recognition datasets,

the options for event-based action recognition are very limited [70, 174], forc-

ing many researchers to resort to artificially generated datasets, which either

convert frame sequences to events [175, 176] or generate them from simulations
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[177, 178]. Alternatively, those works employing real data from an event camera

[79, 81, 179, 180] have mainly resorted to IBM’s DVS Gesture Dataset [70].

In this chapter, it will be proven how solving the action recognition task in the

DVS Gesture dataset does not require a network implementing temporal feature

extraction. Accumulating events into frames and processing them with an image

classifier yields >95% accuracy.

To bypass the limitation of DVS Gesture, a new task is proposed1, DVS-

Gesture-Chain (DVS-GC), which can only be solved by those systems capable of

perceiving the ordering of events in time.

Perception of order is a fundamental part of many temporal tasks. Specifically,

in action recognition the time dependencies defined by relative order are of critical

importance. Often, actions have a sequential nature, where they are composed of

a smaller set of sub-actions, and perceiving their ordering is essential to identify

the overall action. Further to that, the context of an action and its relationships of

causality are also based on the perception of order between actions. Consequently,

evaluating this capacity is crucial when designing action recognition systems.

In order to evaluate the aforementioned capacity, DVS-GC leverages the DVS-

Gesture data and combines its gestures into chains of gestures, making the chain

the actual action class to recognise.

Using this new task, it will be shown how Spiking Neurons enable spatio-

temporal feature extraction without the need for recurrent synapses, demonstrat-

ing a form of temporal computation which is different from the one in conventional

ANNs and providing an alternative approach to time processing. Additionally,

the presented study also analyses the differences between this new computing

paradigm and conventional Recurrent Neural Networks (RNN), and further de-

velops the current understanding of it by demonstrating the effects of membrane

potential leak and reset mechanism. Specifically, it is shown how the reset by

subtraction approach [181] can cause slow adaptation to incoming inputs. Then

it is proven how this can be alleviated by voltage leak or by using a reset to zero

strategy, leading to improved action recognition accuracy.

Finally, the role of temporal attention is explored, which arises when time-

dependent weights and normalization are used to perceive order, and allows to

illustrate the difference between time-dependent and time-invariant feature ex-

traction.

1Code is made available at https://github.com/VicenteAlex/DVS-Gesture-Chain
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5.2 DVS Gesture Chain

5.2.1 Event-based datasets

The event-based sensor market is still in its infancy and its still limited commercial

adoption has not allowed to collect large volumes of event-based data. Currently,

many of the datasets used in computer vision are artificially created from frame-

based data or simulations. N-MNIST, N-Caltech101 [97] and DVS-CIFAR10 [99]

are three popular datasets created through screen recordings of the original frame-

based data with a neuromorphic camera. Alternatively, frame-based datasets

have also been converted into events directly through software [175, 176, 182].

Finally, [178, 183] provide simulators for the generation of synthetic event data.

Still, the most desirable option for the development of event-based systems

is to use data from a real-world acquisition. In the present day, most of the

available natively neuromorphic datasets are still simple compared to traditional

frame-based ones. For classification tasks we can find: N-CARS [184] a binary

classification dataset, ASL-DVS [185] a 24 class sign language classification task,

NEFER [186] with 7 classes for facial expression recognition, DailyActionDVS

[187] a 12 class action recognition task and DVS-Gesture [70] the widely used 11

class action recognition dataset. Other available datasets are the DHP19 [69] pose

estimation dataset, the Gen1 [188] and 1 Mpx [189] object detection datasets, and

DSEC [190] for optical flow estimation.

A study on the relevance of neuromorphic datasets for SNN evaluation was

presented in [191]. In this work, it was proven that collapsing all events into a

single frame and performing recognition with an image classifier did not affect

classification performance in N-MNIST or N-Caltech101, but did decrease it in

DVS-Gestures. The results in this chapter will show how, when the event inte-

gration is done in multiple frames instead of just one, DVS-Gestures can also be

solved by a non-temporal image classifier, evidencing its lack of temporal com-

plexity.

Regarding non-classification datasets, the available options are ill-suited for

rigorous evaluation of temporal processing. Despite temporal information being

exploitable to gain improvements in accuracy, object detection or pose estimation

tasks can still be solved by accumulating events in time-windows and performing

inference in one frame. In the same way, optical flow estimation can be performed

using two frames of accumulated events.
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5.2.2 Defining the DVS Gestures Chain task

The objective is to define an action recognition task in event-based sequences

that requires the perception of temporal dependencies, i.e., relationships where

the meaning of an action is contingent to those that happened previously. To

create such temporal dependencies, DVS-GC leverages the DVS-Gesture dataset

and combines N of its gestures G = {g1, g2, ..., gN} into chains of gestures Gc =

{(gi, gj, ..., gk) | gi, gj, ..., gk ∈ G}, where each g is a gesture from G. Then each of

these chains is considered as its own class, meaning that (in an example with 2

gesture long chains) a chain composed of gesture A and then B will be labelled as

class AB, and a chain composed of gesture B and then A will be labelled as class

BA. Therefore, to correctly identify a class, it is essential not only to recognise

the individual gestures but also to understand the sequence in which they occur,

making DVS-GC an action recognition task that demands perception of temporal

order.

Event data processing

When using neural networks to process streams of asynchronous events, it is

common practice to discretise the time dimension by accumulating events in

frames using a constant time window [55, 77, 79, 192]. This allows to process

the sequence with an arbitrary number of discrete time-steps and to train using

methods such as Backpropagation Through Time (BPTT).

Representing the event sequence as a function et,x,y,p, which has value 1 when

the position (ti, xi, yi, pi) is active, and 0 otherwise, its discretised frame repre-

sentation Fj,x,y,p can be calculated as:

Fj,x,y,p =

Wj∑
t=W (j−1)

et,x,y,p, (5.1)

where j is the frame index (or time-step), W the time window, t represents time,

x and y are the spatial coordinates and p the polarity.

Naturally, the cost of this discretisation is that it makes it impossible to

distinguish the precise timing or the relative order of occurrence of events within

a frame.

This strategy is used for all experiments, both with DVS-Gestures and DVS-

GC. Then, at each time-step j a new frame Fj will be fed to the network.

When this quantisation is applied to the input of an SNN, the result is an

approximation of the one obtained in an asynchronous implementation with infi-
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nite time resolution, as the effect is simply a reduction of time resolution, where

groups of events are collapsed into the same time-stamp. In this scenario, the

SNN’s voltage leak can be represented as the percentage of voltage lost from one

time-step to the next, meaning that this leak coefficient will be conditioned by

the number of simulation time-steps.

On the contrary, non-temporal ANNs cannot accumulate information from

different time-steps, therefore collating events into frames is the only way in

which they can combine information from events happening at different instants.

This is further discussed in the results section.

Creation of the action classes

The creation of classes in DVS-GC is parametrised by the length of the gesture

chain L and the number of gestures N used in the chain. Then the number of

classes generated C will be equal to all possible combinations (5.2). Alternatively,

a class generation method is also provided which does not allow to repeat the same

gesture in consecutive positions of the chain, reducing the possible permutations

of the chain (5.3). By using different values of N , L and the methodology with

and without repetition, different datasets were created in order to evaluate the

studied networks (results shown in Section 5.3).

C = NL (5.2)

C = N(N − 1)L−1 (5.3)

Chaining of events

Given the stream of 4-dimensional events (x, y, time, polarity) provided by the

DVS-Gesture dataset, they are transformed into frames by accumulating events

in a time window, as done in most state of the art systems [55, 77, 79, 192]. The

initial number of generated frames F per sequence is user defined and will be

constant for all instances in the dataset. The resulting frames have two channels,

one for positive polarity and one for negative.

Given that the gesture instances are obtained from a set of users under differ-

ent lighting conditions, the gesture chains are created combining the gestures from

the same user under the same lighting condition. This avoids sudden changes in

illumination or the appearance of the user, which could help the system identify

the transition between a gesture and the next. It is also worth noting that the
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Fig. 5.1: Example gesture chain with variable Fg duration (α1 = 0.2 and α2 = 1).
The coloured underscores represent, for each gesture in the chain, the temporal window
in which they could appear given the values of α1 and α2. This allows to understand
why the gesture transition is not predictable and most time-steps have no guarantees
of belonging to a certain position in the chain.

subjects are split in the Training and Testing sets following the original DVS-

Gesture split, therefore, users appearing in the test set do not appear in the

training set.

When building the gesture chains, having a constant number of frames for each

gesture can also allow the machine to know when the transition will happen. To

solve this, the duration in frames of each gesture Fg is made variable. Let F

be the initial number of frames that the gesture sequences have, and Ftotal the

target number of frames for the final gesture chains, which is user defined. Then,

as seen in equation (5.4), the duration of each gesture Fg will be a fraction of F

(parameterised by the coefficients α1 and α2) which satisfies that the total sum

is equal to Ftotal.

Fg ∈ [α1F, α2F ] |
L∑

g=1

Fg = Ftotal (5.4)

Then, the value for Fg is chosen randomly from the set that was just defined,

and the resampling from F to Fg is carried out by taking the first Fg frames of

the original sequence (Fig. 5.1 demonstrates this variability, visually). In the

experiments, two datasets are designed with α1 = 0.5, α2 = 0.7 and one with

α1 = 0.2, α2 = 1. Both work well when using the sequences in DVS-Gesture

because each gesture is repeated several times per recording, and therefore it is

recognisable even after discarding a substantial part of the sequence.

Finally, when targeting a specific Ftotal, the number of initial frames F that

will allow the values of Fg to have a uniform distribution between α1F and α2F
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is given by:

F =
Ftotal

L

2

α1 + α2

(5.5)

To further clarify the generation of chains of variable gesture lenght, Algorithm

1 provides pseudo-code for an implementation of equation 5.4, which returns

gesture chains.

Algorithm 1 Implementation of equation 5.4

1: min len← F × α1

2: max len← F × α2

3: previous len← 0

4: frames← [] ▷ Initialize list to store frames for each gesture

5: for g = 0 to L− 1 do ▷ Iterate over each gesture in the sequence

6: if g = L− 1 then ▷ If last gesture, complete remaining frames

7: current len← Ftotal − previous len

8: else

9: low limit← Ftotal − previous len− (L− 1− g)×max len

10: high limit← Ftotal − previous len− (L− 1− g)×min len

11: current len← random.uniform(max(min len, low limit),min(max len, high limit))

12: end if

13: current frames← Frame sequence of gesture g

14: frames.append(current frames[0 , current len])

15: previous len← previous len + current len

16: end for

17: save frames to output file

5.3 Results

In this section, it is first proven how a network without the capability for temporal

feature extraction (ANN-BN) can solve the classification task in DVS-Gesture

but fails to do so in the new DVS-GC, which demands a perception of temporal

order. Then it is demonstrated how, in contrast, an SNN of the same architecture

learns to perceive the temporal dependencies in DVS-GC. From there, the effects

of the membrane potential reset strategy, voltage leak, time-dependent weights,

and time-dependent normalization are evaluated. Finally, SNNs are compared to

conventional RNNs.
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5.3.1 Experimental setup: Neural network architectures

For the experiments, the S-ResNet developed in Chapter 4 is used, which in its

initial form uses a LIF neuron model, reset by subtraction and BNTT.

As seen in equation (5.6), for a time-dependent input of d dimensions xt =

(x1,t...xd,t), the method defines an individual BN module per time-step. This not

only normalizes each feature k (or convolutional channel in the case of CNNs)

independently, as regular BN would do, but also defines independent statistics

(mean µk,t and standard deviation σk,t) and learnable weights (γk,t and βk,t) per

time-step t.

BNTT (xk,t) = γk,t
xk,t − µk,t√
(σk,t)2 + ϵ

+ βk,t (5.6)

In order to compare to non-spiking ANNs, a non-spiking version of the same

architecture is defined. The neuron model is substituted by the Rectified Linear

Unit (ReLU) activation function, and regular BN is used instead of BNTT. With

these changes, the network becomes a conventional feed-forward ResNet. These

networks process the input instantaneously, without temporal dynamics, which

means that, for a sequence classification task such as action recognition, they can

give an output per time-step but not a global one for the whole sequence. This

was solved by adding the same output layer used by the SNN, which can be seen

as a voting system that accumulates the outputs for all time-steps by summing

them together. In the following experiments, this network will be referred to as

ANN-BN.

Additionally, in order to study the effect of the learnable weights in BNTT,

an additional network is defined, the ANN-TW (ANN with temporal weight),

which is a modified version of the non-temporal ANN. This version adds a learn-

able weight wl,t ∈ R1 per time-step t at each layer l, which is used to scale the

activation map after the convolution (Conv) and BN layers as:

yl,t = BN(Conv(xl,t)) · wl,t (5.7)

As an alternative, a version where each channel learns a different temporal

weight is also defined. This network is referred to as ANN-TWC.

Finally, for the RNN vs SNN comparisons in Section 5.3.3, a different archi-

tecture is defined with the objective of disentangling temporal processing from

spatial processing. A non-spiking ResNet14 acts as spatial feature extractor, then

(1 or 2) fully connected ”temporal layers” of 128 features are appended before

the final classification layer, to act as temporal feature extractor. As temporal
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Tab. 5.1: Test performance on DVS-Gesture. SNN* was initialized with pre-trained
weights as proposed in [192]. Training and testing were run for 3 times, accuracies
presented as mean ± std.

Network Normalization DVS-Gesture Accuracy
SNN BN 70.31 ± 3.27 %
SNN BNTT 89.82 ± 1.50%
SNN* BNTT 94.84 ± 1.06 %
ANN BN 97.35 ± 0.45 %
ANN BNTT 96.95 ± 0.61%

layers, the following are tested: feed-forward SNN layers, recurrent SNN layers

(RSNN), vanilla RNN, and LSTM.

5.3.2 DVS-Gesture evaluation

As in Chapter 4, the experiments are performed by only evaluating the test set

after the training is complete, without using test evaluations to tune the training.

Table 5.1 shows how both SNN and ANN achieve high accuracy in the DVS-

Gestures task. As previously stated, the ANN final prediction is just a sum of

the individual predictions made at each time-step. Each of these is made using

the information from a frame which integrates the events received within a time

window; for this set of experiments, the time window is 1
50

of the total number of

events for each frame.

The ANN has no way of combining information from different frames and has

no notion of the timing in which they occurred, hence, it does not perceive the

timing or relative order of the events. Still, it cannot be said that the features

it uses are strictly non-temporal. When accumulating these events into frames,

only the ones which are close in time will be integrated into the same frame,

meaning that the spatial features the network will calculate are still dependent

on event timing. This makes the appropriate wording a sensible matter: the ANN

does not implement working memory neither does it implement temporal feature

extraction; still, the spatial features it extracts in this scenario are dependent

on event timing, therefore, given that a temporal feature is any attribute of

the data that is explicitly related to time, these features can be considered a

type of temporal feature. This explains why a network without temporal feature

extraction can solve the DVS-Gestures task, and how solving this task does not

require to perceive the temporal ordering of events, but only to integrate events

which are close in time so that spatial features become apparent. Then, a system

designed for the classification of static images can perform the task.
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For completeness, the table also reports the accuracy obtained by the SNN

with conventional BN (SNN-BN) and the accuracy of the ANN with BNTT

(ANN-BNTT). It can be seen how the ANN does not benefit from the time-

dependent computations of BNTT and obtains a very similar result. On the

contrary, the SNN performance decreases when using regular BN, demonstrating

how, for a system where activity statistics change through time such as SNN,

timing-aware normalization is beneficial.

5.3.3 DVS-Gesture-Chain evaluation

Using the methodology described in the previous Section 5.2, three DVS-GC

datasets were created, as summarised in Table 5.2. Datasets 81-p and 96-p define

a smaller variability for the duration Fg of each individual gesture (α1 = 0.5,

α2 = 0.7), while 96-u defines a larger one, making it much harder to predict

the transition between gestures in time (Fig. 5.1 demonstrates this variability

visually).

All three datasets are defined with a validation set of 20% of the training data

which is evaluated at every epoch. The test performance is then evaluated using

the weights with the highest validation accuracy.

Tab. 5.2: Parameters per dataset. In the naming convention, -p stands for predictable
time windows while -u stands for unpredictable time windows.

Name N L α1 α2 Repetition # classes
81-p 3 4 0.5 0.7 Yes (5.2) 81
96-p 3 6 0.5 0.7 No (5.3) 96
96-u 3 6 0.2 1 No (5.3) 96

ANN vs SNN and time-dependent weights

First, the networks are run on the 81-p and 96-p datasets. As seen in Table

5.3, now that the task requires distinguishing the ordering of the events, the non-

temporal ANN (ANN-BN) fails to solve it. Moreover, its accuracy value implicitly

reveals the computations performed by the network: taking the 81 class data set

as an example, one can see how the ANN accuracy (16.91%±0.5) is higher than

random chance (1.23%). This is because the network is capable of detecting the

gestures present in the sequence and the number of times they appear, but is

unable to perceive their ordering. With such conditions, and assuming a perfect

accuracy in gesture detection, the probability of correctly classifying a sequence
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Tab. 5.3: Test performance on DVS-GC. Training and testing were run for 3 times,
accuracies presented as mean ± std.

Network Normalization Dataset Accuracy
ANN BN 81-p 16.91 ± 0.50 %
ANN BNTT 81-p 99.52 ± 0.31 %
ANN BN + TW 81-p 89.44 ± 5.74 %
ANN BN + TWC 81-p 91.08 ± 8.10 %
SNN BN 81-p 86.00 ± 2.38 %
SNN BNTT 81-p 95.83 ± 0.62 %
ANN BN 96-p 12.96 ± 0.74 %
ANN BNTT 96-p 99.52 ± 0.55 %
SNN BN 96-p 80.62 ± 2.76 %
SNN BNTT 96-p 96.32 ± 0.02 %
ANN BNTT 96-u 74.66 ± 0.64 %
SNN BNTT 96-u 91.16 ± 1.30 %

for the 81 class dataset is pd = 16.05%. This probability can be calculated as

follows:

Assuming a system with perfect gesture classification but no perception of

order that is evaluated in DVS-GC, this system will know which gestures are

present in the sequence and the number of times they appear, but will be unable

to perceive their ordering. For this system, depending on the number of detected

gestures, the candidates to be the correct output are reduced. Therefore, to

calculate its accuracy, one can calculate the probability of correctly classifying

each individual class xi in the dataset and then, assuming a constant number of

class examples, their average will be the final accuracy. For the 81-class DVS-GC

dataset, it can be calculated as in equation 5.8.

p(x) =



1, if gesture repeated 4 times

1
4
, if gesture repeated 3 times

1
6
, if 2 gestures repeated 2 times

1
36
, otherwise

Pd =
1

C

C∑
i

p(xi) =

=
1

81
(3 · 1 + 24 · 1

4
+ 18 · 1

6
+ 36 · 1

36
) = 0.1605 (5.8)

On the other hand, the results show how the SNN still achieves high accuracy

on these same datasets, implying that its temporal dynamics allow to perceive
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order in time. In order to analyse which components of the network enable this

capacity, the experiments also report the performance of the SNN with conven-

tional BN (SNN-BN) and the accuracy of the ANN with BNTT (ANN-BNTT).

The accuracies obtained by both systems indicate that they are successfully learn-

ing to perceive order, meaning that both, spiking neurons and BNTT can enable

a neural network to recognise temporal sequences on their own. Additionally, it

is also worth noticing how, for the 81-p and 96-p datasets, the ANN with BNTT

is more accurate than the SNN.

In BNTT, the perception of order is gained by learning time-dependent val-

ues that are used to scale the activation maps of the network, providing temporal

attention. In order to decorrelate this capacity from the normalization strategy,

two modified versions of the non-temporal ANN were created, which use regu-

lar BN and implement learnable temporal weights, ANN-TW and ANN-TWC

(introduced in Section 5.3.1).

The performance of ANN-TW (Table 5.3) proves how a single time-dependent

weight per layer is enough to recognise the temporal sequences in 81-p, and how

the learned value does not need to be different between channels for temporal

perception purposes. Still, the ANN-TWC obtains a slightly higher accuracy.

Apart from that, the performances of both networks are lower than those of the

systems using time-dependent normalization statistics, proving how these are not

essential but indeed beneficial.

Finally, the performances of the networks with the 96-u configuration are

evaluated, where the variability of the duration Fg of each individual gesture is

higher. The results (last two rows of Table 5.3) demonstrate how this set-up

greatly decreases the performance of the ANN-BNTT, meaning that temporal

attention is not enough for the task. In contrast, SNN-BNTT exhibits a smaller

decrease and still solves the task with high accuracy, proving how the capacity

of SNNs for spatio-temporal feature extraction goes beyond that of temporal

attention. The complete analysis justifying these results is provided in Section

5.4.

Leak and reset mechanism

When using regular BN, the SNN does not have temporal weights, making voltage

leak the only time-aware component in the network. This motivates us to explore

its relevance to solving the task.

Table 5.4 compares the results of the same network trained with LIF neurons

and IF neurons (no leak). Because the performance comparison between LIF
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and IF can be affected by the chosen leak coefficient, its optimal value was found

through hyper-parameter search. The best results are obtained with 0.87 for the

81 class dataset and 0.80 for the 96 class one.

The original network, which uses reset by subtraction, suffers a major per-

formance drop when not equipped with leak. After analysing this behaviour, it

was found that the reason behind this is the excess of voltage in neurons reset

by subtraction, which can trigger delayed spikes that slow down adaptation to

newer inputs. The results table quantifies this effect by means of what was called

”repetition error” (R-error). The R-error is measured as the percentage of wrong

classifications where at least one of the miss-classified gestures in the chain has

been predicted to be the same as the preceding one. As there are three different

gestures to choose from at each position in the chain, the standard R-error is

33.3%. Values higher than this one will indicate a tendency towards repeating

previous predictions. (Notice that the 96-class dataset does not allow repetition

in its classes and therefore cannot present R-error, still, not clearing old voltage

also decreases the performance in it)

These results demonstrate how voltage leak prevents old information from

corrupting current calculations by solving the voltage stagnation problem caused

by the reset by subtraction. Additionally, a reset to zero strategy was also tested

as an alternative. Its results demonstrated how this reset mechanism also prevents

the issue (Table 5.4), as it does not retain any voltage after spiking, and therefore

does not generate delayed spikes.

Interestingly, reset to zero consistently achieves the best performance when

paired with IF neurons, while implementing leak decreases its accuracy. Not

implementing voltage leak will mean that neurons close to reaching the spiking

threshold will remain in that state, even after the stimulus that was triggering

them is long finished. This will make them prone to spiking prematurely in later

processing, arguably causing noisier computations. On the other hand, leakage

represents the progressive loss of the short-term memory of the network, which

also has the potential to disrupt computations. The fact that leak is not beneficial

for the task at hand might indicate that the former issue is not prevalent. One

possible explanation can be that, when a new gesture appears, initial noise in

the spiking pattern is still superseded by later detections due to data redundancy

through time (the gesture can be continuously detected throughout a window of

time).
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Tab. 5.4: Test accuracy and R-error of the SNN-BN under different setups. IF neurons
do not leak. Zero stands for reset to zero and Sub for subtraction. LIF neurons use a
leakage factor of 0.87 except for LIF-Sub in 96-u, which uses 0.80. Training and testing
were run for 3 times, accuracies presented as mean ± std.

Neuron Reset Dataset Accuracy R-error
LIF Sub 81-p 86 ± 2.38 % 33.54 ± 5.20 %
IF Sub 81-p 48.27 ± 1.38 % 70.41 ± 2.44 %
LIF Zero 81-p 82.31 ± 2.14 % 35.30 ± 8.09 %
IF Zero 81-p 92.59 ± 2.67 % 31.01 ± 2.15 %
LIF Sub 96-u 68.74 ± 1.45 % n/a
LIF Zero 96-u 63.58 ± 3.09 % n/a
IF Zero 96-u 71.40 ± 4.55 % n/a

RNN vs SNN

After demonstrating how SNNs can perform temporal computations without the

need for recurrent connections, results are further validated by comparing their

performance with that of RNNs. For this, as introduced in Section 5.3.1, a

different architecture is defined, which is based on a non-spiking ResNet14, which

acts as spatial feature extractor, and (1 or 2) fully connected ”temporal layers”

(SNN, RSNN, RNN or LSTM) which are added before the final classification

layer as temporal feature extractor.

Table 5.5 shows how, for 96-u, SNNs outperform vanilla RNNs while LSTMs

outperform SNNs. The RSNN demonstrates a substantial improvement with re-

spect to the SNN when using two layers, getting closer to the LSTM performance.

On the other hand, in the dataset with predictable time windows, 81-p, all net-

works perform at a similar level, implying that all networks manage to exploit

its predictable time windows, arguably, demonstrating time-dependent feature

extraction.

The performance differences between SNN, RSNN, RNN, and LSTM are well

justified by their computing principles, which are analysed in Section 5.4.2.

5.4 Analysis of temporal computations

After proving through empirical results how spiking neurons and time-dependent

weights enable temporal order perception, in this section the in-depth mechanics

that implement this capability are analysed.
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Tab. 5.5: Test accuracy in DVS-GC 81-p and 96-u. SNNs use IF neurons and reset
to zero. Training and testing were run for 3 times, accuracies presented as mean ±
std. ”# TL” stands for number of temporal layers.”# params” presents the number
of parameters used in the temporal layers as a factor of the parameters of a 128-
dimensional dense layer. *RNN presents the maximum accuracy instead of the mean,
as numerous trials failed to learn.

Temporal layers # TL # params Dataset Accuracy
SNN 1 ×1 96-u 61.53 ± 3.27 %
SNN 2 ×2 96-u 67.09 ± 1.57 %
RSNN 1 ×2 96-u 64.62 ± 0.69 %
RSNN 2 ×4 96-u 77.80 ± 1.92 %
RNN 1 ×2 96-u 44.08* %
RNN 2 ×4 96-u 65.58* %
LSTM 1 ×8 96-u 87.31 ± 2.79 %
LSTM 2 ×16 96-u 88.80 ± 3.47 %
SNN 2 ×2 81-p 84.60 ± 3.08 %
RSNN 2 ×4 81-p 86.47 ± 1.44 %
RNN 2 ×4 81-p 72.32 ± 16.91 %
LSTM 2 ×16 81-p 89.83 ± 3.34 %

5.4.1 Temporal attention analysis

Networks with time-dependent weights such as ANN-TW or those using BNTT

use temporal attention to store the time at which a visual detection occurred.

This is achieved by constraining the activation of certain layers or channels to a

time window, then the feature detected by those neurons will be known to happen

within that time-window.

In order to prove how the networks are using this strategy, in Fig. 5.2, the

value of the temporal weight in ANN-TW is visualised when trained in the 81-p

dataset. Notice that, when designing DVS-GC, the gesture chaining procedure

was made variable in time, so that the transition between gestures does not always

happen in the same time-step. Now, visualising the graph, it can be seen how the

network learned to reduce the weight in the uncertainty zone of the transition and

defined its detection time windows between the time-steps which are guaranteed

to belong to the n-th gesture. Then, it can be seen how the weight restricts the

last layers to only be active in time windows corresponding to specific positions

in the 4-gesture chain. This specializes different layers in detecting gestures at

certain positions in the chain, acting as a temporal attention coefficient. This

is equivalent to associating timestamps to the detected spatial features and then

combining this information in the last layer by accumulation. This last layer is the

only element in the system implementing memory for the non-spiking networks.
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Fig. 5.2: Value of the time weight in TW-ANN. Dotted lines highlight the gesture
transition zone. The last two layers of the graph correspond to the layers in the residual
connection downsampling. Trained in the 81-p DVS-GC.

For ANN-BNTT, the same mechanism can be observed. Fig. 5.3 (a) displays

the value of BNTT’s β weight, which scales neuron activations. Unlike the ANN-

TW graph, this one does not show large changes in the coefficient value. This

is because the β weight has a different value per channel, something that is not

visible in Fig. 5.3 (a), as it averages through channels. Therefore, in order to

visualize the temporal windowing of the BNTT weight, Fig. 5.3 (b) plots the

center of mass m in the time dimension for the weights at each channel as:

m =
1

T

T∑
t

(xt −min(x))t (5.9)

Where x is a vector that contains a weight value xt per time-step t.

With a uniform distribution of weight through the time-steps, the center of

mass would have a value equal to T/2, which in the case of our network would

be 30. Consequently, all the values in Fig. 5.3 (b) that are far from this number

are indicators of the existence of a time window. It can be seen how the centre

of mass varies among different channels, demonstrating how they specialise on

detecting features inside different temporal windows. This proves how BNTT

hard-codes a different temporal attention for each channel in a layer.

Given this computational logic, it is then clear why in the 96-u dataset the

performance of these networks dropped. With α1 = 0.2 and α2 = 1 time-steps

are not guaranteed to contain a specific position in the chain (except for the first
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and last gestures), since the transition zones now overlap. Therefore, in that

scenario, time-dependent features calculated using temporal attention are not a

reliable descriptor.

Fig. 5.3: (A): Bias weight average value across channels in the BNTT layers of ANN-
BNTT. (B): Value of the center of mass in the time dimension (60 time-steps) of the bias
weight of the BNTT layers in ANN-BNTT. The last two layers of all graphs correspond
to the layers in the residual connection downsampling. Trained in the 81-class DVS-
GC.

5.4.2 Spiking neuron analysis

Unlike temporal attention, spiking neurons achieve high accuracy in all three

datasets. This shows how SNN can perform two types of spatio-temporal tasks:

1. Sequence recognition with predictable action time windows in the 81-p

dataset.

2. Sequence recognition with unpredictable time windows in the 96-u dataset.

Task 1 can be solved by means of time-dependent features, as shown by the

analysis performed on temporal weights. Moreover, as this dataset allows repeti-

tion, these kinds of features are indispensable in order to distinguish individual

gestures when the same one is repeated in succession.

Task 2, to the best of the author’s knowledge, can only be solved by recognising

each gesture transition in the chain, as the timing of an action is not enough to

find its chain location and, therefore, the relative order of appearance is the only

usable information.

Following that logic, by performing successfully in Task 2, SNNs demonstrate

that they can detect gesture transitions in a time-invariant manner, while in

Task 1, they demonstrate the ability to localise gestures in time. Such behaviour

implies that spiking neurons enable time-invariant spatio-temporal feature ex-

traction, as well as time-dependent feature extraction.
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Fig. 5.4: (A): Diagram of a layer of LIF neurons. layer are the synaptic weights,
SF the spiking function, Vres the voltage reset value. Gray lines show the architecture
with recurrent connections, without them, the architecture is feed-forward. (B): LSTM
diagram. Ct is the cell state, ht the hidden state and output, the yellow tanh is a layer
of synaptic weights with Hyperbolic Tangent activation. σ stands for the gating layer
with Sigmoid activation.

Comparing SNN to RNN

A layer of spiking neurons can be seen as a recurrent cell where the current

input xt passes through a layer and is summed to the previous state vt−1. The

contribution of vt−1 is weighted by the leak factor, and the final voltage vt is

decreased by subtracting voltage in the event of a spike. Therefore, they retain

memory by integrating inputs over time until the threshold is surpassed. Then,

when the information is released in form of a spike, it is deleted from memory

through the reset mechanism. On the contrary, in a non-spiking vanilla RNN,

the neuron itself has no memory, recurrency is implemented only at layer level

by defining a recurrent synapse from each neuron to itself and lateral synapses

within the layer. Therefore, it is to be expected for SNN/RSNN to have better

performance than RNNs.

On the other hand, LSTM adds a cell state to their computations to integrate

inputs through time, like spiking neurons do, but, as seen in Fig. 5.4, it has three

differences: first, the integration is weighted by two gating layers, the input and

forget gates, while LIF neurons compute which information to forget through

the reset mechanism and the leak factor; second, in LSTM the non-linearity

is applied before integration, while the spiking neuron applies its non-linearity

(thresholding) only to the output; finally, in an LSTM the output is weighted by

another gating layer. This side by side comparison illustrates how spiking neurons

define a computing principle similar to LSTM units, but without the use of gating

layers, resulting in a lighter network. Additionally, it allows to understand how,

as seen in the experiments, an internal state can be enough to calculate temporal

features. Recurrent connections can be beneficial, but they are not indispensable.
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5.5 Conclusions

This chapter showed how spiking neurons can be exploited to solve temporal

tasks without the need of recurrent synapses. This proves how their temporal

dynamics are not only a vehicle for computational efficiency, but also a tool for

the extraction of temporal features. This can allow to bypass the need for re-

current connections when a lighter network is needed and to reuse feed-forward

networks for temporal tasks. Moreover, the parallelism drawn between LSTM

and SNN allows to appreciate how SNN computation is closer to LSTM than to

vanilla RNNs. Understanding their similarities and differences allows to make

informed choices when designing temporal processing systems and paves the way

to distilling more biologically inspired principles into machine learning. Addi-

tionally, it also contributes to closing the gap between neuroscience and machine

learning knowledge.

The performed experiments evaluated the two components that allow an SNN

to clean its memory, the leak and reset mechanism. The effect of the leak factor

has been previously evaluated in static data [193], but understanding its relevance

for temporal computations was still necessary. The obtained results contribute

to develop this understanding by showing how voltage leak prevents old informa-

tion from stagnating in the network when using reset by subtraction. Looking

at the reset strategy, it was found that zero-reset also solves the aforementioned

problem. Reset by subtraction has been a popular option given that it prevents

loss of information, and has proven especially useful in ANN to SNN conversion

approaches [194]. Still, results indicate that retaining such information can come

at the cost of slower adaptation to dynamic inputs. Therefore, this effect should

be taken into account when designing SNNs for temporal processing tasks, and

appropriately handling it will lead to improved results, as shown in the experi-

ments.

Additionally, the analysis of temporal weights demonstrated a clear use case

for temporal attention, showing how time-dependent features are learned by a

network when the meaning of the events is dictated by their timing. In this

work, the implementation of temporal weights and time-dependent normalization

requires learning a parameter per time-step, which would be a limitation for

inputs of variable length. Still, it is enough to demonstrate the aforementioned

computing principle. Moreover, it serves as a tool to prove which tasks can be

solved with time-dependent features without the need for time-invariant ones.

These insights were obtained thanks to the newly proposed DVS-GC, a task

which was created by means of a novel chaining technique. The relevance of this
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task is that, first, it fulfils the current need for event-based action recognition

datasets. Apart from that, it provides an approach that allows the creation of

controlled scenarios in order to evaluate specific capacities of a learning system.

The datasets built in this work serve as examples, where 81-p and 96-p could

be solved by timing-aware features, and 96-u could only be solved with time-

invariant spatio-temporal features. Moreover, the chains can be made arbitrarily

long, which allows to test the limits of a system’s memory. Looking ahead, the

results provided in the proposed DVS-GC configurations can serve as a baseline

when evaluating new systems. Finally, if a more challenging task is needed, the

method allows to build longer sequences with more gestures.
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Chapter 6

Towards scalable algorithms for

continual learning

6.1 Introduction

As previously discussed, achieving life-long continual learning is a major prior-

ity for AI. This requires the avoidance of the catastrophic forgetting problem

through scalable and efficient methods, like the human brain does [195, 196]. In

recent years, multiple methods have been developed to alleviate CF in incremen-

tal learning setups. Significant success has been achieved by storing samples of

previously seen data in exemplar memories, and through the use of parameter

isolation methods when the task-id is known. However, the requirement for exem-

plar memories or knowledge of the task-id result in severe limitations regarding

scalability, privacy preservation and deployment. It is arguable that more effi-

cient and sustainable solutions can be achieved, given that biological brains are

known to retain knowledge seamless through life, while allowing for continuous

learning. Therefore, it is of great interest to explore the feasibility of alterna-

tive AI solutions which bypass the aforementioned limitations, aiming at scalable

algorithms that can lead to robust life-long learning.

To this end, this chapter proposes a method that avoids requirements which

hamper scalability in incremental learning scenarios, such as exemplar memories

or task-id knowledge. This method is tested on conventional ANNs, as opposed

to the previous two chapters which employed SNNs. This was necessary to make

results comparable to other works in continual learning, which also use non-

spiking ANNs, while it also allowed to avoid the use of BPTT making training

much faster and allowing for a larger volume of experiments.

At a high level, the strucuture of biological brains can be seen as a set of
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Fig. 6.1: Parameter isolation when using task-id vs the proposed concurrent subnet-
work deployment. (1) Requires task-id at test time to deploy the correct subnetwork
depending on the task at hand, (2) deploys a subnetwork that contains both, regardless
of the task, hence ignoring task-id.

collaborating subnetworks, each specialised in different functions [19]. Such mod-

ular behaviour facilitates the preservation of consolidated knowledge, as one can

choose to update only the relevant sub-system when training on new data. In

the AI domain, parameter isolation methods to CL (Section 3.2.4) take this same

approach, defining independent or semi-independent systems to solve each task.

Still, as previously explained, these methods usually rely on knowledge of the

task-id during inference time. A research direction of interest is then to enable

parameter isolation methods to work without task-id or exemplars, while also

bypassing the aforementioned requirements. To this end, this chapter proposes

a new method: Low Interference Feature Extraction subnetworks (LIFES). The

proposed algorithm trains subnetworks within a neural network of fixed capacity.

Then, at inference time, it deploys the full network without selecting any spe-

cific subparts, hence executing all subnetworks concurrently with a single forward

path (Figure 6.1).

Deploying all subnetworks concurrently represents the most ambitious sce-

nario for parameter isolation, as it is optimal in terms of requirements and

computational cost, but faces the challenge of interference between subnetworks.

Therefore, the focus of this work is to study the implications of this challenge and

to propose solutions that make it a viable alternative to current CL strategies.

The proposed LIFES method (Figure 6.2), prevents weight overwriting, but the

concurrent activation of subnetworks causes weight interference and representa-

tional overlap. To mitigate these, the following work in this chapter focuses on

the feature extractor and proposes the use of Lateral Classifiers Regularisation
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(LCR) and weight standarisation for the alleviation of representational overlap,

and subnetwork Interference Connection Pruning (SICP) for weight interference.

These components are tested through multiple ablation studies, and the final

method is compared to relevant strategies in the literature [124, 129, 146, 156],

reproducing them under a common framework.

Results show how LIFES achieves competitive results in class-incremental

sequences on CIFAR100 [98] and Tiny-ImageNet [197], demonstrating how con-

current subnetwork deployment can be a viable alternative to task selection.

Additionally, it provides solutions that alleviate two specific components of the

CF problem, representational overlap and weight interference, allowing to extend

them to other methods in the future, and contributing to a better understanding

of the challenges that need to be addressed in task-agnostic continual learning.

6.2 The LIFES algorithm

The newly developed LIFES algorithm extends the parameter isolation approach

to task-agnostic inference by learning subnetworks within a neural network model

and deploying them concurrently during inference (Section 6.2.1). However, by

doing so, two challenges arise: weight interference and representational over-

lap. These other catastrophic forgetting components are tackled by reducing

subnetwork interference (Section 6.2.2), introducing weight standardization (Sec-

tion 6.2.3), and through the novel lateral classifier regularization (Section 6.2.4).

LIFES is designed to have minimal requirements, prioritising computing effi-

ciency and its adaptability to multiple incremental learning scenarios. Table 6.1

compares its properties and requirements to the most related approaches in liter-

ature. This summary clarifies how LIFES is the most flexible parameter isolation

method in terms of requirements, as it does not rely on task-id for inference, ex-

emplars, frozen backbones or extra compute during inference. This puts LIFES

at the level of regularisation approaches in terms of requirements, while still being

a parameter isolation method.

As presented in Section 3.1, Incremental Learning challenges will be used in

order to evaluate continual learning capabilities, where the system will learn a

sequence of tasks, one at a time, without access to data from previous or future

ones.
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Tab. 6.1: Method comparison on different requirements for incremental learning.

Type Rehearsal Task-id Frozen ∆ params ∆ compute

EWC [124], MAS [125] Regulariz. No No1 No No No
LFL [198], LWF [129] Regulariz. No No No No No
iCaRL [122], EEIL [199] Regulariz. Yes No No No No
PASS [142], SSRE [143] Proto + Reg. No No No No No
FeTrIL[146] Proto No No Yes No No
HAT[156], TFM[158] Param isol. No Yes No Masks (feat.) No
PackNet[157], WSN[159] Param isol. No Yes No Masks (weight) No
ROW [161], MORE[160] Param isol. Yes No No Masks (feat.) OoD classifier
SupSup [162] Param isol. No No2 Yes Masks (weight) Yes
LIFES (this work) Param isol. No No No3 No No
1Original proposed for task-aware, but commonly adapted to task-agnostic.
2Proposes versions of the method for task-aware and task-agnostic.
3The best performing version freezes the first three convolutional layers to increase stability.

6.2.1 Concurrent subnetworks

Similarly to other task-aware mask-based approaches [156, 159, 200, 201], LIFES

learns a subnetwork for each task t and layer l by defining a mask mt
l over the

activations atl . The mask acts as a gating mechanism, defining which activations

are inhibited or active via ãl = al ⊙ ml. These are learnt during training as

in [156] by passing an embedding el through an anhealed sigmoid function σ

following ml = σ(s · el). The scaling factor s is calculated as a function of the N

total number of training epochs for the task, the current epoch n, and a maximum

scaling value smax following sn = (n · smax)/N .

Previous methods such as HAT [156] use the task-id t to select and apply

mt
l when solving a task, both in training and evaluation. On the contrary, this

work proposes to use a cumulative mask m≤t
l (for training and evaluation) which

combines the neurons activated by the current embedding and the ones active in

previously learnt masks:

m≤t
l = max(mt

l ,m
≤t−1
l ), (6.1)

Afterwards, both m≤t−1
l and mt

l can be discarded. After all training is complete,

evaluation can be performed without the need to store any extra mask since mt
l

can be used to prune the weights assigned to inhibited activations. Therefore,

the method is not affected by the growing memory problem. The only increase

in memory is the (strictly necessary) classifier weights, which need to be added

in any class-incremental method when new classes appear.

During training, to prevent subnetworks from claiming all activations, a mask

capacity regularisation term is introduced, promoting sparsity and inhibition of
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activations within the subnetwork. The cost of this regularisation is defined as:

LM =

∑L−1
l=1

∑Nl

i=1m
t
l,i

(
1−m<t

l,i

)∑L−1
l=1

∑Nl

i=1(1−m<t
l,i

) , (6.2)

adding all mask values across all activations i and layers l. The previously unused

activation masks (1−m<t
l,i ) are used to nullify the cost of reusing previously trained

activations.

Therefore, by learning a sparse mask with each new task and adding them

to a cumulative mask, one obtains a parameter isolation strategy that allows to

learn a subnetwork per task while being able to evaluate without the need of the

task-id.

6.2.2 Interference Connections

Parameter isolation methods prevent weight overwriting by constraining the gra-

dient ∇l of the weights which are relevant to previous subnetworks. Usually, a

mask per task is stored, requiring the task-id to know which one to apply [156–

158]. Therefore, subnetworks learnt for later tasks will not interfere with the

ones for older tasks. Thus, these connections are not frozen, and the gradient

constraint is defined by:

∇′
l,ij =

(
1−min

(
m<t

l−1,i,m
<t
l,j

))
∇l,ij , (6.3)

where i is the neuron index at layer l−1 and j the one for layer l. In contrast, the

experiments in this work (Section 6.3.3) show how when multiple subnetworks are

active at the same time, these connections can cause forgetting. This is because

the subnetwork from task t will train with m<t, but after training for later tasks

t+n, the cumulative mask m<t+n will activate extra neurons, which could modify

the activations j in m<t
l if i ̸∈ m<t

l−1∧ i ∈ m
<t+n
l−1 . This results in future subnetwork

interference, which represents part of the weight interference component defined

in Section 3.1. With LIFES, the remaining weight interference is caused by the

activations which at task t were inhibited j ̸∈ m<t
l , but are active in the later

mask j ∈ m<t+n
l . This second part cannot be easily prevented, since it is still

necessary to allow the training of new subnetworks. However, future subnetwork

interference can be removed by modifying the gradient constraint so that the

aforementioned connections are frozen:

∇′
l,ij = (1−m<t

l,j )∇l,ij . (6.4)
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Moreover, since weights will still have non-zero values from the network initial-

isation, the proposed algorithm sets them to zero so that future pre-synaptic

activations i do not affect older subnetworks. This process will be referred to

as subnetwork Interference Connection Pruning (SICP). An intuitive representa-

tion of the effect of this constraint can be found in the coloured weights WL in

Fig. 6.2. where the dashed black arrow indicates the weights pruned by SICP

(which would have been trainable in other parameter isolation approaches).

6.2.3 Weight standardisation

Weight standardisation (WS) [42] was proposed as an alternative to Batch Nor-

malisation [40] to enable training with smaller batch sizes. For each layer acti-

vation, WS forces the weights connected to it to be normal. This provides two

benefits, smoothing of the loss landscape and avoiding the creation of elimination

singularities (i.e. weights/convolutional kernels under constant inhibition due to

being mapped to the null gradient region of the non-linearity). Moreover, learning

normalized layers promotes a more controlled signal scaling [41].

Learning feature representations under this constraint can influence the repre-

sentational overlap between subnetworks in methods such as the one in this work,

as shown in Section 6.3.4. Experimental results were obtained with different WS

setups. As a result of this analysis, LIFES implements WS for its frozen layers,

but not in the trainable ones.

The implementation of WS in frozen layers follows the original one [42]. Let

W be the original weights of a given layer, µW its mean, and σW its standard

deviation (both calculated across the fan-in neurons). Then, the standardized

weights Ŵi,j are calculated as:

Ŵi,j =
Wi,j − µW·,j

σW·,j

. (6.5)

For trainable layers, the process is adapted to suit the proposed incremental

learning scenarios. For weights Wi,j where the connection from i to j has been

frozen to preserve performance in a previous task, applying equation (6.5) would

cause forgetting, as the calculation of µWi,· and σWi,· depends on all j, and some

of this weights are not yet frozen and will change in later tasks. Therefore, the

weights of the frozen subnetwork would be modified.

To correct this, the weights that belong to the current subnetwork are stan-

darised only with respect to themselves, by maskingWi,j withm
t
l,j and calculating

the mean and the standard deviation only with respect to the weights selected by
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this mask (j ∈ mt
l,j). Weights not belonging to the subnetwork defined by mt

l,j

are not standardized during task t training:

Ŵi,j = (mt
l,j

(Wi,j − µW·,j∈mt
l,j

)

σW·,j∈mt
l,j

+ (1−mt
l,j)Wi,j) (6.6)

Then, after training, weights in the subnetwork defined by mt
l,j are frozen

with standardisation applied to them. Therefore, when equation (6.6) is applied,

weights which are not in mt
l,j, but are still active because they are in m≤t

l,j , will

have mean 0 and standard deviation 1, and therefore the whole Ŵi,j will too.

6.2.4 Lateral Classifier Regularisation

The main contribution of this work towards the mitigation of representational

overlap is the Lateral Classifiers Regularisation (LCR). When minimising the loss

for a set of classes, the solution space will contain different distributions for the

feature representations. All of them maximise separability between the current

classes being learned, however, separability with respect to classes from other

tasks is not taken into account in the loss minimisation. Still, some solutions

might be more prone than others to overlapping with the representations learnt

for classes in other tasks.

In order to learn a distribution for current classes with lower probability of

overlapping with future ones, the distribution is enforced to have more discrim-

inative features across all layers by adding a lateral classifier to each of them.

This classifier is as a linear layer ϕl which is only used during training. Then,

given the ground truth labels y, each of these classifiers are learned through the

regularisation loss LLCR, which is an average of the cross-entropy loss LCE across

all lateral classifiers:

LLCR =
1

L

L∑
l=1

LCE(ϕl · atl , y) . (6.7)

This promotes more discriminative feature representations even in earlier layers.

Intuitively, earlier layers might learn more general features, which are used to

build the representations of multiple classes. With LCR, these layers will also be

forced to have some class-specific neurons to aid the lateral classifier, therefore

creating a more separable representation.

The results in Section 6.3.1 and 6.3.2 show how the representations learnt by

LCR considerably reduce representational overlap, providing the same inter-class

distance as the upper bound (joint training), and even higher in the experiments
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in Section 6.3.3.

6.2.5 Complete LIFES method

Legend
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Fig. 6.2: LIFES diagram. Layer activations ai are masked by m<t
l and mt

l , and
weights which could modify values masked by m<t

l are frozen. Weights WL are coloured
to demonstrate this, which is the result of the gradient restriction and SICP. Classifier
weights (ψ and ϕl) are divided into groups (or classifier heads) for each set of classes
corresponding to a task. Colouring in the classifier weights indicates that only the
weights of the classes being learnt are modified.

The complete LIFES algorithm implements the previously explained concur-

rent subnetwork strategy with SICP and LCR. Then, its loss is comprised of

three components, the cross-entropy loss (LCE), the mask capacity regularisa-

tion (LM) and the LCR regularisation (LLCR), which use λ hyper-parameters to
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balance their weight:

L = LCE + λMLM + λLCRLLCR (6.8)

Regarding WS, as justified by the results in Section 6.3.4, it applies it only to

the first three convolutional layers. These three layers are frozen after training

the first task, as the basic shapes they learn are general features which can be

reused for later tasks [147, 202, 203].

A diagram of the LIFES training algorithm is presented in Figure 6.2, illus-

trating the process of training submasks and the integration of SICP and LCR

into the process. For further clarification, Algorithm 2 depicts the order of oper-

ations upon the arrival of a new task. Notice how training ψoc∈t and ϕoc∈t means

that only the weights connected to the logits of the classes being trained (oc∈t)

are modified.

Algorithm 2 LIFES’ incremental learning loop

Initialize m<t as all zeros
for each new task t do

• Add new classes c ∈ t to the classifiers ψ and ϕl

• Jointly train W , mt, ψoc∈t and ϕl,oc∈t subject to the gradient constraint
(6.4)

• Aggregate the current mask mt to m<t (6.1)

• Prune according to SICP (Section 6.2.2)

end for

6.3 Experimental results

For the experiments, class-incremental scenarios are defined as a sequence of T

tasks with C classes each, shortened to C×T , using the CIFAR-100 [98] and Tiny-

ImageNet [197] datasets (e.g.: CIFAR-100 (10×10) for CIFAR with 10 tasks of

10 classes each). The main network architecture used in these experiments is

the one proposed by [156], which adapts an AlexNet architecture for 32×32 in-

puts. This allows to easily compare performance to EWC [124], LwF [129] and

HAT [156], which are classic references for task-aware approaches. Additionally,

performance was also tested for the AllCNN [204] and ResNet [20] architectures

(Section 6.3.6). Accuracy is reported over all classes at the end of the sequence,

in task aware (TAw Acc) and task agnostic (TAg Acc) format. The former only
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uses class outputs for the current task, while the latter concatenates all class

outputs without using the task-id. Task forgetting (Forg) [205] is also evaluated,

calculated as the difference in performance with respect to the initial accuracy

when the task was learned. Given that this work focuses on task agnostic meth-

ods, TAg Acc is the metric used to rank the performance of the methods, while

TAw metrics are complementary information. Notice that in cases where the

average accuracy is similar but one method has higher forgetting than the other,

this indicates that the one with higher forgetting has also higher plasticity, as it

obtained higher accuracy in later tasks but lost more on the earlier ones.

Finally, an inter-class distance is proposed, which is calculated by obtaining

the average activation per class, calculating the pair-wise cosine distances between

all classes, and reporting the mean across all of them. Notice that the standard

deviation for inter-class distance is not across the multiple seeds as in the other

metrics, instead, it is calculated across all the pair-wise distances between classes,

and afterwards, its mean across all seeds is reported. All reported approaches are

reproduced under the same framework with fixed initialisation and training batch

order, for a fairer comparison.

Training across all methods is performed using stochastic gradient descent

for 300 epochs per task, with a momentum of 0.9, learning rate of 0.01, batch

size of 256 for CIFAR-100 and 64 for TinyImageNet, and gradient clipping with

a threshold of 1000. For method specific parameters, a search was performed

(manual grid-search) to find the best hyperparameter configuration: EWC with

λ = 500, LWF with λ = 8, T = 2, HAT with λ = 0.75, FeTrIL with the most-

similar-new-class pseudo-feature generation heuristic and a fully-connected as

classification layer. Finally, LIFES uses λM = 1 and λLCR = 1. The performance

of methods from the literature are consistent with the ones obtained in the original

papers and previous surveys such as [206].

6.3.1 State-of-the-art comparison

To contextualize the performance of the tested methods, three baselines are pro-

vided: fine tuning, which sequentially trains each task without any CF prevention;

freezing, which freezes the network backbone after training the first task, and then

just trains classifier heads; and joint, which adds the data from previously seen

tasks to the current task, training in i.i.d. format and therefore defining the up-

per bound. Continual learning methods will prove useful for a specific setup if

their performance in it is superior to fine tuning and freezing, while joint serves as

reference for the maximum achievable performance. Additionally, Table 6.2 and
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Tab. 6.2: Results for CIFAR-100 (10×10) and CIFAR-100 (50×1 + 10×5) presented
as mean (± standard deviation) across 5 random seeds.

CIFAR-100 10×10
Approach TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓ Inter-class dist ↑

Finetuning 53.16 (± 1.88) 13.56 (± 1.14) 29.68 (± 2.30) 67.60 (± 1.31) 0.41 (± 0.18)
Freezing 63.46 (± 0.60) 21.22 (± 0.76) 0.00 (± 0.00) 14.92 (± 0.61) 0.27 (± 0.18)
Joint 83.50 (± 0.41) 56.30 (± 0.33) -0.46 (± 0.36) 5.22 (± 0.19) 0.55 (±0.16)

EWC [124] 60.18 (± 0.86) 17.56 (± 1.26) 20.48 (± 0.92) 56.70 (±1.82) 0.45 (±0.18)
LWF [129] 27.08 (± 0.53) 9.32 (± 0.43) 57.22 (± 0.20) 72.74 (±0.39) 0.15(±0.09)
FeTrIL [146] 51.82 (± 1.59) 17.52 (± 1.11) -0.34 (± 0.16) 24.16 (± 1.17) 0.29 (±0.17)
HAT [156] 71.30 (± 0.77) N/A 0.00 (± 0.00) N/A N/A
LIFES (Ours) 73.38 (± 0.68) 31.60 (± 0.33) 0.34 (± 0.10) 7.76 (± 0.85) 0.54 (±0.17)

CIFAR-100 50×1 + 10×5
Approach TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓ Inter-class dist ↑

Finetuning 66.08 (± 1.68) 18.98 (± 1.71) 14.60 (± 1.25) 25.18 (± 3.38) 0.47 (± 0.18)
Freezing 71.98 (± 0.83) 38.30 (± 1.36) 0.00 (± 0.00) 11.16 (± 0.45) 0.47 (± 0.17)
Joint 79.74 (± 0.55) 54.66 (± 1.10) -0.70 (± 0.20) 0.96 (± 0.45) 0.55 (± 0.16)

EWC [124] 70.50 (± 1.25) 20.86 (± 1.20) 8.62 (± 0.62) 19.82 (± 4.26) 0.51 (± 0.17)
LWF [129] 35.53 (± 1.03) 17.30 (± 0.95) 50.23 (± 0.93) 69.13 (± 0.73) 0.19 (± 0.11)
FeTrIL [146] 67.72 (± 0.83) 36.16 (± 1.41) -0.28 (± 0.37) 15.26 (± 0.67) 0.47 (± 0.17)
HAT [156] 70.54 (± 0.80) N/A 0.00 (± 0.00) N/A N/A
LIFES (Ours) 77.80 (±0.39) 42.78 (±0.72) 0.20 (±0.09) 5.64 (±0.59) 0.55 (±0.16)

Figure 6.3 present the results obtained with other methods when reproduced with

the same network and in the same training conditions. EWC is used as represen-

tation of regularisation methods, LWF for distillation, FeTrIL for prototype-based

and HAT for task aware parameter isolation.

CIFAR-100 results in Table 6.2 show how the proposed method achieves com-

petitive results, surpassing the performance of the reference task-agnostic ap-

proaches in the proposed setup. Regarding inter-class distance, LIFES demon-

strates the highest amongst the methods tested. It is specially relevant how

it matches the one from the joint upper bound, which trains with i.i.d. data.

Following sections provide analysis on how this is achieved.

Comparing CIFAR-100 (10×10) to CIFAR-100 (50×1 + 10×5), the main differ-

ence is the performance of freezing, which is lower in 10×10, having lower average

accuracy and less inter-class distance. This is to be expected, as the first task is

the only one used to train the feature extractor in the freezing approach and it

has less classes in the 10×10 setup. Moreover the task sequence is longer, giving

more importance to plasticity.

Results with TinyImageNet are shown in Figure 6.3 as the average task-

agnostic accuracy across the test sets of all trained tasks. This is calculated

after training each task, reporting the evolution of this average accuracy as more

tasks are added to the incremental learning sequence. Taking into account the
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Fig. 6.3: Graphical representation of the average task-agnostic accuracy after each
task (x-axis) with Tiny Imagenet (50×1 + 15×10), reshaped to 64×64 images. Results
presented as mean across 5 random seeds.

accuracy achieved by the joint upper bound, which is considerably lower than the

one achieved for CIFAR-100, the results are consistent with previous experiments

and LIFES is shown to retain knowledge for longer than the other task-agnostic

methods. Apart from that, it is noticeable that LIFES is the only method with

a different accuracy than the rest in the first task, this is because of its two

regularisation terms, LM and LLCR, which affect how the first task is learnt.

Finally, it is worth noticing that TAw Forgetting is close to 0 in LIFES.

This means that when the correct classifier head is chosen (which is equivalent

to discarding the classes trained in other tasks) most interference disappears,

even when all subnetworks are active concurrently. This shows that, when using

the LIFES approach, it is not necessary to mask out subnetworks for irrelevant

tasks. Then, the method can be used to reduce the CF problem to classifier head

selection. If a reliable method for this selection is proposed, combining it with

LIFES becomes a very promising approach.

6.3.2 Lateral classifier regularisation ablation

In order to analyse the influence of the proposed Lateral Classifier Regularisa-

tion loss on improving representational overlap, an ablation study is performed

where LIFES is evaluated with and without this component (see Table 6.3).

Furthermore, the table include results for freezing, the zero-forgetting baseline

that represents maximum stability and minimal plasticity by freezing the model

(except the classifier) after the first task. Additional measures are included in-

dicating the mean and maximum activation across all non-masked neurons and
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the sparsity of the last layer. Sparsity is calculated as the percentage of neu-

rons with an activation greater than a threshold. Eight different thresholds

are used, calculated as a percentage p of the maximum activation value, where

p ∈ {1.0, 2.5, 5.0, 7.5, 10.0, 12.5, 15.0, 20.0}(%). The reported value is the Area

Under the Curve calculated by means of the trapezoidal rule.

The results show a consistent improvement in TAg accuracy when using LCR,

with an improvement in plasticity at the cost of a small increase in forgetting.

This is likely a result of forcing more discriminative representations in each layer,

which makes the inter-class distance higher, therefore reducing representational

overlap. This interpretation is further reinforced by the fact that TAw accuracy

is not improved by LCR, since representational overlap between classes learnt at

different training times is already solved by choosing the correct classifier head

and therefore ignoring classes from other tasks. It is also noticeable how LCR

achieves almost the same inter-class distance in the 10×10 and 50×1 + 10×5 setups,
but without it, the longer 10×10 sequence sees a larger reduction, indicating that

LCR trained representations are most useful for longer and more challenging

sequences.

The remaining reported values give an idea of the difference in distribution

of the feature representations. The mean activation is similar with and without

LCR, but sparsity is consistently higher when using it, and so it is the mean

maximum activation, indicating a distribution with more salient features.

6.3.3 Interference connection pruning ablation

An ablation study for the subnetwork Interference Connection Pruning compo-

nent (Section 6.2.2) is also provided. Table 6.4 shows how for the 50×1 + 10×5
sequence the accuracy with and without SICP is very close, while for the 10×10
sequence, the improvement in stability proves most useful, and obtains a higher

final accuracy. The LIFES algorithm implements this mechanism in order to

prioritise performance in longer sequences and enable scalability.

Interestingly, inter-class distance is higher when SICP is not applied, due to

the cost of interference connection pruning being a reduction in capacity and

plasticity. The results show higher accuracy for newly learnt tasks when SICP

is not used, since their subnetworks have more weights available. However, this

comes at the cost of performance degradation in pre-existing subnetworks.

Finally, it is worth noting how the higher inter-class distance of LIFES without

SICP is even higher than the one for the joint upper-bound. This indicates that

the representations learnt through LCR are even more separable than those learnt
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Tab. 6.3: Results for CIFAR-100 (10×10) and CIFAR-100 (50×1 + 10×5). Accuracies,
forgetting and statistics for the LCR study. Presented as mean (± standard deviation)
across 5 random initialisation seeds.

CIFAR-100 10×10
Approach TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓

Freezing 63.64 (± 0.60) 21.22 (± 0.76) 0.00 (± 0.00) 14.92 (± 0.61)
LIFES w/o LCR 73.43 (±0.58) 28.65 (±0.69) 0.20 (±0.00) 5.80 (±1.38)
LIFES with LCR 73.38 (± 0.68) 31.60 (± 0.33) 0.34 (± 0.10) 7.76 (± 0.85)

Inter-class dist ↑ Mean Max Sparsity AUC

Freezing 0.27 (±0.17) 0.04 (±0.00) 0.54 (±0.06) 4.84 (±0.11)
LIFES w/o LCR 0.37 (±0.15) 0.08 (±0.00) 1.51 (±0.10) 3.90(±0.13)
LIFES with LCR 0.54 (±0.17) 0.08 (±0.01) 3.41 (±0.07) 1.89 (±0.08)

CIFAR-100 50×1 + 10×5
Approach TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓

Freezing 72.04 (±0.58) 38.08 (±0.41) 0.00 (±0.00) 12.04 (±1.43)
LIFES w/o LCR 77.44 (±0.60) 34.64 (±1.47) 0.14 (±0.08) 3.92 (±0.43)
LIFES with LCR 77.80 (±0.39) 42.78 (±0.72) 0.20 (±0.09) 5.64 (±0.59)

Inter-class dist ↑ Mean Max Sparsity AUC

Freezing 0.47 (±0.18) 0.05 (±0.00) 0.81 (±0.03) 3.98 (±0.17)
LIFES w/o LCR 0.44 (±0.15) 0.09 (±0.00) 1.11 (±0.04) 4.90 (±0.16)
LIFES with LCR 0.55 (±0.16) 0.10 (±0.00) 2.25 (±0.11) 2.94 (±0.20)

when training all classes in the same session, but this effect is reduced when SICP

is applied to prevent the aforementioned source of catastrophic forgetting.

6.3.4 Weight standardisation analysis

Weight standardisation limits the solution space of weights to those of mean 0

and std 1, reducing plasticity. In Table 6.5 different combinations of layer freezing

are evaluated, showcasing how applying WS to all layers is detrimental, since it

causes the task-agnostic accuracy of the first task to be preserved at the cost of

having it close to zero for any subsequent tasks. When WS is applied only to the

frozen layers, results show consistent improvement, with higher average TAg Acc,

lower forgetting, and higher inter-class distance. This seems to indicate that, for

layers that are not used to generate task-specific features (due to being frozen),

the representations learnt with the WS constraint incur in less representational

overlap. Consequently, for LIFES, the first three layers are frozen after learning

the first task and WS is applied to them.
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Tab. 6.4: Results for CIFAR-100 (10×10) and CIFAR-100 (50×1 + 10×5).

CIFAR-100 10×10
Approach TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓ Inter-class dist ↑

Joint 83.50 (± 0.41) 56.30 (± 0.33) -0.46 (± 0.36) 5.22 (± 0.19) 0.55 (±0.16)
LIFES w/o SICP 66.56 (± 1.29) 25.70 (± 1.13) 8.12 (± 0.77) 40.78 (± 1.35) 0.73 (±0.18)
LIFES with SICP 73.38 (± 0.68) 31.60 (± 0.33) 0.34 (± 0.10) 7.76 (± 0.85) 0.54 (±0.17)

CIFAR-100 50×1 + 10×5
Approach TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓ Inter-class dist ↑

Joint 79.74 (± 0.55) 54.66 (± 1.10) -0.70 (± 0.20) 0.96 (± 0.45) 0.55 (± 0.16)
LIFES w/o SICP 75.68 (± 0.82) 44.18 (± 0.60) 3.04 (± 0.62) 34.12 (± 0.82) 0.68 (±0.17)
LIFES with SICP 77.80 (±0.39) 42.78 (±0.72) 0.20 (±0.09) 5.64 (±0.59) 0.55 (±0.16)

Tab. 6.5: Results with different weight standardization (WS) configurations for
CIFAR-100 (10×10) and CIFAR-100 (50×1 + 10×5) presented as mean (± standard
deviation) across 5 random seeds.. Frozen describes which layers are frozen or stan-
dardized is indicated with a range of indexes, ”All”, or ”None”.

CIFAR-100 10×10
WS layers Frozen TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓ Inter-class dist ↑

None [1, 3] 67.58 (± 0.49) 27.16 (± 0.40) 0.34 (± 0.17) 9.14 (± 1.07) 0.51 (± 0.18)
[1, 3] [1, 3] 73.38 (± 0.68) 31.60 (± 0.33) 0.34 (± 0.10) 7.76 (± 0.85) 0.54 (±0.17)

CIFAR-100 50×1 + 10×5
WS layers Frozen TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓ Inter-class dist ↑

None [1, 3] 74.64 (± 0.27) 40.36 (± 0.42) 0.34 (± 0.12) 6.56 (± 0.29) 0.36 (±0.16)
[1, 3] [1, 3] 77.80 (±0.39) 42.78 (±0.72) 0.20 (±0.09) 5.64 (±0.59) 0.55 (±0.16)
All [1, 3] 70.44 (± 0.39) 10.90 (± 0.11) 0.12 (± 0.07) 0.12 (± 0.04) 0.36 (±0.16)
None [1] 70.16 (± 0.71) 32.38 (± 1.29) 0.28 (± 0.07) 8.24 (± 1.19) 0.52 (±0.17)
[1, 3] [1] 71.22 (± 0.27) 31.58 (± 1.04) 0.18 (± 0.13) 2.98 (± 0.32) 0.45 (±0.16)
All [1] 65.60 (± 2.77) 13.02 (± 8.64) -0.02 (± 0.12) 0.70 (± 1.40) 0.43 (±0.18)

6.3.5 Capacity Analysis

When studying representation overlap, it is important to take into account the

dimensionality of the representations. It is a well-known fact in High-Dimensional

Computing, that the orthogonality between a set of random representations will

scale with its dimensionality, and decrease the more representations are placed in

its space [207]. Motivated by this observation, this section studies the effect of

changing the dimensionality of the last layer of the feature extractor, projecting

to the original 2048, and also to 1024 and 4096 (see Table 6.6).

Results show how there is a slight improvement in inter-class distance when

dimensionality is increased, but this benefit seems to come from better plasticity,

rather than a reduction in forgetting. Specifically, the improvement comes from

having more capacity available to allocate into the subnetworks, since later tasks

have lower accuracy as the number of non-frozen neurons becomes increasingly

smaller. Therefore, growing network capacity does not show a correlation with

reducing representational overlap. However, it still shows accuracy improvements,

95



Ch.6 Towards scalable algorithms for continual learning

Tab. 6.6: Performance of the method for different dimensionalities of the last layer
for CIFAR-100 (10×10), (50×1 + 10×5), and Tiny Imagenet (50×1 + 15×10) . Last layer
dimensionality indicated besides the name. All other layers remain the same.

CIFAR-100 10×10
Approach TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓ Inter-class dist ↑

LIFES 1024 72.04 (± 0.55) 30.14 (± 0.33) 0.44 (± 0.10) 6.60 (± 0.49) 0.50 (±0.16)
LIFES 2048 73.38 (± 0.68) 31.60 (± 0.33) 0.34 (± 0.10) 7.76 (± 0.85) 0.54 (±0.17)
LIFES 4096 73.46 (± 0.65) 32.52 (± 0.38) 0.22 (± 0.07) 9.40 (± 0.61) 0.55 (±0.17)

CIFAR-100 50×1 + 10×5
Approach TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓ Inter-class dist ↑

LIFES 1024 77.28 (± 0.35) 40.56 (± 0.36) 0.42 (± 0.15) 4.90 (± 0.32) 0.51 (±0.15)
LIFES 2048 77.80 (±0.39) 42.78 (±0.72) 0.20 (±0.09) 5.64 (±0.59) 0.55 (±0.16)
LIFES 4096 78.18 (± 0.64) 45.32 (± 0.35) 0.20 (± 0.09) 7.00 (± 0.46) 0.58 (±0.16)

Tab. 6.7: LIFES performance for different architectures in CIFAR-100 (50×1 +
10×5). Presented as mean (± standard deviation) across 5 random seeds.

Network Parameters TAg Acc ↑ TAg Forg ↓ Inter-class dist ↑

AlexNet 6.5M 42.78 (±0.72) 5.64 (±0.59) 0.55 (±0.16)
AllCNN 5.4M 42.62 (± 1.29) 10.62 (± 1.46) 0.32 (± 0.13)
ResNet20 4.8M 39.98 (±2.48) 6.94 (±0.95) 0.31 (±0.12)

as the capacity of the network is fixed, and it eventually saturates when multiple

subnetworks have been learnt.

6.3.6 LIFES in alternative architectures

In order to test whether the benefits of LIFES are consistent when applying it

to alternative architectures, results were also evaluated for two more networks:

AllCNN [204] and ResNet [20]. As a summary, Table 6.7 presents the performance

of LIFES in each of these networks along with the parameter count, demonstrating

how the method works in different architectures.

LIFES with AllCNN

The fully connected layers in AlexNet architectures account for most of their

parameters. Therefore, it is of interest to test whether the masking strategy

proposed by LIFES behaves in the same way for networks which are fully convo-

lutional and do not depend on densely connected layers.

To test this, the AllCNN architecture was chosen. Specifically, the configu-

ration of Model C from the original article [204] is used, which employs 8 con-

volutional layers as feature extractor and a 1×1 convolutional layer followed by
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Tab. 6.8: Results with the AllCNN network for CIFAR-100 (10×10) and CIFAR-100
(50×1 + 10×5) presented as mean (± standard deviation) across 5 random seeds.

CIFAR-100 10×10
Approach TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓ Inter-class dist ↑

Finetuning 49.08 (± 1.67) 13.76 (± 0.46) 28.94 (± 2.07) 54.98 (± 2.00) 0.26 (± 0.01)
Freezing 56.74 (± 1.88) 17.26 (± 0.93) 0.00 (± 0.00) 7.20 (± 1.55) 0.13 (± 0.01)
Joint 82.68 (± 0.43) 54.90 (± 0.76) 0.28 (± 0.57) 5.52 (± 0.97) 0.37 (± 0.01)

EWC [124] 64.56 (± 2.14) 21.36 (± 2.19) 13.54 (± 1.54) 30.98 (± 3.25) 0.23 (± 0.01)
LWF [129] 42.42 (± 0.99) 13.26 (± 0.29) 35.94 (± 0.80) 57.88 (± 2.86) 0.12 (± 0.01)
FeTrIL [146] 51.26 (± 2.30) 18.28 (± 1.46) 0.60 (± 0.44) 19.00 (± 0.61) 0.13 (± 0.01)
HAT [156] 66.46 (± 1.02) N/A 0.00 (± 0.00) N/A N/A
LIFES (Ours) 65.30 (± 1.78) 24.98 (± 0.69) 3.08 (± 0.56) 13.78 (± 1.21) 0.21 (± 0.01)

CIFAR-100 50×1 + 10×5
Approach TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓ Inter-class dist ↑

Finetuning 58.44 (± 2.15) 22.34 (± 1.26) 19.84 (± 1.43) 37.12 (± 2.72) 0.27 (± 0.01)
Freezing 72.40 (± 1.06) 34.74 (± 1.68) 0.00 (± 0.00) 6.94 (± 1.18) 0.22 (± 0.01)
Joint 78.34 (± 0.67) 54.14 (± 1.16) 0.40 (± 0.71) 2.80 (± 0.98) 0.33 (± 0.01)

EWC [124] 69.52 (± 0.84) 26.00 (± 0.83) 6.52 (± 0.79) 12.82 (± 1.92) 0.26 (± 0.01)
LWF [129] 60.14 (± 1.19) 26.42 (± 0.49) 22.14 (± 0.84) 42.72 (± 2.96) 0.16 (± 0.01)
FeTrIL [146] 67.86 (± 0.89) 37.68 (± 1.39) 0.64 (± 0.50) 16.50 (± 0.71) 0.23 (± 0.01)
HAT [156] 54.20 (± 3.86) N/A 0.00 (± 0.00) N/A N/A
LIFES (Ours) 77.06 (± 0.58) 42.62 (± 1.29) 2.66 (± 0.73) 10.62 (± 1.46) 0.32 (± 0.01)

global pooling as classification layer. To make comparisons fairer, the width of

the feature extraction layers was doubled with respect to the dimensionality de-

fined in [204]. This creates a 5.4M parameter network, which is closer to the 6.5M

parameters of the AlexNet used for the other experiments.

Table 6.8 presents the results with AllCNN, which are consistent with those

obtained with AlexNet in Table 6.2, and considerably close in average accuracy.

The most notable differences are LIFES in the 10×10 sequence, where it is 7%

more accurate with AlexNet than AllCNN, and LWF in the 50×1 + 10×5 sequence,
where it is 9% more accurate with AllCNN than AlexNet. Apart from that,

the inter-class distance is lower for all methods with AllCNN, probably due to

the lower dimensionality of its last feature extraction layer (384 compared to

AlexNet’s 2048).

LIFES with ResNets

When designing neural network architectures, it is a well known fact that resid-

ual connections are necessary to ease the training of deep feed-forward structures,

and therefore they have become the common denominator among deep network

architectures [23, 35, 46, 164]. These connections reformulate the problem to

learning residual mappings by adding a skip path that sums the input of a block

of layers to its ouptut. This makes it easier for the learning algorithm to build
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identity mappings and prevent depth induced accuracy degradation [20]. Later

work [41] has proven that, in order for residual networks to be effective, either

Batch Normalisation (BN) [40] or alternative strategies which replicate its bene-

fits (weight standardisation) are necessary. This is because BN makes the contri-

bution of the residual path increasingly smaller through depth compared to the

skip path at initialisation. This makes the network effectively shallow at earlier

training stages, and allows it to give deeper layers increasingly more influence by

increasing the variance in the weights as training goes on. Additionally, it also

neutralizes the mean shift activation caused by ReLU, increases the maximum

affordable learning rate and acts as an implicit regularizer.

When using these architectures in incremental learning without task-id, imple-

menting strategies such as BN or the WS proposed in NF-ResNets [208] becomes

a challenge due to the changes in data distribution. In the case of BN, activation

statistics will be updated for the most recent task, degrading the performance on

older distributions in the style of weight overwriting. This issue has less of an

impact in task-aware methods, where the task-id is available and used to choose

the statistics for the current task [158]. Even when ignored, in task-aware pa-

rameter isolation, masks are not active concurrently, neurons will be active only

in their relevant tasks, therefore having more consistent statistics.

To address this issue, the main idea from NF-ResNets is adopted, and WS is

adapted to the proposed incremental learning scenario. This is done as explained

in the WS experiments (Section 6.2.3). To make the comparison fairer with

respect to the AlexNet architectures, a wider NF-ResNet20 is tested, which uses

a width multiplicative factor of k = 4. The number of parameters is then 4.3M

compared to the 6.5M of the AlexNet used for the rest of experiments.

Results show how, consistent with the analysis done in Sec. 4.4, WS reduces

plasticity 6.9. Therefore, task-agnostic accuracy when all layers are standardized

is very low, and only the first task achieves high accuracy. Therefore, performance

when reducing the number of WS layers was tested. Eliminating standarisation

caused unstable training, due to the ResNet’s need for WS or BN (as previously

explained). In such conditions, the optimizer struggled to find good weight con-

figurations and often caused forgetting due to exploding gradients.

To solve the limitation in plasticity when using WS, a fully-connected layer

of 2048 units is added after the convolutional feature extractor. This expanded

network has 4.9M parameters and achieves competitive accuracy, since it now has

now enough plasticity. Additionally, for this network, it can be seen how freez-

ing the convolutional layers reduces plasticity along with forgetting, achieving a
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better balance for this setup and therefore higher average accuracy.

These experiments highlight the challenge of adapting normalisation or stan-

dardisation in ResNet architectures to task-agnostic parameter isolation. First,

WS needs to be adapted to incremental learning (as defined in Section 6.2.3)

in order to prevent forgetting. Then, the remaining challenge is the limit WS

imposes on plasticity, which in this work is compensated by means of an addi-

tional fully-connected layer. Looking forward, it is of interest to find alternative

solutions that circumvent this limitation, as adding extra layers is arguably a

sub-optimal solution.

Additionally, Table 6.9 also reports the accuracy obtained with the expanded

NF-ResNet20 and other methods, including the three baselines: Finetuning,

Freezing, and Joint. These results allow to contextualize how the accuracy for

LIFES is still competitive but the aforementioned effect of WS on plasticity lim-

its the benefit of using ResNet. Other approaches such as LWF and FeTrIL

demonstrated a greater improvement with the architecture change, with FeTrIL

obtaining the highest accuracy in the (50×1 + 10×5) setup. These results are to

be expected, as the WS challenge does not apply when the backbone is frozen,

and the higher number of classes in the first task favours its freezing strategy.

Regarding LWF, with the NF-ResNet there was a great reduction in its amount

of forgetting compared to when it was used in other architectures. This seems

to indicate that the plasticity reduction of WS provided the necessary stability

to this method, while the additional FC layer provided enough plasticity. Addi-

tionally, it is also possible that part of the benefit is due to ResNet architectures

being more suited for the knowledge distillation approach.

Apart from that, it is also interesting how Finetuning improved performance

with this network. A hypothesis is that the limitation in plasticity caused by WS

promoted, again, more stability, making this approach, which does not implement

any CF prevention, find a better stability-plasticity balance.

6.4 Conclusions

This chapter presented a method which allows to expand parameter isolation

from task-aware to task-agnostic IL without the use of rehearsal. By referring

to the CF definition previously proposed in this thesis, the study clarified how

this new task-agnostic paradigm prevents weight overwriting, but can suffer from

representation overlap and weight interference. Therefore, solutions to alleviate

their effect were proposed. SICP reduced weight interference, while LCR and WS
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Tab. 6.9: Results for LIFES with NF-ResNet in CIFAR-100 (50×1 + 10×5). Additional
methods also reported for reference. NF-ResNet20 uses a wider architecture of k = 4.
One extra FC layer is added when indicated in the network column. Frozen stands
for frozen layers. Which layers are frozen or standardized is indicated with a range of
indexes or ”All”.

Approach Network WS layers Frozen TAw Acc ↑ TAg Acc ↑ TAw Forg ↓ TAg Forg ↓

LIFES NF-ResNet20 All [1,14] 67.53 (± 2.74) 13.78 (± 0.60) 9.08 (± 2.72) 1.00 (± 0.34)
LIFES NF-ResNet20 [1,18] [1,14] 8.96 (± 0.23) 1.76 (± 0.23) 14.06 (± 1.12) 15.68 (± 1.38)
LIFES NF-ResNet20 + FC All [1,14] 74.48 (± 0.47) 34.98 (± 2.77) 4.78 (± 0.73) 13.98 (± 4.42)
LIFES NF-ResNet20 + FC All [1,20] 78.98 (± 0.43) 39.08 (± 0.54) 0.35 (± 0.21) 5.95 (± 0.69)

Finetuning NF-ResNet20 + FC All None 74.74 (± 0.65) 27.38 (± 1.90) 10.68 (± 0.77) 23.20 (± 3.62)
Freezing NF-ResNet20 + FC All [1,20] 78.94 (± 0.29) 26.06 (± 0.75) 0.00 (± 0.00) 1.08 (± 0.29)
Joint NF-ResNet20 + FC All None 85.26 (± 0.43) 64.52 (± 0.79) -0.50 (± 0.36) 3.60 (± 0.75)
HAT [156] NF-ResNet20 + FC All None 65.66 (± 0.62) N/A 0.0 (± 0.00) N/A
EWC [124] NF-ResNet20 + FC All None 75.86 (± 0.98) 23.72 (± 2.18) 9.30 (± 1.22) 17.26 (± 5.22)
LWF [129] NF-ResNet20 + FC All None 78.74 (± 0.91) 38.42 (± 3.52) 0.48 (± 0.25) 5.14 (± 2.13)
FeTrIL [146] NF-ResNet20 + FC All [1,20] 75.84 (± 0.24) 48.30 (± 0.50) 1.56 (± 0.22) 20.98 (± 0.31)

were proven to alleviate representational overlap. Specifically, LCR showed in

some cases even higher inter-class distance than the joint training upper bound,

making it a promising stand-alone component which could be added to other

methods to reduce representational overlap.

Competitive results were obtained, surpassing the performance of the refer-

ence task-agnostic approaches is several setups. This proves that the concurrent

deployment of subnetworks can be a way forward as long as the relevant CF com-

ponents are addressed. Moreover, it demonstrates how LIFES can serve as an

alternative to current IL approaches when minimal requirements are needed.

Further improvement can be achieved by addressing the class-energy imbal-

ance problem in the classifier layer, something that was out of the scope for

this work, but has been addressed by complementary approaches such as [209].

Additionally, another way forward is the extrapolation of the method to larger ar-

chitectures. ResNets were analysed for this purpose, demonstrating the challenge

imposed by task-agnostic normalisation / standardisation. Despite finding a so-

lution through the addition of an additional layer, it is most likely a sub-optimal

workaround, as the plasticity of the network is still limited in the convolutional

layers. Solutions enabling better plasticity or the use of a different network are

of interest for the future.

Finally,as previously discussed, the capacity of LIFES for reducing the prob-

lem to selection of a classifier head is arguably a promising starting point for

future approaches. An algorithm working with the classifier head information,

such as out of distribution detection algorithms, can potentially fulfil this role.
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Chapter 7

Conclusions

Feature extraction is at the core of Artificial Intelligence, defining the way in

which AI algorithms build representations that allow them to perceive the world.

As it was previously argued, this defines the limits of what these AI systems can

achieve, therefore making it a topic of major relevance. As seen through the liter-

ature review, the feature extraction processes in state of the art machine learning

achieve impressive results, but are still far from perfect. Therefore, this thesis

aimed at identifying aspects of feature extraction which require further develop-

ment in the path towards a fully automated future with ubiquitous AI. With this

target in mind, the work was focused on the efficiency of visual feature extrac-

tion and the capacity for continuously learning new features without catastrophic

forgetting. The former is necessary for deploying larger systems at the edge and

democratizing AI. The latter is critical for deployed systems which need to adapt

to new scenarios, and to make training with increasingly large bodies of data a

feasible feat in the path to AGI.

To argue that such improvements are attainable, biological intelligence was

used as reference, given that, compared to artificial systems, real brains demon-

strates superior energy efficiency and capacity for continual learning. Following

this line of thought, the first two contribution chapters took on the neuromorphic

computing approach, making use of Spiking Neural Networks in order to achieve

more efficient ANN implementations.

When using SNNs, a major concern is often the lower accuracy they achieve

compared to conventional deep learning. This is caused by the implicit limi-

tations in spiking computations (Section 2.2.4), but also by the lack of more

advanced network architectures. Hence, Chapter 4 targeted this problem, focus-

ing in the development of better residual architectures for SNN, and contributing

with both, a novel study on residual connections and a new network configura-
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tion that achieved state of the art results at the time of publication. After the

publication of this work, later developments confirmed how this is indeed a topic

of interest for the community, as many works kept pursuing this same objective.

Finally, from the contribution in Chapter 4, it is also relevant how it analysed the

requirements of different types of residual connections in terms of computing and

hardware. This analysis is often omitted in SNN publications when the proposed

algorithms are not tested in neuromorphic hardware. Nevertheless, providing this

information is of great importance to ensure usability in future neuromorphic im-

plementations, and to guide future hardware developments.

To make SNNs a solution towards efficient feature extraction, not only it

is needed to optimise their accuracy, but also to understand the full scope of

their properties, which can be then exploited to gain further benefits. Chapter 5

addressed this topic by demonstrating how SNNs have an inherent capacity for

the extraction of temporal features, even without recurrent connections, enabling

the design of architectures with less parameters. The work discussed how SNNs

achieve this through integration of data over time in their membranes, and it

demonstrated how they can calculate both, time-dependent and time-invariant

temporal features (Section 5.4.2). The distinction between these two types of

features is often ignored when analysing temporal tasks, but it is relevant in

order to properly asses the capacity of a system for temporal processing. Time-

dependent features were equated to the creation of time-stamps, which requires

the quantification of time passed between events. Time-invariant features, on the

contrary, require to detect sequences of events independently of their location in

time, the same way convolutions are translation invariant in space. To evaluate

these capacities in a neuromorphic vision dataset, it was necessary to create a new

task, as preexisting ones did not allow for this analysis (Section 5.2.1). Hence,

the gap was filled with the creation of DVS-GC. This novel task has been publicly

released and can be used by researchers to asses the capacity of their systems for

spatio-temporal feature extraction in an event-based scenario.

Furthermore, the work in Chapter 5 also studied the effect of the leak factor in

the proposed task. Results demonstrated that this leakage is critical when spiking

neurons are implemented with reset by subtraction, as they retain voltage after

spiking. Interestingly, it also showed how an SNNs can extract the aforementioned

temporal features without using leak, as the reset to zero strategy paired with IF

neurons achieved high performance in DVS-GC. Still, this does not imply that

other tasks different from DVS-GC might not leverage the leak factor for their

temporal feature extraction. The requirements to solve DVS-GC intersect with a
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wide range of temporal tasks, that need to understand the order in which events

happen. However, it does not represent all of them. For example, alternative tasks

might implement delays between the relevant events, while in DVS-GC, when one

finishes the following one starts. Alternatively, actions could be displayed with

varying speeds, which might create a requirement for variable integration times in

the neurons. Studying the implications of these modified scenarios is of interest

for the future, and will complement the conclusions extracted in this chapter.

For this purpose, other tasks can be defined, or modifications of DVS-GC can be

proposed.

Following the work with SNNs, Chapter 6 switched the focus to continual

learning. As discussed, this is also a core need for future AI systems, which not

only need to extract features accurately and efficiently, but also need to do it in

natural environments, where data is not presented as an i.i.d. distribution, and

the system needs to learn from new information while retaining the relevant old

knowledge. For its experiments, this chapter made use of conventional ANNs, as

opposed to the previous two. This allowed to make results comparable to other

works in continual learning, which also use non-spiking ANNs. Additionally,

it made image classification training much faster, as SNNs still need to process

images through time, requiring more expensive training algorithms such as BPTT.

Training speed was a relevant factor, as the larger volume of experimental results

allowed for more robust and well-proven conclusions. Nevertheless, continual

learning methods, including the one developed in this thesis, can in principle

be applied to either conventional ANNs or SNNs, the same way many other

training algorithms are applied seamlessly to any neuron model, such as loss

regularisations like weight decay [62, 210], or fine-tuning (Section 4.3).

The approach followed to design the novel continual learning algorithm started

from the requirements of the method. Future systems must not depend on having

an external input that indicates which task they are solving, neither can they rely

on collecting examples of all previously seen distributions. Therefore, a system

without these requirements was defined. Given that the brain can be seen as

a modular system with specialised sub-networks, it is an attractive approach to

base artificial algorithms in this same principle. The proposed LIFES algorithm

instantiated this sub-network approach, executing all of them concurrently. This

allowed to study what happens in such scenario, and to judge whether it can be

a way forward for continual learning. The work proposed a novel definition of

the causes of catastrophic forgetting (Section 3.1), which allowed to identify how

concurrent sub-network deployment suffers from weight interference and repre-
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sentational overlap. Then, the LIFES algorithm was designed to alleviate this

two causes of CF, through SICP, WS and LCR, making concurrent sub-networks

a viable approach which demonstrated competitive performance in multiple in-

cremental learning setups. Additionally, the effect of LCR in inter-class distance

was noteworthy, making it a viable stand-alone regularisation for the reduction

of representational overlap, which other methods can incorporate.

Overall, this thesis presented a set of contributions towards visual feature

extraction, striving for efficiency, accuracy and learning adaptability to natural

environments. In the short term, these contributions enable the design of more

efficient, accurate and adaptable systems. In the greater journey towards ubiqui-

tous AI and AGI, these represent just tiny incremental steps in specific research

directions. Some of these research directions might be superseded and aban-

doned, while others may become vital parts of the path towards higher artificial

intelligence. Regardless of the future, all research directions will have their value,

as exploration is necessary to find what works and what does not. Hence it is the

author’s hope that the steps taken in this thesis will contribute to this mission

and prove useful for future research.

7.1 Future work

Following the novel SNN architecture presented in Chapter 4, the energy effi-

ciency of the S-ResNet was demonstrated in a later publication [52] by imple-

menting a version of it in a Loihi [211] neuromorphic chip. Still, further testing

on neuromorphic hardware is of interest for future work, as only one of the pro-

posed residual connections was tested in the aforementioned work. Therefore,

an efficiency comparison between the three types of residual connections would

be valuable. Additionally, the requirements for S2S and V2V implementations

are better suited for later neuromorphic chips such as Loihi 2 [165], hence an

implementation on it is also of interest.

Regarding the work presented in Chapter 5, as previously discussed, DVS-GC

defines a task with a specific set of properties. Expanding DVS-GC to create

alternative tasks, such as one implementing delays between gestures or including

actions with varying speeds, is a promising direction to contribute to this line of

research. Doing so would allow to create new scenarios where certain components

of SNNs, such as the leak factor, might have a different role. Therefore, an

expanded DVS-GC would contribute to extracting additional conclusions on the

capacity of SNNs for spatio-temporal feature extraction, and the role of their
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components.

Finally, Chapter 6 proposed the novel LIFES algorithm, and discussed how

this new approach has potential to be further improved. A promising way for-

ward is to combine it with other CL approaches tackling class-energy imbalance,

as LIFES only works on the feature extraction process and this CF cause is found

in the classifier weights. Alternatively, it was also proposed to combine LIFES

with an algorithm for classifier head selection, as task-aware accuracy suffered

almost no forgetting. Finally, its application to deeper networks is also a major

necessity for future work, as the proposed solution for NF-ResNets was proven to

constrain plasticity, and therefore alternative solutions with improved plasticity

or alternative architectures are needed. In conclusion, the approach can be seen

as the first instantiation of a new class of parameter isolation approaches, which

have minimal requirements, while further work has the potential to push the per-

formance of this new paradigm to higher levels. Such performance improvements

are necessary in the AI roadmap: LIFES perform well enough to replace existing

task-agnostic approaches in the tested setups, but life-long learning requires much

higher robustness to forgetting, as this is the first step towards truly adaptable

AI.
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