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Abstract

Crystal nucleation is a key event in the process of crystallization and is important in a number

of processes in the pharmaceutical industry. Nucleation kinetics impact the crystal quality at-

tributes of the product of a crystallization process. For example, increased crystal nucleation

rate can lead to a smaller particle size distribution or increase the likelihood of presence of im-

purities or inclusions. A greater understanding of the fundamental principles underlying crystal

nucleation allows for the development of better processes and tools for controlling this important

element of crystallization.

The aim of this work was to study nucleation kinetics in pH-shift crystallization of the amino

acid DL-phenylalanine (a model compound) through data generated from isothermal induction

time experiments in small scale agitated vials and in a novel microfluidic device. The objectives

were to gain a detailed understanding of the model system, to accurately determine solubility and

supersaturation, collect nucleation rate data in the model system using an established method-

ology based on the Crystal16 multiple reactor system, develop a novel microfluidic device for

collecting nucleation rate data and finally, to compare the nucleation rate data collected from

the established and novel techniques.
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In order to work in this complex system, a model was developed using MATLAB for predicting

the pH and supersaturation from the solution composition and the dissociation constants for

each component and applying the Davies extension of Debye-Huckel theory. This model was

vital for designing experiments as it was not always possible to directly measure solution pH.

Nucleation rates were estimated by fitting induction time data collected isothermally, under

relevant conditions, to a cumulative probability distribution.

A microfluidic device was developed as a tool for induction time determination in a pH-

shift crystallization system. The nucleation rates determined with this new technique were

compared with data collected through a previously established methodology utilizing the Crystal

16 multiple reactor system. We report that nucleation in the microfluidic system behaves in a

similar manner to other non-agitated systems with different regimes of nucleation kinetics: a non-

nucleating regime, a slowly nucleating regime and a fast nucleating regime. As such, this type

of data is best fitted to a double exponential curve. This behaviour is not yet fully understood,

as agitated systems generally show a single nucleation regime, where induction time data can

be fitted by a simple exponential curve. Therefore, it is not straightforward to directly compare

nucleation rate obtained under agitated and non-agitated conditions. The microfluidic device

presented can be used for non-agitated nucleation rate studies, however, further refinement of

the design could improve control of crystallization conditions and extend its operational capacity

and range.
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Chapter 1

Introduction

1.1 Motivation

Crystallization is the process by which a new ordered solid phase is generated from a dissolved

or disordered state. The molecules in a crystalline material are highly organised, comprising of

a consistent, 3-dimensional structure organised around the crystal unit cell[1]. Crystallization

plays a significant role in a variety of biological, environmental, and industrial processes. For

instance, in geology, it is essential for the formation of minerals[2]. The process of water vapor

turning into ice in the atmosphere is also a form of crystallization [3]. Moreover, in the field of

medicine, ailments such as gall stones[4] and cataracts[5] can occur as a result of crystallization.

Within the pharmaceutical industry, crystallization holds great importance. It enables the

production of highly pure and stable materials. Furthermore, advancements in understanding

the crystallization process allow for process customization to achieve specific crystal quality

attributes. The significance of crystallization is further emphasized by the fact that over 80% of

pharmaceutical products contain a crystalline active pharmaceutical ingredient (API) [6].
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Supersaturation is the state in which a solution contains more solute than the equilibrium

solubility would allow under normal conditions. This is the key driving force for crystallization.

Among the many techniques used to generate supersaturation for driving crystallization, pH-

shift is one of the least commonly investigated and also among the least understood. Challenges

related to determination of the supersaturation of a pH-shifted solution and the tight control

required to achieve desired pH values make such systems challenging to work in. Studying crys-

tallization kinetics in such a system can be done using cooling induced supersaturation at set pH

values. While work has been published determining metastable zone width in an electrochem-

ically induced, pH-shift system[7], a methodology for quantitatively measuring nucleation rate

directly within a mixing-induced pH-shift crystallization has not previously been reported.

Microfluidic technology provides new tools for scientific investigation of crystallization pro-

cesses. The ability to conduct hundreds of tightly controlled experiments simultaneously gives

the opportunity to observe crystallization phenomena in a new and detailed way that is not

accessible through traditional experimentation [8]. Crystal nucleation kinetics are a key phe-

nomenon in the crystallization process and, yet, the quantitative understanding of nucleation

is limited. Using microfluidics to study nucleation kinetics presents an exciting opportunity to

gain new insight into this complex fundamental area. The application of microfluidics to pH-shift

crystallization for the study of nucleation kinetics has not been previously reported.

1.2 Aims and Objectives

This work aims to develop new methodologies for the quantification of crystal nucleation rates

utilizing microfluidic devices to study pH-shift crystallization. pH shift crystallization was chosen

as a model system for study due to the importance of such systems in an industrial context and
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the challenges of pH control, prediction and resultant crystallization process design.

In order to achieve this it is necessary to develop predictive tools for quantifying the solu-

bility and supersaturation of solutions. Utilizing the dependence of solubility on pH to control

crystallization presents a complex problem. Supersaturation, a commonly used approximation

of the driving force of crystallization, is dependent on both solubility and solution species distri-

bution, which changes as the pH changes. Chapter 3 aims to develop a model for predicting a

solution’s pH and speciation, without requiring direct measurement, from solution composition

information, utilizing pKa as a semi-empirical fitting parameter. The model will be validated

with experimentally collected pH and solubility data.

The objective of Chapter 4 is to gain reference data for nucleation kinetics with an estab-

lished methodology. Probability distributions of induction times obtained using cooling induced

supersaturation will be used to calculate nucleation rates for DL-phenylalanine at different pH

values. Using the Crystal16 Multiple Reactor System, the metastable zone will be charted in

detail through a set pH range, establishing the metastable zone limit and the region by which

nucleation rates can be gathered using this method.

Chapter 5 seeks to develop a microfluidic device for the collection of nucleation rate data. The

device will mix high pH solution and low pH solution in situ to form 1̃ nl droplets before storing

for observation of onset of crystal nucleation.

Chapter 6 will utilize the microfluidic device developed to acquire induction times obtained

using mixing induced supersaturation. These will be used to calculate nucleation rate data

which will be analyzed and compared with the data obtained from agitated vial experiments at

corresponding pH values (chapter 4).
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Chapter 2

Background

2.1 Crystallization Overview

2.1.1 What is Crystallization?

Crystallization is a widely used industrial process for phase separation of solid from liquid.

It is utilised in the manufacture of many modern products from simple table salt to the fine

chemicals used in the pharmaceutical industry. Crystallization is largely used as a purification

process, resulting in near pure, crystalline product through the processes of crystal nucleation,

growth and agglomeration [9].

2.1.2 Crystallization Driving Force

The crystal driving force is a widely discussed topic in various academic resources [9][10]. Crys-

tallisation is the phase separation of a solid crystalline material from a solution of solvent and

dissolved material. For such a solution to be stable it must reside in the state of lowest Gibbs

free energy. At equilibrium the free energy of the solution µ must be equal to the free energy of

the solution when saturated with respect to the crystal solid phase µ∗. Therefore, the driving
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force of crystallisation can be described as the difference in the chemical potential of µ and µ∗.

∆µ = µ− µ∗ (2.1)

When a solution is saturated, ∆µ is zero and therefore the solution is stable. If the solution

has a lower concentration than saturation the difference in chemical potential is negative and

dissolution can occur from the solid into the liquid phase. Conversely, when the concentration

of solution is greater than saturation, the potential difference is positive, allowing crystallisation

to occur. The chemical potential for a solution can be calculated from the standard potential,

µ0, the activity, a, of the solution (or a∗ for the saturated solution), the universal gas constant

and the absolute temperature, T :

µ = µ0 +RT ln(a) (2.2)

µ∗ = µ0 +RT ln(a∗) (2.3)

Combining equations 2 and 3 gives the dimensionless fundamental driving force of crystallisation:

∆µ

RT
= ln

( a

a∗

)
= ln(S) (2.4)

Where S is the supersaturation of the solution.

S = exp

(
∆µ

RT

)
(2.5)

While activity is the fundamental driver of crystallization, it is often approximated with concen-

tration. Therefore, the difference in concentration, ∆C, between the solution concentration, C,
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and the saturation concentration, C∗, is used to describe the driving force.

∆C = C − C∗ (2.6)

As a result, the supersaturation, S, which is determined from the concentration of the solution

and the saturation concentration (Eq. 2.7) can also be used to represent the crystal driving force.

S =
C

C∗ (2.7)

Rather than by S, the driving force of the solution is often alternatively quantified by the relative

supersaturation, σ[11]:

σ = S − 1 (2.8)

2.1.3 Solubility and Supersaturation

The solubility of a crystalline compound is an essential factor in the design of crystallization

processes. Solid-liquid equilibrium occurs when a compound which is in the solid state is in

contact with a solution of that compound which is saturated with respect to the solid phase, i.e.

the solution concentration is equal to the solid phase solubility at given conditions. The nature

of this equilibrium is determined by numerous factors including most significantly: temperature

and solvent composition.

The solubility of a compound varies depending on the solvent used. Water is often a pre-

ferred solvent due to its ubiquity and its ability to dissolve a large number of different chemical

compounds. Organic solvents frequently used include lower alcohols, ketones, esters and light

alkanes, among others. Mixed solvents can be used to produce different effects on the crystal-

lization process and crystal product quality attributes, most notably, changes in solubility.
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The Van’t Hoff equation is used to describe the relationship between mole fraction solubility

at certain temperature T (Eq. 8)

lnx =
∆H

R

(
1

Tm
− 1

T

)
(2.9)

The Van’t Hoff equation describes ideal solubility behaviour through the heat of fusion ∆H and

the melting temperature Tm. When used with a small range of temperatures, this equation can

be used empirically by fitting ∆H and Tm. However, the non-ideality of the system causes fitted

values to deviate from the actual heat of fusion and melting temperature leading to poor fits at

larger temperature ranges[10].

In the context of crystallization, solubility can be easily described through the use of a phase

diagram for a given solute - solvent system (Figure 2.1). Below the binodal, or solubility line

Figure 2.1: Example phase diagram showing the binodal or solubility line between undersaturated
and supersaturated, the dashed line representing the metastable zone limit, and the dotted line
representing the spinodal line.
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solutions accept more solute and no crystallization will occur. Solutions in the metastable region

are supersaturated but the driving force is insufficient to immediately overcome the energy barrier

to form nuclei. Given enough time, nuclei will form and growth will occur, returning the solution

to thermodynamic equilibrium at the binodal. Within the labile zone nucleation is immediate

and this line represents the upper limit of the metastable zone. Above the spinodal line, the

system is thermodynamically unstable and spinodal decomposition occurs here, however, this

is unlikely to occur in cooling crystallization systems of small molecules before nucleation and

growth occurs, although it is more common in anti-solvent systems, where it leads to oiling out

by liquid-liquid phase decomposition.
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2.1.4 Supersaturation generation

Supersaturation is an effective approximation for the crystal driving force. Generating supersat-

uration is essential to any crystallization process and there are various techniques for doing this.

Figure 2.2: Example phase diagram showing the generation of supersaturation by cooling. (a)
represents the initial solution composition and temperature. (b) is the cooled solution which is
supersaturated. (c) is the final equilibrium solution composition and the solubility at the lower
temperature.

Cooling crystallization, used in systems where the solubility has a large degree of dependence

on temperature, is one of the most common techniques for generating supersaturation. A solution

which is saturated or near saturated at high temperature (Figure 2.2 (a)) and cooling to a lower

temperature where the solution concentration is now greater than the solubility (Figure 2.2 (b)).

This method is not effective in solute - solvent systems where solubility is not strongly related

to temperature. In such systems an alternative method that is commonly used is evaporative
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crystallization. In this type of system the solvent is removed from the solution by evapora-

tion, causing an increase in the solution concentration, eventually exceeding the solubility and

generating supersaturation (Figure 2.3).

Figure 2.3: Example phase diagram showing the generation of supersaturation by evaporation.
(a) represents the initial solution composition. (b) is the supersaturated solution after solvent has
evaporated at which point nucleation or seeding occurs. (c) is the original solution concentration,
however, at a lower volume of solvent and lower mass of solute which has been removed as
crystallized product.

Antisolvent crystallization (Figure 2.4) is commonly used for generating supersaturation, re-

lying on the difference of solubilities of a compound in different solvent. A solvent with much

lower solubility than another can be treated as an antisolvent. By adding a miscible antisolvent

to a saturated solution the effective solubility of the system is reduced, generating supersatura-

tion. However, the addition of more solvent to a solution dilutes the solvent, creating a slightly

more complex system where dilution must be taken into account. Antisolvent crystallization is

only viable where the difference in solubility at a given antisolvent fraction is greater than the
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decrease in concentration due to dilution.

Figure 2.4: Example phase diagram showing the generation of supersaturation by antisolvent
addition. As antisolvent fraction increases the solubility decreases (although, in some systems,
a small amount of antisolvent can enhance solubility). (a) represents the initial solution compo-
sition at 100% solvent. (b) is the supersaturated solution after antisolvent has been added, at
which point nucleation or seeding occurs. Dilution is seen by the decrease in concentration. (c)
is the final solution concentration after crystallization is complete.

Another, relevant method for generating supersaturation is reactive crystallization. Reactive

crystallization is where the progress of a chemical reaction changes the conditions in a solution

that leads to the generation of supersaturation and the precipitation of crystals. One example

of this is pH-shift crystallization (Figure 2.5). For solutes that are weak acids or bases their

molecules become more dissociated as the pH of the solution reaches the extremities of the range

(see section 3.3.3). The neutral species will have the lowest solubility and dissociated ions will

have a much greater aqueous solubility[12]. If such a solution of dissociated ions is brought to

neutral pH via a neutralization reaction the dissociated ions will be forced to associate forming

either the neutral species, which will then be supersaturated, or form a salt which may be less

11



soluble than the free ions.

Figure 2.5: Example phase diagram showing crystallization by pH shift. In the example given
the solute would be a weak acid, contributing H+ ions to the solution. (a) represents the initial
solution composition high pH, high dissociation of the solute and therefore, high solubility. (b) is
the supersaturated solution after the addition of neutralizing agent. At this point nucleation or
seeding occurs. After crystallization the solute is removed from the solution, removing H+ ions
and causing pH to increase. The final solution concentration is observed at (c) after crystallization
is complete at a higher pH than crystallization originally occurred.

The practical application of this type of crystallization can behave in a manner similar to anti-

solvent crystallization. In order to cause the pH change that initiates crystallization, a reactant,

a neutralizing agent must be added to the solution, causing dilution. In addition to this, there is

an added complication when crystallization occurs. Crystallization leads to the removal of solute

from the system. That solute in solution is potentially contributing or removing hydrogen ions

from the solution. The removal of said solute will cause the pH to change relative to the pH at

the point of crystallization which in turn affects the solubility. This creates a complex system

where the resulting pH needs to be measured or predicted using suitable solution equilibrium
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models.

2.2 Nucleation

Nucleation is the formation of new crystalline particles from a supersaturated solution. It has

key effects on various crystal product quality attributes including polymorphism and particle size

distribution[13]. Polymorphism is the structure in which the crystal molecules align themselves

and is primarily determined at the point of nucleation. Particle size distribution can be affected

by nucleation rate as a a large nucleation rate will dominate any growth and will lead to a

larger number of smaller particles, while slower nucleation will lead to fewer, larger particles.

The nucleation of new crystals is divided into two categories: primary and secondary. Primary

nucleation occurs in the absence of crystalline material of a given substance and is the main

focus of this work. It is defined as the moment of phase separation of a new solid phase from a

liquid solution. It is stochastic and spontaneous but relies on sufficient driving force to overcome

nucleation energy barriers. Primary nucleation can occur as heterogeneous or homogeneous

nucleation. Heterogeneous nucleation occurs at foreign surfaces, particles and interfaces within a

solution. These sites reduce the energy barrier to nucleation. Homogeneous nucleation occurs in

the bulk of the supersaturated solution (Figure 2.6). Secondary nucleation only occurs if parent

or seed crystals are present in the solution. This can happen once initial crystals have been

formed by primary nucleation or through the addition of seed crystals.

2.2.1 Primary Nucleation

There are many theories as to how primary nucleation occurs: the classical nucleation theory

(CNT) being the most prominent. CNT is the common framework under which the nucleation

mechanism is understood. It posits that through random fluctuations within a solution, pre-
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Figure 2.6: The left image displays homogeneous nucleation occuring in the bulk of a solution.
The right features heterogeneous nucleation with a reduced surface area in contact with the
surrounding solution of a nucleus forming on a surface.

nucleation crystalline clusters form. If a cluster is of a sufficiently large size to overcome the

energy barrier to nucleation it will form a nucleus and grow into a crystal. If a cluster does

not meet this critical size, it will be more favourable to return to the solution. The two-step

mechanism of nucleation[14] is an example of a non-classical nucleation theory. It theorises that

nucleation occurs in two steps, the formation of a dense droplet of metastable liquid within the

solution. The molecules within the droplet then become ordered which produces the crystal

nucleus.

2.2.2 Classical Nucleation Theory

The classical nucleation theory is well described in numerous textbooks[1][10]. According to this

theory molecules within the bulk solution spontaneously begin to cluster together. Indeed, even

within a solution at equilibrium the molecules will cluster together through random fluctuations

of density. The theory postulates that clusters that exceed a certain critical size will form into a

nucleus, while clusters below that size will dissolve back into solution. The formation of a cluster

of molecules in the new phase requires a change in free energy, ∆G. This is given by the sum of
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Figure 2.7: The free energy associated with the formation of a new critical nucleus as cluster
size increases.

two terms: the free energy gained by the transfer of molecules out of the supersaturated phase

into a new phase (−n∆µ ) and the free energy required to form a new interface between the new

particle and the mother liquor (θ). This is expressed by:

∆G = −n∆µ+ θ (2.10)

where n is the number of molecules in a cluster. Alternatively expressed as:

∆Gtotal = ∆Gbulk +∆Gsurface (2.11)

The critical nucleus size is reached at the point of maximum ∆G. As the size of a pre-nucleic

cluster increases the energy gain from the bulk increases. Similarly, as the size of the cluster

increases the surface area of that cluster too grows leading to a larger energy requirement to
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form the interface. However, the bulk energy is directly proportional to the volume. Assuming

a spherical cluster:

∆Gbulk ∝ 4

3
πr3 (2.12)

while the surface energy increases proportionally to the surface area:

∆Gsurface ∝ 4πr2 (2.13)

The bulk energy term is initially smaller than the surface energy term and so, when the size

of a cluster is very small the interface energy will exceed that of the bulk energy. In a cluster with

greater number of molecules, the surface energy will be greater than a smaller cluster but the

bulk energy will be greater still. This principle will apply regardless of the form of the cluster. A

critical point is reached when the cluster size is subject to the greatest net free energy loss. The

free energy barrier is indicated by the red-dashed line in Figure 2.7. This is in effect a tipping

point. Addition of a single molecule to such a cluster will cause it to have a lower ∆G than

the critical nucleus size and therefore it will only grow from that point on as there is no driving

energy for it to lose molecules (Figure 2.7).

Nucleation can be enhanced by the presence of surfaces in contact with a supersaturated

solution. A surface, such as the walls of the crystallizing vessel, can provide a site for nucleation.

The surface will reduce the surface area of the cluster (Figure 2.6) and therefore the surface energy

will be reduced. This results in a smaller barrier to nucleation and a lower critical nucleus size,

leading to faster nucleation than in a purely homogeneous system. In addition the form of the

surface can have deeper impacts on the types of crystal formed [15] and recent work has shown

that template particles can control and enhance nucleation rate [16].
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According to CNT the nucleation rate can be determined by the following equation [10]

J = v × Zn exp

(
−G∗

kBT

)
(2.14)

where v is the rate of attachment of molecules to a cluster, Zn is the Zeldovich factor, which

accounts for the width of ∆G, n is the number density of molecules in the solution and kB is

the Boltzmann constant. However, experiments have shown that CNT can overestimate J by

many orders of magnitude [14]. The two step nucleation theory attempts to address this reported

discrepancy and proposes an alternative mechanism to nucleation.

The Two-Step Theory

The two-step theory states that there are three phases involved in nucleation. A dilute solution

phase, a crystal phase and a phase in between called the dense liquid phase. It is within the

dense liquid phase that the molecules orient themselves and form into a crystal. The two-step

theory proposes an alternative equation for nucleation rate[14] however, there is no consensus as

yet on which theory is appropriate for which systems[17].

Recent investigations into this theory have applied classical nucleation theory to a two-step

nucleation process. In this model, the pre-nucleic cluster described by the classical theory forms

a composite with the metastable, dense liquid cluster. The master equation of the classical

nucleation theory is applied to the composite-cluster model; finding that, with a degree of gener-

alization, CNT provides a suitable mathematical framework for describing the two-step process

[18], producing a master equation for calculating nucleation rate in a two-step nucleating system

[19].
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2.2.3 Experimental Methods for Nucleation Rate Determination

In the classical theory of nucleation the nucleation event occurs simultaneously with the gener-

ation of supersaturation. However, there is always a period of time between this moment and

the detection of crystals in a solution. The solution in this state is said to be metastable. Ex-

perimental conditions for nucleation rate determination can be polythermal, where the solution

is cooled at constant rate until crystals are detected, or isothermal, where a solution is held at

constant temperature throughout[20].

In the case of cooling crystallization, the metastable zone width (MSZW)[21], is the difference

between the temperature of solid-solution equilibrium solubility for a given concentration and the

temperature at which nucleation occurs[22]. Under isothermal conditions, induction time is mea-

sured. Induction time is defined as the time difference between the generation of supersaturation

and the detection of crystals. This can be defined according to the equation:

tind = tr + tn + tg (2.15)

where tr is the time to reach a steady state distribution of pre-nucleation clusters, tn is the

nucleation time required for the formation of crystal nuclei and tg, the time taken for crystals to

grow to detectable size [1]. Detection of crystals is of key importance to both polythermal and

isothermal experiments[23]. Critical nuclei can be composed of as few as tens of molecules [24] and

the detection of such nuclei in a convenient way is beyond the limitations of current technology.

It is therefore inevitable that a time-lag will occur between the moment of nucleation and the

moment of detection. The duration of that time-lag is of critical importance to measurement

of MSZW and induction time. Detection can be carried out by numerous analytical methods of

18



variable minimum detection limits. Detection can occur via image analysis through tools such

as particle vision measurements or optical microscopy; detection of the first crystal methods

such as light transmission in the Crystal16 or focused beam reflectance measurement; or through

detection of changes in solution composition using spectroscopic techiniques such as FTIR or

Raman spectroscopy.

A variety of polythermal and isothermal techniques for determining nucleation rate have been

proposed based on differing theories of how nucleation occurs[20]. Of particular interest to this

work is the isothermal method in stirred microvials proposed by Jiang and Ter Horst [25]. The

method posits that the probability of a nucleus being detected at time t can be found by taking

the ratio of experiments in which a crystal has been detected before time t:

P (t) =
M+(t)

M
(2.16)

The stochastic nature of nucleation links the nucleation rate to the number of nuclei formed in

a period of time given a certain volume.

N = JV t (2.17)

Models have been developed to extract the nucleation rate from the variability, with the Marko-

vian Poisson description being the most commonly used:

P (t) = 1− exp (−JV (t− tg)) (2.18)
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When the probability of nucleation at time t acquired from equation 2.16 is fitted to this model,

the nucleation rate can be determined. This method has limitations. For the data collected

to be optimally fitted to collect nucleation rate there ought to be at least 80 induction time

measurements recorded, which can be time consuming. However, alternative methodologies such

as maximum likelihood estimation have been shown to produce adequate fitting with as few as

5 nucleation observations [26]. In addition, the time for crystals to be detected is subject to the

growth rate and the mechanism by which a new crystal is detected.

2.3 Microfluidics Overview

In order to develop microfluidic systems for use in crystallization it is essential to understand

some of the key physical concepts that underpin microfluidic flow, particularly the difference

between fluid flow at microscale compared to that at macroscale. Fluid flow can be characterised

using a dimensionless number: the Reynolds number (Re) and is defined as the ratio of inertial

forces to viscous forces expressed in the following equation:

Re =
ρvL

µ
(2.19)

where ρ is the fluid density (g/cm3); v is the velocity (cm/s); L is the diameter of the channel

(cm) and µ is the dynamic viscosity of the fluid (g/cm · s)[27]. Inertia is the resistance of an

object to changes in velocity. Viscosity is a measure of a fluid’s ability to resist deformation due

to shear or tensile stress.

Three different flow regimes can be distinguished from Re: If Re < 2300, the flow is laminar.

If 2300 < Re < 4000, the flow is in transition between laminar and turbulent. If Re > 4000, flow
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is fully turbulent.

Due to the small size of microfluidic devices, flow is always laminar. Flow velocity rarely

exceeds 1 cm s−1 and microchannels have a diameter that seldom exceed 100 µm which results

in very low inertial forces. This leads to a Reynolds number that rarely exceeds 10−1. Far below

the threshold of laminar and transitional flow. Low inertial forces allow greater control of fluid

flow.

One of the major advantages of microfluidic devices (also referred to as “lab-on-chip” devices)

is that they can be fabricated using photo- and soft-lithography techniques, allowing for rapid

prototyping of new devices. This allows quick changes to be made to devices in order to adapt

to new situations and compounds. Such devices are fabricated using polymers. Among the

most popular of these is polydimethylsiloxane (PDMS). Some of the valuable qualities of PDMS

include compatibility with many solvents and oils, optical transparency and low cost.

2.3.1 Droplet Microfluidics

Droplet microfluidics presents an interesting environment for the study of crystallization [8].

Droplets can be used to implement a micro-batch method of crystallization. This technique

utilises the formation of a micron-sized emulsion of two immiscible fluids: one continuous phase

and a dispersed phase. Micro-batch crystallization involves dissolving crystalline material and

any precipitating agents in an aqueous solution which is then dispersed in an oil continuous phase.

If stored correctly, these droplets are effectively isolated from one-another, each becoming a batch

reactor for an experiment to be performed in. This allows for a large number of simultaneous

experiments under almost identical conditions.
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2.3.2 Droplet Formation

T-junctions are a well established geometry which can be used to form droplets[28]. A T-junction

is comprised of a main channel containing the continuous phase and a perpendicular channel

containing the phase for dispersal. At the junction where these two channels interface the tip of

the dispersed phase flows into the continuous phase stream. As the flow of the dispersed phase

continues into the main channel it blocks the flow of the continuous phase. This restriction causes

an increase in upstream pressure of the continuous phase, causing the neck of the dispersed to

thin out and finally break off, forming a droplet encapsulated in the continuous phase. However,

for this to occur the capillary number must exceed a critical value.

The capillary number is dimensionless and is calculated by:

Ca =
µv

γ
(2.20)

Where µ is the dynamic viscosity of the continuous phase (expressed in Pa s); v is the velocity

of the continuous phase (expressed in m s−1) and γ is the interfacial tension between to the two

phases (expressed in n m−1). The capillary number relates directly to the extent of deformation

in the droplet interface and therefore influences droplet size [29].

Droplet size is influenced by other factors, including the junction aperture, the surface func-

tionalisation, the ratio of channel widths and the ratio of flow rates. The flow rate ratio (Q′) is

calculated by:

Q′ =
Qo

Qw
(2.21)

where Qo is the flow rate of the continuous phase and Qw is the flow rate of the dispersed phase.
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Flow rate in a channel is a function of the pressure difference and hydraulic resistance across

the channel:

Q =
∆P

Rh
(2.22)

where Q is the flow rate; ∆P is the pressure difference and Rh the hydraulic resistance.

In order to ensure that a stable water in oil emulsion is formed it is essential that the channel

walls be treated with a hydrophobic coating, preventing adhesion of the aqueous phase.

2.3.3 Droplet Storage

In order to perform crystallization, an experiment requires time to undergo the processes of

nucleation and growth. Therefore, when conducted in droplets, stable storage of those droplets

for the requisite time period is essential. It is possible to store droplets formed in a microfluidic

environment both either off-chip or within the device. Off chip storage can be achieved within a

syringe or a standard 96 well plate, petri dish or flask, though this comes with the limitations of

the storage medium. On chip storage allows the tailoring of the device to suit any storage and

analytical needs.

2.3.4 Droplet Stability

Emulsions of droplets are thermodynamically unstable mixtures of immiscible liquids. The

droplets have a high surface area leading to a high interfacial free energy. In response to this, the

droplets are driven to coalesce, increasing their size, reducing the surface area and the interfacial

free energy. Ultimately this leads to full separation of the two phases into layers. In order to

stabilise such an emulsion, surfactants are used. Surfactants are amphiphilic molecules consisting

of a hydrophilic head and a hydrophobic tail. When incorporated into an emulsion, this property
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causes surfactant molecules to accumulate at the oil / water interface which causes a decrease in

the interfacial free energy allowing the droplets to remain stable [30].
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Chapter 3

pH Dependent Solubility of

DL-Phenylalanine

3.1 Introduction

The importance of crystallization processes in pharmaceutical and food science has led to the

development of numerous methods for process control. The crucial parameter during crystalliza-

tion is the solution saturation concentration (usually referred to as solubility) due to its effects

on crystallization kinetics [1]. This factor usually influences kinetic equations through the term

supersaturation: the ratio between the solute concentration and saturated concentration.

One method for controlling solution solubility is by controlling pH [31], one of the benefits

being the large yields available, even in sparingly soluble compounds which can be protonated

or deprotonated in aqueous solutions. pH is a measure of the acidity or alkalinity of an aqueous

solution. It is an inverse logarithmic scale of the hydrogen ion concentration. Many pharma-

ceutical compounds are either weak acids or weak bases. The pH of a solution of a weak acid
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is related to the acid dissociation constant (Ka) and the ratio of the concentrations of the acid

and its conjugate base. As the pH of such a solution is increased the ratio shifts in favour of the

dissociated, conjugate base. The solubility of dissociated ions is often significantly greater than

the solubility of the undissociated acid. This means that, in the case of a weak acid, as the pH

is increased, the solubility is increased and, likewise, as the pH is lowered, the solubility lowers.

This can be used to generate supersaturated solution by lowering the pH of a saturated solution

of weak acid at high pH.

The model compound used, racemic phenylalanine, is amphoteric, meaning that it can behave

as both an weak acid and a weak base. This is also dependent on the pH. In an aqueous solution

as the pH trends towards the acidic; the amine functional group of the amino acid will accept

protons from the solution forming a cation. Conversely, as the pH trends to the basic the carboxyl

group will dissociate, donating protons to the solution.

These factors have the effect of creating a complex system where small changes in pH can have

disproportionate and difficult to predict effects on solubility. For example: in an aqueous solution

with excess solute present, the solute will dissolve until equilibrium is reached. However, as pH

is increased, the effective solubility is also increased and more solute will dissolve until a new

equilibrium is established. As the quantity of dissolved solute increases, the increased quantity

of dissociated solute will contribute more H+ ions to the solution, reducing the pH and thereby

reducing the solubility. This makes solubility prediction challenging, however, the crystallization

process requires that the solution be more concentrated than its equilibrium solubility. This

compounds the problem. As the solution is supersaturated, the pH decreases further, thereby

suppressing the solubility. When the solution crystallizes, the concentration decreases and the

pH increases again, thereby increasing the solubility.
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Furthermore, pH in a complex system usually has to be measured[32]. Without knowing the

pH of a supersaturated solution the degree of supersaturation cannot be determined. However,

this is nearly impossible in highly supersaturated solutions as introduction of a pH probe is likely

to precipitate nucleation, reducing the concentration of solute and decreasing the buffering effect

on pH.

In addition, the effect of solute concentration on pH makes experimental design significantly

more difficult. In cooling crystallization, the relative supersaturation required for the process

can be easily targeted by using

S =
C

C∗ (3.1)

where C∗ is the solubility at the target temperature. However, in pH-shift crystallization the

pH of the supersaturated solution will affect a certain solubility at that pH, however, when that

solution crystallizes, the pH will change and affect a different solubility. Therefore, the kinetics

of the system changes after nucleation and yields are difficult to predict.

All of this serves to make pH-shift crystallization a particularly unpredictable and challenging

system to work in. Previous work in this area has relied on the continuous addition of strong

acid to a basic solution until the desired pH level is recorded[33][34]. However, such a system

would not be feasible where pH cannot be directly monitored such as nucleation studies where

the presence of a pH probe in solution could enhance heterogeneous nucleation. Other studies

have used models that require the initial pH values of the solution and will predict the value

when a known quantity of acid is added[35–39] This could be effective in many scenarios but

would be more labour intensive.
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3.2 Aim and Objectives

Utilizing DL-phenylalanine as a model system, this work seeks to establish a deep understand-

ing of pH-shift crystallization in order to design further experiments in this experimental space.

Solubility and pKa data will be experimentally collected using gravimetric equilibrium concentra-

tion measurements and potentiometric titrations, respectively, to gain an initial reference points

for further study of the model system. The collected data will be used to develop a predictive

model that utilizes pKa and solution composition to determine solution speciation and predict

the solubility and supersaturation of a system with sufficient accuracy to design future exper-

iments. This model will be validated by comparison to experimental pH-dependent solubility

measurements and titration experiments.

3.3 Materials and Methods

3.3.1 Materials

Solutes

DL-phenylalanine (DL-phe; Sigma-Aldrich,≥ 99%),was used as purchased. Sodium Hydroxide

(anhydrous, Sigma-Aldrich, ≥98%) was used as purchased. Hydrochloric acid was purchased as

37% HCl (ACS, Sigma-Aldrich, reagent).

Solvents

The solvents and media used were aqueous Sodium Hydroxide (NaOH) solution, aqueous Hy-

drochloric Acid (HCl) and Milli-Q water. The Milli-Q water was taken from a Merck Millipore

purification system and had a resistivity of 18.2 MΩ·cm at 25°C (Milli-Q water is referred to as

water later on in the text unless otherwise indicated). Aqueous solutions of NaOH were prepared

28



by dissolution of a known accurate quantity of pure NaOH pellets in approximately 70 mL of

water in a volumetric flask. Water was then added to the flask up to the volume line, indicat-

ing 100 mL of solution to produce a solution of predetermined concentration. The flask was

then inverted multiple times to ensure robust mixing. Aqueous solutions of HCl were prepared

by mixing a known accurate mass of 37% HCl solution in approximately 70 mL of water in a

volumetric flask. Water was then added to the flask up to the volume line, indicating 100 mL

of solution to produce a solution of predetermined concentration. The flask was then inverted

multiple times to ensure robust mixing.

3.3.2 Methods

Determination of solubility

Three methods were used to determine binary phase diagrams for solubility. The methods used

are temperature variation (TV) and equilibrium concentration (EqC).

Temperature variation (TV) method The temperature variation protocol is a well estab-

lished method that relies on changing the temperature to adjust the solubility and measure clear

points[40–42]. Samples were prepared by adding a known accurate quantity of solid and 1 mL

of water to each 1.5ml vial (VWR-548-0018). The samples were analysed in the Crystal16 mul-

tiple reactor setup (Technobis Crystallisation Systems, Alkmaar, Netherlands). Samples were

agitated at 700 rpm stirring rate using a magnetic stirrer bar. The temperature was cycled three

times between 80.0 °C and 5.0 °C with a heating and cooling rate of 0.3 °C min−1. At maximum

and minimum temperature, a hold time was applied for 30 minutes to ensure full dissolution

and crystallization of solute respectively. Clear and cloud points were registered according to

the turbidity measurement recorded by the transmission of light through each vial. Clear point
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temperature is the temperature at which the suspension at equilibrium becomes a clear liquid.

When dissolution kinetics can be neglected, the clear point can be used as an indication of the

saturation temperature of the sample with known concentration. Cloud point temperature is

the temperature at which a supersaturated solution crystallizes. This is marked by a decrease

in transmittivity through the solution, indicating the presence of crystals. Cloud point is used

as an indicator of the upward limit of the metastable zone. The saturation temperature was

recorded as the mean of three clear point measurements. This method was used for the solubil-

ity measurement of DL-Phenylalanine.

Equilibrium concentration (EqC) method The gravimetric protocol used was adapted

from literature [1]. An excess of compound was added to a 2 mL mixture of aqueous medium (1.0

M HCl solution and 1.0 M NaOH solution) in each 8 mL vial (VWR-548-0821). The suspensions

were then equilibrated at constant temperature for 24 hours in the Crystalline multiple reactor

setup (Technobis Crystallisation Systems, Alkmaar, Netherlands). Crystals were agitated at 700

rpm stirring rate using magnetic stirrer bars. A sample of the saturated solution was taken using

a syringe. The sample was then filtered. The pH of the equilibrated solution was recorded by

a pH meter (HALO® Wireless pH Meter with Microbulb, Hanna Instruments, RI, USA). The

calibration of the pH meter was conducted using buffer solutions of pH 4.01, 7.00 and 10.01. The

mass of the saturated solution was measured and the solvent was evaporated using a vacuum oven

at 40 °C. The dry mass remaining from the sample was then weighed. The difference between

the mass of the sample solution added and the mass remaining after dissolution indicated the

amount dissolved in the aqueous medium, giving an indication of solubility This method was

used for the solubility measurements of DL-phenylalanine.
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Model Validation via Batch Titration

Potentiometric (acid – base) titrations were performed on the Sirius Inform instrument (Pion,

UK) as pH-metric pKa assays. These are small volume (40 mL) acid-base titration assays.

Ionic strength adjusted (ISA) water (0.15 M NaCl) was used as titration medium to allow pH

adjustment over the pH range from pH 1.8 – pH 11. The pH was cycled from the bottom of the

range to the top two times. pH adjustments were performed with 0.5 M NaOH and 0.5 M HCl,

respectively. Titrations were performed at 25C. Phenylanine powder ∼ 10-15mg (12.30mg) was

presented in powder form and after ISA water addition, the medium was stirred for 300 sec at

300 rpm to allow for temperature equilibration and sample dissolution.

3.3.3 Solution Speciation and pH

Figure 3.1: Example speciation diagram for a weak acid with pKa 6

Solution speciation refers to the distribution of a dissolved substance among its various
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forms[32]. Depending on the chemical properties of the solution, the distribution of forms will

be different. A strong acid or base in solution is assumed to be fully dissociated and so all com-

ponents will be in the form of ions. Conversely, in a weak acid or base, the speciation is more

complicated to determine as speciation is dependent on other factors. For example, a monoprotic

weak acid in solution will be split between across its dissociated and neutral species according

to the pH of the solution and the dissociation constant (e.g. Figure 3.1).

Ka =
[H+][A−]

HA
(3.2)

where [H+], [A−] and [HA] are the concentration of hydrogen ions, conjugate base and undis-

sociated acid, respectively. The pKa value (−logKa) of weak acid can be used to calculate the

species concentrations, whereby the pKa, is the pH at which the weak acid is 50% dissociated.

The Henderson-Hasselbalch equation (3.3) can be rearranged to determine the solution speciation

for a solute at given pH.

pH = pKa + log

(
Base

Acid

)
(3.3)

However, there are several factors that complicate calculation of speciation. For example, the

dissociation of a weak acid contributes more hydrogen ions to the solution and so affect the pH

and effect a change in the dissociation of the solute. Solution activity effects play a crucial role

in solution speciation, especially for highly concentrated or non-ideal solutions. The activity

of a species in a solution is defined as its effective concentration, which may differ from its

actual concentration due to interactions with other species or deviations from ideal behavior.

Indeed, precise measurement of Ka can only be done when observed at constant ionic strength,

a key determinant of solution activity. This can be imperfectly compensated for by applying a
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corrective term, the solution activity coefficient.

3.4 Results and Discussion

3.4.1 Aqueous Temperature-Dependent Solubility of Neutral Species DL-

Phenylalanine

The solubility model used in this work relies on two fundamental physical properties of the model

compound, one of which is neutral species solubility. Neutral species solubility determination

was initially attempted with a temperature variation method. However, the hydrophobic nature

of DL-phenylalanine causes many of the crystals formed during cooling to float on top of the

solvent. This, combined with the low solubility of the model compound, ensured that the quantity

of crystalline material suspended in the agitated solution was lower than the minimum detection

limit of the Crystal16 equipment, thereby hindering the collection of clear points for solubility.

Therefore, a gravimetric protocol was used to determine solubility. This method is regarded as

a more precise method but is labor intensive (Figure 3.2 (a)).

There is limited reporting of the solubility of DL-phenylalanine, perhaps because it is less

common than the L form, which is more commonly found in life and therefore better studied[43].

However, it was selected as a model compound due to its low aqueous solubility and the high

dependence of solubility on pH, allowing for generation of a high degree of supersaturation. The

available literature data[44][45] was compared with experimental data and the acquired solubility

was found to conform reasonably to the literature within the expected normal variance between

data collected in different labs under slightly different conditions. It should be noted that the

experimental solubility from Dalton et al. [44] was collected at 10 temperatures between 0 and

75 °C. However, the data reported by them was an empirically fitted logarithmic function of the
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Figure 3.2: Graph of experimentally obtained temperature dependent solubility of DL-
phenylalanine at the isoelectric point including literature data.

data and therefore is not precisely speaking solubility data. The data presented from this work

in Figure 3.2 (a) are an average of values at each temperature point

A Van’t Hoff plot was fitted to all solubility data collected (Figure 3.2 (b)). The relatively

high R2 value indicates good fitting with the data. Solubility data of this nature will often have

a degree of variance related to variation in weighing and drying of material. Care was taken to

ensure that all solvent was fully evaporated to minimise any error. DL-Phenylalanine solubility

shows a reasonable degree of temperature dependence, however, the maximum supersaturation

ratio that can be achieved in the temperature range investigated is 2.5. While this supersatu-

ration would obviously be adequate for inducing crystallization in the small volume reactors of

a Crystal16. The probability of nucleation occurring in a vessel is a function of the volume of

the reaction vessel. Therefore, it is anticipated that crystallization in a microfluidic device will

require greater supersaturation than is available to a cooling crystallization experiment in order
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to increase the probability that nucleation will occur in a reasonable time frame. It was therefore

determined that an alternative method for generating a crystal driving force was required.

3.4.2 Aqueuous pH-Dependent Solubility of DL-Phenylalanine

pH-dependent solubility for amino acids in general is not well reported in the literature. There

are some papers covering other amino acids[46–48]. However, there is only one paper in the

literature reporting pH-dependent solubility of DL-phenylalanine[31]

pH-dependent solubility data was collected at 293.15K using the gravimetric protocol covering

a pH range from 8.5 - 11.5. Figure 3.3 shows a marked increase in measured solubility as pH is

increased.

Figure 3.3: Experimentally obtained pH dependent solubility of DL-phenylalanine in pH con-
trolled water from gravimetric measurement of equilibrium solubility conducted at 293.15K. In
Series 1, 2 & 4 pH was controlled using a mixture of sodium hydroxide and hydrochloric acid.
For series 3, the pH was controlled using dilute solutions of sodium hydroxide.
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The lowest point of solubility is that of the neutral species at the isoelectric point (pH 5.5) as

expected. The pH increase does not appreciably affect the solubility until it approaches the upper

pKa of the solute (pKa ∼ 9.1). As the pH tends towards the pKa the pH increase causes the

ionization of amino acid. The resulting conjugate base has a significantly greater solubility than

the neutral species. There also appears to be a change in the trend of solubility above pH 10.5.

This could be due to potential salt formation above this pH, although further exploration of this

phenomenon was not within the scope of this work as it exceeds the region of pH values for study.

The data reported by Tseng et al.[31] is reported as molality, however, it is reported without any

reference to density values. It is included here (assuming a density of 1 g/ml) for the sake of

completeness (as there is no other source for the pH dependent solubility of DL-phenylalanine in

the literature). However, it cannot be used as a definitive comparison due to the limitations of

the reported values in the paper. Comparison of measured pH data is only accurate at constant

ionic strength. Solution ionic strength (Equation 3.4) has numerous effects on pH and solubility

through activity effects[1]. The presence of cations and anions in solution leads to coloumbic

interactions between ions. Oppositely charged ions attract and similarly charged ions repel. In a

solutions where ions are able to move freely, a high ionic strength will have lower energy due to

the decreased average distance between ions. This lowered energy leads to a weak dependence

of solution equilibria on ionic strength. The ionic strength can be calculated by the following

equation:

I =
1

2

∑
ciz

2
i (3.4)

where ci is the concentration of the ith ionic species, and zi the valency.

Experimentally observed pH-dependent solubility varied in ionic strength for each series and

from the literature data and this explains the wider spread of solubility values between the
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different data. As series 3 was conducted without addition of hydrochloric acid, the solutions

contained fewer ions at low pH than the other series and therefore, the ionic strength was lower

for pH values between pH 9.5 - 10.2 than series 1 (Figure 3.4).

Figure 3.4: Ionic strength data for all experimental solubility series

The solution activity was, therefore, also lower and this likely led to a reduction in observed

pH-dependent solubility. Collecting data at higher pH requires a greater concentration of sodium

hydroxide leading to a greater ionic strength at higher pH as seen by the increased ionic strength

of series 3 in the higher pH range. Using hydrochloric acid to further aid pH control also impacts

ionic strength. At higher concentrations of NaOH, more HCl is required to lower the pH. As

the NaOH is in excess of the HCl, all of the HCl added is converted to NaCl and water. The

water makes no contribution to the ionic strength and the NaCl makes a lower contribution

than the total ionic strength of its reactants. Therefore, the use of HCl to control pH at higher

values leads to lower ionic strength relative to using pure NaOH. These slight differences in
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control show that a fully mechanistic model for predicting pH and solubility ought to include

ionic strength. There is an apparent change in the solubility in series 3 at pH greater than 10.5,

however, there is not enough data available to confirm this. A possible explanation for this might

be the formation of the sodium phenylalanate salt in the solution. Future investigation would

require crystallization at pH greater than 10.5 and the X-ray powder diffraction of the dried

crystals for change in crystal form, which would indicate whether or not a salt had formed. The

experimental data shows a greater degree of variability at higher pH. As such, future experiments

were not conducted at pHs greater than 10. The experimental data correlates reasonably well

with the limited literature data available.
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3.4.3 pKa value for DL-Phenylalanine

A pH metric titration assay was conducted to determine pKa of DL-phenylalanine and to provide

data points for validation of the mathematical model (Figure 3.5).

Figure 3.5: pKa data observed from a single potentiometric titration in the presence of DL-
phenylalanine at 298.15K. pH was titrated from 1.8 - 11 - 1.8 - 11 giving 3 values for pKa at
high pH and 2 values at low pH. The pKa values recorded were infered from the intercepts of
the fitted lines generated by the inform software. .

The pKa was observed using the Sirius inform, which uses proprietary software to fit the

acquired titration data to a dissociation model. It is unknown if this model uses an ideal or non-

ideal fitting. The point at which the concentrations of species cross over is recorded as the pKa for
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that functional group. The pKa observed at the higher pH was consistent and easily determined

from the recorded species concentration. However, the model data was less consistent at the

lower pKa. This was deemed not to be an issue as all experiments conducted in further chapters

Figure 3.6: Collation of pKa values for Phenylalanine from the literature

occurred at pH greater than 8 and therefore were only reliant on the higher pKa. Observed pKa

for phenylalanine at the higher pH (9.0 - 9.1) was seen to conform reasonably with literature data

(Figure 3.6) [49][50][51][52][53][54]. The literature reported values were conducted at a range of

ionic strengths and the pKa was observed to be higher at low ionic strength. The values observed

experimentally were collected at higher ionic strength and gave a lower value than the majority

of the literature values. The pKa in literature was also determined by potentiometric titration.

3.4.4 Mathematical Models

Crystallization process design requires a precise understanding of solution conditions including

solubility and supersaturation. The pH dependence of solubility renders pH a critical condition

to understand. For induction time experiments conducted in chapter 4 pH could be measured
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at the end of the experiment, however, the solutions tested were supersaturated at the exper-

imental temperature. Therefore, introduction of a pH probe into the solution was prone to

inducing crystal nucleation. Nucleation would consume supersaturation, reducing the solution

concentration and thereby altering the pH. To avoid this problem the pH was measured at 50 °C

where the higher temperature meant a higher solubility and therefore reduced supersaturation

or undersaturation. However, pH measurements change with temperature and a value recorded

at 50 °C is not the same as one recorded at 20 °C. A calibration line was determined and used to

predict the pH at 20 °C. However, this method is inaccurate and it was therefore deemed more

consistent to utilize the model for predicting pH both for experimental design purposes and for

clarification of solution pH of conducted experiments.

The mathematical model developed utilizes commonly understood equations, well reported

in the literature. However, they are most often applied in situations where pH is known and it

is uncommon to use the equations in a predictive capacity. With the aid of modern computing

power, these equations can be numerically solved simultaneously, enabling the prediction of pH

and complete speciation of components based solely on solution composition and dissociation

constants as inputs. Analytically solving these equations is not possible, necessitating the use

of numerical methods for their solution. Once a value for pH is known further equations can

be applied to make predictions for solution solubility based on the neutral species solubility and

this in turn allows the calculation of a consistent supersaturation ratio. The model presented

here is an adaptation for amphoteric, amino acids of models initially applied to organic salt

crystallization[55].
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Speciation and pH

Designing and conducting pH-shift crystallization of organic molecules requires a detailed under-

standing of acid/base speciation and ionic equilibria. Most pharmaceutically active compounds

are weak acids or bases and have complex solution speciation dependent on solvent, temperature

and most critically: pH.

The acid dissociation constant Ka is the ratio between the dissociated and undissociated

species of a weak acid or base when it is at equilibrium. Much like pH is an easier to use value

than [H+]; pKa (Equation 3.5) is more useful than Ka.

pKa = −logKa (3.5)

pKa can be used to characterise the dissociation of a weak acid or base from the overall pH of

the solution and from dissociation, concentration of this species can be determined.

Solution activity coefficient was calculated through ionic strength using the Davies equation[56]

(Equation 3.6).

logγ = −A|z+z−|
{[

I0.5

I + I0.5

]
− 0.3I

}
(3.6)

The Davies equation is deemed to be one of the most reliable for concentrations below 0.2

molar[1], however, it was deemed sufficiently accurate for this model to be useful.

The concentration of all species can be calculated by simultaneously solving a block of equa-

tions utilizing the solution composition and the dissociation. γ is multiplied by the concentration

of each dissociated species with regard to their dissociation equilibria. From solving this block,

hydrogen ion concentration can be determined and therefore, pH calculated.
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Model equations

The model used in this work was designed to apply to single phase solutions where all components

were fully dissolved in solution regardless of degree of supersaturation. In order to fully determine

speciation, several physical phenomena must be incorporated into the model: the acid-base

equilibria of the deprotonation of the carboxylic acid group at high pH and the protonation of

the amino group at low pH, the dissociation of the water solvent, the overall charge balance

which accounts for the presence of strong acid and strong base and the materials balance and

the overall materials balance.

[Phenylalanine] = [AH] + [A−] + [AH+
2 ] (3.7)

The water dissociation constant was included along with the relevant solution activity coef-

ficients:

KW = [OH−]γ[H+]γ (3.8)

The acid-base dissociation constants from equation 3.5 can be updated with the solution

activity coefficients

Ka1 =
[A−]γ[H+]γ

[AH]
(3.9)

Ka2 =
[AH+

2 ]γ[OH−]γ

[AH]
(3.10)

Finally, the overall charge balance must be modelled to account for the strong acid and base

present.
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[Na+] + [H+] + [AH+
2 ] = [A−] + [OH−] + [Cl−] (3.11)

In the model, concentration values for all components is known (including the fully dissociated

strong acid and base) and the dissociation constants are known. When all equations (3.7-3.11)

are treated as a system and solved for the four unknowns: the species concentrations are returned.

This was achieved utilizing the symbolic numerical solver, vpasolve, found in the Symbolic Math

Toolbox of MATLAB. The proton concentration is then known and therefore, the pH can be

known.

3.4.5 Model Validation

pH Prediction

Figure 3.7: Using the solution compositions of DL-Phenylalanine pH-dependent solubility data
collected in Crystal16 (Figure 3.3 series 1) the model was used to predict the pH. The predicted
pH is then plotted against the observed pH. The model utilized a pKa of 9.3 and ideal solution
activity.3.6

To validate the efficacy of the model in predicting solution pH, solution composition from
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solubility experiments was input into the model and the returned predicted pH compared to

the experimentally observed pH (Figure 3.7). The predicted pH only slightly deviates from the

validation line with the predicted pH being consistently slightly lower than the observed pH.

There is a single outlier and this is believed to be due to human error in recording the solution

composition during weighing.

Figure 3.8: The solution composition data from the titration experiment shown in figure 3.5 was
input into the ideal model to predict pH. The predicted pH is plotted against the observed pH.

The titration experiment conducted for the determination of pKa also allows for validation of

the model. The solution composition of each recorded pH during the titration was input into

the model and the returned pH value compared to the observed pH (Figure 3.8). The model

shows excellent predictive power for pH ranges from 8 - 11.5 and below pH 4. In the range pH

4-8 there is a significant deviation from the observed experimental pH. This is to be expected

as small changes in hydrogen ion concentration around neutral pH have much greater effect on
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pH. However, it does not have a significant impact on this work as it is outwith the range of pH

values studied. It was not possible to validate the accuracy of the model at pH values outside

this range due to the limitations of the instrumentation for measuring pH.

Solubility prediction

A mechanistic model was developed for predicting the solubility. Two models were created: one

for ideal solutions and another for non-ideal solutions. In the ideal model, the pH prediction

element was decoupled from the solubility prediction element of the model.

The model assumes that the solubility of the conjugate base is effectively infinite, while the

solubility of the neutral species remains the same. The solubility value for a given concentration

of phenylalanine is the pH at which the concentration of undissociated phenylalanine is equal

to the solubility of the neutral species. The model functions by performing a "titration", pro-

gressing through a series of sodium hydroxide:hydrochloric acid ratios while maintaining the same

phenylalanine concentration. For each solution composition, the model returns the concentration

of each species in solution, including [H+] and [AH]. When the concentration of undissociated

phenylalanine [AH] crossed the threshold of the neutral species solubility the solution acid-base

composition and the pH was recorded (Figure 3.9). For the ideal model, the speciation model uti-

lized equations 3.8, 3.9 and 3.10 but γ was given a value of 1. For the non-ideal model, the value

for γ was acquired from equation 3.6. This model was also used to calculate the supersaturation

ratio from the soltion speciation for a given composition using the following equation:

S =
[AH]

C∗
AH

(3.12)

Where C∗
AH is the neutral species solubility.
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Figure 3.9: Solubility modelled in ideal system and non-ideal systems at 293.15K. The model
utilized pKa values of 9.3 and 9.5 for both ideal and non ideal. The non-ideal model used a
calculated activity coefficient based on equation 3.6

Figure 3.9 displays the non-ideal solubility model and the ideal model for selected pKa values.

The models were developed for the purpose of calculating pH (and, secondarily, solubility) for

experiments in which the value cannot be observed using a pH probe, for example, microfluidics

and in supersaturated solutions. The models rely on real physicochemical properties of the

solutions, however, it was decided that it was more important for the model to be useful than

strictly mechanistically accurate. Therefore, the pKa value was adjusted to get the closest fit

to the experimental data as possible. Both models used a neutral species solubility of 0.083 M.

The neutral species solubility was determined from the Van’t Hoff plot of the temperature at

293.15K. The pKa value was within the range of normal values at this temperature found in

the literature. However, it was found to be necessary to adjust the pKa within the range to fit

the solubility line to the observed experimental solubility data. In this case, a pKa of 9.3 most

47



adequately fit the data for the ideal model and a pKa of 9.5 best fit for the non-ideal model.

The ideal model at pKa 9.3 was selected as the model for use in further experiments as this pKa

value is more in line with the pKa values in literature and reported here.

In addition, the supersaturation can be calculated for any solution composition by acquiring

the neutral species concentration in a given solution and applying equation 3.12. The neutral

species solubility point for the desired temperature was calculated from the Van’t Hoff plot

presented in Figure 3.2.

The ideal model provided a predicted solubility close to the pH-dependent solubility lines at

pKa 9.3. This was deemed to be a good model but further investigation was done to assess

whether the model could be improved by the incorporation of non-ideality through activity

coefficients. The simple non-ideal model used was found to make the solubility prediction less

accurate to the experimental solubility (figure 3.9). This inaccuracy could be compensated for

by increasing the pKa to shift the solubility line, however, this required pKa values outwith what

has been observed for this molecule under these conditions. Improvements could be made to this

non-ideal model. Barba et al created a thermodynamic model for solubility determination of

calcium sulphate in salt water using a complex model comprising elements of Debye-Huckel, the

Born Model, and NRTL model to describe activity coefficients [57]. While it would be possible

to implement a similar level of detail into the model, it was deemed beyond the scope of this

work. Therefore, the ideal model was used to inform further experiments conducted in chapters

4 & 5.

The model covers a limited range of pH values. As the input parameters (pKa and solution

activity) were adjusted to achieve an adequate fit to the collected pH-dependent solubility data,
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any application of this model to another system would require the same adjustment to fit ex-

perimental data. The ideal model was found to be sufficient for prediction in this system. This

may not apply to systems using an alternative solvent and would, therefore, need to be verified.

Finally, there appeared to be some variability in the quality of pH prediction at higher pH values

and ionic strengths and this may limit the utility of the model in such systems.

3.5 Conclusions

This work presents experimental pH-dependent solubility data for DL-phenylalanine collected

using a gravimetric equilibrium concentration method and pKa determined by potentiometric

titration. From this experimental data a speciation and pH-dependent solubility model that can

be used to predict pH of a solution and the pH dependent solubility of an active ingredient was

developed. The model makes use of dissociation constants and solution composition to predict

pH, solubility and supersaturation. Non-ideality was incorporated into the model through the

Davies Equation. The model can also be used for supersaturation of metastable solutions. The

model was validated with experimentally collected pH values and solution composition data

from solubility experiments and potentiometric titrations. The final model produces consistent,

sufficiently accurate estimations of pH and supersaturation from compositional data. Further

applications of this work could be to explore deeper the application of non-ideality through a

more complex system of equations.
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Chapter 4

The Study of DL-Phenylalanine Crystal

Nucleation Kinetics Using a Small

Scale Agitated Crystallizer

4.1 Introduction

Crystal nucleation is the process by which a crystal forms from a supersaturated solution or melt.

It is the first step in the crystallization process, and involves the formation of a small nucleus,

which then grows into a crystal[11][58].

Understanding the factors that influence crystal nucleation, and the kinetics of the process,

is important in a variety of fields, as it can help predict and control the rate at which crystals

form. In addition, the nucleation event affects the crystal quality attributes (CQAs) such as

polymorphism, crystal shape and particle size distribution. In food science, for example, nucle-

ation kinetics can be important in the production of food products such as chocolate [59]. The
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rate at which crystals form in these products and their CQAs can affect their texture, flavor,

and appearance.

In the pharmaceutical industry, crystal nucleation kinetics can be important in the develop-

ment of new drugs [15]. Drugs are often administered in the form of crystals, and the rate of

nucleation can affect crystal particle size distribution and crystal shape which can affect down-

stream process and are therefore necessary to control in an industrial process. By understanding

the factors that influence crystal nucleation, researchers can design drugs that crystallize in a

desirable manner.

The fitting of a large number of induction time measurements to a cumulative probability

distributions can give a value for nucleation rate at constant volume [25]. This method of nucle-

ation rate estimation utilizes the stochasticity of nucleation expressed in the Poisson probability

distribution of multiple, independent induction times observed at constant supersaturation and

volume.

4.2 Aim and Objectives

In this work, we will study nucleation behaviour in supersaturated solutions of the model system

(which expresses pH-dependent solubility) in a high pH context. We will establish the metastable

zone width of the model compound, DL-Phenylalanine, at a range of different pH values and

supersaturation ratios through the observation of nucleation induction times under isothermal

conditions. It was decided to study agitated systems using a widely adopted approach utilizing

small agitated vials in the Crystal16 multiple reactor system. The collected induction time dis-

tributions for each experimental condition will be fitted to a cumulative probability distribution
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to determine the crystal nucleation rate for each set of conditions. The collected nucleation rates

will then be fitted to the experimental conditions to investigate potential relationships between

the solution composition data (supersaturation and pH) and the nucleation rate.

4.3 Materials and Methods

4.3.1 Materials

Solutes

DL-phenylalanine (DL-phe; Sigma-Aldrich,≥ 99%),was used as purchased. Sodium Hydroxide

(anhydrous, Sigma-Aldrich, ≥98%) was used as purchased. Hydrochloric acid was purchased as

37% HCl (ACS, Sigma-Aldrich, reagent).

Solvents

The solvents and media used were aqueous Sodium Hydroxide (NaOH) solution, aqueous Hy-

drochloric Acid (HCl) and Milli-Q water. The Milli-Q water was taken from a Merck Millipore

purification system and had a resistivity of 18.2 MΩ·cm at 25°C (Milli-Q water is referred to as

water later on in the text unless otherwise indicated). Aqueous solutions of NaOH were prepared

by dissolution of a known accurate quantity of pure NaOH pellets in approximately 70 mL of

water in a volumetric flask. Water was then added to the flask up to the volume line, indicat-

ing 100 mL of solution to produce a solution of predetermined concentration. The flask was

then inverted multiple times to ensure robust mixing. Aqueous solutions of HCl were prepared

by mixing a known accurate mass of 37% HCl solution in approximately 70 mL of water in a

volumetric flask. Water was then added to the flask up to the volume line, indicating 100 mL

of solution to produce a solution of predetermined concentration. The flask was then inverted
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multiple times to ensure robust mixing.

4.3.2 Methods

Solubility and Supersaturation determination

Initial solubility data reported in chapter 3 was used to select a pH and supersaturation ratio for

initial experiments and solution composition was adjusted to achieve nucleation within the time

window selected. Measurement of pH during an experiment was impractical as the introduction

of a probe into the supersaturated solution could induce crystallization and required the removal

of the vial from the temperature controlled environment. Therefore, pH was measured at 50

°C when the solution was undersaturated. However, pH changes with temperature, therefore,

this measure was imprecise. Therefore, a solution speciation and solubility model was developed

(chapter 3.4.4). Solubility and supersaturation used in this chapter were according to this model.

Induction time measurement

The induction time collection methodology was adapted from work conducted by Jiang et al.[25].

Induction times were measured at 20 °C in the Crystal16 multiple reactor setup (Technobis Crys-

tallisation Systems). The model compound was DL-Phenylalanine.A stock solvent was prepared

by mixing specific amounts of a 1.0 M NaOH solution and a 1.0 M HCl solution to reach a

target pH. 20 g of this stock solvent was added to a known quantity of DL-Phenylalanine. This

was heated and stirred with a magnetic stirrer bar at 350 rpm on a hot plate until complete

dissolution of the compound. Using a pre-heated pipette tip, 1 mL of solution was pipetted

into 16 1.5 mL vials containing a 0.7 mm magnetic stirrer bar. The vials were transferred to

the Crystal16. The samples were agitated at 700rpm stirring rate. The samples were heated to

70 °C, which was greater than the saturation temperature, and held for 30 minutes to ensure
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complete dissolution. The clear solution was then cooled at a rate of 2 °C per minute to 20 °C.

For recording the induction time, time zero was taken as the moment the temperature reached

20 °C. The samples were held under isothermal conditions for four hours. The induction time

for a particular vial was recorded as the difference between time zero and the time at which

there was a decrease in the transmittance of light through the vial. After the induction time

measurement period a new temperature cycle was started and the samples were reheated at a

rate of 2 °C min-1 to 70 °C. This cycle of cool-hold-heat-hold was repeated 5 times to obtain 80

(16 x 5) readings for each solution composition.

4.4 Results

4.4.1 Metastable Zone Width Assessment

The study aimed to investigate the nucleation rate of DL-Phenylalanine by analyzing the prob-

ability distribution of induction times at different pH levels and supersaturation ratios in a

Crystal16 multiple reactor setup. To define a clearly delineated area of interest for studying nu-

cleation kinetics, pH values ranging from 9 to 10 were specifically chosen to establish the region

along the solubility curve where the metastable zone can be determined. The pH was controlled

through varying concentrations and ratios of NaOH and HCl solutions. Initial experiments were

conducted at 20°C based on a preliminary understanding of pH dependent solubility, with the

hope of obtaining reasonable results. A good result, later called sufficient nucleation, was if at

least 10 nucleation observations out of 80 vials at each experimental condition nucleated in a four

hour time window. However, initial experiments yielded either no nucleation or excessive nucle-

ation (where at least one of the vials nucleated prior to reaching the isothermal point). Through

trial and error, conditions that resulted in sufficient nucleation were discovered. However, it was
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difficult to replicate these intial results due to small changes in the solution concentrations of

DL-phenylalanine, NaOH and HCl having large effects on the pH and consequently, the super-

saturation.

To improve the consistency of solution concentrations, the experimental protocol was adjusted

by using large stock solutions of mixed NaOH and HCl solution for several induction time ex-

periments. This reduced some of the inconsistency and it was therefore possible to gather data

points in a small range around the initial conditions. However, it was still difficult to expand the

range of pH and supersaturation to cover a wider experimental space. To overcome this prob-

lem, a MATLAB model was developed (Chapter 3) to predict the pH and supersaturation for a

given solution composition. This model was used to select solution compositions for data points

in a broader range of pHs, and data was collected across the pH range from 9-9.8. The data

Figure 4.1: All induction time experiment pH and supersaturation ratios according to the Matlab
model developed in chapter 3. Nucleation result is highlighted as blue for insufficient, green for
sufficient and red for excessive nucleation
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was categorized according to the nucleation behavior observed. If fewer than 10 vials nucleated

within the four hour experimental window then the nucleation rate was deemed insufficient to

gather statistically relevant data [26]. Fewer than 10 of the vials would give insufficient data

to make a sufficiently accurate estimation of nucleation rate. A minimum of 10 observations

of nucleation was deemed sufficient and if nucleation occurred prior to reaching the isothermal

point it was categorized as excessive. The rationale for this threshold was that nucleation that

occured before reaching the isothermal point could not be fitted alongside later nucleations as

the supersaturation ratio for those vials would be different. The supersaturation was adjusted

in order to map out the metastable zone. The supersaturation was then increased until the

result was excessive nucleation and then decreased until the result was insufficient nucleation.

30 experimental runs were categorized sufficient, 11 were insufficient and 10 were excessive.

According to the gathered data (Figure 4.1), there is a clear relationship between supersatu-

ration and nucleation rate. The general trend shows that the majority of experiments deemed

excessive have a higher supersaturation than those deemed sufficient. Likewise, the experiments

deemed insufficient are mostly at supersaturation ratios below sufficient experiments. However,

there appears to be an indication that at higher pH values the nucleation rate is greater as

for experiments conducted in the pH range 9.6-9.8, where the extent of the metastable zone is

lower than that at lower pH values. For pH values below 9.6 a transition region can be observed

between 1.4 and 1.5 where the nucleation rate varies between sufficient and excessive. A super-

saturation of 1.5, under these conditions, imposes a strict upper limit to the metastable zone. In

the region of S = 1.2 there seems to be a similar transitional region where nucleation appears suf-

ficient. Finally, at supersaturation ratios below 1.15 this method is unable to collect nucleation

rate data due to the low number of nucleation events in the experimental time window. This
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could be resolved by increasing the induction time observation window beyond the four hours

chosen. However, while this would give nucleation rates at these conditions, the nucleation rate

would be extremely low. Above pH 9.6 there appears to be an increase in nucleation rate, with

some experiments where nucleation occurred were for S values below 1 according to the model

developed in chapter 3. This suggests that there is a limitation in the model at predicting su-

persaturation at either high pH values or high ionic strengths as both these values were elevated

in the experiments above pH 9.6 (see Table 8.1).

Nucleation is highly sensitive to even minor variations in environmental conditions, such as

the introduction of particles, creating more sites for heterogeneous nucleation, or changes in ionic

strength, which can affect solution activity and the driving force for crystallization. Neverthe-

less, conducting a significant number of experiments under consistent conditions can facilitate

the collection of sufficient data to accurately describe the statistical probability distribution un-

derlying nucleation events. This explains the apparent transition regions between insufficient

and sufficent nucleation and sufficient and excessive nucleation.

4.4.2 Fitting Induction Times to Probability Distributions to Estimate Nu-

cleation Rate

The induction times for each experiment categorized sufficient were fitted to a Poisson distribu-

tion based on the following equation:

P (t) = 1− exp(−JV (t− tg)) (4.1)

where P (t) is the probability of nucleation occurring at time t, J is the nucleation rate, V is the

volume, t was induction time and tg was the time for crystals to grow to a detectable size. P (t)
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was given by

P (t) =
M+(t)

M
(4.2)

where M+(t) is the number of experiments with crystals detected at time t and M is the total

number of experiments. The fitted induction times gave values for J and tg.

Figure 4.2: An example fit of induction time data to cumulative probability distribution for the
determination of nucleation rate and growth time.

In addition, statistical bootstrapping was conducted to estimate the uncertainty of the fitting.

This was achieved by selecting a random sample of 80 induction time values from the real

experimental data and fitting to the Poisson distribution. This was repeated 10000 times using

Python software and the standard deviation of the resultant J and tg values used as a measure

of the error, two standard deviations representing a 95% confidence interval. By using this

approach, we were able to estimate the variability in the data and provide a more accurate

representation of the range of possible values for the induction times. An example of the poisson

fitting and resultant bootstrapping of J and tg values can be seen in figure 4.2
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The nucleation rate data collected shows that nucleation rate increases as supersaturation

increases as was expected. It is also apparent that there is a relationship between S and pH and

nucleation rate. There are a range of higher pH values at lower supersaturations that achieve

similar nucleation rates to high supersaturation values at lower pH values.

Figure 4.3: Relationship between Supersaturation, Nucleation rate, and pH in a solution. The
data points are color-coded based on the pH values represented in a color bar. As the pH increases
the colour shifts from blue to red.

4.4.3 Fitting Nucleation Rate Dependence on S and pH

The Kolmogorov-Johnson-Mehl-Avrami (KJMA)(equation 4.3) equation [60][61][62] a commonly

used model for predicting nucleation rates in supersaturated solutions[63].

J(S) = ASexp

(
− B

ln2S

)
(4.3)
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Figure 4.4: Plot of ln(JS as a function of 1
ln2S

for DL-phenylalanine. Theoretically, identifying
the kinetic parameter A and the thermodynamic parameter B of the KJMA equation. Error bars
were generated based on two times the standard deviation of nucleation rate values generated
from statistical bootstrapping, corresponding to a 95% confidence interval.

To obtain the A and B parameters of the KJMA equation in this system, a linear regression

analysis was performed on the acquired nucleation rate data and supersaturation ratios. Specif-

ically, the Ln2S was plotted against Ln(JS ) and the intercept of the fitted equation was taken as

the A value for the KJMA equation, while the B value was obtained from the slope. However,

the linear model did not provide a goood fit to the data, as evidenced by the low coefficient

of determination (R2) value of 0.04 for the best fit line. (Figure 4.4). This suggests that other

factors may be influencing the nucleation rate besides supersaturation, highlighting the complex-

ity of the nucleation process. However, it is important to note that the error associated with

the nucleation measurements is considerable, reflecting the stochastic nature of the nucleation

process. This means that there is inherent variability in the data, which should be taken into

account when interpreting the results.
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The data of J vs S trends upward in a power law fashion (Figure 4.3) however, therefore, it

was decided to attempt two fits. First, the data was fitted to a power law regression in a further

attempt to establish a quantitative relationship. S − 1 was used to ensure that when S = 1;

J = 0. The natural logarithms of S − 1 and J were fit to a linear regression (Figure 4.5). This

produced somewhat better fitting (R2 = 0.225, indicating that the nucleation rate does indeed

increase with increasing supersaturation.

Figure 4.5: The natural logarithm of both nucleation rate and S-1 plotted. A least squares
regression was used to fit a linear regression.

As highlighted previously, the supersaturation model used may be limited in its ability to

predict S at high pH. Due to the non-linearity of the relationship between J and S any error in

the apparent value of S has the potential to greatly hinder attempts to fit J vs S. To attempt

to limit the influence of any such error, data from a narrower range of pH values was fitted.

Fitting nucleation rate data in this way returns a much better fit. Data was fitted from pH

values 9.2-9.5, which included the bulk of the nucleation rate data (Figure 4.6) to give an R2
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value of 0.612.

Figure 4.6: The natural logarithm of both nucleation rate and S-1 plotted for pH values in the
range 9.2-9.5. A least squares regression was used to fit a linear regression.

The inclusion of pH as a third term in the analysis was explored as a further avenue of

investigation. Various models and equations were applied to the data incorporating pH. The pH

was also incorporated into the pre-exponential term of the KJMA equation (Table 4.1). The

addition of pH to these models did not improve fit quality.

Equation A B C R2

J = A× (S − 1)B 310 1.5 - 0.188
Ln(J) = A(Ln(S − 1) +B 1.12 7.36 - 0.225
Ln(J) = A× pH × Ln(S − 1) +B 0.16 7.68 - 0.195
J = A× pH × S exp( −B

Ln2S
) 98.54 0.051 - 0.182

J = (A× pH)× SC exp( −B
Ln2S

) 12.69 -0.002 5.65 0.203

Table 4.1: Table of all fitted equations with their respective coefficients and R2.
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Variable Coefficient Std Error P-value
Constant A 2677 1010 0.793
S − 1 3919 970 0.001
pH -891 1305 0.502
Ii 8198 3950 0.049

Table 4.2: Table of coefficients for multi-linear regression analysis, fitting S − 1, pH and Ii as
independent variables and J as the dependent variable

Finally, a multi-linear regression (MLR) was conducted using original least squares regression.

The dependent variables were S − 1, pH, and solution ionic strength (Ii) in the algebraic form:

J = A+B × (S − 1) + C × pH +D × Ii+ error (4.4)

The results (Table 4.2) show that the only variable with a statistically significant impact on the

nucleation rate, when fitted in this way, is S-1 as indicated by the only P-value below 0.05. In

addition, the fit was not very good, with an R2 value of 0.496, meaning the predictive power of

the model would be poor, but the correlation coefficient, R, of 0.704 indicates that there is a

clear relationship between these variables, most notably: S-1.

The multi-linear regression was also applied in the same manner to Ln(J) and Ln(S−1) (Table

4.3).

LnJ = A+B × Ln(S − 1) + C × pH +D × Ii+ error (4.5)

The R2 value for MLR of LnJ and LnS−1 was 0.564, the best fit model discovered. For both

models, the P-value for ionic strength was statistically significant, indicating that this variable

is affecting nucleation rate. This may be, however, confounded by the weakness of the solubility
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Variable Coefficient Std Error P-value
Constant A 60.68 23.3 0.2
LnS − 1 3.01 0.631 0.0008
pH -4.05 3.08 0.201
Ii 27.28 9.49 0.008

Table 4.3: Table of coefficients for multi-linear regression analysis, fitting LnS− 1, pH and Ii as
independent variables and LnJ as the dependent variable.

model in predicting supersaturation ratio at higher ionic strengths. A deeper analysis into the

effect of ionic strength, through the application of a more detailed solution activity model may

reveal a more quantitatively accurate relationship between these quantities.

4.5 Conclusions

This study aimed to explore the relationship between nucleation rate, supersaturation and pH

in DL-phenylalanine crystallization. Nucleation rate was obtained from the fitting of induction

times to a cumulative probability distribution at each condition. Nucleation rate data is suc-

cessfully obtained at high pH, where solubility is increased with respect to the neutral species.

There is a clear relationship between supersaturation and nucleation rate within a narrow range

of pH values although this data is rather noisy. There may be a relationship between nucleation

rate and pH, however, it is difficult to state this with a degree of certainty due to a relatively

narrow range of pH values covered and the apparent limitations of the model used for capturing

supersaturation at high pH values. It is difficult to establish any predictive relationship between

nucleation rate and supersaturation. While the pH seems to alter the nucleation kinetics of

the system as evidenced by the lower supersaturation values required for sufficient nucleation

at higher pH (Figure 4.1). This may be due to the effect of the ions added to control the pH

affecting the solution activity. Applying the collected data to previously established models, such

as the KJMA equation, does not produce a statistically good fit.
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In this work we also applied the data to other empirical models to see if there was any way

of generating a new predictive tool for this kind of data. While it was possible to determine a

correlation between nucleation rate and supersaturation ratio in narrow ranges of pH value, for

the full data set all models studied failed to produce satisfactory results. The overall inability

to find a model to fit this data is believed to be in part due the significant window of error in

nucleation rate values. Due to the stochastic nature of nucleation, repeated experiments under

identical conditions can produce highly variable results. The collection of a large number of

induction times is a method used to try and iron out the natural error in nucleation studies and

allow the empirical fitting of the data to models, such as the classical nucleation derived KJMA

equation and others.

Future study in this area could be conducted in a few ways. The first step would be to

increase the amount of data collected, as the 24 nucleation rates obtained in this work were

insufficient to fit any empirical models accurately. Moreover, the pH range studied in this work

is quite narrow, spanning only one pH unit. Exploring a broader range of values could lead

to a greater understanding of the effect of pH on nucleation kinetics. Increasing the quantity

of data collected would be quite labour intensive, however, this could feasibly be streamlined

with the use of robotics and automated dosing machines. With more data available come more

opportunities for analysis; a large data cloud would open up the possibility of applying machine

learning to the data set, which may provide greater insight into nucleation kinetics in pH-shift

crystallizing systems.
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Chapter 5

The Development of a Novel

Microfluidic Device for the Study of

pH-Shift Crystallization

5.1 Introduction

Crystallization process control relies on a deep understanding of numerous fundamental param-

eters such as temperature, supersaturation, solvent composition and pH among others, each

affecting crystallization kinetics and crystal product quality attributes. These factors interact

with one another in complex ways, making precise control challenging. A deep understanding

of such operational parameters and their affects on crystallization is therefore necessary for op-

timum crystallization control. Microfluidic technologies have emerged in recent years as a novel

method for exploring crystallization fundamentals.
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Microfluidics offer the ability to tightly control crystallization conditions [64][8]. The small

volumes involved in microfluidics can be tightly temperature controlled without the need to be

worried about convection currents [20]. Volumes can be adjusted with a high degree of precision.

Microfluidics are limited to laminar fluid flow, meaning high quality crystals can be formed

without being subjected to excessive fluid shear. Large surface to volume ratios, individual

crystal confinement and microgravity also present opportunities for interesting investigations into

crystallization and product quality attributes attained through refined supersaturation control.

In addition, microfluidics allows for the generation of hundreds of simultaneous, independent

crystallizing reaction vessels. The high-throughput nature of such devices allows for the collection

of large quantities of data that would require a significantly greater number of experiments

to match under conventional circumstances. This is of particular value in studying stochastic

processes such as nucleation kinetics.

Microfluidics involves the use of networks of channels or structures to manipulate fluid in the

microlitre to picolitre range. In general terms, microfluidics can be used to describe a technical

apparatus where one of the features of the microfluidic structure has an internal diameter of

less than 1 mm. Some of the advantages of microfluidics include: Laminar flow, which can

be mathematically modelled; easy automation through the use of microvalves and micropumps;

quick, cheap fabrication of devices which can allow for rapid prototyping; reduced reagent cost

due to smaller quantities used; compactness and portability [65]. Therefore, Microfluidics can

be useful in a wide range of fields, such as biotechnology, cosmetics and pharmaceuticals.
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5.2 Aim and Objectives

The key aim of this work is to develop a microfluidic device for the collection of nucleation

rate data. The key requirements of such a device are that it must firstly be able to generate

supersaturated droplets through mixing of a high pH solution containing a high concentration of

the analyte of interest, phenylalanine, and a low pH solution. This will generate supersaturation

in a manner described in figure 2.5. The second key specification is that droplets generated are

stored in a stable location that can be observed using optical microscopy for a sufficient period

of time to observe nucleation.

5.3 Materials and Methods

5.3.1 Materials

DL-phenylalanine (DL-phe; Sigma-Aldrich,≥ 99%) was used as purchased. Sodium Hydroxide

(anhydrous, Sigma-Aldrich, ≥98%) was used as purchased. Hydrochloric acid solution 37% HCl

(ACS, Sigma-Aldrich, reagent) was used as purchased. Fluorinet FC-40 oil (Sigma-Aldrich)

was used as purchased. #008 Fluorosurfactant (Ran Biotechnologies, Beverly, MA, USA) was

used as purchased. Polydimethylsiloxane (PDMS, Sylgard 184, Dow, MI, United States) was

used as purchased. Curing Agent (Sylgard 184 Curing agent, Dow, MI, United States) was

used as purchased. Methanol (VWR, Lutterworth, UK) was used as purchased. Isopropanol

(VWR, Lutterworth, UK) was used as purchased. Acetone (VWR, Lutterworth, UK) was used

as purchased. 1H, 1H, 2H, 2H-perfluorooctyl-trichlorosilane (Silanizing agent, Sigma Aldrich,

UK) was used as purchased. SU8 3035 photoresist (MicroChem, Newton, MA, United States)

was used as purchased.
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Solvents The solvents and media used were aqueous Sodium Hydroxide (NaOH) solution,

aqueous Hydrochloric Acid (HCl) and water. Aqueous solutions of NaOH were prepared by

dissolution of a known accurate quantity of pure NaOH pellets in approximately 70 mL of water

in a volumetric flask. Water was then added to the flask up to the volume line, indicating 100 mL

of solution to produce a solution of predetermined concentration. The flask was then inverted

multiple times to ensure robust mixing. Aqueous solutions of HCl were prepared by mixing a

known accurate mass of 37% HCl solution in approximately 70 mL of water in a volumetric

flask. Water was then added to the flask up to the volume line, indicating 100 mL of solution to

produce a solution of predetermined concentration. The flask was then inverted multiple times

to ensure robust mixing.

5.4 Device Fabrication

Devices were fabricated using standard photolithography and soft-lithography techniques [66–68].

The microfluidic devices developed for this work were composed of a single layer of the elastic

polymer bonded to a glass slide. A master wafer was designed and fabricated through pho-

tolithography with the desired pattern a bas-relief of SU8 3035 photoresist printed onto a silicon

wafer. The PDMS layer was created by flowing uncured elastomer onto the silanised master wafer

and cured, leaving the inverse of the pattern imprinted into the PDMS which when bonded to

the glass slide forms the desired channels.

The desired master wafer pattern was designed using CorelDRAW Graphics Suite (Corel Cor-

poration, Ottawa, Canada). The design was printed by JD Photo Data (Hitchen, UK) as either

glass or acetate photomasks. The design of the photomask dictated the 2 dimensional features
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of the device while the depth of the features was controlled by the thickness of the layer of

photoresist used.

Figure 5.1: Schematic of the process of microfluidic device fabrication.

Silicon wafers were cleaned of debris by sequential sonication in acetone, methanol and iso-

propanol (IPA). Residual solvent was removed from the wafer by blasting with nitrogen gas and

then heating to 180 °C on a hot plate. After cooling to room temperature photoresist was spin

coated onto the wafer, giving an even coating of desired thickness. The wafer was soft baked to

a maximum of 95 °C on a hotplate. The photomask was placed on top of the photoresist prior

to exposure to collimated UV light. The surfaces exposed by the mask to UV light are caused

to crosslink, leading to hard, insoluble features. The wafer was then baked once more. After

cooling, the wafer was immersed in MicroPosit EC solvent which dissolved any photoresist that

had not been subjected to UV exposure leaving behind the hard, crosslinked patterns on the

wafer.

After development, the wafer was once more rinsed with IPA before a final period of baking. At

this point the depth of the features on the wafer were measured with a stylus profilometer(Alpha-
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Step IQ, KLA Tencor, Milpitas, California, United States). To prevent PDMS adhesion to the sil-

icon master, the surface was silanised by vapour deposition of 1H,1H,2H,2H-perfluorooctyltrichlorosilane

for one hour. A glass petri dish was wrapped in tinfoil and the silanised wafer placed therein.

Uncured PDMS, mixed with 10% curing agent, was poured onto the master wafer to fill the tin

foil mould. A dessicator was used to degas the PDMS, removing any air bubbles and the master

was then baked in the oven at 70-80 °C for 2 hours to cure the PDMS. The moulded PDMS

devices were extracted from the mould using a scalpel. G21 biopsy needles were used to punch

holes for inlet and outlet ports to connect tubing to syringe pumps. Devices and glass slides were

cleaned with adhesive tape to remove any debris. Both PDMS and slide were treated within an

oxygen plasma chamber (Pico A, Diener Electronic, Germany) for 0.3 minutes at 60% power.

Oxygen plasma exposure causes changes in the chemical structure of PDMS. Methyl groups in

the repeating -O-Si-(CH3) are replaced with polar silanol (SiOH) groups [66]. This causes PDMS

to form irreversible covalent bonds with the glass it comes into contact with. Treated PDMS

was placed on to the treated glass slide and compressed to ensure no air was trapped. Bonded

devices were treated with undiluted Aquapel (PPG Industries Inc., Pittsburgh, United States)

to obtain hydrophobic channel surfaces, promoting wetting of the channel surfaces to oil.

5.4.1 General Syringe Pump operation

Liquids were introduced in to the device using syringes, pumps and tubing. Glass hamilton

syringes were used as a reservoir for the fluid prior to injection into the system. PTFE tubing

was used to connect the syringe to the inlets on the microfluidic device. The tubing and the

syringe were attached using a needle. A tight fit was required to prevent any liquid escaping

the system through any gap between the needle and the tubing. The syringe was driven using a
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Aladdin Single-Syringe Pump (High Pressure World Precision Instruments, FL, USA).

The flow rate on the syringe pump is controlled by adjusting the rate at which a rotating screw

turns, depressing the syringe plunger. This conversion of turn rate to flow rate is calculated by

the pump from the internal diameter of the syringe barrel. A result of this mechanism is that

a wider internal diameter syringe is not able to pump as slowly as a narrower internal diameter

syringe due to the lower limit of the pump’s minimum screw speed. In addition, at slow screw

rotation the pump is forced to toggle the screw on and off at a rate of approximately 3 Hz, rather

than apply continuous screw pressure to the syringe plunger. To counter this, it was desirable to

use a syringe with as small an internal diameter as possible. Experiments were conducted using a

250 µl glass Hamilton 1700 series syringe (Hamilton Company, Reno, NV, USA) with an internal

diameter of 2.3 mm. A smaller, 50 µl 1700 series syringe with 0.729 mm internal diameter was

tested to determine if results were better, however, the extremely thin plunger was found to

be very flexible and this led to inconsistency in operation. It was sometimes observed that the

flows within the device appeared to oscillate slightly, particularly at the mixing Y section of the

droplet forming junction. It is unclear if this was a result of the variation or if it actually had

any impact on droplet mixing, therefore, it is assumed that the headline flow rate of the syringe

pump was representative of the flow rate at the junction.

Care was taken to minimise any compliance in the fluid injection system to ensure consistent

pressures. Compliance leads to a difference between the headline flow rate at the syringe pump

and the actual flow rate at the device inlet. The presence of air anywhere in the system leads

to significant levels of compliance. Under the pressures used in the system any air compresses

and this significantly alters the flow of fluid. As such, all air had to be removed from the system

prior to connection to the device. Glass syringes were chosen specifically for the purpose of
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reducing compliance. Plastic syringes were found to flex. There was limited flexibility in the

PTFE tubing.

Once droplets formation was well established and sufficient droplets in the storage location

the inlet and outlet tubings to and from the device were simultaneously severed with sharp

shears. This was done to ensure the immediate cessation of droplet formation. If only the inlets

are severed the fluid in the outlet will either backflow into the device or negative pressure will

continue to pull droplets from the device into the outlet tubing. Tubing was severed within 30

mm of the connection with the device. If the severed tubing leaves differing lengths or heights

of tubing the subsequent pressure differences can cause droplets to move which causes problems

for droplet observation and tracking. Image acquisition began within 30 seconds of severing the

tubing on the device.

5.4.2 Microscopy

A Zeiss Axiovert 5 microscope (Zeiss, Cambridge, UK) was used to image the microfluidic devices.

Images were acquired using a Labview controlled Dalsa Genie CMOS HM1024 camera (Phase 1

Technology Corp, NY, USA). Images were either taken as single snaphots or, more commonly, as

a time lapse with images taken at regular intervals. Single images were analysed using ImageJ.

For large sequences a program was written using MATLAB to determine the time of nucleation

within each droplet. This software worked by tracking each droplet through each image in the

sequence and recording the average pixel intensity within the droplet. The droplet pixel intensity

for each image was compared to a moving average and if these values sharply deviated, this was

taken as the moment of nucleation and was verified by visual appraisal.
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5.4.3 Crystallization Process Control

There are numerous methods for generating the supersaturation required to cause crystal nu-

cleation. Temperature control, used in systems where the solubility at high temperatures is

greater than that at low temperatures, can be used to supersaturate by taking a solution at

high temperature to a low temperature where the solution is supersaturated. This requires a

model compound that has a very high degree of temperature dependence to generate high levels

of supersaturation. As nucleation induction time is linearly dependent on volume. The volumes

of microfluidic droplets are orders of magnitude smaller than even the low volumes used in the

previous chapter. It was therefore hypothesized that in order to compensate for the decreased

volumes supersaturation would need to be greatly increased. The temperature dependent solubil-

ity of the model compound in water would at most allow for a supersaturation ratio of 2.5. This

was thought unlikely to be sufficient headroom in the experimental space to conduct experiments.

Evaporative crystallization has also been used in microfluidic devices for the crystallization of

proteins, exposing the solution to air through an evaporation chamber[69].

Vapour diffusion works through a similar method, utilizing the permeability of PDMS to water.

One such method has been previously presented that allows for precise control of crystallization

conditions in the Crystallization of monoclonal antibodies[70]. This technique relies on the

selective permeability of PDMS to water to control the final concentration of droplets. A reservoir

of specific water activity is separated from the droplets containing water, solute and precipitants

by a PDMS layer. The difference in water activity draws the solvent from the droplets, increasing

the concentration. While this method was considered viable it was not prioritised due to increased

complexity in fabrication. However, the effect of water pervaporation on solution concentration
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and supersaturation can have a major effect on crystallization in PDMS based microfluidic deices.

Anti-solvent addition is a common technique for generating supersaturation. In this process,

the addition of an antisolvent, in which the solute is highly insoluble, reduces the overall solution

equilibrium solubility at a greater rate than dilution brings down the solution composition leaving

the solution in a supersaturated state. This system allows generation of sufficient supersaturation

and requires relatively simple geometry to achieve. pH-shift crystallization is a form of reactive

crystallization that can be achieved in a very similar manner through simple mixing on the

device. A high pH solution of sodium hydroxide and model compound was mixed in the devices

with a low pH solution of hydrochloric acid. Due to the high supersaturation ratios required

for crystallization in the microfluidic device it wasn’t possible to measure the pH of the solution

outside of the device as any crystallization would alter the pH.

Therefore, it was required to calculate the solution pH in silico. The supersaturation modelling

software developed in Chapter 3 was used to predict the solution pH and supersaturation for

the experiments conducted in this chapter. The program uses the concentrations of NaOH,

HCl and model compound and, utilizing the pKa of the model compound and the solubility of

the neutral species returns the solution concentration, the pH and the supersaturation. The

input concentrations were adjusted until a desirable pH and supersaturation profile was reached.

These concentrations were then manufactured in the laboratory and used for experiments in the

microfluidic device. The concentrations were initially calculated at equal flow rates, however, by

adjusting the flow rates in favour of either element of the crystallizing mixture could be used to

alter the pH and supersaturation and the program also had this capability.
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5.5 Device 1 - A Single Chamber Device

5.5.1 Device Specification

As stated above, the goal of the project was to design and utilise a microfluidic device for the

purpose of analysing crystal nucleation and quantifying crystal nucleation rates from the prob-

ability distributions of induction times. The design of the device had several key specifications

in order to meet this objective. 1: The device was required to create a supersaturated solution

in the metastable zone in droplets ∼1nl in volume. 2: the droplets would be transported to

a location where they would be stably stored for a sufficient period of time for nucleation to

occur. 3: the nucleating droplets had to be observable for the duration of the experiment using

a microscope.

5.5.2 Design of the Device

Figure 5.2: A Microfluidic design 1
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The design of this device [71] was fabricated on a silicon wafer using SU8 3035 photoresist in

a single layer 40 µm in thickness. The device was composed of two main sections: A junction

for mixing and forming droplets and a chamber for droplets.

Junction

The aqueous and continuous phases were introduced to the device through tubing connected to

1 mm holes cut in the PDMS with a biopsy punch. Each inlet led to a filter for preventing large

particulates from entering the mixing and droplet forming junctions of the device potentially

causing blockages in the device. This filter comprised of a matrix of PDMS columns with spaces

of 28 µm between columns to allow fluid to flow through, but catch and stop large particles

such as fibres passing through. The droplet forming junction started with a Y-type junction for

mixing together different aqueous solutions to form a supersaturated solution for crystallization.

It was essential that the crystallizing solution was mixed in situ and immediately encapsulated

into droplets. The ratio of solution and precipitant is critical to crystallization process control.

This is managed by the flow rates of syringe drivers used and can be confirmed visually by

assessing the interface between the two flows seen at the droplet forming junction (Figure 5.3).

Following this, the solution was encapsulated as water in oil droplets at a T junction. At this

junction, the immiscible continuous and aqueous phases form an interface. The aqueous phase

pushes into the continuous phase, blocking that stream. Pressure builds up in the continuous

phase channel causing the aqueous protrusion to distort down stream of the main channel. The

upstream interface of the aqueous is pressed towards the downstream edge of the junction until

the continuous phase completely severs the new droplet from the aqueous inlet.
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(a) The interface between continuous and
aqueous phase

(b) The intrusion of the aqueous phase into the main
channel

(c) The aqueous phase is distorted by the increased
pressure enacted by the continuous phase

(d) As the trailing interface reaches the upstream
edge of the inlet the new droplet is severed

Figure 5.3: Still images of the formation of droplets at the T junction. The interface of the
aqueous flows can be seen bisecting the aqueous phase at the junction and this phenomenon is
also observed in the droplet plugs themselves as they progress down the channel.

Storage Chamber

The storage chamber was walled with scalloped edges to trap droplets in position allowing for

long term analysis. The chamber was supported with long pillars traversing the length of the

chamber which were also scalloped. The maximum width of the chambers were 3.45 mm. A

numbered scale was drawn at the side of the chamber to aid droplet tracking.

5.5.3 Operation of the Device

Initial experiments were conducted with solely water as aqueous phase to test flow rates for

optimum droplet size and consistency. The continuous phase was FC-40 fluorinated oil with 2%

fluorosurfactant. Continuous flow rate used was 0.14 ml/hr, aqueous flow rate used was 0.12
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ml/hr. The syringes were driven at a continuous rate for five minutes to allow equilibration of

the pressure in the system. After equilibration the storage chamber was filled with droplets and

the tubing severed to begin observation.

5.5.4 Successes and Weaknesses of Device

The droplets formed at the junction were of consistent volume and composition which were the

key requirements of the droplet forming junction.

At high flow rate the interface between the two aqueous inlet flows can be observed (Figure

5.3). The interface bisects the volume between the Y-junction and the T-junction, indicating

that the droplet contains equal volume of solution from each inlet. This same interface can also

be observed in the droplets themselves that flow down the channel (Figure 5.3). This seems

to confirm that droplets were composed of equal volumes of both aqueous solutions, which is

to be expected with equal flow rates. This, however, is something of an informed assumption.

Confirmation of the exact internal solution composition of droplets would require use of some

kind of fluorescent molecule in one of the solutions and measurement of the fluorescence intensity

in the final droplets. However, this would lead to interference in the crystallization process and

could alter nucleation rates. The droplet forming junction was deemed to be a successful geometry

and suitable for use in this work with the concession that absolute accuracy of mixing can only

be assumed and not validated.

The storage chamber design was found to be ineffective for the purposes of this work. Firstly,

once the droplets were formed and the flows of the aqueous and continuous phases were ceased,

coalescence occurred very quickly, often in as little as 10 minutes. This meant that droplets

would no longer be of consistent size and volume and larger volumes would lead to higher rates
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of nucleation. Secondly, droplets were not able to be stored in a consistent location. Droplets

would collect in the middle of the device due to the hydrophobic coating on the walls of the

device. The scalloped walls then had no effect on the droplets and so they were able to move

freely over time and so monitoring for nucleation was made significantly more difficult. Therefore,

a different device was required.

5.6 Device 2 - A Hydrodynamic Trap Device

Device 1 identified that the droplet forming junction was suitable for further use, however, more

development was required to produce a suitable storage matrix for monitoring droplets over three

to four hours. It was also at this point that the addition of an accessory pathway for a reservoir

of osmotically balanced fluid to hydrate the PDMS. PDMS is permeable to water and therefore,

an aqueous droplet present in the device will lose a volume of water to the PDMS which will

further concentrate a supersaturated droplet, increasing the nucleation rate.

5.6.1 Design of the Device

Based on designs by Bokellal et al. and Vanapalli et al. [72][73] this device followed the pattern

set by the previous device by consisting of a droplet forming junction and a storage matrix for

droplet crystallization and observation. This device was fabricated on a silicon wafer using SU8

3035 photoresist in a single layer 60 µm in thickness.

The storage chamber consists of a serpentine of hydrodynamic traps and bypass channels which

allow droplets to flow around filled traps. As with the previous device, aqueous solutions are

mixed by a Y-junction immediately precedent to a T junction where the aqueous and continuous

flows meet and form a water in oil droplet. Between the droplet forming junction and the trap
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serpentine an intermediate outlet channel was situated. The purpose of this outlet was to allow

equilibration of the droplet forming junction without the products flowing into the traps. When

aqueous inlets are initiated it takes a series of adjustments to remove excess air from the channels,

to bring both flow rates up to the required levels and to allow the pressures and compliance within

the system to equilibrate to the new conditions. Any aqueous droplets produced during this

adjustment period would be of uncertain composition and those that flowed into the serpentine

would be of trapped and would not be appropriate for crystallization and analysis. Coupled with

the speed of droplet production, this would quickly fill the entire serpentine, thus rendering the

device useless. The intermediate outlet was designed such that when this channel was open to the

atmosphere, the resistance in this channel would be inferior to the resistance of the serpentine.

The droplets would therefore preferentially flow into the intermediate outlet, protecting the

serpentine. When the adjustment period was complete, the intermediate outlet would be sealed,

massively increasing the resistance to far greater levels than the serpentine and allowing droplets

to flow into the serpentine for trapping, crystallization and analysis.

In addition to the functioning device, accessory channels were added to control the hydration of

the PDMS to prevent evaporation of water from the droplets. Flowing a solution of equal water

activity to the droplet water activity through an external channel would hydrate the PDMS and

prevent water pervaporating from the droplet and affecting the concentration.

Trap Function

Each trap consisted of a storage chamber 500 µm in diameter connected to a narrow restriction

channel and a broader, but longer bypass channel. The trap functions by utilizing the changing

resistance across the trap unit caused by introduction of an aqueous droplet. When no droplet
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Figure 5.4: A Microfluidic design 2

is present in the trap chamber (Figure 5.6a) the path of least resistance is across the narrow,

restriction channel. This draws a droplet into an empty chamber (Figure 5.6b). The presence of a

droplet in the trap greatly increases the resistance across the restriction channel which switches

the path of least resistance to the bypass channel causing future droplets to pass around the

trap (Figure 5.6c). The effect of this is that any empty traps will be filled by droplets and

held there securely. For this geometry to function correctly, however, it is necessary that the

ratio between the hydraulic resistance of the bypass channel and that of restriction channel must

promote trapping. In addition, the restriction channel must be sufficiently resistant to prevent

the trapped droplet deforming and passing through the channel. The resistance through each

channel in the device was calculated using the following equation

R =
12µL

wh3

[
1− 192

π5

(
h

w

)]−1

(5.1)
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Figure 5.5: Segment 1 is the bypass channel, circumventing the main trap. Segment 2 shows
the storage chamber itself where a droplet will eventually be trapped. Segment 3 is the narrow,
restriction channel which pulls the droplet into the chamber but is subsequently blocked by the
trapped droplet.

where µ is the dynamic viscosity; L is the length; w is the width and h is the height of the

channel. The resistance for each segment was calculated. The resistance ratio between the

restriction/chamber segment (Figure 5.5.2 5.53) and the bypass channel (Figure 5.5.1) needs to

be less than one for the device to effectively trap a droplet in the chamber.

Chamber Bypass
Channel

Restriction
Channel

Restriction
Channel and
Chamber

Resistance
Ratio

D = 500 µm
R = 2.46x1011

L = 2650 µm
W = 150 µm
R = 5.37x1012

L = 435 µm
W = 55 µm
R = 5.71x1012

R= 5.96x1012 1.11

Table 5.1: Dimensions of chamber, restriction and bypass channels and calculated resistance
values for hydrodynamic trap device.

5.6.2 Operation of the Device

The operation of the device was conducted in much the same way as device 1. However, due to

the larger droplet chambers, a different ratio of flow rates were tested with water and continuous
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(a) The empty chamber allows fluid to flow across
the restriction chamber.

(b) A droplet, when presented to an empty trap, is
drawn into the chamber, thus blocking the restriction
chamber.

(c) The trap is now blocked and the bypass channel
now has lower resistance, causing any new droplet to
flow past filled traps

(d) The droplet will fill the first empty trap it comes
across

Figure 5.6: Schematic of microfluidic trap function

phase to adjust droplet size to fit. If the droplet was too large, then it would protrude into the

bypass channel, altering the fine balance of resistances and encouraging displacement from the

chamber. Smaller droplets had the potential to be trapped, however, multiple droplets could

then get drawn into the chamber, affecting coalescence.

In addition, initial experiments were conducted to assess the best utilisation of the intermediate

outlet. The purpose of this outlet was to allow equilibration of the droplet forming junction

without the products flowing into the traps. When aqueous inlets are initiated it takes a series of

adjustments to remove excess air from the channels, to bring both flow rates up to the required

levels and to allow the pressures and compliance within the system to equilibrate to the new

conditions. Any aqueous droplets produced during this adjustment period that flowed into

the serpentine would be trapped and would not be appropriate for crystallization and analysis.
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Coupled with the speed of droplet production, this would quickly fill the entire serpentine, thus

rendering the device useless. The intermediate outlet was designed such that when this channel

was open to the atmosphere, the resistance in this channel would be inferior to the resistance

of the serpentine. The droplets would therefore preferentially flow into the intermediate outlet,

protecting the serpentine. When the adjustment period was complete, the intermediate outlet

would be sealed, massively increasing the resistance to far greater levels than the serpentine and

allowing droplets to flow into the serpentine for trapping, crystallization and analysis.

However, applying this theory in practice proved a fatal flaw for this device in conducting

further experiments. The challenge that presented was the closing of the intermediate outlet

without disrupting the equilibrium. Initial attempts involved the connecting to the outlet of a

short section of tubing and inserting a solid plug into the end to increase the resistance. However,

the insertion of the plug created a back pressure which caused disruption. Clamps were applied

to the tubing to create a seal, however, it was impossible to form a perfect seal consistently and

even when a seal was temporarily formed the equilibrium would be altered. One option that

could have been explored would have been the use of some sort of gate valve, however, it was

not possible to acquire one for this work.

5.7 Device 3 - A "Dropspot" Storage Device

5.7.1 Design of the Device

Following the difficulties encountered with device 2 it was decided to pivot back to what had

worked somewhat before, but with a key variation. The "Dropspot" device is based on the

design by Schmitz et al. [74]. Incorporating the very successful Y-T junction for mixing and

droplet formation, this device utilizes a storage matrix with similarly scalloped walls as to the
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single chamber device initially tested. The key difference, however, is that this device makes

use of a series of divided channels with scalloped walls to create chambers for trapping a line

of single droplets in each channel but maintaining a degree of separation between droplets; the

goal being to prevent the coalescence observed in the first device. The device contained 2128 150

µm diameter chambers within the storage array which was hoped to be suitable for longer term

storage. The devices were fabricated using a single SU8 3035 layer to create well defined, 58 µm

thick features. The constrictions between each chamber had to be less than 50% of the width

of the channel diameter to prevent trapped droplets moving between chambers. Therefore the

constrictions were 70 µm. The interfacial tension acts to conform the droplet to the geometrical

shape that minimizes the surface area for a given volume. In order to dislocate the droplet

from the chamber, energy is required to deform the droplet. This means that while the syringe

pumps are flowing, the droplets can be deformed and pushed through the chambers. When flow

is stopped, the droplets should be trapped in position for monitoring. In addition, the droplets

were surrounded by a layer of continuous phase, preventing droplets contacting and coalescing.

The device contained a large, open antechamber prior to the storage matrix for droplets to

transition en route to the matrix channels. The bypass channel was included to apply extra

continuous phase pressure to the system to encourage droplets from this region and into the

matrix. The volume of droplets captured were approximated using the equation for the volume

of an ellipsoid:

V =
4

3
πabc (5.2)

where the a and c are given by the radius of the chamber and b was given half the height of

the chamber. Using the above equation the approximate volume of a droplet was calculated as

683 pl.
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Figure 5.7: A Microfluidic design 3

5.7.2 Operation of the Device

The device was connected to the syringe pumps with tubing (Masterflex® Microbore Transfer

Tubing, PTFE, Avantor) through the inlets. Initially the device was filled solely with continuous

phase to wet the walls of the tubing. The aqueous syringes were driven at a continuous rate for

five minutes to allow equilibration of the pressure in the system. After equilibration the storage

chamber was filled with droplets and the tubing severed to begin observation. Initially, the

flow parameters had to be determined by experimentation to produce optimally sized droplets

that could be reliably trapped within the device. A continuous phase flow rate of 0.14ml/hr

and a 0.12ml/hr aqueous flow rate was found to produce optimum droplets for capture. When

conducting crystallization experiments it was necessary to use separate syringe pumps for each

aqueous inlet with the flows set to total 0.12ml/hr e.g. 0.06 ml/hr and 0.06 ml/hr. Initiating and

altering flow was observed to take a period of time to reach a new equilibrium where flow settled.

During this settling period some droplets would be formed that were composed of a significant

amount more of one aqueous solution than the other. If a droplet would form composed with

significantly more of the acidic solution than the basic solution then it had a high probability of
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crystallizing in the droplet forming junction. Due to the geometry of the device, the traveling

time from the junction to the storage matrix would allow a crystal to form, potentially blocking

the device or acting as nucleation point for other droplets to crystallize, thus rendering the device

useless for further observation and analysis. This was resolved by starting flows at a lower rate

with a higher rate of the basic solution than acidic. The flows were then slowly adjusted step-

wise to their final rates, maintaining a higher basic flow rate until the last adjustment. This was

found to limit the occurrence of early nucleating droplets.

Figure 5.8: Filled "dropspot" device after severing tubing. The observation window of the
microscope allowed the tracking of up to 153 droplets. Average filling efficiency was 87% meaning
about 130 droplets on average would be filled
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5.7.3 Successes and Weaknesses of Device

Droplet storage was observed to be generally effective. after initial disconnecting of the device

droplets would settle into traps after a few seconds and, unless the device were sharply moved,

would remain in the traps for the duration of the experiment. The average filling efficiency of

the device was 87%. Given that the field of view of the microscope allowed for the observation

of 153 chambers, this meant that about 130 droplets could be tracked over the course of the

experiment.

Two issues were discovered with the device over the course of experiments, both in relation to

the large antechamber prior to the storage matrix.

The first was that droplets in the antechamber were allowed to come into contact with each

other which allowed them to coalesce. Coalescence in this area occured with a maximum of 5% of

droplets that reached the storage matrix. This, while unimportant in non-crystallizing solutions,

created a problem when the solution was close to nucleating. Nucleation occurs as a function of

the volume of a solution. A droplet with double the volume has double the likelihood of nucleation

occuring per second. Therefore, as supersaturation increased there was a higher likelihood of

a coalescence leading to a nucleation event. Once a crystal formed in this antechamber, it

was likely to get trapped, as the crystal would grow to the height of the channel. This would

in turn allow crystals to protrude into other droplets moving around them, encouraging either

further coalescence leading to massive droplets and further crystal growth or initiating secondary

nucleation in other droplets. This could easily result in a cascade of crystallization, with the

entire antechamber filled with crystals in a matter of seconds (Figure 5.9). Once nucleation on

this scale occured, the device was rendered useless as there was no way to clean the device.
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(a) (b)

(c) (d)

Figure 5.9: (a) An initial coalescence event spreads as crystals protrude into nearby droplets
inviting further coalescence. (b) Crystals that are formed either hold the super droplet in po-
sition blocking the channels or flow down into the channels of the storage matrix blocking the
constrictions. (c) Rapid secondary nucleation stemmed from a few individual coalescence events.
(d) A cascade event would eventually block the entire device, rendering it useless.

The second issue was an uneven rate of droplet transport across the different storage matrix

channels. Channels closer to the centre generally flowed slower than those at the outside of the

matrix. The general spread of transport rates is thought to be a result of excess continuous

phase in the system. The flow rate for the continuous phase was required to exceed the flow

rate of the aqueous in order to produce droplets of optimal size. However, each channel of the

storage matrix had room for a significant number of droplets but far less space for oil (Figure
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5.10). The continuous phase, which is still being pumped in and needs to go somewhere. The

result was that the central channels, which were filled with droplets first, would become high

resistance channels and the flow would be directed to the outside. The excess continuous phase

was unable to pass through the high resistance central channels and so flowed at a very high rate

to peripheral channels carrying some droplets through with them at a much faster flow rate. In

general, this led to a gradient of transport rates across the channels from center to periphery.

In addition to this, however, their was an apparent degree of variability in pressures across the

channels. Some channels ceased to flow, perhaps because they were well filled with droplets,

creating higher resistance and thus they were being effectively bypassed by the fast-flowing, low

resistance peripheral channels. Various droplets of different sizes could have further exacerbated

this problem. Cumulatively, these phenomena led to a complex, inconsistent system, such that

some channels would flow adequately, others too slowly and some channels would completely

block up. This was problematic for this device due to the necessary adjustment period required to

initiate flow. If one channel was flowing too slowly or not at all then there was no guarantee that

the droplets in that channel were representative of the droplets being generated at the junction.

Alternatively, even if the droplets in a stationary channel were of the right composition, the

droplets contained in that channel would have been formed earlier than droplets in faster flowing

channels. It is essential for induction time measurements to provide an accurate indication of

nucleation rate that the time at which crystallizing conditions is reached is known. Therefore

if different droplets have different, unknown T0 values then calculation of induction time is not

possible.
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Figure 5.10: Droplet transport across the device is uneven with some channels moving signifi-
cantly slower than others. The red highlighted droplet channel is flowing markedly slower than
the others. The green channel is flowing at a rate of 2.6 droplets/second. The red channel is flow-
ing at 0.1 droplets/second. The blue channel flowed initially at 2.5 droplets/second. However,
during the 1 minute these channels were recorded the blue channel stopped flowing completely
for the last 40 seconds of the footage meaning the actual flow rate over the observed period was
0.7 droplets/second.

In spite of the flaws identified with the dropspot device, it was still possible to conduct some

basic crystallization experiments to identify the upper limit of metastability in this device under

these conditions. These results are outlined in the following chapter (Section 6.4.1).
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5.8 Device 4 - A Serpentine Storage Device

5.8.1 Design of the Device

The fourth device, was an adaptation of the "dropspot" device, the key feature being to remove

the storage matrix and antechamber and replace it with a single serpentine containing chambers

of the same dimensions as the "dropspot" device. This had the benefits of the droplet forming

junction, found to be adequate and the trapping effects of the dropspot. A single channel ensured

that there was no issue of variable flow rates and without the problematic antechamber allowing

droplets to coalesce en masse, there was a reduced risk of early nucleation. The device was

designed with two possible outlets, the theory being that the resistance of the channels could

be varied by selecting which outlet to punch during fabrication. The device was significantly

smaller than the dropspot device and it was possible to easily make 15 devices on a single wafer,

therefore, both a 150 µm and a 230 µm version of the device was designed. The hope was that

if the device were successful, nucleation rates could be compared at two distinct volumes under

same conditions. Another minor alteration made to the device was to ensure that the inlet

channels leading to the droplet forming juction were of identical length. Hydraulic resistance

being a function of channel length (Equation 5.1), and resistance having an effect on flow rate

(Equation 2.22), this was done to further guarantee that the acid and basic aqueous flow rates

were correct.

5.8.2 Operation of the Device

The device was secured under the microscope using a universal microscope slide holder. Experi-

ments were conducted as before, where the device was connected with tubing to syringe pumps.

The device was filled with continuous phase before aqueous flows were started. Aqueous flows
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Figure 5.11: A Microfluidic design 4

were initiated at 50% of final flow rate and gradually increased to desired values with priority

given to the basic solution so as to prevent premature nucleation. When droplets were success-

fully stored in the serpetine, the tubes were simultaneously severed and the pumps switched off.

Immediately, recording of microscope images began with the field of view covering the serpentine.

5.8.3 Successes and Weaknesses of Device

The device was still able to consistently generate droplets of the right size with apparently

correct ratio of basic and acidic solutions. The device was significantly less prone to nucleation

cascade events due to the limited contact between droplets. One weakness of the device was

that the fluid flow ratio of continuous to aqueous required to produce the correct droplet size

led to a big gap between droplets when stored in the device As a result, the droplet trapping

efficiency was between 40 - 45 %, significantly lower than desired. This limits the statistical
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accuracy of the probability distribution fitting. The minimum number of droplets for optimum

fitting would be 80 per condition. This would require that experiments either be repeated to get

statistically significant number of induction time experiments for analysis or use an alternative

analysis method such as maximum likelihood estimation [26].

An alternative design was hypothesized for extracting the excess oil after droplet formation.

Such a design would include vents between the droplet forming junction and the storage serpen-

tine connected to an outlet. The vent geometry would be such that droplets would be unable

to pass through but oil would and the length of tubing connected to the outlet could be used

to control the resistance and therefore, the flow through that outlet, tailoring the amount of

continuous phase extracted through the vent so that droplets would be closer together, getting

a higher fill rate of the storage serpentine but not so close that coalescence would become a

problem.

An intermediate solution was devised to extract some oil and give a marginal improvement to

droplet storage. The devices were punched fully at the second outlet prior to bonding. After

bonding, a biopsy punch was used to excise a section of PDMS above the first potential outlet,

leaving a thin layer of PDMS. This thin layer was then pierced several times with a fine gauge

needle and tubing was connected to the new partial outlet. Due to the small gauge needle

and the elasticity of the PDMS, the perforations created were large enough to allow a fraction

of oil to escape the channel but small enough that droplets were unable to escape. This was

found to marginally improve the trapping efficiency to 45-50%. However, it introduced problems

with droplets occasionally attaching to the perforations and not flowing through the channel,

therefore, the idea was abandoned.
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The key manner in which this device superseded previous designs was its ability to store

droplets in a manner that allowed for the monitoring of crystal nucleation. However, the reduced

geometric area of this device led to an increased surface to volume ratio between the device and

the surrounding air, resulting in an increased rate of water pervaporation to the atmosphere.

This could be improved by incorporating a stabilising solution of equivalent osmolality either

around the device or within a hydrating chamber or channel such as was included in device 2.

This volume effect has a key impact on the collection of data which is discussed below.

5.9 Discussion

The data extracted from the collected images relies on a number of assumptions.

5.9.1 Mixing

The water in oil droplets are collected from a mixture of two solutions flowing at pre-determined

flow rates. The composition of the final solution is dependent on those flow rates, for example,

equal flow rates indicates a final solution made up of 50% fractions of the input solutions.

However, the syringe drivers operate by turning a screw which depresses the plunger. At the

extremely low flow rates used the screw operates intermittently, turning a minimal amount then

stopping. This occurs at a rate of approximately 5Hz. This intermittency creates the potential

for different flow rates in each solution if one pump is activated while the other is stopped. A

droplet formed under such conditions might not have an exactly 50:50 ratio of solutions and

this would have potentially major effects on the nucleation process occuring downstream. The

quality of mixing could be analysed using fluorescent solutions to determine the composition

of final droplets, however, this was not not feasible due to limitations in time and budget.

Consequently, it was assumed that the mixing was consistent. As mentioned previously, this
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(a) Possible Ellipsoid (b) Either Ellipsoid or Plug (c) Definite Plug

assumption is somewhat supported by the bisection of the area of the static mixing Y-junction.

5.9.2 Droplet Geometry

Microscope images collected capture a two dimensional representation of a three dimensional

object. Knowing the volume is determined by knowing the 3D shape. However, it is challenging

to definitively determine what the 3D shape is and as such, an assumption has to be made.

For example, a droplet that is smaller in 2D area than the trap it resides in is likely to be best

described by an ellipsoid (Figure 5.12a) and its volume can be defined by

V =
4

3
× π × abc (5.3)

where a and b are the radius of the droplet and c is half the height of the channel. However,

a droplet where the perimeter of the 2D area is completely in contact with the walls of the

chamber (Figure 5.12b) could have the volume of an ellipsoid or it could be something closer to

a cylinder where the droplet is a partially deformed ellipsoid. Finally, a droplet that is extended

beyond the bounds of its trapping chamber (Figure 5.12c) is certainly a plug where the volume

is approximately the 2D area of the shape multiplied by the depth of the channel.
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(a)

(b)

Figure 5.13: Cross section of potential ellipsoid droplets. (b) has greater volume than (a) but
identical observed 2D area represented by orange line.

There is further uncertainty in the transition from plug to ellipsoid. As time passes and water

pervaporates from the droplet, a droplet will lose volume. A droplet simililar to 5.12b will

potentially decrease in 2D area proportionately to the volume, it alternatively might maintain

its 2D area while losing volume. For example, The droplet in figure 5.13b is greater volume than

5.13a but the area as viewed from above (represented by the orange line) remains the same.

This makes accurate calculation of volume an impossibility. Therefore, it was decided to use the

2D area multiplied by the depth for droplets that appeared to exceed the trap chamber (as an

ellipsoid estimate for such a droplet would be obviously incorrect). Droplets that contacted the

edges of the trap chamber were volumetrically defined as a range between the ellipsoid volume

and the cylindrical volume. Droplets that appeared to be smaller than the trap were calculated

using the volume of an ellipsoid, although this is an approximation.

5.9.3 Droplet Volume

Droplet size was used to calculate the volume of the droplets in each experiment recorded as

sufficient nucleation according to the assumptions stated above. The volume of each droplet at
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(a) (b)

(c) (d)

Figure 5.14: The recorded droplet volume reduction at the time of induction for each droplet as
a fraction of the initial droplet volume. If the droplet volume was ever calculated as a range this
is represented by two points at that induction time connected by a dashed line.

both t0 and induction time was determined using Python software which can analyse an image

to isolate each droplet from its surrounding image. The software then calculates the 2D area

of represented by the droplet and calculates both the plug and ellipsoid volumes. Each droplet

image was then visually appraised to determine if it should be classed as an ellipsoid, a plug or

a range between the two.
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Figure 5.14 displays the fraction of volume reduction for each droplet in each experiment. If a

droplet was found to be fully in contact of the walls of the trap at either the start of the experiment

or at the induction time the volume fraction reduced is reported as a range. The apparent rate of

droplet shrinkage is variable between experiments and droplets with experiment 5.14c showing

the least decline in volume. The variability in average droplet size for each experiment is a

significant factor. Smaller droplets will, theoretically, have a lower rate of volume loss due to

decreased surface area. Smaller droplets will also have less surface in contact with the PDMS

walls of the device. Table 5.2 shows the average rate of loss for each experiment over time.

While this rate would not be applicable to any long term experiments, it shows that the smallest

droplet volume clearly had the lowest amount of volume loss.

In addition, the droplet’s location within the device may affect the rate of water pervaporation,

with droplets towards the interior possibly being less susceptible than those at the periphery.

This was observed more clearly in earlier experiments with previous devices but has not been

quantified here.

Experiment Average Initial volume [pl] Rate of loss
[% /1000s]

1 1358 6.27
2 1103 4.52
3 373 2.68
4 1010 9.99

Table 5.2: Rate of loss from initial droplet size for each experiment

The effect of droplet volume loss on droplet composition is significant. Figure 5.15 shows the

extent of maximum possible supersaturation and pH deviation. The volume change affects a
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change in pH and concentration, thereby leading to a complex set of changes in supersaturation

ratio. While this is large range of possible supersaturation values it should be noted that values at

the extremities of the range are uncommon, shown by the mean values for pH and supersaturation

ratio being close to the initial value.

Figure 5.15: Nucleation rates with range of possible values for S and pH due to water loss. Mean
and median values are included to show that outliers are common.

The incorporation of PDMS hydrating element to the experimental set up would reduce the

rate of droplet shrinkage, allowing for longer experiments and more refined control of the solution

composition.

5.10 Conclusions

The aim of this work was to develop a microfluidic device that could be used for the collection

of induction times under isothermal conditions for the calculation of crystal nucleation rates.
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The device presented in this work utilizes the pH-dependence of the solubility of the model

compound to generate supersaturation through the mixing of a high pH solution with a strong

acid. The droplets formed on the device can be observed for nucleation events for up to 10000

seconds. The limitations of the device were the variability in droplet volume, the volume depletion

by pervaporation of solvent through PDMS, the lack of temperature control and the inability to

collect more than 50 droplets in the observation window.
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Chapter 6

The Study of pH-Shift Crystal

Nucleation Kinetics Using Novel

Microfluidic Devices

6.1 Introduction

Nucleation is a key step in the crystallization process which controls many crystal product

quality attributes such as particle size distribution and polymorphism[1, 10, 22]. Nucleation is

the creation of a new, crystalline solid phase from a mother liquor of solution. Reliable and quick

mechanisms for analysing nucleation and measuring nucleation rate are of great importance for

the validation of scientific theories and the development of crystallization processes.

pH-shift crystallization is a less studied area of crystallization, in particular, with regard

to nucleation studies. pH-shift crystallization relies on the appreciable difference in solubility

between the protonated and deprotonated molecule to generate supersaturation. While there
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is work reporting on metastable zone width in a pH-shift system [7], there is, as yet, no work

reporting on nucleation rate determination in such a system.

Microfluidics has been presented as a useful tool in the study of nucleation. The low volumes

and laminar flow of microfluidic devices offer tight control of crystallization conditions [8][64].

The microscale dimensions of a microfluidic device allow for enhanced observation and tracking

of individual nucleation events using high quality microscopic images providing a high-resolution

platform for nucleation studies. Microfluidics allow for the generation of supersaturation in pH

shift crystallization through well-controlled mixing under isothermal conditions.

6.2 Aims and Objectives

This work aims to collect nucleation rate data from the novel microfluidic device presented in

chapter 5 and compare this with the microvial nucleation rate data collected in chapter 4. First,

the metastable zone must be determined for this device for immediate comparison to previous

work. Then, induction time data must be collected using the novel device, utilizing pH-shift

crystallization under isothermal conditions to generate supersaturation. The collected induction

time data must be then appropriately analysed to determine the nucleation rate. Finally, a

comparison will be made between the nucleation rate data collected in the microvial set up in

chapter 4 and the novel microfluidic device.
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6.3 Materials and Methods

6.3.1 Materials

DL-phenylalanine (DL-phe; Sigma-Aldrich,≥ 99%) was used as purchased. Sodium Hydroxide

(anhydrous, Sigma-Aldrich, ≥98%) was used as purchased. Hydrochloric acid solution 37% HCl

(ACS, Sigma-Aldrich, reagent) was used as purchased. Fluorinet FC-40 oil (Sigma-Aldrich)

was used as purchased. #008 Fluorosurfactant (Ran Biotechnologies, Beverly, MA, USA) was

used as purchased. Polydimethylsiloxane (PDMS, Sylgard 184, Dow, MI, United States) was

used as purchased. Curing Agent (Sylgard 184 Curing agent, Dow, MI, United States) was

used as purchased. Methanol (VWR, Lutterworth, UK) was used as purchased. Isopropanol

(VWR, Lutterworth, UK) was used as purchased. Acetone (VWR, Lutterworth, UK) was used

as purchased. 1H, 1H, 2H, 2H-perfluorooctyl-trichlorosilane (Silanizing agent, Sigma Aldrich,

UK) was used as purchased. SU8 3035 photoresist (MicroChem, Newton, MA, United States)

was used as purchased.

Solvents

Preparation of Aqueous Sodium Hydroxide (NaOH) Solutions Aqueous solutions of

NaOH were meticulously prepared by dissolving a precise quantity of pure NaOH pellets in

approximately 70 mL of distilled water within a volumetric flask. Subsequently, distilled water

was cautiously added to the flask until the solution reached the volume line, ensuring a final

volume of 100 mL, thereby producing a solution with a predetermined concentration. To achieve

thorough mixing, the volumetric flask was inverted multiple times.

Preparation of Aqueous Hydrochloric Acid (HCl) Solutions Aqueous solutions of HCl

were prepared by carefully mixing a precise mass of 37% HCl solution in approximately 70 mL
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of distilled water within a volumetric flask. Additional distilled water was gradually added to

the flask until the solution reached the prescribed volume, indicating 100 mL of solution and

resulting in a solution with a predetermined concentration. The volumetric flask was inverted

multiple times to achieve effective mixing of the HCl solution.

6.3.2 Solution Composition and Supersaturation

Supersaturation ratio was the key target for selecting solution composition. Solutions were mixed

in a 1:1 ratio within the microfluidic device. As a result, the solution composition of the high

pH solution and the low pH solution had to be determined prior to experiments to achieve the

desired supersaturation ratio. The compositions were calculated using the model described in

chapter 3.

In Chapter 4 we reported nucleation rates for DL-phenylalanine in the range 50 - 1750

particles/m3·second. These experiments were conducted under precise isothermal control at 1

ml and were agitated. Agitation has a significant effect in promoting nucleation. The microfluidic

experiments will not be agitated and will be conducted at volumes orders of magnitude lower that

the experiments in the previous chapter. Threrefore, the expectation was that nucleation will

require significantly higher supersaturations. In fact, due to the volume effect in particular, the

nucleation rate required to produce nucleation in the timescales required will be in the millions

of particles/m3·second.

6.3.3 Crystallization Experimental Protocol

Solutions of DL-Phenylalanine in Sodium Hydroxide and Hydrochloric acid of known concentra-

tion were made up. Continuous phase was made up using FC-40 oil and 2% fluorosurfactant.

Glass 250µl syringes were connected to Masterflex Microbore Transfer Tubing (PTFE, VWR
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MFLX06417-21) using single use, hypodermic needles. Solutions and oil were drawn up into

syringes with care taken to exclude any air. The syringes were attached to individual syringe

drivers (Aladdin Single-Syringe Pump, High Pressure, World Precision Instruments, FL, USA).

The tubing was then connected to the inlet ports on the device. Exhaust tubing was attached to

the device. The device was placed in a Zeiss Axiovert 5 microscope (Zeiss, Cambridge, UK) and

observation was conducted through a Labview controlled Dalsa Genie CMOS HM1024 camera

(Phase 1 Technology Corp, NY, USA). The syringe drivers were started at half of their desired

final flow rate, beginning with the oil syringe to wet the walls of the device with oil. The flow

rates were gradually increased to the desired level with priority given to the basic flow to prevent

early nucleation. When the right flow rates were reached the flows were given five minutes to

equilibrate. After this, the tubing was severed with a pair of sharp shears.

6.3.4 Observation

A micro-batch crystallization approach was taken in order to allow the acute observation of

multiple crystallizing reactors simultaneously. The probability distribution based approach for

quantifying nucleation rate requires that at least 80 induction time measurements be collected

for a statistically significant nucleation rate to be obtained. Therefore, a key design specification

was that the device would allow the formation of microfluidic droplets to be stored in a sta-

ble, observable location. The statistical approach used requires that crystallization experiments

have the same relative supersaturation and volume. Therefore, it was deemed optimal that the

microfluidic device meet this need.
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6.4 Results

The primary objective of the work was to collect nucleation rate data within the microfluidic

device to analyse and compare with the data collected in the Crystal16. The device utilized a

static mixing Y-junction to introduce high pH, high concentration solution to low pH precipitant.

The resulting solution was of a supersaturation pre-determined with the use of the MATLAB

model outlined in chapter 3. The solution was emulsified into water in oil droplets using a T-

junction and captured in a storage serpentine, where they were observed for 10,000 seconds using

an inverted microscope. Images were collected every second. The image data was analysed and

produced induction time data, growth data, and droplet size data.

6.4.1 Device 3 Metastable Zone

Despite the discovered flaws with the device, it was still possible to gather some valuable crys-

tallization data. The initial objective was to identify a region of supersaturation ratios where

nucleation would occur within a 10000 second window. This time window was selected as it was

sufficient to measure nucleation but not so long that water pervaporation would affect crystal-

lization to a significant degree. Over the time period the droplets would lose, on average, 8 µm in

diameter, meaning a 10% decrease in volume over the time period. This was not insignificant and

had to be incorporated into nucleation rate calculations. Experiments were conducted within

the pH range 9.0 - 9.4. Microfluidic droplets were expected to be much less prone to primary

nucleation than the 1 ml vials used in Chapter 4 due to overall rate of nucleation (JV ) being a

function of the solution volume. Therefore experiments began at S = 1.2 and subsequently, S

values were rapidly increased.
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Figure 6.1: Experiments conducted at 600 pl in the "dropspot" device shown by squares compared
to Crystal16 1 ml experiments.

Nucleation was neglibible in the experimental time frame at supersaturations below S = 2 with

the lowest supersaturation tested at 1.2. Some experiments did not nucleate at all and of those

that did, none produced more than 2 nucleation observations out of approximately 130 droplets

(Table 6.1). This provided insufficient observations to determine nucleation rate by fitting.

Supersaturation was increased to attempt to find a range where nucleation was optimal. The

threshold of sufficient nucleation was conditions in which at least 10 nucleations were observed, as

with chapter 4. The goal was that droplets would be stored in the matrix and then would nucleate

over the observation period. However, there appeared to be a supersaturation threshold below

which nucleation would not happen and above which a nucleation cascade (described in Figure

5.9) would occur in the matrix antechamber and would block up the device before droplets could

be stored. This cascade phenomenon was observed in experiments with identical conditions to

those reported as insufficient. It was found that at supersaturations close to 2.1 the nucleation
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cascade would sometimes occur. This was initially believed to be a flaw with experimental

protocol, however, further observation suggests that these events were primarily a result of

coalescence in the matrix antechamber. Therefore, the results reported here as insufficient are

conditions under which it was sometimes possible to store droplets successfully in the storage

matrix but also did not nucleate in the matrix over the 10000 second observation window. For

supersaturations greater than 2.2, a cascade would always occur in the matrix antechamber over 3

repeats of these conditions (Table 6.2. Such events were defined as excessive nucleation. However,

as there were no conditions under which nucleation was found to be sufficient it was necessary

to develop a new device that resolved the problems created by the matrix antechamber in order

to find a region where optimal nucleation could be observed. In addition, it was necessary to

resolve the problem of uneven droplet transport.

pH Concentration [M] Supersaturation Percentage
Nucleated

9.34 0.31 1.18 0
9.13 0.37 1.66 0
9.26 0.37 1.71 0
9.21 0.4 1.86 1.5
9.22 0.42 2.02 1.5

Table 6.1: Solution parameters for microfluidic nucleation rate experiments using Device 3 where
nucleation was insufficient to calculate nucleation rate data.

It is worth noting at this point that even under these flawed microfluidic conditions droplets

were found to be much more stable under microfluidic conditions than in the Crystal16 with less

than 2% of droplets nucleating in 4 hours at S = 2.02, while in the Crystal16 at much lower

supersaturations, nucleation was occurring before reaching the isothermal point. The metastable
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limit, therefore, in this device under these conditions is approximately a supersaturation ratio of

2.0 - 2.2.

pH Concentration [M] Supersaturation
9.14 0.42 2.22
8.94 0.42 2.58
9.03 0.47 2.88
8.81 0.47 3.56

Table 6.2: Solution parameters for microfluidic nucleation rate experiments using Device 3 where
nucleation was excessive and there was no opportunity to observe droplets in device.

6.4.2 Device 4 Metastable Zone

Data was collected using the fourth device with the objective of analysing the metastable

zone in this system under the conditions of a microfluidic device with droplet volumes around

0.5-1 nl. As in chapter 4 nucleation was categorized as insufficient, sufficient and excessive,

however, the boundary conditions for each had to be adjusted due to the nature of nucleation

in the microfluidic device. Experiments resulted in a few different possible outcomes. The first

outcome, which occurred at lower supersaturations, was less than 10 nucleation events occurring

in the observation window, classed as insufficient. To ensure the validity and reliability of the

analysis, it was deemed appropriate to set a lower limit of 10 data points for fitting the nucleation

rate. Excessive nucleation was noted where nucleation occurred instantaneously in all droplets.

For an experiment to be classed as sufficient there had to be sufficient non-nucleated droplets at

the start of the observation window to observe at least 10 nucleations and at least 10 droplets

had to nucleate during the observation window. This phenomenon was uniquely observed in

this device as earlier devices either failed to nucleate or nucleate excessively in the cascade
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phenomenon described above.

While in chapter 4 a single vial which nucleated prior to the observation window was regarded

as excessive, this was due to the nature of isothermal crystallization achieved by cooling. A

vial that nucleated in this way would have nucleated prior to observation would have nucleated

at a temperature different to the defined isothermal conditions and therefore, at a different

solubility and supersaturation. In the microfluidic device this was not the case. The desired

supersaturation was achieved at the moment of mixing (working with the assumption that mixing

is essentially an instantaneous process at the induction timescale considered here). The limitation

to observation was the time that it took to transfer a droplet from the mixing junction to the

storage matrix where observation occurred. In addition, the action of stopping droplet generation

by cutting off flow to the device had the effect of moving the device out of the field of view of

the microscope. Reacquiring the storage matrix with the microscope also added time between

achieving supersaturation and the beginning of recording nucleations. Therefore, a droplet that

is classified below as instantaneous nucleation occured under the desired conditions, but during

the approximately ten second window under which observation of nucleation was not possible.

Experiments conducted in device 3 reached a maximum supersaturation of 2.02 without signif-

icant nucleation observations. Between 2.02 and 2.22 there was a sharp transition into excessive

nucleation. This was believed to be a fault in the device design as no conditions were found where

nucleation could be classed as sufficient. In device 4 there was an increase in the metastable zone

limit from 2.02 to 2.44. In fact, conditions between a supersaturation ratio of 2.22 (which always

resulted in a nucleation cascade in device 3) and 2.44 were found to be insufficient at producing

nucleating droplets, confirming that early nucleation was being precipitated by some flaw in the

design of device 3. Between 2.4 and 2.6, sufficient nucleations were observed to attempt fit-
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Figure 6.2: Compositional data of all experiments conducted in microfluidic devices. Experiments
conducted in the dropspot device (Dev 3) marked by circles. Experiments conducted in the
current device (Dev 4) marked as diamonds.

ting. Above 2.56 supersaturation occured instantaneously in all droplets. For each experiment,

droplets were categorized as instantaneously nucleating, slowly nucleating and non-nucleating

within the experimental time frame.

Supersaturation Instant Slow No Nucleation
2.561 0% 21% 79%
2.442 42% 23% 35%
2.474 48% 28% 24%
2.472 40% 25% 35%

Table 6.3: Percentage of droplets categorized as instantaneously nucleating, slowly nucleating
and non-nucleating for each experiment.
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As supersaturation increased fewer droplets were recorded as non-nucleating and more droplets

were registered as instantaneously nucleating. The fraction of droplets nucleating within the

time window gradually increased, however, above 2.56, all experiments showed 100% instantly

nucleating (Figure 6.2), indicating a hard upper limit to the metastable zone width in this system.

Within this device it was not possible to collect nucleation data below a supersaturation of

2.4. This could be changed with some adjustments to the device. The use of a solution of equal

osmotic pressure to the droplets to hydrate the PDMS would reduce the loss of droplet volume

and allow for a longer time window within which it might be possible to observe nucleation at

lower supersaturation and collect nucleation rate data.

6.4.3 Nucleation Rate and Fitting

As discussed in chapter 4, it is possible to determine nucleation rate by fitting a series of induction

time experiments collected under isothermal conditions to a Poisson distribution. This method

assumes that the underlying kinetics remain the same throughout the experiment in all droplets.

The microfluidic experiments conducted in this work could be fitted in a similar manner, with

each droplet effectively an individual reactor. However, the large number of non-nucleating

droplets and the number of droplets that nucleate instantly suggests that nucleation doesn’t

follow the same behaviour in this system. This may be due to the non-agitated nature of this

system. Similar behaviour has been observed in non-agitated systems of glycine, paracetamol

and potassium nitrate[75–77].

P (t) = 1− exp(−Jv(t− tg)) (6.1)
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(a) (b)

(c) (d)

Figure 6.3: Fitted Poisson distribution for all microfluidic induction time experiments.

The induction times were fitted to the standard Poisson distribution (Equation 6.1) (see Figure

6.3. However, as crystal nucleation is observed almost immediately tg was set to 0. This provided

a poor fit for all experiments with instant nucleations. With the exception of the experiment

shown in figure 6.3a the fit is poor as these experiments are dominated by the instant nucleations

which seem to be controlled by different kinetics to the slowly nucleating droplets.
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In order to obtain a better fit for slowly nucleating regime it was attempted to exclusively fit

those nucleations, excluding those experiments that nucleated instantaneously(Figure 6.4). This

(a) (b)

(c) (d)

Figure 6.4: Fitted Poisson distribution with instant nucleations labelled blue and not included
in the fitting.

fit used the following equation:

P (t) = P (i) + (1− exp−Jvt) (6.2)
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where P (i) is the probability of nucleation being instant. This effectively assumes that the

nucleation rate for droplets which nucleated prior to the start of observation was infinite. This

fits the slow nucleation data better than the previous fit. For Figures 6.4c & 6.4d the assumed

further nucleations are plotted out beyond the the last nucleation, although there are no data

available and it is not guaranteed that it would extrapolate in this manner.

The apparent separation between the extremely fast nucleation that occurs prior to observa-

tion and the slower nucleation that occurs over the following 10000 seconds suggests a bimodal

nucleation regime, similar to that observed by Javid et al[78]. Therefore, the data was fitted as

the sum of two weighted, exponential distributions, as shown in equation 6.3:

P (t) = A(1− exp (−J1vt)) + (1−A)(1− exp (−J2vt)) (6.3)

where A is the fraction of droplets nucleating extremely quickly, J1 is the nucleation rate of

droplets classified as instantaneously nucleating and J2 is the nucleation rate of droplets classified

as slow.

Fitting the double exponential to 6.5 shows good agreement with the data. This type of

fitting results in a very high nucleation rate in the first regime (J1) and a lower value for the

second regime (J2). The quality of fitting with two exponential terms suggests that nucleations

in these systems are governed by two different mechanisms. This conforms with what others

have reported in non-agitated systems [75, 78–81] However, the cause of these two mechanisms

remains unexplained.
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(a) (b)

(c) (d)

Figure 6.5: Bimodal fitting performed on nucleation induction time data from microfluidic ex-
periments.

One potential explanation for the phenomenon of near instantaneous (very fast) nucleations is

that during the brief transition period from the droplet forming junction to the storage matrix,

the droplets experience a small but significant degree of fluid shear due to the laminar flow of

the droplet through the channel. Fluid shear is known to increase crystal nucleation rates[82].

This may cause a fraction of the droplets to undergo nucleation within the very short travel
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time of less than one second. However, once the droplets reach the storage matrix, they become

stationary, and any droplets that have not yet undergone nucleation enter a new kinetic regime.

This could suggest that the fluid shear during the droplet transition period may play a crucial

role in inducing the nearly instant nucleation phenomenon. However, the appearance of two

nucleation regimes has been observed in other works under static conditions that don’t involve

microfluidic devices and, therefore, an alternative explanation might be more appropriate.

An alternative explanation could be micromixing at the interface of the fluids at the Y-junction

or the diffusion of miscible liquids between each other as they travel down the tube (Figure 5.3).

This could lead to pockets of extreme supersaturation where a small aliquot of NaOH solution

has mixed with the HCl solution bulk causing a localized pH shift to well below the solubility,

precipitating nucleation[83].

Nucleation rates are a stochastic phenomenon and as such the same experiment can often

produce markedly different results. Numerous factors have been attributed as having an effect

on nucleation rate. White and Frost posited that an accelerated nucleation rate of potassium

nitrate in water in oil droplets was catalysed by impurities in a fraction of the droplets[76]. This

was mitigated by using recrystallized potassium nitrate to exclude impurities which produced a

slower nucleation rate. Similarly, microfluidic experiments conducted by Seltzer[75] using potas-

sium nitrate were similarly observed to have a fast nucleating component and a slow nucleating

component. They suggest that the fast nucleation phenomenon is dictated by heterogenous

nucleation caused by the presence of impurities in those droplets. When all droplets contain-

ing impurities have nucleated, nucleation becomes dominated by another, unknown mechanism

which they suggest is due to impurities specifically at the liquid-liquid interface of oil and solu-

tion. However, McKechnie [84] showed that increasing the volume of oil in contact with a solution
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did not affect nucleation rate. Alternatively, it has been shown that an oil-solution interfaces

enhances nucleations through molecular dynamics simulations [85] that glycine accumulates in

higher concentrations at an oil-water interface with tridecane leading to a higher supersatura-

tion ratio at surfaces. Ildefonso [86] argued that the selection of oil used to suspend microfluidic

droplets also has an influence on collected nucleation rates due to changes in interfacial energies

and kinetic pre-exponential factors.

Interfacial surface effects between oil and solution affects nucleation rate. This has great

relevance to this work as the variability in droplet sizes and therefore surface area in contact with

oil could be affect changes in nucleation rate. As droplet volume increases but supersaturation

remains the same, nucleation rate should also stay the same, independent of the volume. However,

the surface area in contact with the oil will change and this would affect the nucleation rate.

Future work could analyse nucleation rate data collected at different droplet volumes. This

would require further iterations of the microfluidic device to improve process control, including

temperature control, better droplet size control and storage.

In addition, classical nucleation theory, from which the equations and fitting models used

above are derived, may not be a suitable model for analysis. Dela Cruz et al. [77] showed

that the act of confinement hindered nucleation and that, under such conditions, there exists a

different nucleation pathway. This work was conducted at 100µl, significantly less confined than

this work. They argue that the CNT cannot adequately explain crystal nucleation in confined,

small volumes.
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6.5 Discussion of Crystal16 and Microfluidic Acquired Nucleation

Rate Data

Nucleation rate data collected in the Crystal16 was compared to that from the microfluidic

device. Data from the microfluidic device were collected under significantly smaller volumes and

as a result a much greater nucleation rate, and therefore higher supersaturation, is needed to

achieve nucleation in the same time frame for analysis. J × v values for both measurement types

have comparable orders of magnitude as the reciprocal of J × v is the characteristic time, i.e.

the timescale in which nucleation events occur. For all nucleation rate experiments conducted

across literature the time window for observing nucleation is consistently in the range of minutes

to hours, i.e. within two orders of magnitude. Therefore, for nucleation rate data to be collected,

conditions must be set in order that nucleation occurs within the observation window. Therefore,

if volume were altered, nucleation rate data collected would have a Jv that falls within 2 orders

of magnitude of the current data regardless of supersaturation data.

Figure 6.6 presents the two datasets on a natural logarithmic scale as the nucleation rate in the

microfluidic device, being orders of magnitude lower in volume, is orders of magnitude greater

than the Crystal16. The slow nucleation regime rate data, J2, from microfluidic device 4 (pH 9 -

9.3) was fitted alongside the data collected from agitated vials in the Crystal16 at pH values 9.2

- 9.5 using the equation: LnJ = A × Ln(S − 1) + B. This fitting produced similar parameters

to those acquired from fitting the Crystal16 data alone (Table 6.4) further reinforcing that the

relationship between J and S does hold true.
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Figure 6.6: Microfluidic data using device 4 and Crystal16 data compared using LnJ and LNS−1.
"All Fit" line was fitted using the the microfluidic J2 value and the nucleation rates collected
from agitated vials in the Crystal16. The "C16 Fit" line was fitted using solely nucleation rates
collected from agitated vials in the Crystal16.

Figure 6.6 offers several opportunities for future investigations. A volumetric analysis of nucle-

ation rate could be conducted to fill in the space between the Crystal16 data and the microfluidic

data. As volume is decreased, a greater supersaturation ratio is required to produce nucleation

in the time frame required, filling in the space in the graph. Comparing induction times in

non-agitated solutions of DL-phenylalanine in the Crystal16 to both the agitated Crystal16 data

and the non-agitated microfluidic data could provide further insight into the mechanisms at play

in the different nucleation phases shown in this work.
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Method A B R2

Crystal16 pH 9.2 - 9.5 4.19 10.62 0.612
Crystal 16 pH 9.2 - 9.5
& Microfluidic

7.2 14.15 0.945

Table 6.4: Table of coefficients for fitting exclusively Crystal16 nucleation rate data and combined
slowly nucleating microfluidic regime and Crystal16 nucleation rate data.

Other potential work could be the comparison of surface area to volume ratios using different

microfluidic volumes. As the characteristic time remains approximately the same it would be

an interesting avenue of exploration to assess any present relationship between nucleation rate

and surface area of the droplet in contact with the oil. Alternatively, analysis of the affect of

an oil interface could also be analysed by using a similar setup to McKechnie et al. [79] where

non-agitated vials of solution were nucleated in contact with tridecane oil. Vials of different

diameter and depth could be used to maintain the same volume while altering the surface area

in contact with the solution.

6.6 Conclusions

The aim of this work was to utilize a novel microfluidic device to collect nucleation rate data

in a pH-shift crystallization system. This work presents that data and compares the collected

data with that of an established isothermal agitated vial technique.

Droplets were found to nucleate in two different regimes: instant or very fast nucleation and

slower nucleation, while some droplets did not nucleate within the experimental time frame.

This data was fitted to a double exponential fit, similar to other non-agitated nucleation rate

measurements in the literature. The first exponential accounted for nucleation in the fast regime

and the second the slower regime. Fitting assumes that in a longer experiment the remaining

droplets would nucleate according to the slower regimes nucleation kinetics. Nucleation rate
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data was collected for significantly higher supersaturation ratios than earlier experiments. The

nucleation data collected gave values for nucleation rate within 2 orders of magnitude greater

at significantly higher supersaturations compared to larger scale experiments conducted in the

Crystal16 due to the requirement that nucleation occurred within the observation window frame

of experiments. Future work could look at the effect of volume and agitation on nucleation in

these different experimental setups.
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Chapter 7

Conclusions

Crystal nucleation is a vital step in the crystallization process and plays an important role

in determining the crystal quality attributes required by industrial processes in numerous fields.

New tools for understanding how nucleation proceeds are a necessary step in the development

of better crystallization unit operations. Greater understanding will allow for better design,

optimization and control of future crystallization processes.

pH-dependent solubility was selected as the mechanism for generating solution supersaturation.

This complex system is very difficult to predict as changes in concentration effect pH changes.

Previously described models required initial solution pH values as an input for supersaturation

prediction. In Chapter 3 we present a model for determining the solubility and supersaturation

of solutions of DL-phenylalanine at different pH values from solution compositional data and

dissociation constants. The model utilizes material balances and solute dissociation constant

to predict pH, solubility and supersaturation of a given solution. The model was compared to

experimentally acquired and literature data for pH-dependent solubility and was found to give

solution speciation and supersaturation properties to a sufficient degree of accuracy to guide
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further crystallization experiments. The non-ideality of the solutions was incorporated into the

model using the Davies Equation. However, while this particular activity model was accurate

for pH, solubility and supersaturation prediction were less accurate. Further refinement of this

model could be conducted through the application of a more detailed activity coefficient model

that was beyond the scope of this current work. In addition, this model could be expanded to

include the effect of crystal mass growth on pH and supersaturation. The model presented here,

however, is adequate for exploring the pH-shift crystallization design space required here.

Chapter 4 was a study of crystal nucleation rate through the acquisition and fitting of induc-

tion times in a pH-dependent solubility system using agitated vials under isothermal conditions.

It was possible to estimate nucleation rates in the pH range 9-9.8. The metastable zone limit

was established and the lower limit for supersaturation at which nucleation rate data could be

collected was reported. It was attempted to fit the nucleation rate data to commonly used nucle-

ation models (such as the KJMA equation), however, these models were found to be inadequate

at describing the variability in the data. Other equations were used for fitting the data, in

some cases incorporating pH and ionic strength to ascertain any relationship between pH and

nucleation rate apart from supersaturation. While some models showed a significant trend of

nucleation rate with increasing supersaturation, as expected, this was also confounded by de-

pendence on pH and ionic strength. It was found that the nucleation rate generally increased

with both pH and ionic strength at a given supersaturation but the statistical significance of this

was limited. Future studies in this system would require a significant increase in data collected

within the metastable zone at a broader range of pH values and ionic strengths. Fitting could

then be attempted with more data available. Alternatively, a machine learning model could be

developed to reveal any further relationships in the data.
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The aim of chapter 5 was to develop a microfluidic tool for gathering induction times under

isothermal conditions to calculate crystal nucleation rates. The device employed the rapid mix-

ing to produce supersaturation by bringing together a high pH solution containing the solute

with a strong acid to lower the pH. The droplets produced could be examined for nucleation

events for up to 10000 seconds through microscope imaging. The device’s shortcomings were

that the droplet volume varied, the solvent pervaporated through PDMS during the observation

window, inadequate temperature control, and no more than 50 droplets could be obtained in the

observation window.

In chapter 6 nucleation rate data was collected from a novel device using pH-shift crystalliza-

tion under isothermal conditions and compared with rate data collected using an agitated vial

isothermal method at equivalent pH values. Two distinct nucleation regimes were discovered,

with some droplets subject to rapid nucleation, other droplets nucleating at a slower rate and

some droplets failing to nucleate. The resulting distribution of induction times were fitted to a

double exponential curve, similar to other non-agitated nucleation rate measurements in previ-

ous literature. The first exponential component explained nucleation in the rapid regime, and

the second accounted for the slower regime. The fitting assumed that the remaining droplets

would nucleate according to the slower regime’s nucleation kinetics in a lengthier experiment.

Nucleation rate information was collected at significantly higher supersaturation ratios than in

agitated vial experiments, providing values for nucleation rates that were some orders of magni-

tude greater than in larger-scale experiments carried out in the Crystal16.

The work presented in this thesis could be enhanced by implementing a more detailed solution

activity model into the speciation model detailed in chapter 3. This would allow the exploration

of a broader range of pH values, potentially increasing clarity with regard to the effect of pH
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on nucleation. In addition, the microfluidic device could be improved to reduce uncertainty.

Improving the rate of droplet trapping and incorporating osmolality and temperature control

could reduce the uncertainty in these measurements by reducing the volume lost and increasing

the number of nucleations observed. Beyond this, further research could investigate the impact

of volume and agitation on nucleation in these various experimental settings.
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Chapter 8

Appendices

8.1 All experimental data for induction time experiments deemed

sufficient and subsequent fitting.
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pH S J tg σJ σtg Ii Number
Nucle-
ated

9.68 1.27 1802 185 228 27 0.59 80
9.25 1.40 1628 1066 150 30 0.59 77
9.23 1.48 1398 201 121 50 0.59 80
9.24 1.35 1312 916 165 59 0.59 80
9.71 1.17 1022 563 94 45 0.59 75
9.28 1.30 1008 507 108 50 0.59 80
9.01 1.42 996 717 96 50 0.59 73
9.24 1.38 934 711 88 59 0.59 71
9.29 1.29 873 1356 88 72 0.59 80
9.26 1.38 819 792 76 61 0.59 61
9.26 1.39 767 820 87 51 0.59 80
9.25 1.42 568 764 67 93 0.59 80
9.35 1.35 556 598 79 82 0.59 80
9.27 1.35 450 2310 56 93 0.59 11
9.21 1.47 412 895 50 98 0.59 62
9.29 1.27 384 1723 49 103 0.59 80
9.02 1.39 328 864 49 123 0.59 80
9.28 1.32 318 466 56 126 0.61 80
9.74 1.09 252 1563 25 201 0.61 80
9.37 1.30 250 752 30 145 0.63 12
9.32 1.22 232 1263 29 161 0.55 50
9.27 1.30 127 2741 12 263 0.55 52
9.29 1.28 119 3642 10 334 0.56 77
9.44 1.28 99 5851 8 400 0.56 37
9.03 1.29 84 907 10 354 0.76 80
9.78 1.00 70 5044 5 439 0.76 14
9.12 1.19 52 2642 5 532 0.76 74
9.30 1.21 20 7103 4 725 0.76 41

Table 8.1: All experimental data for successful induction time experiments. Vials recorded
as nucleating here were out of 80 vials total, any remaining vials did not nucleate during the
observation window of four hours.
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pH S Number Nucleated
9.40 0.96 0
9.36 1.10 0
9.35 1.06 0
9.33 1.12 0
9.63 0.83 0
9.56 0.97 0
9.18 0.95 0
9.15 1.02 0
9.16 1.04 0
9.94 0.69 0
9.90 0.77 0

Table 8.2: All experimental data for induction time experiments deemed insufficient for fitting.
Vials recorded as nucleating here were out of 80 vials total, any remaining vials did not nucleate
during the observation window of four hours.

pH S Number Nucleated
9.14 1.71 0
9.24 1.41 0
9.19 1.56 79
9.15 1.68 37
9.29 1.54 71
9.33 1.41 76
9.36 1.55 70
9.26 1.94 0
8.98 1.48 60
9.01 1.45 51

Table 8.3: All experimental data induction time experiments deemed excessive. Vials recorded as
nucleating here were out of 80 vials total and represented the vials that nucleated after reaching
the isothermal point. No vials nucleated outside of the observation window.
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8.2 All attempted fittings of nucleation rate data.

Figure 8.2: pH term included in the power law fitting.

151



Figure 8.3: pH term included in the power law fitting. S = Sγ
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Figure 8.4: Natural log pH term included in the power law fitting.
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Figure 8.5: Natural log pH term included in the power law fitting. S = Sγ
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Figure 8.6: KJMA equation directly fitted incorporating pH into the pre-exponential term.
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Figure 8.7: KJMA equation directly fitted incorporating pH into the pre-exponential term.
S = Sγ
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Figure 8.8: MNT equation directly fitted incorporating pH into the pre-exponential term.
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Figure 8.9: MNT equation directly fitted incorporating pH into the pre-exponential term. S = Sγ
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