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Abstract

Crystal nucleation is a key event in the process of crystallization and is important in a number

of processes in the pharmaceutical industry. Nucleation kinetics impact the crystal quality at-

tributes of the product of a crystallization process. For example, increased crystal nucleation

rate can lead to a smaller particle size distribution or increase the likelihood of presence of im-

purities or inclusions. A greater understanding of the fundamental principles underlying crystal

nucleation allows for the development of better processes and tools for controlling this important

element of crystallization.

The aim of this work was to study nucleation kinetics in pH-shift crystallization of the amino

acid DL-phenylalanine (a model compound) through data generated from isothermal induction

time experiments in small scale agitated vials and in a novel micro�uidic device. The objectives

were to gain a detailed understanding of the model system, to accurately determine solubility and

supersaturation, collect nucleation rate data in the model system using an established method-

ology based on the Crystal16 multiple reactor system, develop a novel micro�uidic device for

collecting nucleation rate data and �nally, to compare the nucleation rate data collected from

the established and novel techniques.
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In order to work in this complex system, a model was developed using MATLAB for predicting

the pH and supersaturation from the solution composition and the dissociation constants for

each component and applying the Davies extension of Debye-Huckel theory. This model was

vital for designing experiments as it was not always possible to directly measure solution pH.

Nucleation rates were estimated by �tting induction time data collected isothermally, under

relevant conditions, to a cumulative probability distribution.

A micro�uidic device was developed as a tool for induction time determination in a pH-

shift crystallization system. The nucleation rates determined with this new technique were

compared with data collected through a previously established methodology utilizing the Crystal

16 multiple reactor system. We report that nucleation in the micro�uidic system behaves in a

similar manner to other non-agitated systems with di�erent regimes of nucleation kinetics: a non-

nucleating regime, a slowly nucleating regime and a fast nucleating regime. As such, this type

of data is best �tted to a double exponential curve. This behaviour is not yet fully understood,

as agitated systems generally show a single nucleation regime, where induction time data can

be �tted by a simple exponential curve. Therefore, it is not straightforward to directly compare

nucleation rate obtained under agitated and non-agitated conditions. The micro�uidic device

presented can be used for non-agitated nucleation rate studies, however, further re�nement of

the design could improve control of crystallization conditions and extend its operational capacity

and range.
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Chapter 1

Introduction

1.1 Motivation

Crystallization is the process by which a new ordered solid phase is generated from a dissolved

or disordered state. The molecules in a crystalline material are highly organised, comprising of

a consistent, 3-dimensional structure organised around the crystal unit cell[1]. Crystallization

plays a signi�cant role in a variety of biological, environmental, and industrial processes. For

instance, in geology, it is essential for the formation of minerals[2]. The process of water vapor

turning into ice in the atmosphere is also a form of crystallization [3]. Moreover, in the �eld of

medicine, ailments such as gall stones[4] and cataracts[5] can occur as a result of crystallization.

Within the pharmaceutical industry, crystallization holds great importance. It enables the

production of highly pure and stable materials. Furthermore, advancements in understanding

the crystallization process allow for process customization to achieve speci�c crystal quality

attributes. The signi�cance of crystallization is further emphasized by the fact that over 80% of

pharmaceutical products contain a crystalline active pharmaceutical ingredient (API) [6].
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Supersaturation is the state in which a solution contains more solute than the equilibrium

solubility would allow under normal conditions. This is the key driving force for crystallization.

Among the many techniques used to generate supersaturation for driving crystallization, pH-

shift is one of the least commonly investigated and also among the least understood. Challenges

related to determination of the supersaturation of a pH-shifted solution and the tight control

required to achieve desired pH values make such systems challenging to work in. Studying crys-

tallization kinetics in such a system can be done using cooling induced supersaturation at set pH

values. While work has been published determining metastable zone width in an electrochem-

ically induced, pH-shift system[7], a methodology for quantitatively measuring nucleation rate

directly within a mixing-induced pH-shift crystallization has not previously been reported.

Micro�uidic technology provides new tools for scienti�c investigation of crystallization pro-

cesses. The ability to conduct hundreds of tightly controlled experiments simultaneously gives

the opportunity to observe crystallization phenomena in a new and detailed way that is not

accessible through traditional experimentation [8]. Crystal nucleation kinetics are a key phe-

nomenon in the crystallization process and, yet, the quantitative understanding of nucleation

is limited. Using micro�uidics to study nucleation kinetics presents an exciting opportunity to

gain new insight into this complex fundamental area. The application of micro�uidics to pH-shift

crystallization for the study of nucleation kinetics has not been previously reported.

1.2 Aims and Objectives

This work aims to develop new methodologies for the quanti�cation of crystal nucleation rates

utilizing micro�uidic devices to study pH-shift crystallization. pH shift crystallization was chosen

as a model system for study due to the importance of such systems in an industrial context and
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the challenges of pH control, prediction and resultant crystallization process design.

In order to achieve this it is necessary to develop predictive tools for quantifying the solu-

bility and supersaturation of solutions. Utilizing the dependence of solubility on pH to control

crystallization presents a complex problem. Supersaturation, a commonly used approximation

of the driving force of crystallization, is dependent on both solubility and solution species distri-

bution, which changes as the pH changes. Chapter 3 aims to develop a model for predicting a

solution's pH and speciation, without requiring direct measurement, from solution composition

information, utilizing pKa as a semi-empirical �tting parameter. The model will be validated

with experimentally collected pH and solubility data.

The objective of Chapter 4 is to gain reference data for nucleation kinetics with an estab-

lished methodology. Probability distributions of induction times obtained using cooling induced

supersaturation will be used to calculate nucleation rates for DL-phenylalanine at di�erent pH

values. Using the Crystal16 Multiple Reactor System, the metastable zone will be charted in

detail through a set pH range, establishing the metastable zone limit and the region by which

nucleation rates can be gathered using this method.

Chapter 5 seeks to develop a micro�uidic device for the collection of nucleation rate data. The

device will mix high pH solution and low pH solution in situ to form �1 nl droplets before storing

for observation of onset of crystal nucleation.

Chapter 6 will utilize the micro�uidic device developed to acquire induction times obtained

using mixing induced supersaturation. These will be used to calculate nucleation rate data

which will be analyzed and compared with the data obtained from agitated vial experiments at

corresponding pH values (chapter 4).
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Chapter 2

Background

2.1 Crystallization Overview

2.1.1 What is Crystallization?

Crystallization is a widely used industrial process for phase separation of solid from liquid.

It is utilised in the manufacture of many modern products from simple table salt to the �ne

chemicals used in the pharmaceutical industry. Crystallization is largely used as a puri�cation

process, resulting in near pure, crystalline product through the processes of crystal nucleation,

growth and agglomeration [9].

2.1.2 Crystallization Driving Force

The crystal driving force is a widely discussed topic in various academic resources [9][10]. Crys-

tallisation is the phase separation of a solid crystalline material from a solution of solvent and

dissolved material. For such a solution to be stable it must reside in the state of lowest Gibbs

free energy. At equilibrium the free energy of the solution� must be equal to the free energy of

the solution when saturated with respect to the crystal solid phase� � . Therefore, the driving
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force of crystallisation can be described as the di�erence in the chemical potential of� and � � .

� � = � � � � (2.1)

When a solution is saturated, � � is zero and therefore the solution is stable. If the solution

has a lower concentration than saturation the di�erence in chemical potential is negative and

dissolution can occur from the solid into the liquid phase. Conversely, when the concentration

of solution is greater than saturation, the potential di�erence is positive, allowing crystallisation

to occur. The chemical potential for a solution can be calculated from the standard potential,

� 0, the activity, a, of the solution (or a� for the saturated solution), the universal gas constant

and the absolute temperature,T:

� = � 0 + RT ln(a) (2.2)

� � = � 0 + RT ln(a� ) (2.3)

Combining equations 2 and 3 gives the dimensionless fundamental driving force of crystallisation:

� �
RT

= ln
� a

a�

�
= ln( S) (2.4)

Where S is the supersaturation of the solution.

S = exp
�

� �
RT

�
(2.5)

While activity is the fundamental driver of crystallization, it is often approximated with concen-

tration. Therefore, the di�erence in concentration, � C, between the solution concentration,C,
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and the saturation concentration, C � , is used to describe the driving force.

� C = C � C � (2.6)

As a result, the supersaturation,S, which is determined from the concentration of the solution

and the saturation concentration (Eq. 2.7) can also be used to represent the crystal driving force.

S =
C
C � (2.7)

Rather than by S, the driving force of the solution is often alternatively quanti�ed by the relative

supersaturation, � [11]:

� = S � 1 (2.8)

2.1.3 Solubility and Supersaturation

The solubility of a crystalline compound is an essential factor in the design of crystallization

processes. Solid-liquid equilibrium occurs when a compound which is in the solid state is in

contact with a solution of that compound which is saturated with respect to the solid phase, i.e.

the solution concentration is equal to the solid phase solubility at given conditions. The nature

of this equilibrium is determined by numerous factors including most signi�cantly: temperature

and solvent composition.

The solubility of a compound varies depending on the solvent used. Water is often a pre-

ferred solvent due to its ubiquity and its ability to dissolve a large number of di�erent chemical

compounds. Organic solvents frequently used include lower alcohols, ketones, esters and light

alkanes, among others. Mixed solvents can be used to produce di�erent e�ects on the crystal-

lization process and crystal product quality attributes, most notably, changes in solubility.
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The Van't Ho� equation is used to describe the relationship between mole fraction solubility

at certain temperature T (Eq. 8)

ln x =
� H
R

�
1

Tm
�

1
T

�
(2.9)

The Van't Ho� equation describes ideal solubility behaviour through the heat of fusion � H and

the melting temperature Tm . When used with a small range of temperatures, this equation can

be used empirically by �tting � H and Tm . However, the non-ideality of the system causes �tted

values to deviate from the actual heat of fusion and melting temperature leading to poor �ts at

larger temperature ranges[10].

In the context of crystallization, solubility can be easily described through the use of a phase

diagram for a given solute - solvent system (Figure 2.1). Below the binodal, or solubility line

Figure 2.1: Example phase diagram showing the binodal or solubility line between undersaturated
and supersaturated, the dashed line representing the metastable zone limit, and the dotted line
representing the spinodal line.
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solutions accept more solute and no crystallization will occur. Solutions in the metastable region

are supersaturated but the driving force is insu�cient to immediately overcome the energy barrier

to form nuclei. Given enough time, nuclei will form and growth will occur, returning the solution

to thermodynamic equilibrium at the binodal. Within the labile zone nucleation is immediate

and this line represents the upper limit of the metastable zone. Above the spinodal line, the

system is thermodynamically unstable and spinodal decomposition occurs here, however, this

is unlikely to occur in cooling crystallization systems of small molecules before nucleation and

growth occurs, although it is more common in anti-solvent systems, where it leads to oiling out

by liquid-liquid phase decomposition.
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2.1.4 Supersaturation generation

Supersaturation is an e�ective approximation for the crystal driving force. Generating supersat-

uration is essential to any crystallization process and there are various techniques for doing this.

Figure 2.2: Example phase diagram showing the generation of supersaturation by cooling. (a)
represents the initial solution composition and temperature. (b) is the cooled solution which is
supersaturated. (c) is the �nal equilibrium solution composition and the solubility at the lower
temperature.

Cooling crystallization, used in systems where the solubility has a large degree of dependence

on temperature, is one of the most common techniques for generating supersaturation. A solution

which is saturated or near saturated at high temperature (Figure 2.2 (a)) and cooling to a lower

temperature where the solution concentration is now greater than the solubility (Figure 2.2 (b)).

This method is not e�ective in solute - solvent systems where solubility is not strongly related

to temperature. In such systems an alternative method that is commonly used is evaporative
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crystallization. In this type of system the solvent is removed from the solution by evapora-

tion, causing an increase in the solution concentration, eventually exceeding the solubility and

generating supersaturation (Figure 2.3).

Figure 2.3: Example phase diagram showing the generation of supersaturation by evaporation.
(a) represents the initial solution composition. (b) is the supersaturated solution after solvent has
evaporated at which point nucleation or seeding occurs. (c) is the original solution concentration,
however, at a lower volume of solvent and lower mass of solute which has been removed as
crystallized product.

Antisolvent crystallization (Figure 2.4) is commonly used for generating supersaturation, re-

lying on the di�erence of solubilities of a compound in di�erent solvent. A solvent with much

lower solubility than another can be treated as an antisolvent. By adding a miscible antisolvent

to a saturated solution the e�ective solubility of the system is reduced, generating supersatura-

tion. However, the addition of more solvent to a solution dilutes the solvent, creating a slightly

more complex system where dilution must be taken into account. Antisolvent crystallization is

only viable where the di�erence in solubility at a given antisolvent fraction is greater than the
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decrease in concentration due to dilution.

Figure 2.4: Example phase diagram showing the generation of supersaturation by antisolvent
addition. As antisolvent fraction increases the solubility decreases (although, in some systems,
a small amount of antisolvent can enhance solubility). (a) represents the initial solution compo-
sition at 100% solvent. (b) is the supersaturated solution after antisolvent has been added, at
which point nucleation or seeding occurs. Dilution is seen by the decrease in concentration. (c)
is the �nal solution concentration after crystallization is complete.

Another, relevant method for generating supersaturation is reactive crystallization. Reactive

crystallization is where the progress of a chemical reaction changes the conditions in a solution

that leads to the generation of supersaturation and the precipitation of crystals. One example

of this is pH-shift crystallization (Figure 2.5). For solutes that are weak acids or bases their

molecules become more dissociated as the pH of the solution reaches the extremities of the range

(see section 3.3.3). The neutral species will have the lowest solubility and dissociated ions will

have a much greater aqueous solubility[12]. If such a solution of dissociated ions is brought to

neutral pH via a neutralization reaction the dissociated ions will be forced to associate forming

either the neutral species, which will then be supersaturated, or form a salt which may be less

11



soluble than the free ions.

Figure 2.5: Example phase diagram showing crystallization by pH shift. In the example given
the solute would be a weak acid, contributing H+ ions to the solution. (a) represents the initial
solution composition high pH, high dissociation of the solute and therefore, high solubility. (b) is
the supersaturated solution after the addition of neutralizing agent. At this point nucleation or
seeding occurs. After crystallization the solute is removed from the solution, removing H+ ions
and causing pH to increase. The �nal solution concentration is observed at (c) after crystallization
is complete at a higher pH than crystallization originally occurred.

The practical application of this type of crystallization can behave in a manner similar to anti-

solvent crystallization. In order to cause the pH change that initiates crystallization, a reactant,

a neutralizing agent must be added to the solution, causing dilution. In addition to this, there is

an added complication when crystallization occurs. Crystallization leads to the removal of solute

from the system. That solute in solution is potentially contributing or removing hydrogen ions

from the solution. The removal of said solute will cause the pH to change relative to the pH at

the point of crystallization which in turn a�ects the solubility. This creates a complex system

where the resulting pH needs to be measured or predicted using suitable solution equilibrium
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models.

2.2 Nucleation

Nucleation is the formation of new crystalline particles from a supersaturated solution. It has

key e�ects on various crystal product quality attributes including polymorphism and particle size

distribution[13]. Polymorphism is the structure in which the crystal molecules align themselves

and is primarily determined at the point of nucleation. Particle size distribution can be a�ected

by nucleation rate as a a large nucleation rate will dominate any growth and will lead to a

larger number of smaller particles, while slower nucleation will lead to fewer, larger particles.

The nucleation of new crystals is divided into two categories: primary and secondary. Primary

nucleation occurs in the absence of crystalline material of a given substance and is the main

focus of this work. It is de�ned as the moment of phase separation of a new solid phase from a

liquid solution. It is stochastic and spontaneous but relies on su�cient driving force to overcome

nucleation energy barriers. Primary nucleation can occur as heterogeneous or homogeneous

nucleation. Heterogeneous nucleation occurs at foreign surfaces, particles and interfaces within a

solution. These sites reduce the energy barrier to nucleation. Homogeneous nucleation occurs in

the bulk of the supersaturated solution (Figure 2.6). Secondary nucleation only occurs if parent

or seed crystals are present in the solution. This can happen once initial crystals have been

formed by primary nucleation or through the addition of seed crystals.

2.2.1 Primary Nucleation

There are many theories as to how primary nucleation occurs: the classical nucleation theory

(CNT) being the most prominent. CNT is the common framework under which the nucleation

mechanism is understood. It posits that through random �uctuations within a solution, pre-
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Figure 2.6: The left image displays homogeneous nucleation occuring in the bulk of a solution.
The right features heterogeneous nucleation with a reduced surface area in contact with the
surrounding solution of a nucleus forming on a surface.

nucleation crystalline clusters form. If a cluster is of a su�ciently large size to overcome the

energy barrier to nucleation it will form a nucleus and grow into a crystal. If a cluster does

not meet this critical size, it will be more favourable to return to the solution. The two-step

mechanism of nucleation[14] is an example of a non-classical nucleation theory. It theorises that

nucleation occurs in two steps, the formation of a dense droplet of metastable liquid within the

solution. The molecules within the droplet then become ordered which produces the crystal

nucleus.

2.2.2 Classical Nucleation Theory

The classical nucleation theory is well described in numerous textbooks[1][10]. According to this

theory molecules within the bulk solution spontaneously begin to cluster together. Indeed, even

within a solution at equilibrium the molecules will cluster together through random �uctuations

of density. The theory postulates that clusters that exceed a certain critical size will form into a

nucleus, while clusters below that size will dissolve back into solution. The formation of a cluster

of molecules in the new phase requires a change in free energy,� G. This is given by the sum of

14



Figure 2.7: The free energy associated with the formation of a new critical nucleus as cluster
size increases.

two terms: the free energy gained by the transfer of molecules out of the supersaturated phase

into a new phase (� n� � ) and the free energy required to form a new interface between the new

particle and the mother liquor (� ). This is expressed by:

� G = � n� � + � (2.10)

where n is the number of molecules in a cluster. Alternatively expressed as:

� Gtotal = � Gbulk + � Gsurface (2.11)

The critical nucleus size is reached at the point of maximum� G. As the size of a pre-nucleic

cluster increases the energy gain from the bulk increases. Similarly, as the size of the cluster

increases the surface area of that cluster too grows leading to a larger energy requirement to
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form the interface. However, the bulk energy is directly proportional to the volume. Assuming

a spherical cluster:

� Gbulk /
4
3

�r 3 (2.12)

while the surface energy increases proportionally to the surface area:

� Gsurface / 4�r 2 (2.13)

The bulk energy term is initially smaller than the surface energy term and so, when the size

of a cluster is very small the interface energy will exceed that of the bulk energy. In a cluster with

greater number of molecules, the surface energy will be greater than a smaller cluster but the

bulk energy will be greater still. This principle will apply regardless of the form of the cluster. A

critical point is reached when the cluster size is subject to the greatest net free energy loss. The

free energy barrier is indicated by the red-dashed line in Figure 2.7. This is in e�ect a tipping

point. Addition of a single molecule to such a cluster will cause it to have a lower� G than

the critical nucleus size and therefore it will only grow from that point on as there is no driving

energy for it to lose molecules (Figure 2.7).

Nucleation can be enhanced by the presence of surfaces in contact with a supersaturated

solution. A surface, such as the walls of the crystallizing vessel, can provide a site for nucleation.

The surface will reduce the surface area of the cluster (Figure 2.6) and therefore the surface energy

will be reduced. This results in a smaller barrier to nucleation and a lower critical nucleus size,

leading to faster nucleation than in a purely homogeneous system. In addition the form of the

surface can have deeper impacts on the types of crystal formed [15] and recent work has shown

that template particles can control and enhance nucleation rate [16].
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According to CNT the nucleation rate can be determined by the following equation [10]

J = v � Zn exp
�

� G�

kB T

�
(2.14)

where v is the rate of attachment of molecules to a cluster,Zn is the Zeldovich factor, which

accounts for the width of � G, n is the number density of molecules in the solution andkB is

the Boltzmann constant. However, experiments have shown that CNT can overestimateJ by

many orders of magnitude [14]. The two step nucleation theory attempts to address this reported

discrepancy and proposes an alternative mechanism to nucleation.

The Two-Step Theory

The two-step theory states that there are three phases involved in nucleation. A dilute solution

phase, a crystal phase and a phase in between called the dense liquid phase. It is within the

dense liquid phase that the molecules orient themselves and form into a crystal. The two-step

theory proposes an alternative equation for nucleation rate[14] however, there is no consensus as

yet on which theory is appropriate for which systems[17].

Recent investigations into this theory have applied classical nucleation theory to a two-step

nucleation process. In this model, the pre-nucleic cluster described by the classical theory forms

a composite with the metastable, dense liquid cluster. The master equation of the classical

nucleation theory is applied to the composite-cluster model; �nding that, with a degree of gener-

alization, CNT provides a suitable mathematical framework for describing the two-step process

[18], producing a master equation for calculating nucleation rate in a two-step nucleating system

[19].
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2.2.3 Experimental Methods for Nucleation Rate Determination

In the classical theory of nucleation the nucleation event occurs simultaneously with the gener-

ation of supersaturation. However, there is always a period of time between this moment and

the detection of crystals in a solution. The solution in this state is said to be metastable. Ex-

perimental conditions for nucleation rate determination can be polythermal, where the solution

is cooled at constant rate until crystals are detected, or isothermal, where a solution is held at

constant temperature throughout[20].

In the case of cooling crystallization, the metastable zone width (MSZW)[21], is the di�erence

between the temperature of solid-solution equilibrium solubility for a given concentration and the

temperature at which nucleation occurs[22]. Under isothermal conditions, induction time is mea-

sured. Induction time is de�ned as the time di�erence between the generation of supersaturation

and the detection of crystals. This can be de�ned according to the equation:

t ind = t r + tn + tg (2.15)

where t r is the time to reach a steady state distribution of pre-nucleation clusters,tn is the

nucleation time required for the formation of crystal nuclei andtg, the time taken for crystals to

grow to detectable size [1]. Detection of crystals is of key importance to both polythermal and

isothermal experiments[23]. Critical nuclei can be composed of as few as tens of molecules [24] and

the detection of such nuclei in a convenient way is beyond the limitations of current technology.

It is therefore inevitable that a time-lag will occur between the moment of nucleation and the

moment of detection. The duration of that time-lag is of critical importance to measurement

of MSZW and induction time. Detection can be carried out by numerous analytical methods of
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variable minimum detection limits. Detection can occur via image analysis through tools such

as particle vision measurements or optical microscopy; detection of the �rst crystal methods

such as light transmission in the Crystal16 or focused beam re�ectance measurement; or through

detection of changes in solution composition using spectroscopic techiniques such as FTIR or

Raman spectroscopy.

A variety of polythermal and isothermal techniques for determining nucleation rate have been

proposed based on di�ering theories of how nucleation occurs[20]. Of particular interest to this

work is the isothermal method in stirred microvials proposed by Jiang and Ter Horst [25]. The

method posits that the probability of a nucleus being detected at timet can be found by taking

the ratio of experiments in which a crystal has been detected before timet:

P(t) =
M + (t)

M
(2.16)

The stochastic nature of nucleation links the nucleation rate to the number of nuclei formed in

a period of time given a certain volume.

N = JV t (2.17)

Models have been developed to extract the nucleation rate from the variability, with the Marko-

vian Poisson description being the most commonly used:

P(t) = 1 � exp(� JV (t � tg)) (2.18)
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When the probability of nucleation at time t acquired from equation 2.16 is �tted to this model,

the nucleation rate can be determined. This method has limitations. For the data collected

to be optimally �tted to collect nucleation rate there ought to be at least 80 induction time

measurements recorded, which can be time consuming. However, alternative methodologies such

as maximum likelihood estimation have been shown to produce adequate �tting with as few as

5 nucleation observations [26]. In addition, the time for crystals to be detected is subject to the

growth rate and the mechanism by which a new crystal is detected.

2.3 Micro�uidics Overview

In order to develop micro�uidic systems for use in crystallization it is essential to understand

some of the key physical concepts that underpin micro�uidic �ow, particularly the di�erence

between �uid �ow at microscale compared to that at macroscale. Fluid �ow can be characterised

using a dimensionless number: the Reynolds number (Re) and is de�ned as the ratio of inertial

forces to viscous forces expressed in the following equation:

Re =
�vL

�
(2.19)

where � is the �uid density (g/cm 3); v is the velocity (cm/s); L is the diameter of the channel

(cm) and � is the dynamic viscosity of the �uid (g/cm � s)[27]. Inertia is the resistance of an

object to changes in velocity. Viscosity is a measure of a �uid's ability to resist deformation due

to shear or tensile stress.

Three di�erent �ow regimes can be distinguished from Re: If Re < 2300, the �ow is laminar.

If 2300 < Re < 4000, the �ow is in transition between laminar and turbulent. If Re > 4000, �ow
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is fully turbulent.

Due to the small size of micro�uidic devices, �ow is always laminar. Flow velocity rarely

exceeds 1 cm s� 1 and microchannels have a diameter that seldom exceed 100� m which results

in very low inertial forces. This leads to a Reynolds number that rarely exceeds 10� 1. Far below

the threshold of laminar and transitional �ow. Low inertial forces allow greater control of �uid

�ow.

One of the major advantages of micro�uidic devices (also referred to as �lab-on-chip� devices)

is that they can be fabricated using photo- and soft-lithography techniques, allowing for rapid

prototyping of new devices. This allows quick changes to be made to devices in order to adapt

to new situations and compounds. Such devices are fabricated using polymers. Among the

most popular of these is polydimethylsiloxane (PDMS). Some of the valuable qualities of PDMS

include compatibility with many solvents and oils, optical transparency and low cost.

2.3.1 Droplet Micro�uidics

Droplet micro�uidics presents an interesting environment for the study of crystallization [8].

Droplets can be used to implement a micro-batch method of crystallization. This technique

utilises the formation of a micron-sized emulsion of two immiscible �uids: one continuous phase

and a dispersed phase. Micro-batch crystallization involves dissolving crystalline material and

any precipitating agents in an aqueous solution which is then dispersed in an oil continuous phase.

If stored correctly, these droplets are e�ectively isolated from one-another, each becoming a batch

reactor for an experiment to be performed in. This allows for a large number of simultaneous

experiments under almost identical conditions.
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2.3.2 Droplet Formation

T-junctions are a well established geometry which can be used to form droplets[28]. A T-junction

is comprised of a main channel containing the continuous phase and a perpendicular channel

containing the phase for dispersal. At the junction where these two channels interface the tip of

the dispersed phase �ows into the continuous phase stream. As the �ow of the dispersed phase

continues into the main channel it blocks the �ow of the continuous phase. This restriction causes

an increase in upstream pressure of the continuous phase, causing the neck of the dispersed to

thin out and �nally break o�, forming a droplet encapsulated in the continuous phase. However,

for this to occur the capillary number must exceed a critical value.

The capillary number is dimensionless and is calculated by:

Ca =
�v


(2.20)

Where � is the dynamic viscosity of the continuous phase (expressed in Pa s);v is the velocity

of the continuous phase (expressed in m s� 1) and  is the interfacial tension between to the two

phases (expressed in n m� 1). The capillary number relates directly to the extent of deformation

in the droplet interface and therefore in�uences droplet size [29].

Droplet size is in�uenced by other factors, including the junction aperture, the surface func-

tionalisation, the ratio of channel widths and the ratio of �ow rates. The �ow rate ratio ( Q0) is

calculated by:

Q0 =
Qo

Qw
(2.21)

whereQo is the �ow rate of the continuous phase andQw is the �ow rate of the dispersed phase.
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Flow rate in a channel is a function of the pressure di�erence and hydraulic resistance across

the channel:

Q =
� P
Rh

(2.22)

where Q is the �ow rate; � P is the pressure di�erence andRh the hydraulic resistance.

In order to ensure that a stable water in oil emulsion is formed it is essential that the channel

walls be treated with a hydrophobic coating, preventing adhesion of the aqueous phase.

2.3.3 Droplet Storage

In order to perform crystallization, an experiment requires time to undergo the processes of

nucleation and growth. Therefore, when conducted in droplets, stable storage of those droplets

for the requisite time period is essential. It is possible to store droplets formed in a micro�uidic

environment both either o�-chip or within the device. O� chip storage can be achieved within a

syringe or a standard 96 well plate, petri dish or �ask, though this comes with the limitations of

the storage medium. On chip storage allows the tailoring of the device to suit any storage and

analytical needs.

2.3.4 Droplet Stability

Emulsions of droplets are thermodynamically unstable mixtures of immiscible liquids. The

droplets have a high surface area leading to a high interfacial free energy. In response to this, the

droplets are driven to coalesce, increasing their size, reducing the surface area and the interfacial

free energy. Ultimately this leads to full separation of the two phases into layers. In order to

stabilise such an emulsion, surfactants are used. Surfactants are amphiphilic molecules consisting

of a hydrophilic head and a hydrophobic tail. When incorporated into an emulsion, this property
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causes surfactant molecules to accumulate at the oil / water interface which causes a decrease in

the interfacial free energy allowing the droplets to remain stable [30].
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Chapter 3

pH Dependent Solubility of

DL-Phenylalanine

3.1 Introduction

The importance of crystallization processes in pharmaceutical and food science has led to the

development of numerous methods for process control. The crucial parameter during crystalliza-

tion is the solution saturation concentration (usually referred to as solubility) due to its e�ects

on crystallization kinetics [1]. This factor usually in�uences kinetic equations through the term

supersaturation: the ratio between the solute concentration and saturated concentration.

One method for controlling solution solubility is by controlling pH [31], one of the bene�ts

being the large yields available, even in sparingly soluble compounds which can be protonated

or deprotonated in aqueous solutions. pH is a measure of the acidity or alkalinity of an aqueous

solution. It is an inverse logarithmic scale of the hydrogen ion concentration. Many pharma-

ceutical compounds are either weak acids or weak bases. The pH of a solution of a weak acid
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is related to the acid dissociation constant (K a) and the ratio of the concentrations of the acid

and its conjugate base. As the pH of such a solution is increased the ratio shifts in favour of the

dissociated, conjugate base. The solubility of dissociated ions is often signi�cantly greater than

the solubility of the undissociated acid. This means that, in the case of a weak acid, as the pH

is increased, the solubility is increased and, likewise, as the pH is lowered, the solubility lowers.

This can be used to generate supersaturated solution by lowering the pH of a saturated solution

of weak acid at high pH.

The model compound used, racemic phenylalanine, is amphoteric, meaning that it can behave

as both an weak acid and a weak base. This is also dependent on the pH. In an aqueous solution

as the pH trends towards the acidic; the amine functional group of the amino acid will accept

protons from the solution forming a cation. Conversely, as the pH trends to the basic the carboxyl

group will dissociate, donating protons to the solution.

These factors have the e�ect of creating a complex system where small changes in pH can have

disproportionate and di�cult to predict e�ects on solubility. For example: in an aqueous solution

with excess solute present, the solute will dissolve until equilibrium is reached. However, as pH

is increased, the e�ective solubility is also increased and more solute will dissolve until a new

equilibrium is established. As the quantity of dissolved solute increases, the increased quantity

of dissociated solute will contribute more H+ ions to the solution, reducing the pH and thereby

reducing the solubility. This makes solubility prediction challenging, however, the crystallization

process requires that the solution be more concentrated than its equilibrium solubility. This

compounds the problem. As the solution is supersaturated, the pH decreases further, thereby

suppressing the solubility. When the solution crystallizes, the concentration decreases and the

pH increases again, thereby increasing the solubility.
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Furthermore, pH in a complex system usually has to be measured[32]. Without knowing the

pH of a supersaturated solution the degree of supersaturation cannot be determined. However,

this is nearly impossible in highly supersaturated solutions as introduction of a pH probe is likely

to precipitate nucleation, reducing the concentration of solute and decreasing the bu�ering e�ect

on pH.

In addition, the e�ect of solute concentration on pH makes experimental design signi�cantly

more di�cult. In cooling crystallization, the relative supersaturation required for the process

can be easily targeted by using

S =
C
C � (3.1)

where C � is the solubility at the target temperature. However, in pH-shift crystallization the

pH of the supersaturated solution will a�ect a certain solubility at that pH, however, when that

solution crystallizes, the pH will change and a�ect a di�erent solubility. Therefore, the kinetics

of the system changes after nucleation and yields are di�cult to predict.

All of this serves to make pH-shift crystallization a particularly unpredictable and challenging

system to work in. Previous work in this area has relied on the continuous addition of strong

acid to a basic solution until the desired pH level is recorded[33][34]. However, such a system

would not be feasible where pH cannot be directly monitored such as nucleation studies where

the presence of a pH probe in solution could enhance heterogeneous nucleation. Other studies

have used models that require the initial pH values of the solution and will predict the value

when a known quantity of acid is added[35�39] This could be e�ective in many scenarios but

would be more labour intensive.
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3.2 Aim and Objectives

Utilizing DL-phenylalanine as a model system, this work seeks to establish a deep understand-

ing of pH-shift crystallization in order to design further experiments in this experimental space.

Solubility and pK a data will be experimentally collected using gravimetric equilibrium concentra-

tion measurements and potentiometric titrations, respectively, to gain an initial reference points

for further study of the model system. The collected data will be used to develop a predictive

model that utilizes pK a and solution composition to determine solution speciation and predict

the solubility and supersaturation of a system with su�cient accuracy to design future exper-

iments. This model will be validated by comparison to experimental pH-dependent solubility

measurements and titration experiments.

3.3 Materials and Methods

3.3.1 Materials

Solutes

DL-phenylalanine (DL-phe; Sigma-Aldrich,� 99%),was used as purchased. Sodium Hydroxide

(anhydrous, Sigma-Aldrich, � 98%) was used as purchased. Hydrochloric acid was purchased as

37% HCl (ACS, Sigma-Aldrich, reagent).

Solvents

The solvents and media used were aqueous Sodium Hydroxide (NaOH) solution, aqueous Hy-

drochloric Acid (HCl) and Milli-Q water. The Milli-Q water was taken from a Merck Millipore

puri�cation system and had a resistivity of 18.2 MW·cm at 25°C (Milli-Q water is referred to as

water later on in the text unless otherwise indicated). Aqueous solutions of NaOH were prepared
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by dissolution of a known accurate quantity of pure NaOH pellets in approximately 70 mL of

water in a volumetric �ask. Water was then added to the �ask up to the volume line, indicat-

ing 100 mL of solution to produce a solution of predetermined concentration. The �ask was

then inverted multiple times to ensure robust mixing. Aqueous solutions of HCl were prepared

by mixing a known accurate mass of 37% HCl solution in approximately 70 mL of water in a

volumetric �ask. Water was then added to the �ask up to the volume line, indicating 100 mL

of solution to produce a solution of predetermined concentration. The �ask was then inverted

multiple times to ensure robust mixing.

3.3.2 Methods

Determination of solubility

Three methods were used to determine binary phase diagrams for solubility. The methods used

are temperature variation (TV) and equilibrium concentration (EqC).

Temperature variation (TV) method The temperature variation protocol is a well estab-

lished method that relies on changing the temperature to adjust the solubility and measure clear

points[40�42]. Samples were prepared by adding a known accurate quantity of solid and 1 mL

of water to each 1.5ml vial (VWR-548-0018). The samples were analysed in the Crystal16 mul-

tiple reactor setup (Technobis Crystallisation Systems, Alkmaar, Netherlands). Samples were

agitated at 700 rpm stirring rate using a magnetic stirrer bar. The temperature was cycled three

times between 80.0°C and 5.0°C with a heating and cooling rate of 0.3°C min� 1. At maximum

and minimum temperature, a hold time was applied for 30 minutes to ensure full dissolution

and crystallization of solute respectively. Clear and cloud points were registered according to

the turbidity measurement recorded by the transmission of light through each vial. Clear point
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temperature is the temperature at which the suspension at equilibrium becomes a clear liquid.

When dissolution kinetics can be neglected, the clear point can be used as an indication of the

saturation temperature of the sample with known concentration. Cloud point temperature is

the temperature at which a supersaturated solution crystallizes. This is marked by a decrease

in transmittivity through the solution, indicating the presence of crystals. Cloud point is used

as an indicator of the upward limit of the metastable zone. The saturation temperature was

recorded as the mean of three clear point measurements. This method was used for the solubil-

ity measurement of DL-Phenylalanine.

Equilibrium concentration (EqC) method The gravimetric protocol used was adapted

from literature [1]. An excess of compound was added to a 2 mL mixture of aqueous medium (1.0

M HCl solution and 1.0 M NaOH solution) in each 8 mL vial (VWR-548-0821). The suspensions

were then equilibrated at constant temperature for 24 hours in the Crystalline multiple reactor

setup (Technobis Crystallisation Systems, Alkmaar, Netherlands). Crystals were agitated at 700

rpm stirring rate using magnetic stirrer bars. A sample of the saturated solution was taken using

a syringe. The sample was then �ltered. The pH of the equilibrated solution was recorded by

a pH meter (HALO® Wireless pH Meter with Microbulb, Hanna Instruments, RI, USA). The

calibration of the pH meter was conducted using bu�er solutions of pH 4.01, 7.00 and 10.01. The

mass of the saturated solution was measured and the solvent was evaporated using a vacuum oven

at 40 °C. The dry mass remaining from the sample was then weighed. The di�erence between

the mass of the sample solution added and the mass remaining after dissolution indicated the

amount dissolved in the aqueous medium, giving an indication of solubility This method was

used for the solubility measurements of DL-phenylalanine.
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Model Validation via Batch Titration

Potentiometric (acid � base) titrations were performed on the Sirius Inform instrument (Pion,

UK) as pH-metric pK a assays. These are small volume (40 mL) acid-base titration assays.

Ionic strength adjusted (ISA) water (0.15 M NaCl) was used as titration medium to allow pH

adjustment over the pH range from pH 1.8 � pH 11. The pH was cycled from the bottom of the

range to the top two times. pH adjustments were performed with 0.5 M NaOH and 0.5 M HCl,

respectively. Titrations were performed at 25C. Phenylanine powder� 10-15mg (12.30mg) was

presented in powder form and after ISA water addition, the medium was stirred for 300 sec at

300 rpm to allow for temperature equilibration and sample dissolution.

3.3.3 Solution Speciation and pH

Figure 3.1: Example speciation diagram for a weak acid withpK a 6

Solution speciation refers to the distribution of a dissolved substance among its various
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forms[32]. Depending on the chemical properties of the solution, the distribution of forms will

be di�erent. A strong acid or base in solution is assumed to be fully dissociated and so all com-

ponents will be in the form of ions. Conversely, in a weak acid or base, the speciation is more

complicated to determine as speciation is dependent on other factors. For example, a monoprotic

weak acid in solution will be split between across its dissociated and neutral species according

to the pH of the solution and the dissociation constant (e.g. Figure 3.1).

K a =
[H + ][A � ]

HA
(3.2)

where [H + ]; [A � ] and [HA ] are the concentration of hydrogen ions, conjugate base and undis-

sociated acid, respectively. ThepK a value (� logKa) of weak acid can be used to calculate the

species concentrations, whereby thepK a, is the pH at which the weak acid is 50% dissociated.

The Henderson-Hasselbalch equation (3.3) can be rearranged to determine the solution speciation

for a solute at given pH.

pH = pK a + log
�

Base
Acid

�
(3.3)

However, there are several factors that complicate calculation of speciation. For example, the

dissociation of a weak acid contributes more hydrogen ions to the solution and so a�ect the pH

and e�ect a change in the dissociation of the solute. Solution activity e�ects play a crucial role

in solution speciation, especially for highly concentrated or non-ideal solutions. The activity

of a species in a solution is de�ned as its e�ective concentration, which may di�er from its

actual concentration due to interactions with other species or deviations from ideal behavior.

Indeed, precise measurement ofK a can only be done when observed at constant ionic strength,

a key determinant of solution activity. This can be imperfectly compensated for by applying a
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corrective term, the solution activity coe�cient.

3.4 Results and Discussion

3.4.1 Aqueous Temperature-Dependent Solubility of Neutral Species DL-

Phenylalanine

The solubility model used in this work relies on two fundamental physical properties of the model

compound, one of which is neutral species solubility. Neutral species solubility determination

was initially attempted with a temperature variation method. However, the hydrophobic nature

of DL-phenylalanine causes many of the crystals formed during cooling to �oat on top of the

solvent. This, combined with the low solubility of the model compound, ensured that the quantity

of crystalline material suspended in the agitated solution was lower than the minimum detection

limit of the Crystal16 equipment, thereby hindering the collection of clear points for solubility.

Therefore, a gravimetric protocol was used to determine solubility. This method is regarded as

a more precise method but is labor intensive (Figure 3.2 (a)).

There is limited reporting of the solubility of DL-phenylalanine, perhaps because it is less

common than the L form, which is more commonly found in life and therefore better studied[43].

However, it was selected as a model compound due to its low aqueous solubility and the high

dependence of solubility on pH, allowing for generation of a high degree of supersaturation. The

available literature data[44][45] was compared with experimental data and the acquired solubility

was found to conform reasonably to the literature within the expected normal variance between

data collected in di�erent labs under slightly di�erent conditions. It should be noted that the

experimental solubility from Dalton et al. [44] was collected at 10 temperatures between 0 and

75 °C. However, the data reported by them was an empirically �tted logarithmic function of the
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Figure 3.2: Graph of experimentally obtained temperature dependent solubility of DL-
phenylalanine at the isoelectric point including literature data.

data and therefore is not precisely speaking solubility data. The data presented from this work

in Figure 3.2 (a) are an average of values at each temperature point

A Van't Ho� plot was �tted to all solubility data collected (Figure 3.2 (b)). The relatively

high R2 value indicates good �tting with the data. Solubility data of this nature will often have

a degree of variance related to variation in weighing and drying of material. Care was taken to

ensure that all solvent was fully evaporated to minimise any error. DL-Phenylalanine solubility

shows a reasonable degree of temperature dependence, however, the maximum supersaturation

ratio that can be achieved in the temperature range investigated is 2.5. While this supersatu-

ration would obviously be adequate for inducing crystallization in the small volume reactors of

a Crystal16. The probability of nucleation occurring in a vessel is a function of the volume of

the reaction vessel. Therefore, it is anticipated that crystallization in a micro�uidic device will

require greater supersaturation than is available to a cooling crystallization experiment in order

34



to increase the probability that nucleation will occur in a reasonable time frame. It was therefore

determined that an alternative method for generating a crystal driving force was required.

3.4.2 Aqueuous pH-Dependent Solubility of DL-Phenylalanine

pH-dependent solubility for amino acids in general is not well reported in the literature. There

are some papers covering other amino acids[46�48]. However, there is only one paper in the

literature reporting pH-dependent solubility of DL-phenylalanine[31]

pH-dependent solubility data was collected at 293.15K using the gravimetric protocol covering

a pH range from 8.5 - 11.5. Figure 3.3 shows a marked increase in measured solubility as pH is

increased.

Figure 3.3: Experimentally obtained pH dependent solubility of DL-phenylalanine in pH con-
trolled water from gravimetric measurement of equilibrium solubility conducted at 293.15K. In
Series 1, 2 & 4 pH was controlled using a mixture of sodium hydroxide and hydrochloric acid.
For series 3, the pH was controlled using dilute solutions of sodium hydroxide.
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The lowest point of solubility is that of the neutral species at the isoelectric point (pH 5.5) as

expected. The pH increase does not appreciably a�ect the solubility until it approaches the upper

pK a of the solute (pK a � 9.1). As the pH tends towards thepK a the pH increase causes the

ionization of amino acid. The resulting conjugate base has a signi�cantly greater solubility than

the neutral species. There also appears to be a change in the trend of solubility above pH 10.5.

This could be due to potential salt formation above this pH, although further exploration of this

phenomenon was not within the scope of this work as it exceeds the region of pH values for study.

The data reported by Tseng et al.[31] is reported as molality, however, it is reported without any

reference to density values. It is included here (assuming a density of 1 g/ml) for the sake of

completeness (as there is no other source for the pH dependent solubility of DL-phenylalanine in

the literature). However, it cannot be used as a de�nitive comparison due to the limitations of

the reported values in the paper. Comparison of measured pH data is only accurate at constant

ionic strength. Solution ionic strength (Equation 3.4) has numerous e�ects on pH and solubility

through activity e�ects[1]. The presence of cations and anions in solution leads to coloumbic

interactions between ions. Oppositely charged ions attract and similarly charged ions repel. In a

solutions where ions are able to move freely, a high ionic strength will have lower energy due to

the decreased average distance between ions. This lowered energy leads to a weak dependence

of solution equilibria on ionic strength. The ionic strength can be calculated by the following

equation:

I =
1
2

X
ci z2

i (3.4)

where ci is the concentration of the i th ionic species, andzi the valency.

Experimentally observed pH-dependent solubility varied in ionic strength for each series and

from the literature data and this explains the wider spread of solubility values between the
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di�erent data. As series 3 was conducted without addition of hydrochloric acid, the solutions

contained fewer ions at low pH than the other series and therefore, the ionic strength was lower

for pH values between pH 9.5 - 10.2 than series 1 (Figure 3.4).

Figure 3.4: Ionic strength data for all experimental solubility series

The solution activity was, therefore, also lower and this likely led to a reduction in observed

pH-dependent solubility. Collecting data at higher pH requires a greater concentration of sodium

hydroxide leading to a greater ionic strength at higher pH as seen by the increased ionic strength

of series 3 in the higher pH range. Using hydrochloric acid to further aid pH control also impacts

ionic strength. At higher concentrations of NaOH, more HCl is required to lower the pH. As

the NaOH is in excess of the HCl, all of the HCl added is converted to NaCl and water. The

water makes no contribution to the ionic strength and the NaCl makes a lower contribution

than the total ionic strength of its reactants. Therefore, the use of HCl to control pH at higher

values leads to lower ionic strength relative to using pure NaOH. These slight di�erences in
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control show that a fully mechanistic model for predicting pH and solubility ought to include

ionic strength. There is an apparent change in the solubility in series 3 at pH greater than 10.5,

however, there is not enough data available to con�rm this. A possible explanation for this might

be the formation of the sodium phenylalanate salt in the solution. Future investigation would

require crystallization at pH greater than 10.5 and the X-ray powder di�raction of the dried

crystals for change in crystal form, which would indicate whether or not a salt had formed. The

experimental data shows a greater degree of variability at higher pH. As such, future experiments

were not conducted at pHs greater than 10. The experimental data correlates reasonably well

with the limited literature data available.
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3.4.3 pKa value for DL-Phenylalanine

A pH metric titration assay was conducted to determinepK a of DL-phenylalanine and to provide

data points for validation of the mathematical model (Figure 3.5).

Figure 3.5: pK a data observed from a single potentiometric titration in the presence of DL-
phenylalanine at 298.15K. pH was titrated from 1.8 - 11 - 1.8 - 11 giving 3 values forpK a at
high pH and 2 values at low pH. ThepK a values recorded were infered from the intercepts of
the �tted lines generated by the inform software. .

The pK a was observed using the Sirius inform, which uses proprietary software to �t the

acquired titration data to a dissociation model. It is unknown if this model uses an ideal or non-

ideal �tting. The point at which the concentrations of species cross over is recorded as thepK a for
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that functional group. The pK a observed at the higher pH was consistent and easily determined

from the recorded species concentration. However, the model data was less consistent at the

lower pK a. This was deemed not to be an issue as all experiments conducted in further chapters

Figure 3.6: Collation of pK a values for Phenylalanine from the literature

occurred at pH greater than 8 and therefore were only reliant on the higherpK a. ObservedpK a

for phenylalanine at the higher pH (9.0 - 9.1) was seen to conform reasonably with literature data

(Figure 3.6) [49][50][51][52][53][54]. The literature reported values were conducted at a range of

ionic strengths and thepK a was observed to be higher at low ionic strength. The values observed

experimentally were collected at higher ionic strength and gave a lower value than the majority

of the literature values. The pK a in literature was also determined by potentiometric titration.

3.4.4 Mathematical Models

Crystallization process design requires a precise understanding of solution conditions including

solubility and supersaturation. The pH dependence of solubility renders pH a critical condition

to understand. For induction time experiments conducted in chapter 4 pH could be measured
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at the end of the experiment, however, the solutions tested were supersaturated at the exper-

imental temperature. Therefore, introduction of a pH probe into the solution was prone to

inducing crystal nucleation. Nucleation would consume supersaturation, reducing the solution

concentration and thereby altering the pH. To avoid this problem the pH was measured at 50°C

where the higher temperature meant a higher solubility and therefore reduced supersaturation

or undersaturation. However, pH measurements change with temperature and a value recorded

at 50 °C is not the same as one recorded at 20°C. A calibration line was determined and used to

predict the pH at 20 °C. However, this method is inaccurate and it was therefore deemed more

consistent to utilize the model for predicting pH both for experimental design purposes and for

clari�cation of solution pH of conducted experiments.

The mathematical model developed utilizes commonly understood equations, well reported

in the literature. However, they are most often applied in situations where pH is known and it

is uncommon to use the equations in a predictive capacity. With the aid of modern computing

power, these equations can be numerically solved simultaneously, enabling the prediction of pH

and complete speciation of components based solely on solution composition and dissociation

constants as inputs. Analytically solving these equations is not possible, necessitating the use

of numerical methods for their solution. Once a value for pH is known further equations can

be applied to make predictions for solution solubility based on the neutral species solubility and

this in turn allows the calculation of a consistent supersaturation ratio. The model presented

here is an adaptation for amphoteric, amino acids of models initially applied to organic salt

crystallization[55].
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Speciation and pH

Designing and conducting pH-shift crystallization of organic molecules requires a detailed under-

standing of acid/base speciation and ionic equilibria. Most pharmaceutically active compounds

are weak acids or bases and have complex solution speciation dependent on solvent, temperature

and most critically: pH.

The acid dissociation constant K a is the ratio between the dissociated and undissociated

species of a weak acid or base when it is at equilibrium. Much like pH is an easier to use value

than [H+ ]; pK a (Equation 3.5) is more useful than Ka.

pK a = � logKa (3.5)

pK a can be used to characterise the dissociation of a weak acid or base from the overall pH of

the solution and from dissociation, concentration of this species can be determined.

Solution activity coe�cient was calculated through ionic strength using the Davies equation[56]

(Equation 3.6).

log = � Ajz+ z� j
��

I 0:5

I + I 0:5

�
� 0:3I

�
(3.6)

The Davies equation is deemed to be one of the most reliable for concentrations below 0.2

molar[1], however, it was deemed su�ciently accurate for this model to be useful.

The concentration of all species can be calculated by simultaneously solving a block of equa-

tions utilizing the solution composition and the dissociation.  is multiplied by the concentration

of each dissociated species with regard to their dissociation equilibria. From solving this block,

hydrogen ion concentration can be determined and therefore, pH calculated.

42



Model equations

The model used in this work was designed to apply to single phase solutions where all components

were fully dissolved in solution regardless of degree of supersaturation. In order to fully determine

speciation, several physical phenomena must be incorporated into the model: the acid-base

equilibria of the deprotonation of the carboxylic acid group at high pH and the protonation of

the amino group at low pH, the dissociation of the water solvent, the overall charge balance

which accounts for the presence of strong acid and strong base and the materials balance and

the overall materials balance.

[Phenylalanine ] = [ AH ] + [ A � ] + [ AH +
2 ] (3.7)

The water dissociation constant was included along with the relevant solution activity coef-

�cients:

K W = [ OH � ] [H + ] (3.8)

The acid-base dissociation constants from equation 3.5 can be updated with the solution

activity coe�cients

K a1 =
[A � ] [H + ]

[AH ]
(3.9)

K a2 =
[AH +

2 ] [OH � ]
[AH ]

(3.10)

Finally, the overall charge balance must be modelled to account for the strong acid and base

present.
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[Na+ ] + [ H + ] + [ AH +
2 ] = [ A � ] + [ OH � ] + [ Cl � ] (3.11)

In the model, concentration values for all components is known (including the fully dissociated

strong acid and base) and the dissociation constants are known. When all equations (3.7-3.11)

are treated as a system and solved for the four unknowns: the species concentrations are returned.

This was achieved utilizing the symbolic numerical solver, vpasolve, found in the Symbolic Math

Toolbox of MATLAB. The proton concentration is then known and therefore, the pH can be

known.

3.4.5 Model Validation

pH Prediction

Figure 3.7: Using the solution compositions of DL-Phenylalanine pH-dependent solubility data
collected in Crystal16 (Figure 3.3 series 1) the model was used to predict the pH. The predicted
pH is then plotted against the observed pH. The model utilized apK a of 9.3 and ideal solution
activity.3.6

To validate the e�cacy of the model in predicting solution pH, solution composition from
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solubility experiments was input into the model and the returned predicted pH compared to

the experimentally observed pH (Figure 3.7). The predicted pH only slightly deviates from the

validation line with the predicted pH being consistently slightly lower than the observed pH.

There is a single outlier and this is believed to be due to human error in recording the solution

composition during weighing.

Figure 3.8: The solution composition data from the titration experiment shown in �gure 3.5 was
input into the ideal model to predict pH. The predicted pH is plotted against the observed pH.

The titration experiment conducted for the determination of pK a also allows for validation of

the model. The solution composition of each recorded pH during the titration was input into

the model and the returned pH value compared to the observed pH (Figure 3.8). The model

shows excellent predictive power for pH ranges from 8 - 11.5 and below pH 4. In the range pH

4-8 there is a signi�cant deviation from the observed experimental pH. This is to be expected

as small changes in hydrogen ion concentration around neutral pH have much greater e�ect on
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pH. However, it does not have a signi�cant impact on this work as it is outwith the range of pH

values studied. It was not possible to validate the accuracy of the model at pH values outside

this range due to the limitations of the instrumentation for measuring pH.

Solubility prediction

A mechanistic model was developed for predicting the solubility. Two models were created: one

for ideal solutions and another for non-ideal solutions. In the ideal model, the pH prediction

element was decoupled from the solubility prediction element of the model.

The model assumes that the solubility of the conjugate base is e�ectively in�nite, while the

solubility of the neutral species remains the same. The solubility value for a given concentration

of phenylalanine is the pH at which the concentration of undissociated phenylalanine is equal

to the solubility of the neutral species. The model functions by performing a "titration", pro-

gressing through a series of sodium hydroxide:hydrochloric acid ratios while maintaining the same

phenylalanine concentration. For each solution composition, the model returns the concentration

of each species in solution, including [H+ ] and [AH]. When the concentration of undissociated

phenylalanine [AH] crossed the threshold of the neutral species solubility the solution acid-base

composition and the pH was recorded (Figure 3.9). For the ideal model, the speciation model uti-

lized equations 3.8, 3.9 and 3.10 but was given a value of 1. For the non-ideal model, the value

for  was acquired from equation 3.6. This model was also used to calculate the supersaturation

ratio from the soltion speciation for a given composition using the following equation:

S =
[AH ]
C �

AH
(3.12)

Where C �
AH is the neutral species solubility.
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Figure 3.9: Solubility modelled in ideal system and non-ideal systems at 293.15K. The model
utilized pK a values of 9.3 and 9.5 for both ideal and non ideal. The non-ideal model used a
calculated activity coe�cient based on equation 3.6

Figure 3.9 displays the non-ideal solubility model and the ideal model for selectedpK a values.

The models were developed for the purpose of calculating pH (and, secondarily, solubility) for

experiments in which the value cannot be observed using a pH probe, for example, micro�uidics

and in supersaturated solutions. The models rely on real physicochemical properties of the

solutions, however, it was decided that it was more important for the model to be useful than

strictly mechanistically accurate. Therefore, the pK a value was adjusted to get the closest �t

to the experimental data as possible. Both models used a neutral species solubility of 0.083 M.

The neutral species solubility was determined from the Van't Ho� plot of the temperature at

293.15K. The pK a value was within the range of normal values at this temperature found in

the literature. However, it was found to be necessary to adjust thepK a within the range to �t

the solubility line to the observed experimental solubility data. In this case, apK a of 9.3 most
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adequately �t the data for the ideal model and a pK a of 9.5 best �t for the non-ideal model.

The ideal model at pK a 9.3 was selected as the model for use in further experiments as thispK a

value is more in line with the pK a values in literature and reported here.

In addition, the supersaturation can be calculated for any solution composition by acquiring

the neutral species concentration in a given solution and applying equation 3.12. The neutral

species solubility point for the desired temperature was calculated from the Van't Ho� plot

presented in Figure 3.2.

The ideal model provided a predicted solubility close to the pH-dependent solubility lines at

pK a 9.3. This was deemed to be a good model but further investigation was done to assess

whether the model could be improved by the incorporation of non-ideality through activity

coe�cients. The simple non-ideal model used was found to make the solubility prediction less

accurate to the experimental solubility (�gure 3.9). This inaccuracy could be compensated for

by increasing thepK a to shift the solubility line, however, this required pK a values outwith what

has been observed for this molecule under these conditions. Improvements could be made to this

non-ideal model. Barba et al created a thermodynamic model for solubility determination of

calcium sulphate in salt water using a complex model comprising elements of Debye-Huckel, the

Born Model, and NRTL model to describe activity coe�cients [57]. While it would be possible

to implement a similar level of detail into the model, it was deemed beyond the scope of this

work. Therefore, the ideal model was used to inform further experiments conducted in chapters

4 & 5.

The model covers a limited range of pH values. As the input parameters (pKa and solution

activity) were adjusted to achieve an adequate �t to the collected pH-dependent solubility data,
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any application of this model to another system would require the same adjustment to �t ex-

perimental data. The ideal model was found to be su�cient for prediction in this system. This

may not apply to systems using an alternative solvent and would, therefore, need to be veri�ed.

Finally, there appeared to be some variability in the quality of pH prediction at higher pH values

and ionic strengths and this may limit the utility of the model in such systems.

3.5 Conclusions

This work presents experimental pH-dependent solubility data for DL-phenylalanine collected

using a gravimetric equilibrium concentration method and pK a determined by potentiometric

titration. From this experimental data a speciation and pH-dependent solubility model that can

be used to predict pH of a solution and the pH dependent solubility of an active ingredient was

developed. The model makes use of dissociation constants and solution composition to predict

pH, solubility and supersaturation. Non-ideality was incorporated into the model through the

Davies Equation. The model can also be used for supersaturation of metastable solutions. The

model was validated with experimentally collected pH values and solution composition data

from solubility experiments and potentiometric titrations. The �nal model produces consistent,

su�ciently accurate estimations of pH and supersaturation from compositional data. Further

applications of this work could be to explore deeper the application of non-ideality through a

more complex system of equations.
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Chapter 4

The Study of DL-Phenylalanine Crystal

Nucleation Kinetics Using a Small

Scale Agitated Crystallizer

4.1 Introduction

Crystal nucleation is the process by which a crystal forms from a supersaturated solution or melt.

It is the �rst step in the crystallization process, and involves the formation of a small nucleus,

which then grows into a crystal[11][58].

Understanding the factors that in�uence crystal nucleation, and the kinetics of the process,

is important in a variety of �elds, as it can help predict and control the rate at which crystals

form. In addition, the nucleation event a�ects the crystal quality attributes (CQAs) such as

polymorphism, crystal shape and particle size distribution. In food science, for example, nucle-

ation kinetics can be important in the production of food products such as chocolate [59]. The
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rate at which crystals form in these products and their CQAs can a�ect their texture, �avor,

and appearance.

In the pharmaceutical industry, crystal nucleation kinetics can be important in the develop-

ment of new drugs [15]. Drugs are often administered in the form of crystals, and the rate of

nucleation can a�ect crystal particle size distribution and crystal shape which can a�ect down-

stream process and are therefore necessary to control in an industrial process. By understanding

the factors that in�uence crystal nucleation, researchers can design drugs that crystallize in a

desirable manner.

The �tting of a large number of induction time measurements to a cumulative probability

distributions can give a value for nucleation rate at constant volume [25]. This method of nucle-

ation rate estimation utilizes the stochasticity of nucleation expressed in the Poisson probability

distribution of multiple, independent induction times observed at constant supersaturation and

volume.

4.2 Aim and Objectives

In this work, we will study nucleation behaviour in supersaturated solutions of the model system

(which expresses pH-dependent solubility) in a high pH context. We will establish the metastable

zone width of the model compound, DL-Phenylalanine, at a range of di�erent pH values and

supersaturation ratios through the observation of nucleation induction times under isothermal

conditions. It was decided to study agitated systems using a widely adopted approach utilizing

small agitated vials in the Crystal16 multiple reactor system. The collected induction time dis-

tributions for each experimental condition will be �tted to a cumulative probability distribution
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to determine the crystal nucleation rate for each set of conditions. The collected nucleation rates

will then be �tted to the experimental conditions to investigate potential relationships between

the solution composition data (supersaturation and pH) and the nucleation rate.

4.3 Materials and Methods

4.3.1 Materials

Solutes

DL-phenylalanine (DL-phe; Sigma-Aldrich,� 99%),was used as purchased. Sodium Hydroxide

(anhydrous, Sigma-Aldrich, � 98%) was used as purchased. Hydrochloric acid was purchased as

37% HCl (ACS, Sigma-Aldrich, reagent).

Solvents

The solvents and media used were aqueous Sodium Hydroxide (NaOH) solution, aqueous Hy-

drochloric Acid (HCl) and Milli-Q water. The Milli-Q water was taken from a Merck Millipore

puri�cation system and had a resistivity of 18.2 MW·cm at 25°C (Milli-Q water is referred to as

water later on in the text unless otherwise indicated). Aqueous solutions of NaOH were prepared

by dissolution of a known accurate quantity of pure NaOH pellets in approximately 70 mL of

water in a volumetric �ask. Water was then added to the �ask up to the volume line, indicat-

ing 100 mL of solution to produce a solution of predetermined concentration. The �ask was

then inverted multiple times to ensure robust mixing. Aqueous solutions of HCl were prepared

by mixing a known accurate mass of 37% HCl solution in approximately 70 mL of water in a

volumetric �ask. Water was then added to the �ask up to the volume line, indicating 100 mL

of solution to produce a solution of predetermined concentration. The �ask was then inverted
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multiple times to ensure robust mixing.

4.3.2 Methods

Solubility and Supersaturation determination

Initial solubility data reported in chapter 3 was used to select a pH and supersaturation ratio for

initial experiments and solution composition was adjusted to achieve nucleation within the time

window selected. Measurement of pH during an experiment was impractical as the introduction

of a probe into the supersaturated solution could induce crystallization and required the removal

of the vial from the temperature controlled environment. Therefore, pH was measured at 50

°C when the solution was undersaturated. However, pH changes with temperature, therefore,

this measure was imprecise. Therefore, a solution speciation and solubility model was developed

(chapter 3.4.4). Solubility and supersaturation used in this chapter were according to this model.

Induction time measurement

The induction time collection methodology was adapted from work conducted by Jiang et al.[25].

Induction times were measured at 20°C in the Crystal16 multiple reactor setup (Technobis Crys-

tallisation Systems). The model compound was DL-Phenylalanine.A stock solvent was prepared

by mixing speci�c amounts of a 1.0 M NaOH solution and a 1.0 M HCl solution to reach a

target pH. 20 g of this stock solvent was added to a known quantity of DL-Phenylalanine. This

was heated and stirred with a magnetic stirrer bar at 350 rpm on a hot plate until complete

dissolution of the compound. Using a pre-heated pipette tip, 1 mL of solution was pipetted

into 16 1.5 mL vials containing a 0.7 mm magnetic stirrer bar. The vials were transferred to

the Crystal16. The samples were agitated at 700rpm stirring rate. The samples were heated to

70 °C, which was greater than the saturation temperature, and held for 30 minutes to ensure
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complete dissolution. The clear solution was then cooled at a rate of 2°C per minute to 20 °C.

For recording the induction time, time zero was taken as the moment the temperature reached

20 °C. The samples were held under isothermal conditions for four hours. The induction time

for a particular vial was recorded as the di�erence between time zero and the time at which

there was a decrease in the transmittance of light through the vial. After the induction time

measurement period a new temperature cycle was started and the samples were reheated at a

rate of 2 °C min-1 to 70 °C. This cycle of cool-hold-heat-hold was repeated 5 times to obtain 80

(16 x 5) readings for each solution composition.

4.4 Results

4.4.1 Metastable Zone Width Assessment

The study aimed to investigate the nucleation rate of DL-Phenylalanine by analyzing the prob-

ability distribution of induction times at di�erent pH levels and supersaturation ratios in a

Crystal16 multiple reactor setup. To de�ne a clearly delineated area of interest for studying nu-

cleation kinetics, pH values ranging from 9 to 10 were speci�cally chosen to establish the region

along the solubility curve where the metastable zone can be determined. The pH was controlled

through varying concentrations and ratios of NaOH and HCl solutions. Initial experiments were

conducted at 20°C based on a preliminary understanding of pH dependent solubility, with the

hope of obtaining reasonable results. A good result, later called su�cient nucleation, was if at

least 10 nucleation observations out of 80 vials at each experimental condition nucleated in a four

hour time window. However, initial experiments yielded either no nucleation or excessive nucle-

ation (where at least one of the vials nucleated prior to reaching the isothermal point). Through

trial and error, conditions that resulted in su�cient nucleation were discovered. However, it was
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di�cult to replicate these intial results due to small changes in the solution concentrations of

DL-phenylalanine, NaOH and HCl having large e�ects on the pH and consequently, the super-

saturation.

To improve the consistency of solution concentrations, the experimental protocol was adjusted

by using large stock solutions of mixed NaOH and HCl solution for several induction time ex-

periments. This reduced some of the inconsistency and it was therefore possible to gather data

points in a small range around the initial conditions. However, it was still di�cult to expand the

range of pH and supersaturation to cover a wider experimental space. To overcome this prob-

lem, a MATLAB model was developed (Chapter 3) to predict the pH and supersaturation for a

given solution composition. This model was used to select solution compositions for data points

in a broader range of pHs, and data was collected across the pH range from 9-9.8. The data

Figure 4.1: All induction time experiment pH and supersaturation ratios according to the Matlab
model developed in chapter 3. Nucleation result is highlighted as blue for insu�cient, green for
su�cient and red for excessive nucleation
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was categorized according to the nucleation behavior observed. If fewer than 10 vials nucleated

within the four hour experimental window then the nucleation rate was deemed insu�cient to

gather statistically relevant data [26]. Fewer than 10 of the vials would give insu�cient data

to make a su�ciently accurate estimation of nucleation rate. A minimum of 10 observations

of nucleation was deemed su�cient and if nucleation occurred prior to reaching the isothermal

point it was categorized as excessive. The rationale for this threshold was that nucleation that

occured before reaching the isothermal point could not be �tted alongside later nucleations as

the supersaturation ratio for those vials would be di�erent. The supersaturation was adjusted

in order to map out the metastable zone. The supersaturation was then increased until the

result was excessive nucleation and then decreased until the result was insu�cient nucleation.

30 experimental runs were categorized su�cient, 11 were insu�cient and 10 were excessive.

According to the gathered data (Figure 4.1), there is a clear relationship between supersatu-

ration and nucleation rate. The general trend shows that the majority of experiments deemed

excessive have a higher supersaturation than those deemed su�cient. Likewise, the experiments

deemed insu�cient are mostly at supersaturation ratios below su�cient experiments. However,

there appears to be an indication that at higher pH values the nucleation rate is greater as

for experiments conducted in the pH range 9.6-9.8, where the extent of the metastable zone is

lower than that at lower pH values. For pH values below 9.6 a transition region can be observed

between 1.4 and 1.5 where the nucleation rate varies between su�cient and excessive. A super-

saturation of 1.5, under these conditions, imposes a strict upper limit to the metastable zone. In

the region ofS = 1.2 there seems to be a similar transitional region where nucleation appears suf-

�cient. Finally, at supersaturation ratios below 1.15 this method is unable to collect nucleation

rate data due to the low number of nucleation events in the experimental time window. This
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could be resolved by increasing the induction time observation window beyond the four hours

chosen. However, while this would give nucleation rates at these conditions, the nucleation rate

would be extremely low. Above pH 9.6 there appears to be an increase in nucleation rate, with

some experiments where nucleation occurred were for S values below 1 according to the model

developed in chapter 3. This suggests that there is a limitation in the model at predicting su-

persaturation at either high pH values or high ionic strengths as both these values were elevated

in the experiments above pH 9.6 (see Table 8.1).

Nucleation is highly sensitive to even minor variations in environmental conditions, such as

the introduction of particles, creating more sites for heterogeneous nucleation, or changes in ionic

strength, which can a�ect solution activity and the driving force for crystallization. Neverthe-

less, conducting a signi�cant number of experiments under consistent conditions can facilitate

the collection of su�cient data to accurately describe the statistical probability distribution un-

derlying nucleation events. This explains the apparent transition regions between insu�cient

and su�cent nucleation and su�cient and excessive nucleation.

4.4.2 Fitting Induction Times to Probability Distributions to Estimate Nu-

cleation Rate

The induction times for each experiment categorized su�cient were �tted to a Poisson distribu-

tion based on the following equation:

P(t) = 1 � exp(� JV (t � tg)) (4.1)

whereP(t) is the probability of nucleation occurring at time t, J is the nucleation rate, V is the

volume, t was induction time and tg was the time for crystals to grow to a detectable size.P(t)
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was given by

P(t) =
M + (t)

M
(4.2)

where M + (t) is the number of experiments with crystals detected at timet and M is the total

number of experiments. The �tted induction times gave values forJ and tg.

Figure 4.2: An example �t of induction time data to cumulative probability distribution for the
determination of nucleation rate and growth time.

In addition, statistical bootstrapping was conducted to estimate the uncertainty of the �tting.

This was achieved by selecting a random sample of 80 induction time values from the real

experimental data and �tting to the Poisson distribution. This was repeated 10000 times using

Python software and the standard deviation of the resultantJ and tg values used as a measure

of the error, two standard deviations representing a 95% con�dence interval. By using this

approach, we were able to estimate the variability in the data and provide a more accurate

representation of the range of possible values for the induction times. An example of the poisson

�tting and resultant bootstrapping of J and tg values can be seen in �gure 4.2
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The nucleation rate data collected shows that nucleation rate increases as supersaturation

increases as was expected. It is also apparent that there is a relationship between S and pH and

nucleation rate. There are a range of higher pH values at lower supersaturations that achieve

similar nucleation rates to high supersaturation values at lower pH values.

Figure 4.3: Relationship between Supersaturation, Nucleation rate, and pH in a solution. The
data points are color-coded based on the pH values represented in a color bar. As the pH increases
the colour shifts from blue to red.

4.4.3 Fitting Nucleation Rate Dependence on S and pH

The Kolmogorov-Johnson-Mehl-Avrami (KJMA)(equation 4.3) equation [60][61][62] a commonly

used model for predicting nucleation rates in supersaturated solutions[63].

J (S) = ASexp
�

�
B

ln 2S

�
(4.3)
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Figure 4.4: Plot of ln ( J
S as a function of 1

ln 2S for DL-phenylalanine. Theoretically, identifying
the kinetic parameter A and the thermodynamic parameter B of the KJMA equation. Error bars
were generated based on two times the standard deviation of nucleation rate values generated
from statistical bootstrapping, corresponding to a 95% con�dence interval.

To obtain the A and B parameters of the KJMA equation in this system, a linear regression

analysis was performed on the acquired nucleation rate data and supersaturation ratios. Specif-

ically, the Ln 2S was plotted againstLn ( J
S ) and the intercept of the �tted equation was taken as

the A value for the KJMA equation, while the B value was obtained from the slope. However,

the linear model did not provide a goood �t to the data, as evidenced by the low coe�cient

of determination (R2) value of 0.04 for the best �t line. (Figure 4.4). This suggests that other

factors may be in�uencing the nucleation rate besides supersaturation, highlighting the complex-

ity of the nucleation process. However, it is important to note that the error associated with

the nucleation measurements is considerable, re�ecting the stochastic nature of the nucleation

process. This means that there is inherent variability in the data, which should be taken into

account when interpreting the results.
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The data of J vs S trends upward in a power law fashion (Figure 4.3) however, therefore, it

was decided to attempt two �ts. First, the data was �tted to a power law regression in a further

attempt to establish a quantitative relationship. S � 1 was used to ensure that whenS = 1 ;

J = 0 . The natural logarithms of S � 1 and J were �t to a linear regression (Figure 4.5). This

produced somewhat better �tting ( R2 = 0.225, indicating that the nucleation rate does indeed

increase with increasing supersaturation.

Figure 4.5: The natural logarithm of both nucleation rate and S-1 plotted. A least squares
regression was used to �t a linear regression.

As highlighted previously, the supersaturation model used may be limited in its ability to

predict S at high pH. Due to the non-linearity of the relationship betweenJ and S any error in

the apparent value of S has the potential to greatly hinder attempts to �t J vs S. To attempt

to limit the in�uence of any such error, data from a narrower range of pH values was �tted.

Fitting nucleation rate data in this way returns a much better �t. Data was �tted from pH

values 9.2-9.5, which included the bulk of the nucleation rate data (Figure 4.6) to give anR2
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value of 0.612.

Figure 4.6: The natural logarithm of both nucleation rate and S-1 plotted for pH values in the
range 9.2-9.5. A least squares regression was used to �t a linear regression.

The inclusion of pH as a third term in the analysis was explored as a further avenue of

investigation. Various models and equations were applied to the data incorporating pH. The pH

was also incorporated into the pre-exponential term of the KJMA equation (Table 4.1). The

addition of pH to these models did not improve �t quality.

Equation A B C R2

J = A � (S � 1)B 310 1.5 - 0.188
Ln(J ) = A(Ln( S � 1) + B 1.12 7.36 - 0.225
Ln(J ) = A � pH � Ln(S � 1) + B 0.16 7.68 - 0.195
J = A � pH � S exp( � B

Ln 2S
) 98.54 0.051 - 0.182

J = ( A � pH) � SC exp( � B
Ln 2S

) 12.69 -0.002 5.65 0.203

Table 4.1: Table of all �tted equations with their respective coe�cients and R2.

62



Variable Coe�cient Std Error P-value
Constant A 2677 1010 0.793
S � 1 3919 970 0.001
pH -891 1305 0.502
Ii 8198 3950 0.049

Table 4.2: Table of coe�cients for multi-linear regression analysis, �tting S � 1, pH and Ii as
independent variables andJ as the dependent variable

Finally, a multi-linear regression (MLR) was conducted using original least squares regression.

The dependent variables wereS � 1, pH, and solution ionic strength (Ii ) in the algebraic form:

J = A + B � (S � 1) + C � pH + D � Ii + error (4.4)

The results (Table 4.2) show that the only variable with a statistically signi�cant impact on the

nucleation rate, when �tted in this way, is S-1 as indicated by the only P-value below 0.05. In

addition, the �t was not very good, with an R2 value of 0.496, meaning the predictive power of

the model would be poor, but the correlation coe�cient, R, of 0.704 indicates that there is a

clear relationship between these variables, most notably: S-1.

The multi-linear regression was also applied in the same manner to Ln(J ) and Ln(S� 1) (Table

4.3).

LnJ = A + B � Ln(S � 1) + C � pH + D � Ii + error (4.5)

The R2 value for MLR of LnJ and LnS� 1 was 0.564, the best �t model discovered. For both

models, the P-value for ionic strength was statistically signi�cant, indicating that this variable

is a�ecting nucleation rate. This may be, however, confounded by the weakness of the solubility
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Variable Coe�cient Std Error P-value
Constant A 60.68 23.3 0.2
LnS � 1 3.01 0.631 0.0008
pH -4.05 3.08 0.201
Ii 27.28 9.49 0.008

Table 4.3: Table of coe�cients for multi-linear regression analysis, �tting Ln S � 1, pH and Ii as
independent variables and LnJ as the dependent variable.

model in predicting supersaturation ratio at higher ionic strengths. A deeper analysis into the

e�ect of ionic strength, through the application of a more detailed solution activity model may

reveal a more quantitatively accurate relationship between these quantities.

4.5 Conclusions

This study aimed to explore the relationship between nucleation rate, supersaturation and pH

in DL-phenylalanine crystallization. Nucleation rate was obtained from the �tting of induction

times to a cumulative probability distribution at each condition. Nucleation rate data is suc-

cessfully obtained at high pH, where solubility is increased with respect to the neutral species.

There is a clear relationship between supersaturation and nucleation rate within a narrow range

of pH values although this data is rather noisy. There may be a relationship between nucleation

rate and pH, however, it is di�cult to state this with a degree of certainty due to a relatively

narrow range of pH values covered and the apparent limitations of the model used for capturing

supersaturation at high pH values. It is di�cult to establish any predictive relationship between

nucleation rate and supersaturation. While the pH seems to alter the nucleation kinetics of

the system as evidenced by the lower supersaturation values required for su�cient nucleation

at higher pH (Figure 4.1). This may be due to the e�ect of the ions added to control the pH

a�ecting the solution activity. Applying the collected data to previously established models, such

as the KJMA equation, does not produce a statistically good �t.
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In this work we also applied the data to other empirical models to see if there was any way

of generating a new predictive tool for this kind of data. While it was possible to determine a

correlation between nucleation rate and supersaturation ratio in narrow ranges of pH value, for

the full data set all models studied failed to produce satisfactory results. The overall inability

to �nd a model to �t this data is believed to be in part due the signi�cant window of error in

nucleation rate values. Due to the stochastic nature of nucleation, repeated experiments under

identical conditions can produce highly variable results. The collection of a large number of

induction times is a method used to try and iron out the natural error in nucleation studies and

allow the empirical �tting of the data to models, such as the classical nucleation derived KJMA

equation and others.

Future study in this area could be conducted in a few ways. The �rst step would be to

increase the amount of data collected, as the 24 nucleation rates obtained in this work were

insu�cient to �t any empirical models accurately. Moreover, the pH range studied in this work

is quite narrow, spanning only one pH unit. Exploring a broader range of values could lead

to a greater understanding of the e�ect of pH on nucleation kinetics. Increasing the quantity

of data collected would be quite labour intensive, however, this could feasibly be streamlined

with the use of robotics and automated dosing machines. With more data available come more

opportunities for analysis; a large data cloud would open up the possibility of applying machine

learning to the data set, which may provide greater insight into nucleation kinetics in pH-shift

crystallizing systems.
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Chapter 5

The Development of a Novel

Micro�uidic Device for the Study of

pH-Shift Crystallization

5.1 Introduction

Crystallization process control relies on a deep understanding of numerous fundamental param-

eters such as temperature, supersaturation, solvent composition and pH among others, each

a�ecting crystallization kinetics and crystal product quality attributes. These factors interact

with one another in complex ways, making precise control challenging. A deep understanding

of such operational parameters and their a�ects on crystallization is therefore necessary for op-

timum crystallization control. Micro�uidic technologies have emerged in recent years as a novel

method for exploring crystallization fundamentals.
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Micro�uidics o�er the ability to tightly control crystallization conditions [64][8]. The small

volumes involved in micro�uidics can be tightly temperature controlled without the need to be

worried about convection currents [20]. Volumes can be adjusted with a high degree of precision.

Micro�uidics are limited to laminar �uid �ow, meaning high quality crystals can be formed

without being subjected to excessive �uid shear. Large surface to volume ratios, individual

crystal con�nement and microgravity also present opportunities for interesting investigations into

crystallization and product quality attributes attained through re�ned supersaturation control.

In addition, micro�uidics allows for the generation of hundreds of simultaneous, independent

crystallizing reaction vessels. The high-throughput nature of such devices allows for the collection

of large quantities of data that would require a signi�cantly greater number of experiments

to match under conventional circumstances. This is of particular value in studying stochastic

processes such as nucleation kinetics.

Micro�uidics involves the use of networks of channels or structures to manipulate �uid in the

microlitre to picolitre range. In general terms, micro�uidics can be used to describe a technical

apparatus where one of the features of the micro�uidic structure has an internal diameter of

less than 1 mm. Some of the advantages of micro�uidics include: Laminar �ow, which can

be mathematically modelled; easy automation through the use of microvalves and micropumps;

quick, cheap fabrication of devices which can allow for rapid prototyping; reduced reagent cost

due to smaller quantities used; compactness and portability [65]. Therefore, Micro�uidics can

be useful in a wide range of �elds, such as biotechnology, cosmetics and pharmaceuticals.
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5.2 Aim and Objectives

The key aim of this work is to develop a micro�uidic device for the collection of nucleation

rate data. The key requirements of such a device are that it must �rstly be able to generate

supersaturated droplets through mixing of a high pH solution containing a high concentration of

the analyte of interest, phenylalanine, and a low pH solution. This will generate supersaturation

in a manner described in �gure 2.5. The second key speci�cation is that droplets generated are

stored in a stable location that can be observed using optical microscopy for a su�cient period

of time to observe nucleation.

5.3 Materials and Methods

5.3.1 Materials

DL-phenylalanine (DL-phe; Sigma-Aldrich,� 99%) was used as purchased. Sodium Hydroxide

(anhydrous, Sigma-Aldrich, � 98%) was used as purchased. Hydrochloric acid solution 37% HCl

(ACS, Sigma-Aldrich, reagent) was used as purchased. Fluorinet FC-40 oil (Sigma-Aldrich)

was used as purchased. #008 Fluorosurfactant (Ran Biotechnologies, Beverly, MA, USA) was

used as purchased. Polydimethylsiloxane (PDMS, Sylgard 184, Dow, MI, United States) was

used as purchased. Curing Agent (Sylgard 184 Curing agent, Dow, MI, United States) was

used as purchased. Methanol (VWR, Lutterworth, UK) was used as purchased. Isopropanol

(VWR, Lutterworth, UK) was used as purchased. Acetone (VWR, Lutterworth, UK) was used

as purchased. 1H, 1H, 2H, 2H-per�uorooctyl-trichlorosilane (Silanizing agent, Sigma Aldrich,

UK) was used as purchased. SU8 3035 photoresist (MicroChem, Newton, MA, United States)

was used as purchased.
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Solvents The solvents and media used were aqueous Sodium Hydroxide (NaOH) solution,

aqueous Hydrochloric Acid (HCl) and water. Aqueous solutions of NaOH were prepared by

dissolution of a known accurate quantity of pure NaOH pellets in approximately 70 mL of water

in a volumetric �ask. Water was then added to the �ask up to the volume line, indicating 100 mL

of solution to produce a solution of predetermined concentration. The �ask was then inverted

multiple times to ensure robust mixing. Aqueous solutions of HCl were prepared by mixing a

known accurate mass of 37% HCl solution in approximately 70 mL of water in a volumetric

�ask. Water was then added to the �ask up to the volume line, indicating 100 mL of solution to

produce a solution of predetermined concentration. The �ask was then inverted multiple times

to ensure robust mixing.

5.4 Device Fabrication

Devices were fabricated using standard photolithography and soft-lithography techniques [66�68].

The micro�uidic devices developed for this work were composed of a single layer of the elastic

polymer bonded to a glass slide. A master wafer was designed and fabricated through pho-

tolithography with the desired pattern a bas-relief of SU8 3035 photoresist printed onto a silicon

wafer. The PDMS layer was created by �owing uncured elastomer onto the silanised master wafer

and cured, leaving the inverse of the pattern imprinted into the PDMS which when bonded to

the glass slide forms the desired channels.

The desired master wafer pattern was designed using CorelDRAW Graphics Suite (Corel Cor-

poration, Ottawa, Canada). The design was printed by JD Photo Data (Hitchen, UK) as either

glass or acetate photomasks. The design of the photomask dictated the 2 dimensional features
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of the device while the depth of the features was controlled by the thickness of the layer of

photoresist used.

Figure 5.1: Schematic of the process of micro�uidic device fabrication.

Silicon wafers were cleaned of debris by sequential sonication in acetone, methanol and iso-

propanol (IPA). Residual solvent was removed from the wafer by blasting with nitrogen gas and

then heating to 180°C on a hot plate. After cooling to room temperature photoresist was spin

coated onto the wafer, giving an even coating of desired thickness. The wafer was soft baked to

a maximum of 95 °C on a hotplate. The photomask was placed on top of the photoresist prior

to exposure to collimated UV light. The surfaces exposed by the mask to UV light are caused

to crosslink, leading to hard, insoluble features. The wafer was then baked once more. After

cooling, the wafer was immersed in MicroPosit EC solvent which dissolved any photoresist that

had not been subjected to UV exposure leaving behind the hard, crosslinked patterns on the

wafer.

After development, the wafer was once more rinsed with IPA before a �nal period of baking. At

this point the depth of the features on the wafer were measured with a stylus pro�lometer(Alpha-
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Step IQ, KLA Tencor, Milpitas, California, United States). To prevent PDMS adhesion to the sil-

icon master, the surface was silanised by vapour deposition of 1H,1H,2H,2H-per�uorooctyltrichlorosilane

for one hour. A glass petri dish was wrapped in tinfoil and the silanised wafer placed therein.

Uncured PDMS, mixed with 10% curing agent, was poured onto the master wafer to �ll the tin

foil mould. A dessicator was used to degas the PDMS, removing any air bubbles and the master

was then baked in the oven at 70-80°C for 2 hours to cure the PDMS. The moulded PDMS

devices were extracted from the mould using a scalpel. G21 biopsy needles were used to punch

holes for inlet and outlet ports to connect tubing to syringe pumps. Devices and glass slides were

cleaned with adhesive tape to remove any debris. Both PDMS and slide were treated within an

oxygen plasma chamber (Pico A, Diener Electronic, Germany) for 0.3 minutes at 60% power.

Oxygen plasma exposure causes changes in the chemical structure of PDMS. Methyl groups in

the repeating -O-Si-(CH3) are replaced with polar silanol (SiOH) groups [66]. This causes PDMS

to form irreversible covalent bonds with the glass it comes into contact with. Treated PDMS

was placed on to the treated glass slide and compressed to ensure no air was trapped. Bonded

devices were treated with undiluted Aquapel (PPG Industries Inc., Pittsburgh, United States)

to obtain hydrophobic channel surfaces, promoting wetting of the channel surfaces to oil.

5.4.1 General Syringe Pump operation

Liquids were introduced in to the device using syringes, pumps and tubing. Glass hamilton

syringes were used as a reservoir for the �uid prior to injection into the system. PTFE tubing

was used to connect the syringe to the inlets on the micro�uidic device. The tubing and the

syringe were attached using a needle. A tight �t was required to prevent any liquid escaping

the system through any gap between the needle and the tubing. The syringe was driven using a
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Aladdin Single-Syringe Pump (High Pressure World Precision Instruments, FL, USA).

The �ow rate on the syringe pump is controlled by adjusting the rate at which a rotating screw

turns, depressing the syringe plunger. This conversion of turn rate to �ow rate is calculated by

the pump from the internal diameter of the syringe barrel. A result of this mechanism is that

a wider internal diameter syringe is not able to pump as slowly as a narrower internal diameter

syringe due to the lower limit of the pump's minimum screw speed. In addition, at slow screw

rotation the pump is forced to toggle the screw on and o� at a rate of approximately 3 Hz, rather

than apply continuous screw pressure to the syringe plunger. To counter this, it was desirable to

use a syringe with as small an internal diameter as possible. Experiments were conducted using a

250� l glass Hamilton 1700 series syringe (Hamilton Company, Reno, NV, USA) with an internal

diameter of 2.3 mm. A smaller, 50� l 1700 series syringe with 0.729 mm internal diameter was

tested to determine if results were better, however, the extremely thin plunger was found to

be very �exible and this led to inconsistency in operation. It was sometimes observed that the

�ows within the device appeared to oscillate slightly, particularly at the mixing Y section of the

droplet forming junction. It is unclear if this was a result of the variation or if it actually had

any impact on droplet mixing, therefore, it is assumed that the headline �ow rate of the syringe

pump was representative of the �ow rate at the junction.

Care was taken to minimise any compliance in the �uid injection system to ensure consistent

pressures. Compliance leads to a di�erence between the headline �ow rate at the syringe pump

and the actual �ow rate at the device inlet. The presence of air anywhere in the system leads

to signi�cant levels of compliance. Under the pressures used in the system any air compresses

and this signi�cantly alters the �ow of �uid. As such, all air had to be removed from the system

prior to connection to the device. Glass syringes were chosen speci�cally for the purpose of
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reducing compliance. Plastic syringes were found to �ex. There was limited �exibility in the

PTFE tubing.

Once droplets formation was well established and su�cient droplets in the storage location

the inlet and outlet tubings to and from the device were simultaneously severed with sharp

shears. This was done to ensure the immediate cessation of droplet formation. If only the inlets

are severed the �uid in the outlet will either back�ow into the device or negative pressure will

continue to pull droplets from the device into the outlet tubing. Tubing was severed within 30

mm of the connection with the device. If the severed tubing leaves di�ering lengths or heights

of tubing the subsequent pressure di�erences can cause droplets to move which causes problems

for droplet observation and tracking. Image acquisition began within 30 seconds of severing the

tubing on the device.

5.4.2 Microscopy

A Zeiss Axiovert 5 microscope (Zeiss, Cambridge, UK) was used to image the micro�uidic devices.

Images were acquired using a Labview controlled Dalsa Genie CMOS HM1024 camera (Phase 1

Technology Corp, NY, USA). Images were either taken as single snaphots or, more commonly, as

a time lapse with images taken at regular intervals. Single images were analysed using ImageJ.

For large sequences a program was written using MATLAB to determine the time of nucleation

within each droplet. This software worked by tracking each droplet through each image in the

sequence and recording the average pixel intensity within the droplet. The droplet pixel intensity

for each image was compared to a moving average and if these values sharply deviated, this was

taken as the moment of nucleation and was veri�ed by visual appraisal.
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5.4.3 Crystallization Process Control

There are numerous methods for generating the supersaturation required to cause crystal nu-

cleation. Temperature control, used in systems where the solubility at high temperatures is

greater than that at low temperatures, can be used to supersaturate by taking a solution at

high temperature to a low temperature where the solution is supersaturated. This requires a

model compound that has a very high degree of temperature dependence to generate high levels

of supersaturation. As nucleation induction time is linearly dependent on volume. The volumes

of micro�uidic droplets are orders of magnitude smaller than even the low volumes used in the

previous chapter. It was therefore hypothesized that in order to compensate for the decreased

volumes supersaturation would need to be greatly increased. The temperature dependent solubil-

ity of the model compound in water would at most allow for a supersaturation ratio of 2.5. This

was thought unlikely to be su�cient headroom in the experimental space to conduct experiments.

Evaporative crystallization has also been used in micro�uidic devices for the crystallization of

proteins, exposing the solution to air through an evaporation chamber[69].

Vapour di�usion works through a similar method, utilizing the permeability of PDMS to water.

One such method has been previously presented that allows for precise control of crystallization

conditions in the Crystallization of monoclonal antibodies[70]. This technique relies on the

selective permeability of PDMS to water to control the �nal concentration of droplets. A reservoir

of speci�c water activity is separated from the droplets containing water, solute and precipitants

by a PDMS layer. The di�erence in water activity draws the solvent from the droplets, increasing

the concentration. While this method was considered viable it was not prioritised due to increased

complexity in fabrication. However, the e�ect of water pervaporation on solution concentration
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and supersaturation can have a major e�ect on crystallization in PDMS based micro�uidic deices.

Anti-solvent addition is a common technique for generating supersaturation. In this process,

the addition of an antisolvent, in which the solute is highly insoluble, reduces the overall solution

equilibrium solubility at a greater rate than dilution brings down the solution composition leaving

the solution in a supersaturated state. This system allows generation of su�cient supersaturation

and requires relatively simple geometry to achieve. pH-shift crystallization is a form of reactive

crystallization that can be achieved in a very similar manner through simple mixing on the

device. A high pH solution of sodium hydroxide and model compound was mixed in the devices

with a low pH solution of hydrochloric acid. Due to the high supersaturation ratios required

for crystallization in the micro�uidic device it wasn't possible to measure the pH of the solution

outside of the device as any crystallization would alter the pH.

Therefore, it was required to calculate the solution pHin silico. The supersaturation modelling

software developed in Chapter 3 was used to predict the solution pH and supersaturation for

the experiments conducted in this chapter. The program uses the concentrations of NaOH,

HCl and model compound and, utilizing the pKa of the model compound and the solubility of

the neutral species returns the solution concentration, the pH and the supersaturation. The

input concentrations were adjusted until a desirable pH and supersaturation pro�le was reached.

These concentrations were then manufactured in the laboratory and used for experiments in the

micro�uidic device. The concentrations were initially calculated at equal �ow rates, however, by

adjusting the �ow rates in favour of either element of the crystallizing mixture could be used to

alter the pH and supersaturation and the program also had this capability.
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5.5 Device 1 - A Single Chamber Device

5.5.1 Device Speci�cation

As stated above, the goal of the project was to design and utilise a micro�uidic device for the

purpose of analysing crystal nucleation and quantifying crystal nucleation rates from the prob-

ability distributions of induction times. The design of the device had several key speci�cations

in order to meet this objective. 1: The device was required to create a supersaturated solution

in the metastable zone in droplets� 1nl in volume. 2: the droplets would be transported to

a location where they would be stably stored for a su�cient period of time for nucleation to

occur. 3: the nucleating droplets had to be observable for the duration of the experiment using

a microscope.

5.5.2 Design of the Device

Figure 5.2: A Micro�uidic design 1
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The design of this device [71] was fabricated on a silicon wafer using SU8 3035 photoresist in

a single layer 40� m in thickness. The device was composed of two main sections: A junction

for mixing and forming droplets and a chamber for droplets.

Junction

The aqueous and continuous phases were introduced to the device through tubing connected to

1 mm holes cut in the PDMS with a biopsy punch. Each inlet led to a �lter for preventing large

particulates from entering the mixing and droplet forming junctions of the device potentially

causing blockages in the device. This �lter comprised of a matrix of PDMS columns with spaces

of 28 � m between columns to allow �uid to �ow through, but catch and stop large particles

such as �bres passing through. The droplet forming junction started with a Y-type junction for

mixing together di�erent aqueous solutions to form a supersaturated solution for crystallization.

It was essential that the crystallizing solution was mixed in situ and immediately encapsulated

into droplets. The ratio of solution and precipitant is critical to crystallization process control.

This is managed by the �ow rates of syringe drivers used and can be con�rmed visually by

assessing the interface between the two �ows seen at the droplet forming junction (Figure 5.3).

Following this, the solution was encapsulated as water in oil droplets at a T junction. At this

junction, the immiscible continuous and aqueous phases form an interface. The aqueous phase

pushes into the continuous phase, blocking that stream. Pressure builds up in the continuous

phase channel causing the aqueous protrusion to distort down stream of the main channel. The

upstream interface of the aqueous is pressed towards the downstream edge of the junction until

the continuous phase completely severs the new droplet from the aqueous inlet.
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