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The interaction of electromagnetic radiation with matter has led to a large number
of interesting applications. The propagation of electromagnetic waves within materials
is described by Maxwell’s equations. However, the fundamental understanding of the
causes of the response of the material, defined by constitutive relations for its complex,
frequency-dependent dielectric constant, can only be achieved through the study of
processes occurring at the molecular scale. The fluctuation-dissipation theorem relates
the frequency-dependent dielectric constant of a material to equilibrium fluctuations
in its dipole moment. This fact can be used to determine dielectric properties from
equilibrium molecular dynamics simulations for frequencies covering the microwave
region of the electromagnetic spectrum (300 MHz – 300 GHz). In this work, the ability
of current force fields to predict dielectric spectra of one component systems and mix-
tures is examined, showing accurate results when compared with experimental data
for the systems under consideration. Additionally, the influence of temperature on
the dielectric spectra is analysed, yielding equally satisfactory results. In the particu-
lar case of ethanol/water mixtures, the estimation of dielectric spectra at intermediate
concentrations using molecular dynamics simulations outperforms the traditional use
of mixing rules. The simulations of these systems reveal the importance of collabo-
rative processes between groups of molecules, such as hydrogen bond networks, in
the overall dielectric response. The reduction of the contribution of these processes as
temperature increases confirms the weakening of these networks at high temperatures.
The predicted dielectric properties are used in a heating model to estimate temperature
profiles in microwave heating processes. Unexpected results are obtained which reveal
the need for accurate determination of the electric field distribution within the work-
load in order to obtain representative heating profiles. In contrast, penetration depths
are accurately determined from dielectric properties generated through molecular sim-
ulations.
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Chapter 1

Introduction

The interaction of electromagnetic radiation with matter has been the subject of exten-
sive research over the years. The interest on this topic ranges from the pure scientific
explanation of the basic mechanisms behind this interaction to the exploitation of this
knowledge to develop new applications and optimise current processes. The frequency
of the electromagnetic radiation and the characteristics of the irradiated material dic-
tate the nature of their interaction. Processes such as transitions between electronic
states or the activation of vibrational and rotational modes in molecular systems can
be achieved in this manner and can de detected by means of a range of spectroscopic
techniques. At frequencies lower than 1012 Hz, the main mechanisms affected are the
reorganisation of molecular dipoles in an attempt to follow the direction of the electric
field and the displacement of free charges that generates an electric current. In both
cases, absorption and dispersion phenomena are present. Microwave heating is in fact
the result of dispersive processes generated during the coupling of the dynamics of
molecular systems to electromagnetic radiation at microwave frequencies (3 × 108 –
3× 1011 Hz).

The dynamics of electromagnetic fields is governed by the well-known Maxwell’s
equations. However, the macroscopic representation of the interaction between elec-
tromagnetic radiation and matter requires the introduction of so called constitutive re-
lations in which the dielectric constant and the conductivity of the material describe the
induced response of the system. The propagation of electromagnetic waves in different
media has been studied extensively using computational electrodynamics. Numerical
approximations to Maxwell’s equations are used to design communication devices (an-
tennas, radars, satellites) or develop medical imaging instruments (radiography, mag-
netic resonance imaging (MRI), endoscopy). Nevertheless, in order to achieve a fun-
damental understanding of wave propagation and absorption in dielectric media, it is
necessary to study phenomena occurring at the molecular scale.

The objective of this thesis is to explore the physical mechanisms that originate the
dielectric response of a system to electromagnetic radiation at the molecular level using
molecular dynamics simulations. In particular, the focus is on the study of microwave
heating processes the origin of which is not fully understood. In this work, it will be
demonstrated that molecular dynamics simulations have the potential to predict dielec-
tric properties of molecular systems through analysis of dipole moment fluctuations.

1
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These properties are then used to estimate microwave heating rates.
In Chapter 2, a review is presented of some of the most important applications of

microwave heating, together with a brief introduction to dielectric spectroscopy. The
concept of microwave heating is introduced from a macroscopic point of view, and,
starting from Maxwell’s equations of Electromagnetism, an expression for the heat-
ing rate in microwave-driven processes is developed. Additionally, in this chapter the
importance of accurate prediction of the dielectric constant for a satisfactory represen-
tation of microwave heating profiles is shown.

In Chapter 3, a method to obtain dielectric spectra of molecular systems using
molecular dynamics simulations is described. The study of the interaction of elec-
tromagnetic fields and matter at the nanoscale, through the fluctuation dissipation
theorem and linear response theory, leads to an expression relating the complex and
frequency-dependent dielectric constant of a material to the fluctuations in its dipole
moment. Molecular dynamics simulations are used to generate molecular trajectories
and track the time evolution of the dipole moment of the system. Then the above-
mentioned relationship between these fluctuations and the dielectric constant of the
material is used to obtain dielectric spectra. The use of the ‘ideal’ Debye model and
the more sophisticated Havriliak-Negami model in this procedure makes possible the
physical interpretation of the results.

In Chapter 4, the application of the method developed in Chapter 3 is shown for
the determination of the dielectric spectra of water, a series of alcohols and glycols,
and monoethanolamine (MEA). Several different molecular force fields, that were orig-
inally developed for the prediction of thermodynamic properties, were tested to eval-
uate their performance in the prediction of a dynamic property such as the dielectric
spectrum. The results are generally within reasonable agreement with experimental
results, with at least one of the force fields providing satisfactory estimates of this
property for every material. Some discrepancies were encountered in the prediction of
the static (low frequency) dielectric constant, which is related to the magnitude of the
dipole moment fluctuations. However, the frequency of these fluctuations is generally
well predicted. In order to obtain more accurate representations of dielectric spectra,
and avoid the need for complex recalibrations of molecular models, it was decided to
use the experimental value of the static dielectric constant, instead of the one obtained
through simulations.

In Chapter 5, we extend the prediction of dielectric spectra of single component
systems performed in Chapter 4 to binary systems, in particular the ethanol/water
mixture. Once again, we obtain satisfactory results with respect to experimental data
for this particular binary system. In addition, we show how predictions obtained us-
ing molecular dynamics simulations outperform the ones generated through empiri-
cal mixing rules, which are solely based on the characteristics of the individual con-
stituents of the mixture. In these systems, the final dielectric response results from a
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combination of concentration-dependent relaxation mechanisms to which both com-
ponents contribute simultaneously, rather than from individual contributions of each
constituent. In order to obtain a deeper insight into the origin of these different relax-
ation mechanisms, both the individual contribution of each component of the mixture
to the dielectric response of the system and the importance of cross-correlation between
components are studied.

The results presented in Chapter 4 and Chapter 5 have been obtained at ambient
conditions. In Chapter 6, we analyse the influence of another important variable, tem-
perature, on the dielectric spectra of water, ethanol, MEA, and ethanol/water mixtures.
The accurate prediction of microwave heating rates relies on an adequate representa-
tion of this dependency since the dielectric properties of the material will vary as the
temperature increases during the microwave heating process. This is not a topic that
is widely covered in the literature, even from an experimental point of view. The force
fields employed in this work are shown to provide a good estimation of the tempera-
ture dependence of dielectric properties. Additionally, the effect of temperature on the
different relaxation processes that contribute to the global dielectric response is stud-
ied, as well as the influence this variable has on the dynamic response of individual
molecules.

In Chapter 7 we apply the concepts developed in the previous chapters for the esti-
mation of macroscopic quantities at the most common microwave frequency, 2.45 GHz.
Based on the good prediction of dielectric properties at this particular frequency, we
show how it is possible to obtain accurate predictions of penetration depths. This is an
important parameter in the design of microwave heating processes since it determines
the depth of propagation of the electromagnetic wave inside the dielectric material.
Despite the high accuracy in the estimation of dielectric properties, it is not possible
to obtain an adequate prediction of microwave heating profiles in irradiated dielec-
tric materials without a careful consideration of the electric field distribution inside the
sample. The appropriate estimation of microwave heating profiles can be a powerful
tool for the optimisation of microwave heating processes.

Finally, in Chapter 8 the main findings of this thesis are summarised and indica-
tions for future lines of research that could carry forward the work developed here are
provided.



Chapter 2

Microwave Heating: Applications
and Foundations

Microwave heating is a complex phenomenon derived from the interaction of electro-
magnetic fields with matter. The rapid oscillations of electric and magnetic fields at
microwave frequencies cause molecular motion in dipolar systems and generate a flow
of current in conductive materials. Both phenomena cause heat dissipation and lead
to a temperature increase which extent will depend on the dielectric properties of the
irradiated material.

This chapter starts with an introduction to electromagnetic radiation. A short de-
scription of the different means that radiation interacts with matter is provided through
the electromagnetic spectrum. Predominant attention is given to radiation at mi-
crowave frequencies, including the general mechanisms by which microwave heating
occurs. Then, we review the main applications of microwave heating in chemical pro-
cessing. This includes a brief tour through the history of microwave heating followed
by a review of some of the most recent advances and challenges in this field. Next, the
foundations of dielectric heating are defined from a macroscopic point of view. Taking
Maxwell’s equations of electromagnetism as a starting point, we derive an expression
for the rate of heat dissipation in microwave heating. This gives the opportunity to
model microwave heating profiles at larger scales. To conclude this chapter, we discuss
how the dielectric constant of a material determines its response to electromagnetic ra-
diation. Broadband dielectric spectroscopy is an experimental technique developed to
analyse the frequency-dependency of this property from macroscopic quantities. We
briefly show the evolution of this technique and present some applications of particular
interest.

2.1 Interactions of electromagnetic radiation with matter

This section describes the basic principles of microwave heating. We provide a defini-
tion of electromagnetic radiation and describe the way in which it interacts with matter
in order to generate heat.

4



Chapter 2. Microwave Heating: Applications and Foundations 5

FIGURE 2.1: Electromagnetic spectrum.

2.1.1 Electromagnetic radiation

Electromagnetic radiation essentially originates from the acceleration of charged parti-
cles. The resulting synchronised fluctuations of electric and magnetic fields give rise to
electromagnetic waves which propagate perpendicularly to both the fields, that are si-
multaneously perpendicular to each other. In vacuum the propagation of these waves
occurs at the speed of light. Electromagnetic waves are fundamentally characterized by
their intensity and their frequency ν or wavelength λ, and have been classified accord-
ing to these last properties in what is called the electromagnetic spectrum (see Fig. 2.1).
When subject to electromagnetic radiation, matter interacts in different ways depend-
ing on the frequency of the wave. From lower to higher frequency (longer to shorter
wavelength), the electromagnetic spectrum is composed by:

• Radio waves (ν = 3 kHz - 300 MHz, λ = 100 km - 1 m): conduction of charge
carriers or plasma oscillation.

• Microwaves (ν = 300 MHz - 300 GHz, λ = 1 m - 1 mm): molecular rotation, plasma
oscillation.

• Infrared radiation (ν = 300 GHz - 400 THz, λ = 1 mm - 760 nm): molecular rota-
tion, molecular vibration, plasma oscillation in metals.

• Visible radiation (ν = 400 THz - 790 THz, λ = 760 nm - 380 nm): electron excitation.

• Ultraviolet radiation (ν = 790 THz - 30 PHz, λ = 380 nm - 10 nm): excitation and
ejection of molecular and atomic valence electrons.

• X-rays (ν = 30 PHz - 30 EHz, λ = 10 nm - 10 pm): excitation and ejection of core
atomic electrons, Compton scattering (for low atomic numbers).

• Gamma rays (ν > 30 EHz, λ < 10 pm): excitation and ejection of core atomic elec-
trons in heavy elements, excitation and dissociation of atomic nuclei, Compton
scattering, creation of particle-antiparticle pairs.

In this work, we are particularly interested in how matter interacts with electro-
magnetic radiation in the microwave and high-frequency radio wave region. One of
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FIGURE 2.2: Cosmic microwave background. Detailed, all-sky picture of the infant universe
created from nine years of WMAP data. The image reveals 13.77 billion year old temperature
fluctuations (shown as color differences) that correspond to the seeds that grew to become the
galaxies. The signal from our Galaxy was subtracted using the multi-frequency data. This
image shows a temperature range of ± 200 microKelvin. Image and caption obtained from
NASA’s WMAP Science Team.

the most remarkable examples of this type of radiation is the cosmic microwave back-
ground [1], which is considered to be evidence of the Big Bang model of the universe.
In the early stages of its formation, the universe was composed of a hot and dense
plasma. As the universe expanded, it became cooler and allowed the formation of
neutral atoms through the combination of protons and electrons. At that point, the
neutral atoms were no longer able to absorb thermal radiation by proton and electron
scattering, and it escaped the original plasma in the form of photons or electromag-
netic radiation. The expansion of the universe has increased the wavelength of the
original radiation, and now it reaches the Earth in the form of microwave radiation at
a frequency distributed around 160.2 GHz, which can be detected by means of radio
telescopes (see Fig. 2.2). The artificial generation of electromagnetic radiation in the
microwave region has led to a broad range of applications that include telecommuni-
cations, radar technology, spectroscopy or heating. In the particular case of chemical
processing, microwave heating is becoming more and more widely used as will be de-
scribed in section 2.2

2.1.2 Mechanisms of microwave heating

At microwave frequencies, electromagnetic waves have the ability to influence particle
motion, such as molecular rotation or ionic translation, but do not affect the molecular
structure. There are two ways to convert electromagnetic energy from microwaves into
heat in fluids:
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FIGURE 2.3: Interaction of electromagnetic fields with matter at microwave frequencies: dielec-
tric polarization and ionic conduction.

• Dielectric polarization (see Fig. 2.3): Molecular dipoles in dielectric materials tend
to align with the external electric field. The alternating nature of the electric field
in microwaves results in a maintained oscillation of the dipoles as they attempt to
realign with the field. Heat is generated due to the mechanical friction caused by
dipolar motion between and within molecules. Power absorption is however a
frequency-dependent phenomenon. The response of a dipolar system to an elec-
tric field is related to its natural motion in the absence of an external field. Dif-
ferent species have different response which results in shifted power absorption
peaks in the frequency spectrum [2].

• Ionic translation (see Fig. 2.3): Ionic species can travel in the direction of the al-
ternating electric field producing an electric current. In a molecular system, the
movement of charged species encounters resistance due to their collision with
other molecules and atoms, which thereby results in heat dissipation [3].

Both types of heating result in a volumetric heating of the material which makes heat-
ing processes more independent of the thermal conductivity and surface temperature
of the materials involved. This highly efficient way of heating has led to the develop-
ment of a significant number of applications in chemical processing [4].

2.2 Microwave Heating in Chemical Processing

The now widely used microwave oven was an accidental discovery [5]. In 1946, when
he was conducting research on the use of magnetrons in radar technology for World
War II, the American engineer Percy Lebaron Spencer noticed how a candy bar he
had in his pocket had melted. He correctly assumed that this effect was caused by
the microwaves he was working with. Astonished by his discovery, he decided to
run some experiments with other types of food. He started by successfully cooking
popcorn, and later caused the first — but clearly not last — explosion of an egg in a
microwave oven. Subsequent research on the topic led to the production of the first
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commercial microwave oven in 1954. However, the large dimensions and high cost of
the equipment made it only suitable for some specific applications. It was not until
1967 that the first domestic microwave oven was produced by Amana, a division of
The Raytheon Corporation, where Spencer used to work.

Since then, microwave heating has seen a significant development with applica-
tions in the processing of food, ceramics, polymers, minerals or waste materials [6, 7].
Some major results have also been achieved in the acceleration of reactions in organic
chemistry or in separation technologies [4], as we show below.

2.2.1 Applications

Food industry

The main uses of microwave heating in food processing include cooking, drying and
pasteurisation [8]. The large heating rates achieved lead to faster processes in compar-
ison with conventional conductive heating [9]. For this reason, microwave heating is
widely spread in this sector, although more research is necessary in order to deal with
some unresolved issues. The non-uniform temperature distribution associated with
this type of heating has raised some safety concerns due to the impossibility of guar-
anteeing complete sterilisation at cold spots [10]. One possible solution is the combina-
tion of conventional and microwave heating which has shown to improve heat unifor-
mity [11]. Additionally, important efforts have been made towards the development
of techniques that allow an appropriate heat distribution in purely microwave-driven
processes [12–14].

Ceramics

Ceramics processing is one of the fields that has benefited the most from the use of
microwaves. The main applications involve synthesis and sintering of this type of ma-
terials [6, 15–17]. The synthesis of ceramics is carried out through reactions that are
generally temperature-dependent. The volumetric effect of microwave heating results
in rapid heating because it avoids the relatively slow heat transfer from the surface
to the interior in this kind of materials. This is also the case in sintering or joining of
ceramics [18]. An example is the microwave sintering of WC-Co composites, used in
cutting and drilling operations due to their hardness and strength [15]. The produc-
tion of this composite is generally lengthy and is carried out at high temperatures, but
the use of microwaves [19, 20] leads to a decrease in the operating temperature and a
reduction in the cycle time from 12-24 hours to less than 90 min. In addition, a more ho-
mogeneous product is obtained with improved mechanical characteristics. However,
in general, the industrial application of microwave technologies in the ceramics sector
still depends greatly on the wider development of continuous processes.
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Polymers

In the polymers field, the number of publications related to microwave-assisted pro-
cesses has seen a big increase in the last 15 years [21]. Several applications have shown
the importance of using microwaves in the acceleration of polimerisation reactions
and polymer processing [4]. These include step-growth polimerisation, free radical
polimerisation and ring-opening polimerisation [22–24]. In most cases higher reaction
rates and enhancement of the properties of the final product by avoiding side-reactions
have been reported [25]. However, the causes for this positive effect remain generally
unknown, and research in this area is expected to grow in the near future.

Environmental applications

Microwave heating has also been implemented to solve problems in environmental en-
gineering [26]. Examples of this include waste treatment [27], soil remediation [28–30]
and regeneration of spent adsorbents [31–34]. One of the areas in which microwave
heating has seen a wider implementation is wastewater treatment [35], with applica-
tions in the treatment of biological sewage sludges [36], pharmaceutical residues [37]
or pulp mill waste sludges [38].

Organic chemistry

In organic synthesis, microwave heating has shown to have the ability to accelerate
reactions and improve the product yield in a wide range of applications [4, 39–41]. A
few examples include improvements in rate and product selectivity for Suzuki cross-
coupling reactions [42, 43], a significant acceleration on the reaction rate of the oxi-
dation of benzyl alcohol to benzaldehyde [44], or the optimisation of the synthesis of
ionic liquids [45]. Langa et al. [46] provide an extensive review on organic reactions that
have benefited from the use of microwave heating, and discuss the controversial pos-
sibility of the existence of specific non-thermal effects in the interaction of microwaves
with matter. Until recently, most of the microwave-enhanced processes have only been
studied at laboratory scale. However, an important aspect to consider if this technol-
ogy wants to be implemented in industrial applications is the scale-up of the processing
equipment [47].

Separation technologies

Over the years, important breakthroughs have also been obtained in a variety of sepa-
ration processes [4]. Knowing the importance of this area of chemical processing in a
large number of industries, any advance should be considered with interest.

Microwave-assisted extraction has been applied to recover essential oils and antiox-
idants from plants [48, 49], sometimes with the help of ionic liquids [50], or to extract
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graphene from carbon fibers [51]. One of the main benefits of the rapid microwave-
assisted extraction processes is that the valuable components are exposed to high tem-
peratures for shorter times, and their properties are not greatly affected.

In adsorption-desorption cycles, the effectiveness and duration of the desorption
step is one of the most important factors in the evaluation of the efficiency of the
entire cycle. In some cases, microwave-assisted processes can clearly help achieving
high regeneration yields in shorter times, if compared with other technologies such
as pressure-swing or temperature-swing desorption [52]. This has been proved in
the regeneration of zeolites [53], or in the desorption of VOCs (Volatile Organic Com-
pounds) [54] and methylene blue [55] from activated carbons. Additionally, it has been
observed that, generally, the adsorption capacity of the adsorbent materials is not sub-
stantially affected by microwave regeneration [55, 56].

Although fewer examples can be found in the literature, microwave-enhanced dis-
tillation can be an interesting option, especially when the substances to be separated
have significantly different dielectric properties [57]. Going a step forward, the combi-
nation of the positive effects of dielectric heating on reaction and separation processes
make reactive distillation an excellent candidate for good results. In this sense Altman
et al. studied the synthesis of n-propyl propionate by microwave-enhanced reactive
distillation [58]. They clearly observed an increase in the volatility of the component
with lower boiling point. However, they showed how this effect is only obtained when
the microwave radiation is focused directly on the vapour-liquid interface. When only
the bulk liquid is exposed, no improvement is noticed. The influence of the interface
had already been reported on previous studies of the boiling point elevation of several
substances [59, 60].

Finally, membrane technology has also benefited from the use of microwave heat-
ing. Examples of this are the membrane permeation [61] and the microwave-assisted
pervaporation of ethanol/water mixtures [62]. In this last case the dielectric proper-
ties of the mixture had a strong influence on the efficiency of the microwave induced
process. It was concluded that the effect of dielectric heating was more significant for
higher concentrations of ethanol due to the increase of the dielectric loss of this com-
ponent with temperature. When water – for which the dielectric loss decreases with
temperature – is predominant, the effect is not so important.

2.2.2 Non-thermal effects

Thermal effects due to the exposure of a material to microwave radiation are gener-
ally well known and characterised. In condensed phases, heat dissipation originates
from relaxation processes caused by the frictional damping of dipoles as they intend
to align with the electromagnetic field. However, a big debate exists in the scientific
community on whether there exist specific non-thermal effects of the interaction of
electromagnetic fields at microwave frequencies with matter [52, 63–65]. There are still
some phenomena, particularly the enhancement of chemical reaction rates or the effect
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on phase equilibrium, for which the physical mechanisms are not totally clear. Several
authors claim that any deviation from the results obtained by conventional heating can
still be explained as a thermal or relaxation process, and that the same effect could
be achieved through conventional heating if it were possible to reproduce the same
process conditions [66]. In other words, microwave heating processes also follow Ar-
rhenius behaviour, although the volumetric nature of microwave heating allows for
higher heating rates. This has been proven in most cases, and even authors who ini-
tially attributed unusual results to the non-thermal effect of microwave heating have
rectified later [46, 67]. Additionally, a large number of claims of non-thermal effects
have been discarded due to the inaccuracy in the temperature measurements [68, 69].

Dudley et al. [70] provide a novel interpretation in the case of chemical reactions,
in which they suggest the classification of microwave effects should be divided into
relaxation and resonant processes. As mentioned above, relaxation phenomena ap-
pear due to the delay in the response of the system due to dipolar friction. Resonant
processes would only take place if the rotational modes of the dipoles were activated
and these had complete rotational freedom, which leads to the response of the system
being in phase with the incident electromagnetic wave. However, this is much more
unlikely to occur, especially in condensed phases. In addition, an alternative way to
generate chemical reactions is the activation of electronic and vibrational modes, but
the frequency of microwaves would not be high enough to affect these processes.

Having said that, there are still some cases that cannot be explained following this
reasoning [46]. Dudley et al. also discuss the concept of selective heating [71–73] in
microwave heating by which absorbing species in a solution can reach higher temper-
atures than the average temperature of the medium. If the solute is a reactant, the
situation may lead to higher reaction rates than the ones expected at that average tem-
perature. The process would still be Arrhenius, but it would take place at higher tem-
peratures, leading to higher rates. This is a phenomenon that would not occur in con-
ventional heating and can be considered as a microwave-specific effect. In this context,
it is important to consider the influence of the solvent. Heat transfer will be maximised
in systems for which reactants have stronger dielectric absorption than the solvent, be-
cause, locally, the temperature difference between solute and solvent will be higher.
It follows from this discussion that the mechanisms of microwave heating still remain
somehow unclear, and this is a relatively unexplored field in which additional research
should be conducted.

2.2.3 Challenges in microwave heating

Along with the study of the physical mechanisms that give rise to microwave heat-
ing, several challenges need to be overcome to achieve a widespread implementation
of this technology in chemical processing, especially at an industrial level. Although
a large number of applications have been found at laboratory scale, and some can be
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directly performed at larger volumes using the same operating conditions [74], gener-
ally, the scale-up of the equipment is not necessarily straightforward. In recent years
the design of microwave heating equipment has evolved rapidly [4]. From the tra-
ditional single-mode and multimode cavity systems, where no control exists over the
electromagnetic field distribution, experimental setups have developed into equipment
where the field distribution can be controlled and even optimised [75, 76]. This trans-
lates into processes with a more efficient use of microwave energy and that provide
more reproducible results.

In order to help with this transition, modelling can be an important tool. In par-
ticular electromagnetic simulations that predict the field distribution in the equipment
can facilitate the design [77–80]. Software developed with this goal is mainly based
on the solution of Maxwell’s equations using the finite-difference time-domain (FDTD)
method [81, 82].

Another interesting aspect to consider is the extension to frequencies other than the
common 2.45 GHz. As explained below, the use of microwaves is limited to specific fre-
quencies, that do not necessarily correspond with the optimum operating conditions
according to the dielectric characteristics of the system under consideration. The unre-
stricted utilisation of additional frequencies could lead to significant improvements in
the efficiency of microwave-driven processes. The only limitation would be the cost of
the equipment insulation, which would be required to avoid the escape of radiation.

Although dielectric properties have been obtained for a large number of systems,
an even more extensive database would be desirable. This can be complemented by
modelling tools such as molecular simulations, which can be certainly helpful, as we
will show in this thesis. Dielectric properties of mixtures have also been successfully
estimated by means of mixing rules that depend on the dielectric properties of the
individual components and the composition of the mixture [83].

Finally, an important challenge to address, and probably the only one over which
little control is possible, is the electricity cost [4]. In the current, situation the gener-
ation of microwaves depends entirely on electricity generated in fossil-fuelled power
plants, which is not the most efficient and affordable energy source, and, additionally,
can have associated environmental costs. This would theoretically be compensated
by the increase in efficiency of microwave-assisted processes with respect to conven-
tional processes, although the overall energy efficiency has to be evaluated with care.
However, if the energy source for microwaves was to be more sustainable, the benefits
would be even more important.

2.2.4 Safety and operational limitations

According to the World Health Organisation (WHO) [84], the short-term exposure to
low intensity microwaves has not been shown to have any adverse effect on human
health. Some studies postulate possible damaging effects of long-term exposure which
could lead the development of cancer [85]. While other authors do not discount this
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TABLE 2.1: Occupational and general public reference levels for continuous whole body expo-
sure to electromagnetic fields.

Occupational General public

Frequency range Erms Hrms Power dens. Erms Hrms Power dens.
(V m−1) (A m−1) (W m−2) (V m−1) (A m−1) (W m−2)

400 - 2000 MHz 3
√
ν 0.008

√
ν ν/40 1.375

√
ν 0.0037

√
ν ν/200

2 - 300 GHz 137 0.36 50 61 0.16 10

ν is the frequency in MHz

possibility, they state that there are insufficient data to undoubtedly reach this con-
clusion [86, 87]. At higher field intensities, microwaves have shown to cause serious
internal burns, particularly in tissues in which heat transfer is not efficient enough to
quickly carry heat away. In the specific case of the microwave oven, this is avoided by
appropriately insulating the equipment so the radiation is always contained within it.

As shown in Table 2.1, the UK Government, through the NRPB (National Radio-
logical Protection Board), has set reference levels for continuous whole body exposure
to electromagnetic fields that depend on the frequency of the radiation [88]. Occu-
pational limits are usually high as they refer to individuals working under controlled
conditions, and for which personal protection measures can be implemented if neces-
sary. The general public includes population of any age and condition for which the
exposure occurs under uncontrolled conditions and are not necessarily aware of possi-
ble risks.

In terms of operability, only a few specific frequencies are allowed in what are called
the ISM (Industrial, Scientific and Medical) bands [89]. The reason behind this is to
avoid interferences with telecommunications, and special permission is required to
operate outside those frequencies. In the microwave range, the available bands are
915± 25 MHz, 2.45± 0.05 GHz, 5.800± 0.075 GHz and 24.125± 0.125 GHz, 2.45 GHz
being the most common one. However, for some specific processes these particular
frequencies may not coincide with the optimum operating conditions. In those cases,
different frequencies could be used provided that the equipment was properly insu-
lated and the adequate permissions had been requested. It has been shown that in or-
der to avoid interference with radio communication, the electric field strength should
not exceed 100 µV/m [2], which is a limit well bellow the safe exposure levels shown
in table 2.1. In general, heating applications deal with power densities in the order of
103 to 106 W m−2, which correspond to electric field intensities of 0.6 to 20 kV m−1 in
vacuum. These levels are considerably higher and the appropriate protection measures
have to be implemented. Nevertheless, these are still relatively low in comparison with
the voltages necessary to reach dielectric breakdown of air, which are in the order of
3000 kV m−1, although this phenomenon could still occur for particular geometries of
the interface between air and a dielectric material [2].
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2.2.5 Summary

Even though the use of microwaves for heating purposes has been known for more
than 60 years, it is still a relatively new technology for which widespread industrial
application is still to be seen. We showed a number of applications in sectors such
as food, ceramics and polymer processing, together with examples of its implemen-
tation in environmental engineering, organic chemistry and several separation pro-
cesses. The physical origin of the thermal component of microwave heating is gen-
erally well known. However, some controversy exists over the possible existence of
non-thermal effects rising from the interaction of electromagnetic fields with matter
at microwave frequencies. This, together with the design and optimisation of new
microwave-enhanced processes and equipments, are probably the main challenges in
this sector. Once the potential of microwave heating has been discussed, in the fol-
lowing section, we describe in more detail the physical mechanisms behind this phe-
nomenon.

2.3 Foundations of Microwave Heating

The theoretical understanding of electromagnetic phenomena can generally be derived
from the well-known Maxwell’s equations. We start by briefly describing the two basic
components of electromagnetic fields: the electric field and the magnetic field. Then,
we consider the interaction between these fields through Maxwell’s equations. This
theoretical framework gives us the opportunity to develop the laws of conservation
of charges and energy for electromagnetic systems. From that point, we work out an
expression for the rate of heat dissipation in a material under the influence of electro-
magnetic radiation, which can be used to predict heating profiles in microwave heating
processes. This expression will clearly depend on the characteristics of both the mate-
rial and the incident electromagnetic wave.

2.3.1 Electric and magnetic fields

According to Coulomb’s law, the electrostatic force Fe acting on a charge q due to the
presence of another charge Q separated by a distance r is given in SI units by:

Fe =
1

4πεvac

Qq

r2
r (2.1)

where r is a unit vector pointing from Q to q, in the direction of the force, and εvac is
the vacuum permittivity (εvac = 8.854× 10−12 Fm−1).

The electric field E generated by a charge Q is defined as the expected electrostatic
force, per unit charge, exerted by Q on a charge q placed at a distance r:

E =
Fe

q
=

1

4πεvac

Q

r2
r (2.2)
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FIGURE 2.4: Electric field in a capacitor.

As an illustration, we consider a system formed by two fully conducting plates
separated by a distance d, and coupled to a voltage source φv (see Fig. 2.4a). The electric
field between the charged plates is given by:

E =
φv
d

d (2.3)

where d is a unit vector in the direction of the field. In this case, where the plates are
considered as perfect conductors, the electric field is a vector for which the components
tangential to the surface of the plates must be zero. The result is that the direction of the
electric field is normal to the surfaces and indicates the path a charged particle would
follow if it happened to be between the two plates.

When a voltage difference is applied to a parallel-plate capacitor, it has the ability
to store electrical charge. The capacity of a material to build charge is quantified by the
capacitance C which is defined as:

C =
Q

φv
(2.4)

where Q is the charge stored on the capacitor.
The capacitance is a function of the geometry of the capacitor and the permittivity

of the material situated between the plates:

C =
εvac εAp

d
(2.5)

where ε is the relative permittivity of the material between the plates with respect to
vacuum and Ap is the area of one of the plates.

If there is an infinitesimal change in the voltage applied between the plates, it will
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generate a change in the charge accumulated on the capacitor determined by the dif-
ferential capacitance:

C =
dQ

dφv
(2.6)

Knowing that the electric current I is defined as the rate at which charge flows through
a conductive surface:

I =
dQ

dt
(2.7)

We can combine the previous definitions to obtain:

I = C
dφv
dt

=
εvac εA

d

dφv
dt

= εvac εA
dE

dt
= A

dD

dt
(2.8)

where D = εvac εE is known as the displacement current or dielectric displacement.
This expression clearly states how the time variation of the electric field in a ca-

pacitor gives rise to an electric current. Additionally, Œrstd discovered that when a
conductor carries an electric current, as in this case, it generates a magnetic field H

in its surroundings. Therefore, in the case of a parallel-plate capacitor, a time-varying
electric field is associated to the generation of a magnetic field in its vicinity.

2.3.2 Constitutive relations

The constitutive relations define the interaction of radiation with matter. Precisely, they
establish the relationship between dielectric displacement D and electric field E, as
well as the equivalent link between magnetic induction B and magnetic field H. These
relations are necessary if one wants to solve Maxwell’s equations, and can be derived
from the definition of dielectric displacement and magnetic induction, respectively:

D(t) = εvacE(t) + P(t) (2.9)

B(t) = µvacH(t) +M(t) (2.10)

Here the polarisation P(t) and magnetisationM(t) represent the response of a dielec-
tric material to the presence of external electric and magnetic fields, respectively. µvac
is the vacuum permeability (µvac = 1.2566× 10−6Hm−1).

When a time-dependent electromagnetic field is applied to a dielectric material,
it has an influence on time-dependent processes within the material, such as atomic
or molecular vibration, dipole rotation, or ionic conduction. As a consequence, the
material requires a certain time to react to the incident field. Therefore, the transfer
function, which relates the response of the system to the incident field must reflect this
delay. In this context, the polarisation can be defined as follows:

P(t) = εvac

∫ t

−∞
dt′ χ(t− t′) E(t) (2.11)
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Equivalently:

M(t) = µvac

∫ t

−∞
dt′ χm(t− t′) H(t) (2.12)

where χ(t) and χm(t) are called electric and magnetic susceptibility. This expression de-
scribes polarisation and magnetisation as convolutions of electric and magnetic fields
at previous times, respectively. The causality expressed through this relation implies
that χ(t) = 0 and χm(t) = 0 for t < 0.

A time varying signal can be considered as a sum of sinusoidal signals. For rela-
tively weak electric and magnetic fields the response of the system tends to be linear
with the respective fields. This implies that these sinusoidal signals can be treated in-
dependently of each other. Based on the convolution theorem, it is useful to employ
Fourier transforms:

f̂(ω) =

∫
dt eiωt f(t) (2.13)

f(t) =

∫
dω

2π
e−iωt f̂(ω) , (2.14)

to convert the integrals defined in Eqs.(2.11) and (2.12) into simple products in the
frequency domain:

P(ω) = εvac χ̂(ω) E(ω) (2.15)

M(ω) = µvac χ̂m(ω) H(ω) (2.16)

where the "ˆ" symbol denotes the Fourier transform operation and ω is the angular
frequency of the perturbing wave (ω = 2πν).

For stronger fields, non-linear effects may appear and these linear relations would
not hold any more. As an example, the non-linear behaviour of the polarisation can be
expressed as [90]:

P(ω) = εvac χ̂(ω) E(ω) +
∑

i=1···odd
βiE

i+1 E (2.17)

where the parameters βi receive the name of hyperpolarisabilities. However, in the
following we decide to discard non-linear effects due to the weak nature of the electro-
magnetic fields considered in this work.

For linear response, the definitions of dielectric displacement (Eq. (2.9)) and mag-
netic induction (Eq. (2.10)) lead to linear dependencies between D and E, and B and
H defined as constitutive relations::

D = εvac E + εvac χ̂(ω) E = εvac ε̂(ω) E (2.18)

B = µvac H + µvac χ̂m(ω) H = µvac µ̂(ω) H (2.19)
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where ε̂(ω) = χ̂(ω)+1 and µ̂(ω) = χ̂m(ω)+1 are the dielectric permittivity and magnetic
permeability of the material, respectively.

An additional constitutive equation relates the current density J to the electric field
through Ohm’s law:

J(ω) = σ̂(ω)E(ω) (2.20)

where σ̂(ω) is the electric conductivity.
An important fact to point out is that both incident (E(ω) and H(ω)) and response

(D(ω), B(ω) and J(ω)) fields are vectors, which means that ε̂(ω), µ̂(ω) and σ̂(ω) have
to be considered as tensors. This is particularly important in the case of anisotropic
systems.

2.3.3 The complex nature of dielectric permittivity and magnetic permeabil-
ity

In the case of an electric field in the form of a periodic disturbance E(t, ω) = E0 e
−iωt,

the response is a dielectric displacement D(t, ω) (Eq. (2.18)), such as:

D(t, ω) = εvac ε̂(ω)E0 e
−iωt (2.21)

The transfer function corresponds to the dielectric permittivity, which is a complex
quantity that can be expressed as:

ε̂(ω) = |ε| eiδ = |ε| (cos δ + i sin δ) (2.22)

where |ε| and δ are the magnitude and phase of the dielectric permittivity, respectively.
This leads to:

D(t, ω) = εvac |ε|E0 e
−iωt+δ (2.23)

, showing the phase shift or delayed response with respect to the electric field.
Analogously, a similar analysis can be carried out when the perturbation is caused

by a periodic magnetic field H(t, ω) = H0 e
−iωt. In this case the response would be

given as a magnetic induction of the form:

B(t, ω) = µvac |µ|H0 e
−iωt+δm (2.24)

where δm corresponds to the delay in the response to the magnetic field.
In both cases, the complex nature of the transfer functions can be expressed in terms

of their real and imaginary parts:

ε̂(ω) = ε′(ω) + i ε′′(ω) (2.25)

µ̂(ω) = µ′(ω) + i µ′′(ω) (2.26)
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where the real parts (ε′ and µ′) are associated to reversible energy storage and the imag-
inary parts (ε′′ and µ′′) are related to energy dissipation (losses) within the material.
Real and imaginary components are related through the Kramers-Kronig relations [90,
91] and, in principle, one can be determined from the other. The use of a complex quan-
tity as transfer function allows the specification of a phase shift between the signals that
corresponds to the delayed response. Note that for a non-lossy material there would
be no delay in the response (δ = δm = 0) and, according to Eq. (2.22), the imaginary
parts of dielectric permittivity and magnetic permeability would vanish.

In certain contexts, some magnitudes that are often used are the dielectric and mag-
netic loss angles. These can be obtained combining equations (2.22), (2.25) and (2.26)
as:

δ = tan−1

[
ε′′(ω)

ε′(ω)

]
(2.27)

δm = tan−1

[
µ′′(ω)

µ′(ω)

]
(2.28)

Loss angles can be a useful representation of the lossiness of a material.

2.3.4 Maxwell’s Equations

The example of a parallel-plate capacitor is a specific case showing the relationship
between electric and magnetic fields. The importance of Maxwell’s equations resides in
the generalization of this interaction between time-varying electric and magnetic fields
to any electromagnetic phenomena. They define the propagation of electromagnetic
waves in space and time. For a more detailed discussion on this set of equations, we
refer the reader to the abundant literature on this topic [92–96]. Here we limit ourselves
to show the renowned equations in their differential form, in SI units, and with the only
assumption that no magnetic dipoles are present in the system:

Gauss’s law ∇ ·D =
ρe
εvac

(2.29)

Gauss’s law for magnetism ∇ ·B = 0 (2.30)

Maxwell-Faraday’s law ∇×E = −∂B

∂t
(2.31)

Maxwell-Ampère’s law ∇×H = J +
∂D

∂t
(2.32)

where ρe is the charge density.
The physical meaning of Gauss’s law (Eq. (2.29)) is that positive charges act as a

source of electric fields in which the field lines diverge away from the charge, while
negative charges result in a sink of electric fields. Gauss’s law applied to magnetism
in a system with no magnetic monopoles (Eq. (2.30)) states that magnetic fields neither
diverge from the charge nor converge on it, and therefore tend to form closed loops
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FIGURE 2.5: Electromagnetic wave.

around the charge. Maxwell-Faraday’s law (Eq. (2.31)) expresses the fact that a time-
varying magnetic field generates an electric field, where the curl of the voltage is pro-
portional to the rate of change of the magnetic field with time. As a consequence, elec-
tric fields can be generated in two different ways: from static electric charges or from
time-varying magnetic fields. Finally Maxwell-Ampère’s law (Eq. (2.32)) shows how
both an electric current and a time-varying electric field give rise to a magnetic field
circulating around the surface the electric field breaks through. The second term in this
equation is Maxwell’s main contribution, and is the reason why the set of equations is
named after him. It generalized Ampère’s law, which was only valid for steady-state
situations, to time-dependent problems, setting the base for the study of electromag-
netic phenomena.

Plane wave solution to Maxwell’s equations and boundary conditions

Depending on the characteristics of the system under consideration, the solution to
Maxwell’s equations can become extremely complicated. Analytical solutions can only
be obtained for simple shapes, while more convoluted geometries require the use of nu-
merical methods such as finite-difference time-domain (FDTD) [97] or finite elements
(FE) [98, 99].

Plane waves are a particularly useful tool to visually understand electromagnetic
phenomena. They consist of functions with constant frequency and constant ampli-
tude. An example of this type of function is the cosine function:

A(r, t) = A0 cos (k · r− ωt+ ϕ) (2.33)

where A(r, t) is the magnitude of the function at a specific position r and time t, A0

is the amplitude of the signal, and ω and ϕ are the angular frequency and the phase
shift of the wave, respectively. k represents the wave vector which components are the
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wave numbers
2π

λ
in the three spatial directions (x, y, z), where λ is the wavelength of

the signal.

The solution of Maxwell’s equations for plane waves is shown in Fig. 2.5. It consists
of electric and magnetic field vectors orthogonal to each other, and simultaneously
orthogonal to the direction of propagation of the wave (k). Mathematically, the solution
can be represented as:

E(r, t) = Ey = E0 cos (kz − ωt) (2.34)

H(r, t) = Hx = H0 cos (kz − ωt) (2.35)

where the electric field has only a component in the y direction and the magnetic field
only points into the x direction, being z the direction of propagation of the wave. This
type of wave is called transverse electromagnetic wave (TEM).

As for any other set of differential equations, the boundaries of the system have a
significant role on the final solution. The most common boundary conditions are the
following:

• The component of the electric field tangential to a perfectly conducting surface is
always zero.

• The component of the magnetic field normal to a perfectly conducting surface is
always zero.

• When two different dielectric materials are present in a system, there must exist
continuity of displacement current across the boundary between the materials.
This condition is especially important in electromagnetic heating because it de-
termines the intensity of the electric field inside the heated workload. If we con-
sider the system depicted in Fig. 2.4b, in which a slab of dielectric material with
permittivity ε is introduced between the plates of a capacitor, the continuity in
displacement current translates into:

D = εvac εE = εvac εair Eair , (2.36)

and therefore:
E =

εair
ε

Eair ≈
Eair

ε
(2.37)

As a consequence, for materials with high dielectric permittivity, the electric field
inside the material can be significantly smaller than in the surroundings.

The ratio of amplitudes between electric and magnetic field is called the characteris-
tic impedance Z. For propagation in free space, its magnitude is related to the vacuum
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permittivity and permeability as:

Z0 =
E0

H0
=

√
µvac
εvac

= 377 Ω (2.38)

This value can be significantly modified when the wave propagates through a dielectric
or ferromagnetic material. In this case:

Z =
E0

H0
=

√
µvac µ̂

εvac ε̂
(2.39)

where ε̂ and µ̂ are complex quantities in a lossy medium.
When a wave propagates through two media with different characteristic

impedance, a reflected wave is generated at the interface between the two materials.
The amplitude of this reflected wave becomes more important when the difference in
characteristic impedance between the two materials increases. For large mismatches, it
can result in significant power losses, as well as being a risk for the wave generator.

2.3.5 Conservation of Charge

Maxwell’s equations can be used to prove the conservation of charges in a system. By
taking the divergence on both sides of Maxwell-Ampère’s law (Eq. (2.32)), we obtain:

∇ · (∇×H) = ∇ · J +
∂

∂t
(∇ ·D) (2.40)

Then taking into account that the divergence of a curl is always zero, and using Gauss’s
law (Eq. (2.29)), we reach the law of conservation of charges in the form of a continuity
equation:

1

εvac

∂ρe
∂t

+∇ · J = 0 (2.41)

This equation states that a change in the charge density of a system can only occur if a
current flows into or out of the system.

Rewriting Eq. (2.41) in Fourier space and defining again the charge density in terms
of dielectric displacement through Gauss’s law, we obtain:

iω∇ ·D +∇ · J = 0 (2.42)

We now introduce the constitutive relations for dielectric displacement (Eq. (2.18))
and current density (Eq. (2.20)):

iωεvacε̂∇ ·E + σ̂∇ ·E = 0 (2.43)
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which leads to a final relation between complex dielectric permittivity and conductiv-
ity:

σ̂(ω) = −iωεvacε̂(ω) (2.44)

2.3.6 Conservation of Energy

For a point charge q, the force Fe exerted by an electromagnetic field on the charged
particle is given by:

Fe = q (E + v ×B) (2.45)

where v is the velocity of the particle. This is the well-known Lorentz force. In the case
of a continuous charge distribution in an infinitesimal element of volume dV , the force
becomes:

dFe = dq (E + v ×B) (2.46)

where the term dq/dV corresponds to the charge density ρe. Therefore:

dFe = ρedV (E + v ×B) (2.47)

The integration of this equation over the volume of the charge distribution leads to the
total force exerted by the electromagnetic field on the charge distribution:

Fe =

∫
V
dV ρe (E + v ×B) (2.48)

The rate of work wem done by the electromagnetic field is given by:

wem =
Fe · dr
dt

= Fe · v =

∫
V
dV ρe [E · v + (v ×B) · v] (2.49)

where (v ×B) ·v = 0, and if we introduce at this point the definition of current density
J = ρev, we obtain:

wem =

∫
V
dV J ·E (2.50)

The work done by the electromagnetic field corresponds to a transformation of elec-
tromagnetic energy into mechanical or thermal energy. In order to reach energy con-
servation, this work ’lost’ by the electromagnetic field must be compensated by a rate
of reduction of the energy of the field itself. Maxwell’s modification of Ampère’s law
(Eq. (2.32)) can be used to express this balance explicitly:∫

V
dV J ·E =

∫
V
dV

(
∇×H− ∂D

∂t

)
·E (2.51)∫

V
dV J ·E =

∫
V
dV

[
E · (∇×H)−E · ∂D

∂t

]
(2.52)

where:
∇ · (E×H) = H · (∇×E)−E · (∇×H) (2.53)
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Thus: ∫
V
dV J ·E = −

∫
V
dV

[
∇ · (E×H) + E · ∂D

∂t
−H · (∇×E)

]
(2.54)

If we introduce Maxwell-Faraday equation (Eq. (2.31)), we reach:∫
V
dV J ·E = −

∫
V
dV

[
∇ · (E×H) + E · ∂D

∂t
+ H · ∂B

∂t

]
(2.55)

Let us assume at this point that, even for time-varying fields, the total electromagnetic
energy u is the sum of the total electrostatic energy we and the total magnetic energy
wm:

u = we + wm =
1

2
(E ·D + H ·B) (2.56)

And therefore:

∂u

∂t
=

1

2

(
E · ∂D

∂t
+ D · ∂E

∂t
+ H · ∂B

∂t
+ B · ∂H

∂t

)
(2.57)

If we now consider the medium has linear electric and magnetic response, we can use
the constitutive relations (2.18) and (2.19) to obtain:

∂u

∂t
= E · ∂D

∂t
+ H · ∂B

∂t
(2.58)

Introducing this equation back into Eq. (2.55):

−
∫
V
dV J ·E =

∫
V
dV

[
∇ · (E×H) +

∂u

∂t

]
(2.59)

Expressing this equation in the form of a differential continuity equation, the law of
conservation of energy, also known as Poynting’s Theorem, is finally given by:

∂u

∂t
+∇ · S = −J ·E (2.60)

where we define the Poynting vector as S = E×H.
The physical meaning of this energy balance is that the negative value of the total

work done by the electromagnetic field on the charge distribution (energy dissipation),
per unit of time and per unit of volume, is given by the sum of the rate of change of
the electromagnetic energy with time (accumulation), and the energy flow leaving a
certain volume per unit of time (convection or propagation), given by the Poynting
vector. The right-hand side of this expression represents then the power losses from
the electromagnetic field into the material that is being irradiated by the field, which
would correspond to the rate of heat absorbed by a material in dielectric heating.
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2.3.7 Rate of Heat Dissipation in Dielectric Heating

The capacitor example

If an ideal capacitor is connected to a sinusoidal AC (Alternating Current) source, the
build-up of charge (dQ) with an applied potential (dφv) is determined by the capaci-
tance of the capacitor [2]:

dQ

dφv
= C (2.61)

dQ

dt
= C

dφv
dt

(2.62)

I = C
dφv
dt

(2.63)

which in Fourier representation results in:

I = −iω Cφv (2.64)

This means that the current sinusoidal signal leads the voltage signal by 90◦. As a
consequence, in an ideal capacitor there is no component of the current in phase with
the voltage and no power dissipation is observed.

For a real parallel-plate capacitor filled with a dielectric material, such as the one
shown in Fig. 2.4a, the capacitance is given by Eq. (2.5), and therefore the current den-
sity J results in:

J =
I

Ap
= −iω εvac ε̂(ω)

d
φv (2.65)

where in this case we define ε̂(ω) = ε′(ω) + iε′′(ω) as a complex quantity to account for
possible losses. This leads to:

J = ω
εvac
d

[
−iε′(ω) + ε′′(ω)

]
φv (2.66)

According to this expression, the imaginary part of the current will be ahead of the
voltage by 90◦ and, as mentioned before, will not contribute to power dissipation. It is
the real component of the current, which is in phase with the voltage, the one that is
responsible for power dissipation or losses given by:

Q̇ = Re (φvI) = Re (φvJAp) = ω
εvacAp
d

ε′′(ω)φ2
v (2.67)

Remembering that in a capacitor the electric field inside the dielectric material between
the plates is E = φv/d, and knowing the volume of material is V = Ad, the power
dissipation can be defined as:

Q̇ = ωεvacε
′′(ω)E2 V (2.68)
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The generalized dielectric heating equation

As mentioned previously in section 2.3.6 (Eqs. (2.50) and (2.60)), the rate of heat dissi-
pation from an electromagnetic field Q̇ is given by:

Q̇ =

∫
V
dV J ·E (2.69)

However, for harmonic fields such as the ones we can find at microwave frequen-
cies, current density and electric field are complex vectors, and some care has to be
taken when handling these quantities. In this case, we can decompose the time-
dependent electric field into a linear combination of sinusoidal functions, such as:

E(r, t) =

∫
dω E(r) e−iωt (2.70)

where the entire time-dependence of the field is contained in the term e−iωt, while the
spatial-dependence is included in E(r). Considering only an individual frequency, this
can also be expressed as:

E(r, t) = Re
{
E(r) e−iωt

}
=

1

2

[
E(r) e−iωt + E∗(r) eiωt

]
(2.71)

where E∗(r) is the complex conjugate of E(r).

Using this expression, the product J ·E becomes:

J(r, t) ·E(r, t) =
1

4

[
J(r) e−iωt + J∗(r) eiωt

]
·
[
E(r) e−iωt + E∗(r) eiωt

]
(2.72)

, which can be shown to be equivalent to:

J(r, t) ·E(r, t) =
1

2
Re
{
J∗(r) ·E(r) + J(r) ·E(r) e−2iωt

}
(2.73)

For time averages over one period of the electromagnetic wave, the second term in this
expression vanishes, and replacing this in Eq. (2.69), the power dissipation in harmonic
fields can be written as:

Q̇ =

∫
V
dV

1

2
Re {J∗(r) ·E(r)} (2.74)

For electric field strengths falling into the linear regime, if we use the constitutive rela-
tion given by Eq. (2.20) combined with Eq. (2.44), we obtain:

Q̇ =
1

2

∫
V
dV Re {[−iω εvac ε̂(ω) E(r)]∗ ·E(r)} (2.75)

Q̇ =
1

2
ω εvac

∫
V
dV Re

{[
−iε′(ω) + ε′′(ω)

]∗
E∗(r) ·E(r)

}
(2.76)
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where E∗(r) ·E(r) = |E|2, being |E| the peak magnitude of the electric field. Therefore:

Q̇ =
1

2
ω εvac

∫
V
dV Re

{[
ε′′(ω) + iε′(ω)

]
|E|2

}
(2.77)

Q̇ =
1

2
ω εvac

∫
V
dV ε′′(ω) |E|2 (2.78)

In terms of RMS electric field, |E| =
√

2 |Erms|. Thus:

Q̇ = ω εvac

∫
V
dV ε′′(ω) |Erms|2 (2.79)

Assuming ε′′(ω) and |E| are independent from position:

Q̇ = ω εvac ε
′′(ω) |Erms|2 V (2.80)

This is the final expression for the rate of heat dissipation from an electromagnetic
field into the material that is being irradiated by the field. From an engineering per-
spective, if we want to establish the rate at which a sample absorbs heat from an elec-
tromagnetic field, it is essential to determine the frequency-dependence of the complex
dielectric permittivity, as well as the intensity of the electric field inside the sample. All
other quantities, such as the frequency of the wave or the volume of the sample, can
be known a priori. The electric field inside the dielectric material is determined by the
conservation of displacement current at the boundary, and by the penetration depth of
the wave inside the sample. These issues will be discussed later in Chapter 7, where
we use Eq. (2.80) to predict microwave heating rates for several materials.

In the next section, we review the main experimental techniques involved in the
determination of the complex permittivity and we present some recent applications.
As the main topic of this thesis, in Chapter 3, we explore the possibility of using molec-
ular dynamics simulations to predict dielectric permittivities and to analyse the main
molecular mechanisms that lead to its frequency-dependence. Subsequent chapters
show the usefulness of this method through some specific applications.

2.4 Broadband Dielectric Spectroscopy

Broadband dielectric spectroscopy (BDS) can be defined as the study of the dielectric
properties of a material in the frequency range extending from 10−6 to 1012 Hz [90].
In this broad frequency domain, electromagnetic fields interact with matter at differ-
ent levels, including polarization effects such as dipole fluctuations in molecules or
groups of molecules and conduction of charge carriers. Figure. 2.6 shows the common
frequency-dependence of the real and imaginary parts of the dielectric permittivity.
Generally, at low frequencies charged particles have the possibility to be transported
within the medium. The increase in the conductivity of the material at lower frequen-
cies is directly associated to power loss, which translates into a rise in the imaginary
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FIGURE 2.6: General shape of a dielectric spectrum showing different modes of interaction
between electromagnetic waves and matter. Image by Beau Lambert from Dr. Kenneth A.
Mauritz’s research group [100].

part of the dielectric permittivity. At microwave frequencies, electromagnetic fields
mainly influence dipolar fluctuations, which is manifested as a decay in the real part of
the dielectric permittivity with an associated absorption peak in the imaginary part.
For more complex systems, additional features may appear in the spectrum corre-
sponding to collective dipolar dynamics. Processes occurring at higher frequencies
(molecular vibration and electronic polarization) are also shown in Fig. 2.6 but are out
of the scope of broadband dielectric spectroscopy. Experimental techniques covering
different parts of the vast range of frequencies studied in BDS were initially pioneered
in the late nineteenth century and saw their development during the twentieth cen-
tury. The first methods were based on transient current and AC bridges and could
only reach frequencies up to 107 Hz. In that case, samples can be treated as parallel
or serial circuits formed by a capacitor and an ohmic resistor. This is an acceptable ap-
proximation because at those frequencies, wavelengths are significantly longer than the
size of the sample. At higher frequencies, geometrical considerations become impor-
tant, and different techniques are required. In the 1940’s, the use of distributed circuit
methods allowed the study of microwave frequencies (3 × 108 to 3 × 1011 Hz). The
highest frequencies analysed by BDS (3 × 1011 to 3 × 1012 Hz) only became accessible
in the 1970’s, when novel spectroscopic techniques were developed. However, despite
the large amount of data generated during those years, most of these methods were
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only able to perform measurements one frequency at a time, which made them par-
ticularly time-consuming. The development of new instruments, such as impedance
measuring devices, network analysers, time-domain reflectometers or laser spectrom-
eters, together with the evolution of computational resources, allowed the automation
of measurements and data analysis. This led to a revolution in the field, and nowadays
it is possible to find experimental techniques that cover the entire range of frequencies
that define BDS (10−6 to 1012 Hz).

Broadband dielectric spectroscopy has been used to study a large variety of sys-
tems, ranging from simple molecules to more complex systems, such as polymers,
in which a multi-scale dielectric response is expected. As in many other areas, the
characteristics of pure water and aqueous solutions are among the most studied sys-
tems in dielectric spectroscopy. Several authors [101–104] have shown how, in liquid
water, dipole rotation translates into a single and ideal dielectric relaxation process
over a wide range of temperatures, despite the presence of hydrogen bonding. The
effect of adding different solutes on the strength of this hydrogen bonding network has
also been analysed for various aqueous solutions [105]. Short alcohols start to show
small deviations from ideality at high frequencies, while the deviations in larger alco-
hols are more significant. The hydroxyl groups in alcohols can relax freely in the gas
phase, but the presence of hydrogen bonding in the liquid phase limits the rotation
of these groups [106]. This is signalled by the appearance of multiple contributions
to the dielectric absorption spectrum, which occasionally show as shoulders or dis-
tinct absorption peaks [107–111]. A similar effect has been observed in water/ethanol
mixtures, which show a distribution of relaxation times, as opposed to the single re-
laxation phenomenon observed for the pure components [112]. As for more complex
systems, research has been conducted on the dielectric properties of ferroelectric ma-
terials [113, 114] and semiconductors [115]. In addition, the mobility of charge carriers
in electrolytes [116, 117] and polyelectrolytes [118–121] has also been studied for appli-
cations in battery technology. Recently, there has been interest in the dielectric prop-
erties of glass-forming materials, with the aim of interpreting the different frequency-
dependent features observed in those systems [90, 122, 123]. These processes can be as-
sociated to phenomena such as the relaxation of side-groups in a polymer, and appear
as shoulders, or occasionally peaks, in dielectric spectra [124]. Examples of polymeric
glassy systems include: polystyrene [125, 126], poly(vinyl acetate), poly(vinyl methyl
ether), poly(vinyl chloride) and poly(o-chlorostyrene) [127], propylene glycol [128],
poly(alkylene oxides) [129], polyisoprene [130–132]. Some of these materials have im-
portant applications in fields such as optics. Another important topic of research is the
dynamics of polymers in confined spaces [133], which has significant applications in
nanotechnology (thin films on surfaces, diffusion in nanopores or nanodroplets).
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2.5 Conclusions

In this chapter we introduce the concept of electromagnetic radiation and describe its
different modes of interaction with matter with particular interest on radiation at mi-
crowave frequencies. Additionally, we enumerate some of the main applications of
microwave heating in chemical processing. Then, we proceed to define the theoret-
ical foundations of dielectric heating from a macroscopic point of view. Maxwell’s
equations, which describe the propagation of electromagnetic radiation in a dielectric
medium, are combined with linear constitutive relations, that determine the interaction
of radiation with matter, to obtain an expression for the rate of heat dissipation in mi-
crowave heating processes. This expression shows the importance of the characteristics
of the electromagnetic wave and the dielectric properties of the material in these pro-
cesses. The determination of the frequency-dependent dielectric permittivity is a key
aspect in the characterisation of the dielectric response. To close this chapter, we expose
how broadband dielectric spectroscopy experimental techniques are nowadays an es-
tablished way to obtain dielectric spectra. However, some of the frequency-dependent
features that appear on those results remain difficult to explain. In the following chap-
ters, we show how molecular dynamics simulations can be a very useful tool to pre-
dict dielectric spectra, and to facilitate the understanding of the molecular mechanisms
leading to a particular dielectric response.



Chapter 3

Molecular Simulations for the
Prediction of Dielectric Response

In Chapter 2, we enumerated some of the main applications of microwave heating and
described the theoretical foundations of this phenomenon from a macroscopic point of
view. We showed how it is the dielectric constant of a material that defines its response
to external electromagnetic fields. In this chapter, we demonstrate how this important
quantity is related to the fluctuations in the dipole moment of the material, and how
this relationship can be determined through the fluctuation-dissipation theorem and
linear response theory. We explain how molecular simulations, in particular molecular
dynamics (MD) simulations, and dielectric relaxation models can be used to exploit
this relationship and predict dielectric spectra.

3.1 Background

Since Debye [134] stated that the phenomenon of dielectric relaxation originates from
the reorganisation of molecular dipoles, with associated dispersion and absorption
mechanisms, the theoretical understanding of the interaction of electromagnetic fields
with matter has evolved considerably [90]. Initial efforts were directed towards find-
ing a relationship between the dynamics of systems under the influence of external
fields and the evolution of unperturbed systems. However, this task proved to be ar-
duous, especially for complex systems. It was not until Kubo demonstrated that the
frequency-dependent conductivity σ̂(ω) is related through Fourier transformation to
both the mean-squared displacement of charges with time and their velocity autocor-
relation function in the unperturbed system [135], that the field clearly evolved. In or-
der to reach this result, Kubo made use of linear response theory and time-dependent
statistical mechanics. Based on these findings, the equivalent relationship between di-
electric permittivity ε̂(ω) and the time autocorrelation function of the dipole moment
of the system was established by Glarum [136] and Cole [137]. Some years later, Neu-
mann and Steinhauser adapted these expressions for their use in computer simulations
of non-polarisable [138] and polarisable [139] systems, in cases where the perturbed
dynamics do not depend explicitly on time.

31



Chapter 3. Molecular Simulations for the Prediction of Dielectric Response 32

In general, time correlation functions are a key element in the previous derivations.
The link between theory and experiments can be made through the determination of
transport coefficients and other properties obtained by means of a wide range of spec-
troscopic techniques, which can be predicted theoretically through various correlation
functions. Moreover, computer simulations have the ability to use these and other cor-
relation functions, that are not accessible experimentally, to determine material prop-
erties while providing a deeper understanding of processes depending on molecular
dynamics [140]. The fluctuation-dissipation theorem covers all these considerations
and can be applied to a wide variety of properties ranging from self-diffusion coef-
ficients derived from velocity autocorrelation functions to viscosities obtained from
shear stress correlation functions, or to the relationship between the dielectric constant
and dipole moment fluctuations studied in this work.

Molecular simulations are becoming more and more important in the study of sys-
tems under the influence of external electric fields [141]. This tool has reached a stage
in which it can be used confidently in the design of processes and materials that benefit
from the interaction with external fields, while providing an atomistic and molecular
level understanding of these processes. Molecular simulations have already been used
in fields such as dielectric heating, estimation of structural, thermodynamic and dielec-
tric properties, the study of the influence of external electric fields on protein dynamics
and chemical reactions, and improving the understanding of spectroscopic techniques.
Furthermore, a quick expansion to additional fields is expected in the near future [141].

In this chapter, we first show how the fluctuation-dissipation theorem coupled with
linear response theory can be used to develop an expression that relates the dielectric
constant of a material to the equilibrium fluctuations of its dipole moment. After de-
scribing the basic principles of molecular dynamics (MD) simulations, we explain how
the molecular trajectories generated through this simulation technique can be used to
exploit the previous relationship and predict dielectric spectra. Additionally, we in-
troduce some of the most common models employed to describe dielectric relaxation
phenomena.

3.2 The fluctuation-dissipation theorem

The fluctuation-dissipation theorem [142, 143] relates the response of a system to the
influence of an external perturbation (e.g. mechanical forces, electric fields) to the nat-
ural internal fluctuations of the system at equilibrium [90, 144]. Within the framework
of linear response theory, it is presupposed that perturbations are not strong enough to
alter relaxation rates, and the response to external fields is identical to the relaxation of
internal equilibrium fluctuations within the system. This enables the determination of
properties (e.g. self-diffusion coefficient, dielectric constant) from equilibrium molecu-
lar dynamics simulations.
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3.2.1 Hamilton’s equations of motion

The state of the system is fixed by specifying the values of a set of generalized coor-
dinates rk and momenta pk. This corresponds to a location in the phase space of the
system. Collectively, we will refer to a location in phase space as Γ.

In general the dynamics of a system through its phase space can be written as a set
of first order differential equations

∂Γ

∂t
= F(Γ, t) (3.1)

where the vector function F on the right-hand side of the equation defines the dynam-
ics of the system. In principle, this function can also include stochastic terms (e.g., a
random forcing function, as in the case of Langevin equation), so the dynamics do not
need to be deterministic.

The energy of the system is given by a function of its phase space coordinates H
(i.e. H(Γ, t)). We refer to this energy function as the Hamiltonian of the system. Note
that the Hamiltonian may also depend explicitly on time.

One special class of systems are Hamiltonian systems. For Hamiltonian systems,
there are two sets of dynamical variables: (generalized) coordinates and momenta. For
each coordinate variable rk, there is an associated conjugate momentum pk. The time
evolution of these systems through their phase space is governed by the Hamiltonian:

ṙk =
∂H

∂pk
(3.2)

ṗk = −∂H
∂rk

(3.3)

where ẋ denotes the rate of change of variable x with time (i.e. ∂x/∂t).

3.2.2 Evolution of the properties of a system with time

In general, we are not interested in the motion of the individual particles of a system,
but rather the evolution of its overall properties. Typically, these properties will depend
on the state of the system (location in phase space Γ) and possibly on time. That is
A(Γ, t). For example, the net dipole moment M of a system is given by:

M(Γ, t) =
∑
k

qkrk(t). (3.4)
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The time variation of the value of a property will depend on how the system evolves
through phase space:

d

dt
A(Γ(t), t) = Γ̇ · ∂

∂Γ
A(Γ(t), t) +

∂

∂t
A(Γ(t), t) (3.5)

=
∑
k

[
ṙk ·

∂

∂rk
A(Γ(t), t) + ṗk ·

∂

∂pk
A(Γ(t), t)

]
+
∂

∂t
A(Γ(t), t) (3.6)

We can use the above expression to examine the time evolution of the Hamiltonian
(total energy) of the system. In this case, we find:

d

dt
H(Γ(t), t) =

∑
k

[
ṙk ·

∂H

∂rk
+ ṗk ·

∂H

∂pk

]
+
∂H

∂t
(3.7)

=
∑
k

[
∂H

∂pk
· ∂H
∂rk
− ∂H

∂rk
· ∂H
∂pk

]
+
∂H

∂t
(3.8)

=
∂H

∂t
(3.9)

If the dynamics of the system is derivable from a Hamiltonian that does not explicitly
depend on time, then its Hamiltonian is conserved.

3.2.3 The Liouville equation

Often, we are interested in tracking the evolution of an ensemble of systems, rather
than just the evolution of a single system. Let us consider an initial distribution f(Γ) of
points in phase space. We want to know how this distribution evolves with time (i.e.
f(Γ, t). This is given by the Liouville equation:

∂f

∂t
+ Γ̇ · ∂f

∂Γ
= 0 (3.10)

∂f

∂t
= −Lf (3.11)

where L is the Liouvillean operator, which is defined as:

L = Γ̇ · ∂
∂Γ

(3.12)

The evolution of the property with time across this ensemble of systems is:

〈A(t)〉 =

∫
dΓA(Γ, t)f(Γ, t) (3.13)

We can define a time evolution operator S(t, t0) which acts on the distribution f to
transform it from its form at time t0 to its form at time t:

f(Γ, t) = S(t, t0)f(Γ, t0). (3.14)
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By substituting the definition of the time evolution operator into the equation of motion
(Eq.(3.11)), we obtain a differential equation for the time evolution operator:

∂

∂t
S(t, t0) = −L(t)S(t, t0) (3.15)

We can determine a formal expression for the time evolution operator by integrating
this equation:

S(t, t0) = 1−
∫ t

t0

dt1L(t1)S(t1, t0) (3.16)

This equation can be repeatedly iterated by substituting the left side of the equation in
to the integrand in the right side of the equation to obtain:

S(t, t0) = 1−
∫ t

t0

dt1L(t1)+

∫ t

t0

dt1

∫ t1

t0

dt2L(t1)L(t2)

−
∫ t

t0

dt1

∫ t1

t0

dt2

∫ t2

t0

dt3L(t1)L(t2)L(t3) + · · · (3.17)

Therefore, formally, the time evolution operator corresponds to a power series that can
be written as:

S(t, t0) = e
−
∫ t
t0
dt1L(t1) (3.18)

And, for a time independent Liouville operator:

S(t, t0) = e−(t−t0)L (3.19)

3.2.4 The Dyson equation

Now we are interested in how a perturbation can alter the dynamics of a system. Let
us divide the right side of the dynamic equation (Eq. (3.1)) as:

F(Γ, t) = F0(Γ, t) + F1(Γ, t) (3.20)

where F0 defines the initial dynamics of the unperturbed system, and F1 represents the
perturbation. For a Hamiltonian system, this is equivalent to splitting the Hamiltonian
as:

H(Γ, t) = H0(Γ, t) +H1(Γ, t) (3.21)

where H0 is the Hamiltonian of the unperturbed system, and H1 is the perturbation.
We divide the Liouvillean of the system into a reference contribution L0 and a per-

turbation L1:

L = F0 ·
∂

∂Γ
+ F1 ·

∂

∂Γ

= L0 + L1 (3.22)
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Then, we define a time evolution operator SI for the interaction of the perturbation
with the original system such as:

SI(t, t0) = S−1
0 (t, t0)S(t, t0) (3.23)

∂

∂t
SI =

∂S−1
0

∂t
S + S−1

0

∂S
∂t

(3.24)

However:

S0S−1
0 = 1

∂

∂t
[S0S−1

0 ] = 0

∂S0

∂t
S−1

0 + S0
∂S−1

0

∂t
= 0

∂S−1
0

∂t
= −S−1

0

∂S0

∂t
S−1

0

∂S−1
0

∂t
= S−1

0 L0S0S−1
0

∂S−1
0

∂t
= S−1

0 L0

Therefore:

∂

∂t
SI = S−1

0 L0S − S−1
0 LS

= −S−1
0 L1S

= −S−1
0 L1S0S−1

0 S
∂

∂t
SI = −[S−1

0 L1S0]SI (3.25)

This implies that the time evolution operator in the interaction representation can
be written as:

SI(t, t0) = 1−
∫ t

t0

dt1
[
S−1

0 (t1, t0)L1S0(t1, t0)
]
SI(t1, t0) (3.26)

Assuming the initial state of the system is time independent and applying the free
streaming operator S0 to both sides of the equation, yields the Dyson equation:

S(t, t0) = S0(t, t0)−
∫ t

t0

dt1S−1
0 (t1, t0)S0(t, t0)L1S(t1, t0) (3.27)

S(t, t0) = S0(t, t0)−
∫ t

t0

dt1S−1
0 (t1, t0)S0(t, t1)S0(t1, t0)L1S(t1, t0) (3.28)

S(t, t0) = S0(t, t0)−
∫ t

t0

dt1S0(t, t1)L1S(t1, t0) (3.29)
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The physical interpretation of this expression is that the time evolution of the system
can be represented by the sum of the evolution of the unperturbed system and the
iterative effects of an increasing number of perturbations on this unperturbed path.

3.2.5 Linear response theory

Let us assume that there is a spatially homogeneous and time varying external field
h(t) that perturbs our system and couples linearly to a property B(Γ, t) of the system.
The interaction of this field with the system is given by:

H1(Γ, t) = B(Γ, t) h(t) (3.30)

For example, we can perturb the system with a uniform, time varying electric field
E0(t) which couples with the dipole moment of the system M(Γ, t) such as:

H1(Γ, t) =
∑
k

qkφ0(rk, t)

≈
∑
k

qk[φ0(R, t) + (rk −R) · ∇φ0(R, t) + · · · ]

≈ −
∑
k

qk(rk −R) ·E0(t)

≈ −M(Γ, t) ·E0(t) (3.31)

where R is some fixed reference position in the system and φ0(R, t) represents the
electric potential at that position.

The phase-space probability density that defines the dynamics of the system
at equilibrium is given by: feq(Γ) = e−β̂H0(Γ), with βT = 1/kBT , where
kB = 1.3806485 × 10−23JK−1 is the Botzmann constant. Applying the Liouvillean
operator of the perturbation (Eq. (3.22)) to this function:

L1feq(Γ) = F1 ·
∂

∂Γ
feq(Γ)

=
∑
k

[
∂H1

∂pk
· ∂feq

∂rk
− ∂H1

∂rk
· ∂feq

∂pk

]
= −βT feq

∑
k

[
∂H1

∂pk
· ∂H0

∂rk
− ∂H1

∂rk
· ∂H0

∂pk

]
= βT feq

∑
k

[
∂H0

∂pk
· ∂H1

∂rk
− ∂H0

∂rk
· ∂H1

∂pk

]
L1feq(Γ) = βT feq(Γ) L0H1(Γ, t)
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Introducing the perturbation as defined in Eq.(3.30), we obtain:

L1feq(Γ) = βT feq(Γ) L0B(Γ, t) h(t)

= βTh(t) feq(Γ) L0B(Γ, t)

L1feq(Γ) = βTh(t) feq(Γ) Ḃ(Γ, t) (3.32)

If this external field is quite weak, we can linearise the time evolution operator
given by the Dyson equation (Eq. (3.29)) as:

S(t, t0) ≈ S0(t, t0)−
∫ t

t0

dt1 S0(t, t1)L1(t1)S0(t1, t0) + · · · (3.33)

Applying this linearised time evolution operator to the phase-space distribution at
equilibrium, we can obtain the time evolution of the phase-space probability density:

S(t, t0)feq(Γ, t) ≈ S0(t, t0)feq(Γ, t)−
∫ t

t0

dt1 S0(t, t1)L1(t1)S0(t1, t0)feq(Γ, t1) + · · ·

f(Γ, t) ≈ feq(Γ, t)−
∫ t

t0

dt1 S0(t, t1)L1(t1)feq(Γ, t1) + · · ·

If we introduce here the result given by Eq. (3.32):

f(Γ, t) ≈ feq(Γ, t)− βT
∫ t

t0

dt1 S0(t, t1) feq(Γ, t1) Ḃ(Γ, t1) h(t1) + · · · (3.34)

Once the evolution of the distribution of points in phase space with time is known, it
is possible to determine how a a property A of the system evolves with time. Through
Eq. (3.13), we obtain:

〈A(t)〉 ≈
∫
dΓA(Γ, t)

[
feq(Γ, t)− βT

∫ t

t0

dt1 S0(t, t1) feq(Γ, t1) Ḃ(Γ, t1) h(t1) + · · ·
]

〈A(t)〉 ≈ 〈A(t)〉eq − βT
∫
dΓA(Γ, t)

∫ t

t0

dt1 S0(t, t1) feq(Γ, t1) Ḃ(Γ, t1) h(t1) + · · ·

which leads to the general expression of the fluctuation-dissipation theorem:

〈A(t)〉 = 〈A(t)〉eq − βT
∫ t

t0

dt1〈A(t)Ḃ(t− t1)〉eq h(t1) (3.35)

For a time-translationally invariant system (e.g. equilibrium system), we have:

〈A(t)〉 = 〈A(t)〉eq + βT

∫ t

t0

dt1

[
∂

∂t1
〈A(t)B(t− t1)〉eq

]
h(t1) (3.36)
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In general, we define a response function χAB(t, t1)

〈A(t)〉 = 〈A(t)〉eq +

∫ t

t0

dt1 χAB(t, t1) h(t1) (3.37)

Therefore, we can identify:

χAB(t, t1) = −βT 〈A(t)Ḃ(t− t1)〉eq = βT
∂

∂t1
〈A(t)B(t− t1)〉eq (3.38)

3.2.6 Application to systems perturbed by weak external electric fields

The expressions above define the effect of a perturbation on the expected value of a
property of the system. In this thesis, we are interested in predicting the interaction of
external electric fields with matter. As mentioned previously in Eq. (3.31), the pertur-
bation due to the presence of a uniform, time varying electric field E0(t) is given by:

H1(Γ, t) ≈ −M(Γ, t) ·E0(t) (3.39)

In this case, the electric field couples with the dipole moment of the system, which is
the property for which we want to analyse the influence of the perturbation. Therefore,
by comparison with the general case:

A(t) = M(t)

B(t) = M(t) (3.40)

h(t) = −E0(t)

Applying the result given by the fluctuation-dissipation theorem (Eq. (3.37)) to this
particular three-dimensional case, we obtain:

〈M(t)〉 = 〈M(t)〉eq +
βT
3

∫ t

t0

dt1

[
∂

∂t1
〈M(t) ·M(t− t1)〉eq

]
[−E0(t1)] (3.41)

where the average dipole moment of the unperturbed system is zero (〈M(t)〉eq = 0),
therefore:

〈M(t)〉 = −βT
3

∫ t

t0

dt1

[
∂

∂t1
〈M(t) ·M(t− t1)〉eq

]
E0(t1) (3.42)

We introduce at this point the concept of normalized autocorrelation function φ(t).
In the case of the dipole moment it is defined as:

φ(t− t1) =
〈M(t) ·M(t− t1)〉

〈M(t− t1) ·M(t− t1)〉
=
〈M(t) ·M(t− t1)〉

〈M2〉
(3.43)

which leads to:

〈M(t)〉 = −βT
3
〈M2〉

∫ t

t0

dt1
∂φ(t− t1)

∂t1
E0(t1) (3.44)
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From this expression, the polarisation P(t) of a volume V of perturbed system results
in:

〈P(t)〉 =
〈M(t)〉

3V
= −βT 〈M

2〉
V

∫ t

t0

dt1
∂φ(t− t1)

∂t1
E0(t1) (3.45)

This expression describes the polarisation as a convolution of electric fields at previous
times. According to the convolution theorem, the equivalent expression in the Fourier
domain is given by:

P̂(ω) = −βT 〈M
2〉

3V
F
[
∂φ(t)

∂t

]
Ê0(ω) (3.46)

where F denotes a Fourier transform operation. For the term containing the dipole
moment autocorrelation function:

F
[
∂φ(t)

∂t

]
=

∫ ∞
−∞

dt

[
∂

∂t
φ(t)

]
eiωt

Note that φ(t) = 0 if t < 0, therefore:

F
[
∂φ(t)

∂t

]
=

∫ ∞
0

dt

[
∂

∂t
φ(t)

]
eiωt

= φ(t) eiωt
∣∣∣∞
0
−
∫ ∞

0
dt φ(t) iω eiωt

= φ(∞)− φ(0)− iω φ̂(ω)

F
[
∂φ(t)

∂t

]
= −1− iω φ̂(ω)

Then, the polarisation results in:

P̂(ω) =
βT 〈M2〉

3V

[
1 + iω φ̂(ω)

]
Ê0(ω) (3.47)

However, from Chapter 2 we know that, at the macroscopic level, the polarisation of
a system due to the presence of an external electric field is governed by the dielectric
constant of the material. For weak electric fields, the response tends to be linear:

P̂(ω) = (ε̂(ω)− 1) εvac Ê0(ω) (2.15)

Combining the previous expressions, we obtain:

ε̂(ω)− 1 =
βT 〈M2〉
εvac 3V

[
1 + iω φ̂(ω)

]
(3.48)

The fact that lim
ω→∞

1 + iωφ̂(ω) = 0 and lim
ω→0
− ˆ̇
φ(ω) = lim

ω→0
−F

[
∂φ(t)

∂t

]
= 1 leads to:

ε∞ = 1

βT 〈M2〉
εvac 3V

= ε0 − ε∞
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where ε∞ is the infinite frequency relative permittivity and ε0 is the zero-frequency or
static dielectric constant given by:

ε0 = ε∞ +
βT

εvac 3V
〈M2〉 (3.49)

Replacing these findings in Eq. (3.48), we finally obtain:

ε̂(ω)− ε∞
ε0 − ε∞

= 1 + iω φ̂(ω) (3.50)

This expression relates the frequency-dependent dielectric constant of a system with
the fluctuations of its dipole moment, and allows the determination of this property
provided an accurate knowledge of the dynamics of the system.

3.3 Molecular Dynamics Simulations

Molecular Dynamics (MD) Simulations are an interesting tool to exploit the relation-
ship given by Eq. (3.50) since they have the potential to generate dipole moment fluc-
tuations in molecular systems. In this section, we introduce the basic concepts that
define MD simulations, leaving their particular implementation for determination of
dielectric spectra for section 3.4.

3.3.1 General concepts

In MD simulations, atoms and molecules are allowed to interact with each other, gen-
erating trajectories which are the result of the integration of Newton’s equations of
motion [145]. Any equilibrium or transport property to be determined through MD
simulations has to be a function of the positions and momenta of the particles in the
system. In a first instance, a system with a predefined number of particles is prepared
by assigning an initial position and velocity to each particle. Then classical molecu-
lar dynamics simulate the evolution of a many-body system by integrating the laws of
classical mechanics. An initial equilibration step is always required in order to allow
the system to reach a steady state, in which the average of the properties of interest
does not suffer any variation with time. At this point, equilibrium is reached, and it is
possible to start recording those properties. As it is the case in real experiments, “mea-
surements” in MD simulations are subject to statistical noise and to obtain accurate
results it is necessary to take averages over a long period of time [146].

In this work we perform MD simulations using the GROMACS package [147]. This
open source software was developed at the University of Groningen and is one the
fastest and most popular MD codes currently available. It was originally designed
for the simulation of large systems such as proteins, lipids or nucleic acids, but it is
perfectly applicable to smaller molecules such us the ones studied here.
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FIGURE 3.1: The Lennard-Jones potential.

3.3.2 Particle interactions in MD simulations

One of the most important aspects to consider in MD simulations is the short-range
and long-range interactions between particles. The forces acting within the system are
defined through parameterised sets of equations called force fields. Below we present
the most common interactions considered in the definition of force fields for MD sim-
ulations.

Non-bonded interactions

Non-bonded interactions are defined as the interactions occurring between atoms
which are not linked by covalent bonds. This includes dispersion and repulsion terms,
coulombic electrostatic interactions, hydrogen bonds or salt bridges among others. One
of the most common expressions to account for the potential energy Unb associated to
non-bonded interactions is the following:

Unb(rij) = 4εij

[(
σij
rij

)12

−
(
σij
rij

)6]
+

qiqj
4πεvacrij

(3.51)

where rij is the distance between the atoms i and j, εij is the depth of the potential
well, and σij is the distance at which the intermolecular potential is zero, as shown in
Fig. 3.1.

The first term in Eq. (3.51) corresponds to the Lennard-Jones (LJ) potential
which is a mathematical model describing the interaction between neutral atoms or
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molecules [148]. The r−12
ij term expresses the Pauli repulsion at short distances caused

by overlapping of electron orbitals while the r−6
ij term represents the long range attrac-

tion due to van der Waals or dispersion forces. The different pairs of particles con-
stituting the system will tend to exert forces on each other to try to reach the distance
corresponding to the energy well observed in Fig. 3.1. However, thermal energy caused
by collisions between particles makes unlikely the total coexistence of particle pairs at
their lowest potential energy level. Even though more sophisticated models exist, the
computational simplicity of the Lennard-Jones potential makes it useful in a large num-
ber of cases. Every type of atom is assigned a value of σ and ε. For dissimilar atoms,
the values of these parameters are obtained using the approximation given by combi-
nation rules, of which, one of the most common is the Lorentz-Berthelot formulas [149,
150]:

σij =
1

2
(σi + σj) (3.52)

εij = (εiεj)
1
2 . (3.53)

To further reduce the computational time of this method, in MD simulations the
Lennard-Jones potential is often truncated and shifted at a cut-off distance rc [151] so
that:

ULJtrunc(r) =

{
ULJ(r)− ULJ(rc) for r ≤ rc

0 for r > rc
(3.54)

The second term in Eq. (3.51) represents the electrostatic interactions, where qi and
qj are the charges of particles i and j, respectively. The Lennard-Jones potential de-
scribes a significant part of the interactions between particles but Coulomb’s law is
necessary to model the forces created between electrical charges. Coulomb stated in
1785 that “the force of attraction or repulsion between two point charges is directly pro-
portional to the product of magnitude of each charge and indirectly proportional to the
square of distance between them” [152], which corresponds to the potential shown in
Eq. (3.51). The electrostatic force between charged particles is repulsive if their charges
have the same sign while an attractive interaction will occur if the charges have oppo-
site sign.

In general, interactions between atoms separated by less than three bonds in a
molecule are not included as non-bonded interactions because they receive a specific
treatment as we will show below. Interactions between atoms separated by exactly
three bonds (also called 1–4 interactions) follow different rules that depend on the force
field under consideration.

Bond stretching interactions

Different functions exist to describe the potential energy within a bond but the most
common approximation is to represent the bond stretching potential Ub as a harmonic
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(a) Bond stretching (b) Angle bending (c) Dihedral torsion

FIGURE 3.2: Examples of bonded interactions

potential in an analogy to the behaviour of a system formed by a mass connected to a
spring:

Ub(rij) =
1

2
kb(rij − b0)2 (3.55)

where kb is the spring constant of the system and b0 is the equilibrium bond length. The
shape of this potential is shown in Fig. 3.2a in which the lowest energy corresponds to
a situation in which the bond has reached its equilibrium length.

In many cases it is decided to constrain the bond length to a specific value. This is
accomplished by applying an algorithm that ensures the distance between atoms stays
at the desired value.

Angle bending interactions

In a similar manner to the bond stretching potential, angle bending in a molecule can
be represented using a harmonic potential Ua:

Ua(θ) =
1

2
kθ(θ − θ0)2 (3.56)

where kθ is the spring constant of the system and θ0 is the equilibrium angle. This
potential has a similar shape to the bond stretching potential as shown in Fig. 3.2b.
Although it is a less common feature, in some cases it may be interesting to constrain
the angle to a specific value (i.e. benzene).

Dihedral torsion interactions

The last of the bonded interactions usually considered is the one corresponding to the
internal torsion of the molecule. The potential related to the dihedral angle between
four consecutive atoms in a molecule Ud can be described by several expressions, of
which, one of the most common is the Ryckaert-Bellemans function:

Ud(φd) =

5∑
n=0

cn cosn(ψd) (3.57)
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where ψd = φd − 180◦, with φd being the dihedral angle (zero-cis convention), and cn

the different constants defining the model.
As it can be seen in Fig. 3.2c, a more complex function is obtained in this case. Sev-

eral low energy states are observed, corresponding to the most probable configurations
of the molecule.

Long-range electrostatics

Long-range interactions are considered those which spatial interactions fall off slower
than r−d, where d is the dimensionality of the system. This is the case of charge-charge
ionic interactions (∼ r−1) and dipole-dipole molecular interactions (∼ r−3). The range
of action of these forces, which is larger than half the length of the typical molecular
simulation boxes, represents a significant problem from the point of view of computer
simulations. One of the options to solve this problem is to increase the size of the sim-
ulation box to reduce the effective range of the potentials using the screening effect of
neighbours. However, this would require long simulation times proportional to N2,
where N is the number of molecules in the system [153]. Another option to avoid these
expensive calculations is to use truncations as in non-bonded interactions. But this
solution is not valid for Coulombic and dipolar interactions as it leads to high inaccu-
racies in the results. The most widely used method to deal with long-range electrostatic
interactions is the Ewald summation [154] which simulation times are proportional to
N3/2, being still extremely expensive for large systems. To further reduce this compu-
tational effort, several approaches have been suggested such as the Particle-Particle
Particle-Mesh PPPM method by Eastwood and Hockney [155] or the Particle-Mesh
Ewald (PME) method proposed by Darden [156], which simulation times in both cases
scale as N logN [146]. Lekner method [157] is a more accurate alternative but may
also be expensive for large systems. In this work, it has been decided to use the PME
method to account for the long-range electrostatics due to its balance between accuracy
and efficiency and its availability in GROMACS MD simulation package.

3.4 Determination of Dielectric Spectra via Molecular Dynam-
ics Simulations

In this section we present the method developed to predict the dielectric spectrum of
a system using molecular dynamics simulations. The procedure is explained in more
detail below but a summary is shown in Fig. 3.3.

3.4.1 The Dipole Moment Time Series

Trajectories obtained during molecular dynamics simulations can be used to track the
evolution of the dipole moment of an entire simulation box or single molecules with
time.
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FIGURE 3.3: Determination of the frequency-dependent dielectric constant via molecular dy-
namics simulations.
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FIGURE 3.4: Time series of the three components of the dipole moment of SPC water [158] at
298 K and 1 bar.

The dipole moment vector of an entire system of Nmol molecules at a particular
instant t is calculated as:

M(t) = (Mx(t),My(t),Mz(t)) =

Nmol∑
j

Natom∑
α

[rαj(t)− r0j(t)] qαj (3.58)

which three components are given by:

Mx(t) =

Nmol∑
j

Natom∑
α

[xαj(t)− x0j(t)] qαj (3.59)

My(t) =

Nmol∑
j

Natom∑
α

[yαj(t)− y0j(t)] qαj (3.60)

Mz(t) =

Nmol∑
j

Natom∑
α

[zαj(t)− z0j(t)] qαj (3.61)

where Natom is the number of atoms in molecule j, qαj is the charge of atom α, rαj(t)

is the position vector of atom α with components xαj(t), yαj(t) and zαj(t), and r0j(t) is
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the position of a reference atom in molecule j with coordinates x0j(t), y0j(t) and z0j(t).
If we want to analyse the average molecular dipole moment at every time step, then

the three components are calculated as:

Mx(t) =
1

Nmol

Nmol∑
j

Natom∑
α

[xαj(t)− x0j(t)] qαj (3.62)

My(t) =
1

Nmol

Nmol∑
j

Natom∑
α

[yαj(t)− y0j(t)] qαj (3.63)

Mz(t) =
1

Nmol

Nmol∑
j

Natom∑
α

[zαj(t)− z0j(t)] qαj (3.64)

As an example, Fig. 3.4 shows the time series of the dipole moment of an entire equi-
librated system of water molecules at 298 K using the SPC model [158]. As expected
from a homogeneous system, the three components of the dipole moment fluctuate
around an average value of zero, and have a similar magnitude. The dielectric proper-
ties of the system are closely related to the characteristics of these fluctuations. In this
context, autocorrelation functions can be a powerful tool to identify patterns hidden in
these signals.

3.4.2 Dipole Moment Autocorrelation Function

The cross-correlation of a signal with itself provides the resemblance between data
points as the time interval between them increases. In our case the autocorrelation
function of the dipole moment is given by:

φ(τ) =
〈M(τ) ·M(0)〉
〈M(0) ·M(0)〉

(3.65)

which, for the three components of the dipole moment results in:

φx(τ) =
〈Mx(τ) ·Mx(0)〉
〈Mx(0) ·Mx(0)〉

(3.66)

φy(τ) =
〈My(τ) ·My(0)〉
〈My(0) ·My(0)〉

(3.67)

φz(τ) =
〈Mz(τ) ·Mz(0)〉
〈Mz(0) ·Mz(0)〉

(3.68)

where τ is the lag time between samples, and in this case 〈· · · 〉 represents an average
over all available samples. Figure 3.5 shows the procedure followed to calculate an
autocorrelation function. It is clearly seen how the number of samples decreases as
the lag time increases, and as a consequence the quality of the data will be poorer at
longer time intervals. When the lag time between samples is zero, the average will
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dt

t0 t0 + dtt = t0 + 2dt t0 + 3dt tN tN - dttN - 2dt

... N+1 terms

t0 t0 + dtt = t0 + 2dt t0 + 3dt tN tN - dttN - 2dt

... N terms

tsim

t0 t0 + dtt = t0 + 2dt t0 + 3dt tN tN - dttN - 2dt

1 term

2 dt

t0 t0 + dtt = t0 + 2dt t0 + 3dt tN tN - dttN - 2dt

... N-1 terms

...

+ + + + + ++

+ + + + +

+ + +

FIGURE 3.5: Procedure for the calculation of autocorrelation functions. N is the last element of
the time frame counter, which starts at zero. Therefore, the data set contains N + 1 samples.

be performed over all possible samples, while when the time coincides with the total
simulation time, only one term contributes to the average.

Once the three components of the dipole moment autocorrelation function have
been obtained, and assuming we have an homogeneous system, we can perform an
average between these three contributions. For heterogeneous systems, the three com-
ponents would have a different behaviour, which would lead to a heterogeneous di-
electric response. In general, at long correlation times, not enough data are available to
obtain appropriate statistics and therefore the three contributions cannot be considered
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FIGURE 3.6: Sample of exponentially correlated data: (a) time series and (b) autocorrelation
function.

identical. To take this fact into account, a normalised average is implemented:

φ(τ) =
N

N −Nτ

[
Cx(0)

Cx(0) + Cy(0) + Cz(0)
φx(τ)

+
Cy(0)

Cx(0) + Cy(0) + Cz(0)
φy(τ) +

Cz(0)

Cx(0) + Cy(0) + Cz(0)
φz(τ)

]
(3.69)

whereN is the total number of time frames, andNτ is the frame number corresponding
to τ , where Nτ = 0 for τ = 0 and Nτ = N − 1 for τ = tsim.

In order to show the effect of data availability, we study the results obtained for
randomly generated data. Following the procedure described by Gillespie [159], us-
ing the Ornstein-Uhlenbeck (OU) process, we generate exponentially correlated data
perturbed with ’Gaussian white noise’ X(t) such as:

X(t+ dt) = X(t) +X(t)(µ̄− 1) + σX n (3.70)

where µ̄ = e−dt/τ is the expected value of the exponential decay with relaxation time
τ , σX =

[
1/2 cτ

(
1− µ̄2

)]1/2 is the standard deviation of the signal, with c being the
diffusion constant of the process, and n is a sample of the unit normal random distri-
bution N (0, 1), with mean 0 and standard deviation 1. In Fig. 3.6 we show an example
of exponentially correlated data, and its corresponding autocorrelation function. In
analogy to the three components of the dipole moment, we generate three indepen-
dent samples, and we obtain the average for three different values of τ . Since we are
always using the same total number of data points, this means that we are studying
systems that include data that accounts for different amounts of correlation lengths.
An example of this is shown in Fig. 3.7.
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FIGURE 3.7: Influence of data availability on the accuracy of average correlation functions of
three samples of exponentially correlated data.
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FIGURE 3.8: Histogram of the RMSD of average correlation functions with respect to the ex-
pected exponential decay for different availability of exponentially correlated data.

In order to evaluate the effect of the amount of correlation lengths covered by the
available data on the final result, we repeat this procedure 10000 times and obtain the
root mean square deviation (RMSD) with respect to the exact solution:

RMSD =

√√√√tsim∑
t=0

[φave(t)− φexact(t)]2 (3.71)

The average and standard deviation of the RMSD for different tsim/τ is presented in Ta-
ble 3.1, while a histogram of the RMSD is shown in Fig. 3.8. In general, we observe how
the larger tsim/τ , and so the more correlation lengths covered by the available data, the
smaller the RMSD and then the closer is the average to the exact solution. This con-
firms the results obtained for a single repetition (Fig. 3.7). We observe that when we
have data that covers 1000 correlation lengths there is no significant difference with the
exact solution. However, as the number of correlation lengths covered by the available
data decreases, the deviations tend to become important. An example of the applica-
tion of this procedure to dipole moment autocorrelation functions is shown in Fig. 3.9,
in which we anticipate some results for water and glycerol systems. A more detailed
discussion will follow in subsequent chapters, but at this point we observe how for
systems with shorter correlation times, such as water, the three components of the au-
tocorrelation function differ less than for the ones with longer relaxation times, such as
glycerol. This is because in the case of glycerol, the simulation time is insufficient to
cover an acceptable number of correlation lengths as we will show in Chapter 4.
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TABLE 3.1: Average and standard deviation of the root mean square deviation of the average of
three samples of exponentially correlated noise with respect to the expected exponential decay
for different availability of uncorrelated data.

tsim/τ RMSD

1000 0.1057± 0.0005
100 1.064± 0.005
10 11.82± 0.05

FIGURE 3.9: Three components and average autocorrelation functions for: (a) water SPC [158]
and (b) glycerol OPLS [160, 161].

3.4.3 Models for dielectric relaxation

The relationship between dipole moment fluctuations and dielectric constant expressed
through Eq. (3.50) has been explained from a theoretical point of view for idealised
systems by means of the Debye model. Based on this model, several empirical mod-
els have been developed to account for deviations observed in more complex systems.
These models are particularly useful for the characterisation of dielectric spectra, as
they facilitate the study of the evolution of this property with variables such as compo-
sition and temperature.

The Debye model

According to the Debye model [162], the different dipoles forming the dielectric
medium interact with each other only through random collisions, captured through
a relaxation time. The resulting complex dielectric permittivity is given by:

ε̂(ω)− ε∞
ε0 − ε∞

=
1

1− i ωτD
(3.72)
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FIGURE 3.10: Effect of τD on the dielectric spectrum according to the Debye model.

where τD is the dielectric relaxation time.
The real and imaginary part of the dielectric permittivity, as derived from Eq. (3.72),

result in:
ε̂′(ω)− ε∞
ε0 − ε∞

=
1

1 + ω2τ2
D

ε̂′′(ω)

ε0 − ε∞
=

ωτD

1 + ω2τ2
D

(3.73)

Figure 3.10 shows the effect of the relaxation time τD on the characteristics of the
dielectric spectrum. For larger relaxation times, the decay in real permittivity and the
dominant peak in dielectric loss are shifted to lower frequencies.

The Debye model is generally valid for gases and liquids formed by small
molecules, but it tends to fail for more sophisticated systems.
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The Havriliak-Negami model

In order to capture the behaviour of more complex systems, such as polymers, it is typ-
ically necessary to introduce modifications to the Debye model. To this effect, the Cole-
Cole model [163] considers the broadness of the signal, while the Cole-Davidson [164]
model accounts for its asymmetry. Later, Havriliak and Negami [165] decided to com-
bine both contributions in a single model. The following expressions represent the
application of the previous models to dielectric relaxation processes:

Cole-Cole (CC) model
ε̂(ω)− ε∞
ε0 − ε∞

=
1

1 + (−iωτCC)α

Cole-Davidson (CD) model
ε̂(ω)− ε∞
ε0 − ε∞

=
1

[1 + (−iωτCD)]β

Havriliak-Negami (HN) model
ε̂(ω)− ε∞
ε0 − ε∞

=
1

[1 + (−iωτHN)α]β

(3.74)

where τCC , τCD and τHN are the relaxation times characterising the different models,
and α and β are parameters related to the broadness and the asymmetry of the signal,
respectively.

It is evident that the Havriliak-Negami model reduces to the Cole-Cole model when
β = 1, and to the Cole-Davidson model when α = 1. Furthermore when both α = 1 and
β = 1, the HN model is equivalent to the Debye model.

In the case of the general Havriliak-Negami model, the real and imaginary parts of
the dielectric permittivity are given by:

ε̂′(ω)− ε∞
ε0 − ε∞

=
[
1− 2(ω τHN)α cos

(πα
2

)
+ (ω τHN)2α

]−β/2
cos(−βϕHN )

ε̂′′(ω)

ε0 − ε∞
=
[
1− 2(ω τHN)α cos

(πα
2

)
+ (ω τHN)2α

]−β/2
sin(−βϕHN )

(3.75)

with:
ϕHN = arctan

[
− (ω τHN)α sin(πα/2)

1− (ω τHN)α cos(πα/2)

]
(3.76)

Figure 3.11 shows the effect of α and β on the shape of the dielectric spectrum for
τHN = 1. If β = 1 (i.e. Cole-Cole model), the deviation from the ideal behaviour pre-
dicted by the Debye model (α = 1) results in a symmetric broadening in the distribution
of relaxation times. In the case in which α = 1 (i.e. Cole-Davidson model), the devia-
tion from the Debye model (β = 1) is observed as an asymmetry of the distribution of
relaxation times towards the high frequency end of the spectrum. The combination of
the previous effects allows the HN model to fit relatively complex features in dielectric
spectra.
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FIGURE 3.11: Effect of α and β on the shape of the dielectric spectrum according to the
Havriliak-Negami model.

3.4.4 Determination of Dielectric Spectrum

To determine the frequency-dependent dielectric constant ε̂(ω) from Eq. (3.50), it is nec-
essary to obtain the Fourier transform of the dipole moment autocorrelation function
φ(t). However, this becomes straightforward if we make use of the predefined mod-
els for dielectric relaxation presented in section 3.4.3. By deriving the time domain
representation of these models, we can fit their characteristic parameters to reproduce
dipole moment time autocorrelation functions obtained from MD simulations. Then
it is simple to obtain the frequency-dependence of the dielectric constant from the fre-
quency domain representation of the models. The fitting procedure aims to reduce
the sum of squares of the difference between simulation data and model predictions,
and is performed using the NLopt C++ library, particularly the BOBYQA algorithm
developed by M.J.D. Powell [166] which is based on derivative-free bound-constrained
optimisation using a quadratic approximation of the objective function built through
iteration. This procedure has the disadvantage that it assumes the number of relax-
ation processes is known a priori. In principle, an infinite number of processes can be
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superposed using this methodology. Nevertheless, it is important to consider that the
fitting procedure becomes significantly tedious when we increase the number of relax-
ation processes, due to the large number of parameters employed in the fit. However,
the systems we consider in this study are generally characterised by a single dominant
relaxation process, and in any case, no more than three processes are required to obtain
a good fit.

We present below the expressions of the dipole moment autocorrelation function as
given by the Debye and the Havriliak-Negami models in the time domain, including
the extension to multiple relaxation processes. More details on the derivation of these
equations can be found in Appendix A.

Single Debye relaxation As defined in section 3.4.3, the single debye relaxation in
the frequency domain is given by the expression:

ε̂(ω)− ε∞
ε0 − ε∞

=
1

1− i ωτD
(3.72)

with real and imaginary parts:

ε̂′(ω) = ε∞ +
ε0 − ε∞
1 + ω2τ2

D

ε̂′′(ω) =
(ε0 − ε∞)ωτD

1 + ω2τ2
D

(3.77)

As shown in Appendix A, the resulting time representation of the Debye model is ex-
pressed as:

φ(t) = exp

(
− t

τD

)
(3.78)

Multiple Debye relaxation The extension of the Debye model to multiple relaxation
processes is given by the following expression in the frequency domain:

ε̂(ω)− ε∞
ε0 − ε∞

=
n∑
j=1

Aj
1− iωτD j

(3.79)

with real and imaginary parts:

ε′(ω) = ε∞ + (ε0 − ε∞)

n∑
j=1

Aj
1 + ω2 τ2

D j

ε′′(ω) = (ε0 − ε∞)

n∑
j=1

Aj ω τD j

1 + ω2 τ2
D j

(3.80)
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In this case, the time domain representation of Eq. (3.79) is given by:

φ(t) =

n∑
j=1

Aj exp

(
− t

τD j

)
with:

n∑
j=1

Aj = 1 ; Aj > 0 ∀j (3.81)

Single HN relaxation For a single relaxation, the form of the model in the frequency-
domain is the following (see section 3.4.3):

ε̂(ω)− ε∞
ε0 − ε∞

=
1

[1 + (−iωτHN)α]β
(3.74)

which real and imaginary parts are given by:

ε̂′(ω) = ε∞ + (ε0 − ε∞)
[
1− 2(ω τHN)α cos

(πα
2

)
+ (ω τHN)2α

]−β/2
cos(−βϕHN )

ε̂′′(ω) = (ε0 − ε∞)
[
1− 2(ω τHN)α cos

(πα
2

)
+ (ω τHN)2α

]−β/2
sin(−βϕHN )

(3.82)

with:
ϕHN = arctan

[
− (ω τHN)α sin(πα/2)

1− (ω τHN)α cos(πα/2)

]
(3.83)

In Appendix A, we show how the time representation of the HN model is given by:

φ(t) = 1−
∞∑
k=0

(−1)k
Γ(β + k)

Γ(1 + k)

(t/τHN)α(β+k)

Γ(β) Γ [α(β + k) + 1]
(3.84)

Multiple HN relaxation The form of the HN model when extended to multiple re-
laxation processes in the frequency domain is the following:

ε̂(ω)− ε∞
ε0 − ε∞

=

n∑
j=1

Aj

[1 + (−iωτHN j)
αj ]βj

(3.85)

which, real and imaginary parts are given by:

ε′(ω) = ε∞ + (ε0 − ε∞)
n∑
j=1

Aj
[
1 + 2(ω τHN j)

αj cos
(παj

2

)
+ (ω τHN j)

2αj
]−βj/2 cos(βjϕHN j)

ε′′(ω) = (ε0 − ε∞)

n∑
j=1

Aj
[
1 + 2(ω τHN j)

αj cos
(πα

2

)
+ (ω τHN j)

2αj
]−βj/2 sin(βjϕHN j)

(3.86)

with:
ϕHN j = arctan

[
(ω τHN j)

αj sin(παj/2)

1 + (ω τHN j)αj cos(παj/2)

]
(3.87)
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From this expression, it can be shown that the equivalent time domain equation is given
by:

φ(t) = 1−
n∑
j=1

Aj

[ ∞∑
k=0

(−1)k
Γ(βj + k)

Γ(1 + k)

(t/τHN j)
αj(βj+k)

Γ(βj) Γ [αj(βj + k) + 1]

]
(3.88)

1 HN + 1 Debye relaxation The combination of Havriliak-Negami and Debye relax-
ations can be useful in cases in which multiple processes are required, and the use of
multiple HN relaxations becomes computationally expensive. The expression corre-
sponding to a 1 HN + 1 Debye model is given by:

ε̂(ω)− ε∞
ε0 − ε∞

=
A1

[1 + (−iωτ1)α]β
+

A2

1− i ωτ2
(3.89)

which real and imaginary parts are given by:

ε̂′(ω) = ε∞ + (ε0 − ε∞)

{
A1

[
1− 2(ω τ1)α cos

(πα
2

)
+ (ω τ1)2α

]−β/2
cos(−βϕHN )

+
A2

1 + ω2 τ2
2

}

ε̂′′(ω) = (ε0 − ε∞)

{
A1

[
1− 2(ω τ1)α cos

(πα
2

)
+ (ω τ1)2α

]−β/2
sin(−βϕHN )

+
A2 ω τ2

1 + ω2 τ2
2

}
(3.90)

with:
ϕHN = arctan

[
− (ω τ1)α sin(πα/2)

1− (ω τ1)α cos(πα/2)

]
(3.91)

The time representation of the 1 HN + 1 Debye model results in:

φ(t) = 1−A1

∞∑
k=0

(−1)k
Γ(β + k)

Γ(1 + k)

(t/τ1)α(β+k)

Γ(β) Γ [α(β + k) + 1]
−A2

[
1− exp

(
− t

τ2

)]
(3.92)

1 HN + 2 Debye relaxation Adding a second Debye relaxation to the model, the
frequency-dependent dielectric constant becomes:

ε̂(ω)− ε∞
ε0 − ε∞

=
A1

[1 + (−iωτ1)α]β
+

A2

1− i ωτ2
+

A3

1− i ωτ3
(3.93)
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which real and imaginary parts are given by:

ε̂′(ω) = ε∞ + (ε0 − ε∞)

{
A1

[
1− 2(ω τ1)α cos

(πα
2

)
+ (ω τ1)2α

]−β/2
cos(−βϕHN )

+
A2

1 + ω2 τ2
2

+
A3

1 + ω2 τ2
3

}

ε̂′′(ω) = (ε0 − ε∞)

{
A1

[
1− 2(ω τ1)α cos

(πα
2

)
+ (ω τ1)2α

]−β/2
sin(−βϕHN )

+
A2 ω τ2

1 + ω2 τ2
2

+
A3 ω τ3

1 + ω2 τ2
3

}
(3.94)

with:
ϕHN = arctan

[
− (ω τ1)α sin(πα/2)

1− (ω τ1)α cos(πα/2)

]
(3.95)

And finally, the 1 HN + 2 Debye model in the time domain results in:

φ(t) = 1−A1

∞∑
k=0

(−1)k
Γ(β + k)

Γ(1 + k)

(t/τ1)α(β+k)

Γ(β) Γ [α(β + k) + 1]

−A2

[
1− exp

(
− t

τ2

)]
−A3

[
1− exp

(
− t

τ3

)] (3.96)

3.4.5 Range of validity of our results

In our analysis of results, although we use simulation time steps of about 1 fs, we only
sample the trajectory of the molecules every 100 fs due to data storage limitations. This
means a sampling frequency of 1013 Hz. According to Nyquist-Shannon sampling the-
orem [167], in order to completely determine a phenomenon occurring at a frequency
ν0, the frequency of sampling must be at least 2ν0. Therefore for the sampling fre-
quency used in our simulations, we can only fully determine phenomena occurring at
frequencies lower than 5×1012 Hz. In order to be on the safe side, in our results we will
only consider frequencies below 1012 Hz, which are well into the microwave region of
the electromagnetic spectrum.

In addition, as evidenced by Figs. 3.7 and 3.8, the number of correlation lengths
that the available data can cover is an important factor to take into account. As a result,
we decided to only consider as representative systems for which tsim/τ ≥ 100 (i.e. if
a simulation has a length of 100ns, only systems with relaxation times lower than 1 ns
can be considered).
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3.5 Conclusions

After describing the basic principles of dielectric heating at the macroscale in Chap-
ter 2, in this chapter we study the theoretical foundation of this phenomenon at the
molecular level. Within the framework of the fluctuation-dissipation theorem and lin-
ear response theory, we show how the response of a system to external perturbations,
such as an electromagnetic field, is related to the internal equilibrium fluctuations of
the system, provided the perturbation is weak. In the case of dielectric heating, this
result can be applied to the determination of the complex and frequency-dependent
dielectric permittivity of a material from the equilibrium fluctuations of its dipole mo-
ment. Using this relationship, we describe how molecular dynamics simulations are a
useful tool to predict dielectric spectra. We develop a methodology to extract dipole
moment fluctuations from molecular dynamics simulations, and obtain dielectric spec-
tra by means of the dipole moment autocorrelation function and the use of previously
developed models for dielectric response, in particular the Debye and the Havriliak-
Negami models.

In the following chapters we apply this methodology for the determination of di-
electric spectra of one component systems (Chapter 4) and mixtures (Chapter 5). Ad-
ditionally, we examine the influence of temperature on the dielectric spectra of these
systems (Chapter 6).



Chapter 4

Dielectric Spectra of One
Component Systems

This chapter has been published in Molecular Simulation, 42, 5 (2016), 370–390 (see Appendix B)

Authors: J. Cardona, R. Fartaria, M. Sweatman, L. Lue

The response of molecular systems to electromagnetic radiation in the microwave
region (0.3–300 GHz) has been principally studied experimentally, using broadband
dielectric spectroscopy. However, relaxation times corresponding to reorganisation of
molecular dipoles due to their interaction with electromagnetic radiation at microwave
frequencies are within the scope of modern molecular simulations. In previous chap-
ters, we discussed the importance of microwave heating processes and dielectric spec-
troscopy; and we introduced a method to predict dielectric spectra from fluctuations of
the dipole moment of molecular systems, obtained through molecular dynamics sim-
ulations. In this chapter, we apply this method to determine the dielectric spectra of
water, a series of alcohols and glycols, and monoethanolamine. Although the force
fields employed in this study have principally been developed to describe thermody-
namic properties, most them give fairly good predictions of this dynamical property for
these systems. However, the inaccuracy of some models and the long simulation times
required for the accurate estimation of the static dielectric constant can sometimes be
problematic. We show that the use of the experimental value for the static dielectric
constant in the calculations, instead of the one predicted by the different models, yields
satisfactory results for the dielectric spectra, and hence the heat absorbed from mi-
crowaves, avoiding the need for extraordinarily long simulations or re-calibration of
molecular models.

4.1 Introduction

Despite the relatively large literature on microwave heating and dielectric spec-
troscopy, the vast majority of the work in this area has been experimental, while there
is relatively little computational work. Nevertheless, Rick, Stuart, and Berne [168] and
later English and MacElroy [169, 170] determined the dielectric spectrum of water via
equilibrium molecular dynamics simulations using the relationship between dipole
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moment fluctuations and the frequency-dependent dielectric constant initially devel-
oped by Neumann and Steinhauser [138, 139]. Non-equilibrium molecular dynam-
ics simulations have also been performed in order to model the microwave heating
of water [171–173], the kinetics of methane hydrate crystallization [174] and dissocia-
tion [175, 176], and the effects of an external electromagnetic field on the conductiv-
ity of molten sodium chloride [177], rutile TiO2 [178], nanoconfined fluids [179] and
binary dimethylimidazolium-based ionic liquid/water solutions [180–183]. Addition-
ally, recent work has been carried out on dielectric spectroscopy of more complex sys-
tems such as protein solutions [184–186]. The paucity of simulation work can probably
be explained by the fact that usual relaxation times corresponding to the reorganiza-
tion of molecular dipoles due to their interaction with electromagnetic radiation at mi-
crowaves frequencies are on the order of nanoseconds, or even microseconds for larger
molecules. This requires long, computationally expensive simulations in order to ob-
tain statistically accurate results. Another cause for this scarcity in simulation work
could be that most atomistic force fields for molecular simulations have been devel-
oped to reproduce thermodynamic rather than dynamic properties. Thus, it is unclear
how reliably they will be able to reproduce the dynamic dielectric properties of a ma-
terial.

In this chapter, we examine the ability of several different force fields to reproduce
the dielectric spectra of relatively small molecules, such as water, alcohols, glycols and
monoethanolamine (MEA). In order to do so, we perform equilibrium molecular dy-
namics simulations for these systems and apply the methodology developed in Chap-
ter 3 to obtain their frequency-dependent complex permittivity. Ultimately, one of our
aims is to apply the results of this work to the estimation of heating rates in microwave
heating processes. Equations (2.80) and (3.50) indicate this requires good prediction
of the dielectric spectra of the materials involved in the process, including the static
dielectric constant.

The following section gives the details of the potential models used to describe the
different molecules and explains the simulation methodology we have employed. The
results of the simulations are presented and discussed in Sec. 4.3. We find that the force
fields examined in this work show generally good predictions of dielectric spectra. The
estimation of the static dielectric constant can sometimes be problematic though, due
to the inaccuracy of some models and the long simulation times required. In this study,
we obtain satisfactory results by employing the experimental value of this parameter
in our calculations, instead of the one predicted by the models. This improves the pre-
diction of dielectric spectra while significantly reducing the simulation times required,
and hence, will result in more realistic estimations of the heat a dielectric material can
absorb from microwaves. Finally, in Sec. 4.4, we summarize the main findings of the
work and provide directions for future studies.
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4.2 Molecular Dynamics Simulations

The molecular systems studied in this work include water, a series of alcohols
and glycols (i.e. ethanol, ethylene glycol, propylene glycol, and glycerol), and mo-
noethanolamine (MEA). In this section, we present the force fields used to describe
these systems, and we give details of the main characteristics of the molecular dynam-
ics simulations we perform.

4.2.1 Molecular models and interactions

Force fields For water, three rigid models (SPC [158], TIP4P [187], and SPC/E [188])
and two flexible models (F-SPC [189] and Fw-SPC [190]) are examined. For alcohols
and glycols, three force fields are used: Transferable Potentials for Phase Equilibria
- United Atom (TraPPE-UA) [191, 192], Optimized Potentials for Liquid Simulations
(OPLS) [160, 161] and Generalized Amber Force Field (GAFF) [161, 193]. Finally, to
model MEA we use the MEAa force field [194] along with the transferable OPLS and
GAFF force fields. In the following, we summarize the main characteristics of the dif-
ferent force fields. The parameters used in our simulations are mainly taken from the
original sources, and their values can be found in Appendix C.

Nonbonded interactions Nonbonded interactions between atoms are represented as
the sum of a Lennard-Jones (LJ) 12-6 pair potential and an electrostatic interaction as
defined previously in Eq. (3.51):

Unb(rij) = 4 εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

+
qiqj

4πεvacrij
(3.51)

where rij is the distance between atoms i and j, εij is the depth of the potential well,
and σij is the distance at which the LJ potential becomes zero. In the second term, qi
and qj are the charges of atoms i and j, respectively.

Nonbonded interactions apply to all intermolecular interactions, but, for in-
tramolecular interactions, they never apply to atoms separated by two or less bonds
and always apply to the ones separated by four or more bonds. In the particular case
of atoms separated by precisely 3 bonds (1-4 interactions), different models have dif-
ferent criteria, as discussed below.

The Lorentz-Berthelot combination rules are used in the TraPPE-UA, GAFF and
MEAa force fields to calculate the interatomic parameters εij and σij from the atomic
parameters εi and σi:

σij =
1

2
(σi + σj)

εij = (εiεj)
1/2.

(4.1)
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Alternatively, the OPLS force field employs a geometric average:

σij = (σiσj)
1/2

εij = (εiεj)
1/2.

(4.2)

Bonded interactions Bond stretching interactions between atoms separated by one
bond are modelled by means of a harmonic potential:

Ub(rij) =
1

2
kb(rij − b0)2 (4.3)

where kb is the spring constant, and b0 is the equilibrium bond length. This applies only
to bonds in the F-SPC and Fw-PSC water models and the MEAa force field, because the
remaining molecular models use rigid bonds with a fixed bond length b0.

Similarly to the bond stretching potential, bending of the angle between two adja-
cent bonds can be represented using a harmonic potential:

Ua(θ) =
1

2
kθ(θ − θ0)2 (4.4)

where kθ is the spring constant for bond angle bending, and θ0 is the equilibrium bond
angle.

The last of the bonded interactions considered in most models is the internal
molecular torsion. In the force fields employed in this work, the potential related to
the dihedral angle between four consecutive atoms in a molecule is described either
by a Ryckaert-Bellemans or a Fourier function:

Ryckaert-Bellemans dihedral:

Ud(φ) =

3∑
n=0

cn cosn(φ− 180◦) (4.5)

Fourier dihedral:

Ud(φ) =
1

2
{ C1 [1 + cos (φ)] + C2 [1− cos (2φ)] + C3 [1 + cos (3φ)] } (4.6)

where φ is the dihedral angle (zero-cis convention), and cn and Cn are the different
constants defining the models.

Particularities of the molecular models We analyse the performance of five of the
most common water models: the simple point charge (SPC) model [158], the TIP4P
model [187], the SPC/E model [188], the Flexible SPC (F-SPC) model [189] and the
Fw-SPC model [190] (see Fig. 4.1). More details on the models can be found in Ap-
pendix C. The rationale behind the selection of these particular water force fields was
not that of performing an exhaustive study on the dielectric properties of water, which
have already been analysed extensively. We rather want to compare our results with
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FIGURE 4.1: Molecular models used in this study. Carbon, Oxygen, Nitrogen and Hydrogen
atoms are represented as grey, blue, green and white circles, respectively. The extra site in the
TIP4P water model is shown as a light orange circle. Partial charges appear as dark green dots
while Lennard-Jones interaction sites are represented as red dots.

previous simulation work [169, 170] in order to validate our methods and extend them
to additional systems.

For the remaining molecules, more generalized force fields are used. The Trans-
ferable Potentials for Phase Equilibria (TraPPE) force field is parameterised to describe
phase equilibria and structural properties of a wide range of compounds. Its United
Atom version (TraPPE-UA) [191, 192], in which the atomic interactions of a group of
atoms are condensed into a single pseudo-atom, is used to model ethanol, ethylene gly-
col and propylene glycol. While the first two molecules have been tested by the orig-
inal authors, there is no evidence of previous work carried out with propylene glycol.
Nevertheless, based on TraPPE parameters, we decided to build our own TraPPE-UA
model for propylene glycol. Glycols require a repulsive potential of the form:

Urep(rij) =
a

r12
ij

, (4.7)

between hydroxyl hydrogens and oxygens situated four bonds away, where a =

6.2 × 10−7 kJ mol−1 nm12 [192]. This is needed to avoid the hydrogen atom, not origi-
nally protected by a LJ potential, overlapping the oxygen atom which has an opposite
charge and will tend to attract it. Both OPLS [160, 161] and GAFF [161, 193] force fields
are all-atom models which consider alkyl hydrogens explicitly. In this work, they have
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been used to model every studied compound (except water), although model param-
eters for ethylene and propylene glycols could not be found in the literature, and so
their topologies are built based on similar molecules (ethanol and glycerol). Finally
the MEAa [194] force field is again an all-atom model. It is mainly based on GAFF’s
MEA model but some corrections in the charge distribution, the bond flexibility and
the O-C-C-N, C-C-O-H and C-C-N-H dihedrals were introduced by the authors. This
was done in order to improve the prediction of intramolecular interactions, which are
believed to have an important effect on the properties of MEA in the liquid phase.

The 1-4 nonbonded interactions are treated differently by the various force fields.
The TraPPE-UA model generally excludes these interactions, but in the particular case
of ethylene and propylene glycol, coulombic interactions between atoms separated by
three bonds are included, although scaled by a factor of 0.5. OPLS, GAFF and MEAa
force fields include both LJ and coulombic 1-4 interactions with different scaling factors.
The OPLS model only considers half of the magnitude of these interactions. The same
strategy is used by the GAFF force field regarding LJ interactions, however, coulombic
interactions are scaled by a factor of 5/6 in this case. Finally MEAa fully considers all
1-4 nonbonded interactions.

Figure 4.1 shows the distribution of charges and LJ interaction sites for the models
under consideration. As mentioned previously, the parameters defining the different
molecular interactions used in our simulations can be found in Appendix C.

4.2.2 Simulation details

Molecular dynamics (MD) simulations are carried out using the GROMACS 4.6.3 [147]
package to study the performance of the different force fields in the prediction of di-
electric spectra. All systems consist of simulation boxes containing 1000 molecules and
are simulated for 25 to 100 ns, depending on the time required to obtain a converged
value for the static dielectric constant. Starting from independent and equilibrated
configurations, four simulations are carried out for every molecular system. The re-
sults are analysed according to the procedure introduced in section 3.4, and averaged
across those four samples to improve statistics. The equations of motion are integrated
by means of the leap-frog algorithm [195] with a time step of 1 fs for rigid (SPC, TIP4P,
and SPC/E) and semi-flexible models (TraPPE-UA, OPLS and GAFF), and 0.2 fs for
flexible force fields (F-SPC, Fw-SPC and MEAa). The trajectory of the molecules is
read every 100 fs while the energy configuration is recorded every 50 fs. The simu-
lations are performed with the NPT ensemble at 298 K and 1 bar, except for MEA for
which a temperature of 293 K is used, due to the larger availability of experimental data
at that temperature. The Nosé-Hoover thermostat [196, 197], with a time constant of
0.1 ps, is used for temperature coupling while the pressure is controlled by means of a
Parrinello-Rahman barostat [198, 199] with a compressibility of 4.5× 10−5 bar−1 and a
time constant of 1.0 ps. The LINCS algorithm [200] is responsible for constraining the
bond length when necessary. A cut-off radius of 0.85 nm is used for the Lennard-Jones



Chapter 4. Dielectric Spectra of One Component Systems 68

interactions in all the systems, except when the TraPPE-UA or the MEAa force fields
are used; for those models, the LJ interaction is truncated at 1.40 nm and 1.00 nm, re-
spectively. Long-range electrostatics are treated with the particle mesh Ewald (PME)
method [156] with a truncation at the same distance as the LJ cut-off, and a spacing
for the PME grid of 0.12 nm. Analytical tail corrections in potential energy are used
to compensate for the truncation in LJ interactions. Finally, cubic and tin-foil periodic
boundary conditions are used in every case, where the system and its periodic images
are assumed to be immersed in a perfectly conducting medium (infinite dielectric con-
stant) [201].

4.3 Results and Discussion

4.3.1 Thermodynamic properties

Table 4.1 summarizes several thermodynamic properties for the systems we study, as
determined from molecular dynamics simulations [153, 161]:

ρ =
M

〈V 〉
(4.8)

αP =
〈δV δH〉
kBT 2 〈V 〉

(4.9)

κT =

〈
δV 2

〉
kBT 〈V 〉

(4.10)

∆Hvap = Epot vap + kBT − Epot liq (4.11)

where ρ is the density of the fluid andM and V are the mass and volume of the system,
respectively. The thermal expansion coefficient αP is calculated from volume (δV ) and
enthalpy (δH) fluctuations, and 〈V 〉 is the average volume across the entire simulation.
The isothermal compressibility is obtained from fluctuations in the volume squared
(δV 2). Finally, the heat of vaporization (∆Hvap) is determined as the difference be-
tween potential energy of vapour (Epot vap) and liquid (Epot liq) phases, where Epot vap
is obtained from a separate simulation of a single molecule in the same conditions as
the liquid phase.

Although thermodynamic properties are not the main focus of this work, we pro-
vide these results as a benchmark for the validity of our simulations. The standard
errors for the different properties are obtained by averaging across the values obtained
for each of the four independent simulations for every system. Most of the force
fields used in this study are developed for the prediction of thermodynamic proper-
ties. Therefore, as expected, the results are generally in good agreement with experi-
mental data. They are also consistent with previous simulation work by Caleman and
coworkers [161], where the overprediction of the heat capacities is also observed and
thought to be due to the neglect of quantum corrections in the calculation of enthalpy
fluctuations.
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4.3.2 The average molecular dipole moment

The molecular dipole moment µm results from averaging this variable over all theNmol

molecules in the system and over the entire trajectory:

µm =

〈
1

Nmol

Nmol∑
j

µj · µj

〉 1
2

(4.12)

where 〈· · · 〉 represents an average over all time frames of the simulation, and µj is the
dipole moment of molecule j defined as:

µj =

Natom∑
α

(rαj − r0j) qαj (4.13)

This property fluctuates due to the flexible nature of most of the molecular models un-
der consideration, as shown in Table 4.2. In general, the values obtained by the mod-
els used in this study differ significantly from the corresponding experimental values.
Within condensed phases, in addition to flexibility, polarization effects have a signifi-
cant effect on the molecular dipole moment, as compared to the gas phase [231]. There-
fore, polarisable force fields would be required if one wanted to obtain more accurate
values of the liquid phase dipole moment. However, the additional computational cost
associated with this type of force fields would deem infeasible the long simulations
required to properly estimate dielectric spectra, particularly for larger systems.

4.3.3 Dynamic response: the dipole moment autocorrelation function

The relaxation times corresponding to the rotational and translational modes of a
molecule, or group of atoms within a larger molecule, can be determined from the anal-
ysis of the time evolution of the dipole moment. The influence of an external electric
field on these processes is believed to be the basis for the microwave heating mecha-
nism. In this context, the dipole moment autocorrelation function is a powerful tool to
study the dynamics of molecular systems.

Following the procedure explained in section 3.4.2, we determine the dipole mo-
ment autocorrelation function of the different systems we have simulated. Figure 4.2a
shows an example of the results obtained in the case of ethanol, using the TraPPE-UA
force field. As previously stated, we perform four simulations for every system, obtain-
ing four independent autocorrelation functions. Next, we fit separately both the Debye
(Eq. (3.78)) and the Havriliak-Negami (Eq. (3.84)) models to these data, and obtain four
independent sets of parameters for the models. An example of this fitting procedure,
for one of the runs shown in Fig. 4.2a, is presented in Fig. 4.2b, where we can clearly
see how the HN model outperforms the Debye model. The flexibility introduced by
the parameters α and β in the HN model allows the use of more complex shapes with
regard to the simple exponential decay given by the Debye model.
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(a) Four independent runs (b) Debye and HN fits for run 2

FIGURE 4.2: Dipole moment autocorrelation function of ethanol as given by the TraPPE-UA
force field, at 298 K and 1 bar.

Once the fitting procedure is completed, we average these parameters across the
four runs to obtain the final values shown in Table 4.2. In Table 4.2 we also show the
goodness of the fit calculated as the mean square deviation (MSD) between the value
of dipole moment autocorrelation function obtained in the simulations (φsim) and the
one predicted by the models (φmodel):

MSD =
1

Nt

Nt∑
j

[φmodel(t)− φsim(t)]2 , (4.14)

where Nt is the number of time intervals included in the fit.
The analysis of the MSD results confirms the better performance of the HN model

in every case. The increased complexity of this model improves the characterisation of
non-ideal responses. In Fig. 4.3 we present and compare the average dipole moment
autocorrelation functions for all the systems under consideration, according to the time
domain representation of both the Debye and the HN models.

Studying the results in Table 4.2 and Fig. 4.3, we can conclude that water is the only
system for which the Debye model produces a satisfactory prediction. The remaining
systems show a behaviour that approaches the Cole-Davidson model, since for most
α is significantly close to one. The values of β for systems other than water oscillate
between 0.55 and 0.90, indicating different levels of asymmetry of the response with
respect to the purely exponential behaviour. In general, we consider that the extension
of the Debye model into the Havriliak-Negami model is clearly necessary to analyse
these specific systems. Therefore, in the following, we will always interpret our results
in relation to the latter, knowing that the former is included as a particular case when
α = 1 and β = 1.
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FIGURE 4.3: Average dipole moment autocorrelation function at 298 K and 1 bar. For mo-
noethanolamine (MEA), the results are obtained at 293 K. Solid lines represent the results ob-
tained using the Havriliak-Negami model to fit the simulation data, while dashed lines where
obtained using the Debye model.

In the case of water, the flexible models (F-SPC and Fw-SPC) show longer relax-
ation times than the rigid models (SPC, TIP4P and SPC/E), which would indicate that
the introduction of flexibility translates into a slower reorganisation of dipoles. The
slight increase of the atomic charges in the SPC/E force field with respect to the orig-
inal SPC model also results in slowing the dipole dynamics. For the remaining sub-
stances, the OPLS force field seems to provide the faster response (smaller relaxation
times) with the exception of propylene glycol. In all cases, the GAFF force field gen-
erates faster relaxation than the TraPPE-UA force field. In the particular case of MEA,
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the MEAa model shows faster dynamics than both OPLS and GAFF force fields. In
Table 4.2, for every system, we have highlighted the force field that provides the best
estimation of relaxation times, in comparison with experimental results: SPC model for
water; TraPPE-UA for ethanol; OPLS for ethylene glycol; GAFF for propylene glycol;
OPLS for glycerol; and OPLS for MEA. According to these results, none of the force
fields shows a consistently better performance across species. Nevertheless, this was
expected since these force fields have been developed on the base of thermodynamic
properties and dynamic properties were not involved in their calibration. Even though,
for every system, one model, at least, provides satisfactory results. This will become
more obvious when we present below their prediction of dielectric spectra as compared
with experimental data.

The dynamic response of the system given by the dipole moment autocorrela-
tion function can also be studied in the frequency domain. Figure 4.4 shows the
Fourier transform of the dipole moment autocorrelation function φ̂(ω) as given by the
Havriliak-Negami model (Eq. (A.27) in Appendix A), for all the systems under consid-
eration. This figure includes experimental data obtained using Eq. (3.50) to calculate
the real and imaginary parts of φ̂(ω) from the experimental dielectric spectra, shown
later in Fig. 4.6:

ε̂(ω)− ε∞
ε0 − ε∞

= 1 + iω φ̂(ω) (3.50)

φ̂′(ω) =
ε̂′′(ω)

ω (ε0 − ε∞)

φ̂′′(ω) =
1

ω
− ε̂′(ω)− ε∞
ω (ε0 − ε∞)

(4.15)

Experimental values for ε0 and ε∞ can be found in Table 4.2. At high frequencies, it
can be derived from Maxwell’s equations [232] that the dielectric constant is related to
the refraction index n through:

√
ε∞ =

ck

ω
= n (4.16)

where c is the speed of light in vacuum. Since ω/k represents the speed of light in a
medium, the refractive index (always greater than one) expresses that waves always
propagate slower in a medium than in vacuum.

The frequency response is mainly manifested by the presence of low frequency phe-
nomena such as the decay in φ̂′(ω) and the corresponding peak in φ̂′′(ω). In the case
of water, it is clear that the flexible models and the SPC/E model overestimate both
φ̂′(ω) and φ̂′′(ω) in the microwave region, while SPC and TIP4P models underpredict
the response. At higher frequencies, the characteristics of the different models seem
to have less influence on the frequency dependence of the dynamic response. The
rigid models clearly outperform the flexible ones, with the SPC model showing the
best performance. For the remaining systems, Fig. 4.4 confirms the models to which
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FIGURE 4.4: Dynamic response of several organic compounds at 298 K and 1 bar through the
dipole moment autocorrelation function in the frequency domain. For monoethanolamine
(MEA), the simulations are performed at 293 K. Solid lines represent the results obtained in our
simulations using the different force fields introduced in the text. Black circles represent exper-
imental values obtained from Eq. (3.50) using dielectric spectrum data from different sources
for the following systems: water [102–105], ethanol [110–112, 233, 234], ethylene glycol [235],
propylene glycol [123], glycerol [122, 124, 236, 237]. For MEA, black open and filled circles are
experimental values at 278 K [238] and 308 K [239], respectively.
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we attributed a better performance based on the closer similarity to the experimental
relaxation time in Table 4.2. This is because the frequency response of a molecular sys-
tem is purely dependent on this parameter in the range of frequencies we are studying.
For ethanol, the TraPPE-UA force field provides a surprisingly good prediction of the
experimental results, while in the case of ethylene glycol and propylene glycol, the best
performance is shown by the OPLS and the GAFF models, respectively. In addition,
the results corroborate that the frequency response of both glycerol and MEA is better
predicted by the OPLS force field, although for the former the region where the main
features appear is poorly characterised due to the insufficient length of the simulations
we have carried out for this system (100 ns which corresponds to a frequency of 107

Hz).
Once the dynamic response of the different systems has been obtained through the

dipole moment autocorrelation function, the dielectric response is achieved through
Eq. (3.50), or, in our case, using the Havriliak-Negami representation of the dielectric
permittivity given by Eq. (3.82). To obtain an accurate description of dielectric spectra,
it becomes essential to have a good estimate of the static dielectric constant ε0. The
importance of the selection of this parameter is discussed in the following sections.

4.3.4 The Static Dielectric Constant

The long correlation times in the fluctuations of total dipole moment make the calcula-
tion of the static dielectric constant difficult. Previous work has shown the importance
of selecting the appropriate block length for the correct calculation of this property of
water [240, 241].

The static dielectric constant is calculated using Neumann’s formula [138, 153]
which relates this magnitude to the fluctuations of the total dipole moment of the sys-
tem. Two alternative versions of this formula are usually considered:

ε0 = ε∞ +
βT

εvac 3V
〈M ·M〉 (4.17)

ε0 = ε∞ +
βT

εvac 3V
(〈M ·M〉 − 〈M〉 · 〈M〉) (4.18)

where kB = 1.38064852× 10−23 m2 kg s−2 K−1 is the Boltzmann constant, T is the tem-
perature and V is the volume of the system.

In Eq. (4.17) it is assumed that the average dipole moment is zero (〈M〉 = 0) at
any time. This would mean that the dipole moment data are always uncorrelated.
However, if simulation times are not long enough to allow dipole moment data to
decorrelate, this generates a bias in the calculations. By introducing the term 〈M〉 · 〈M〉
in Eq. (4.18), we take this fact into account. At long times, and only when the simulation
is long enough to obtain uncorrelated data, both alternatives are equivalent since the
term 〈M〉 · 〈M〉 vanishes. Therefore, we need either simulations longer than dipole
moment correlation times, or different simulations of about the length of the dipole
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moment correlation time, but independent from each other. In our case, this is achieved
through an annealing procedure by which we generate four independent samples.
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FIGURE 4.5: Effect of the simulation length on the static dielectric constant. Solid lines show
running averages of the static dielectric constant for simulations started from energetically equi-
librated samples, at 298 K and 1 bar. For MEA, the simulations are performed at 293 K. The re-
sults are obtained using Neumann’s formula (Eq. (4.18)). Dashed lines correspond to the term
containing the square of the average dipole moment

(
〈M〉 · 〈M〉

)
in Eq. (4.18), which should

vanish at long times to consider the static dielectric constant converged. Dotted horizontal
lines represent experimental values obtained from different sources: water [224], ethanol [219],
ethylene glycol [226], propylene glycol [228], glycerol [229] and MEA [230].
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The importance of employing decorrelated dipole moment data is better illustrated
by the results shown in Fig. 4.5 for the compounds studied in this work. To ensure
the convergence of the static dielectric constant, the simulations are extended until the
term containing the square of the average dipole moment

(
〈M〉 · 〈M〉

)
in Eq. (4.18)

converges to zero, with a maximum simulation length of 100 ns. In this manner, we
obtain converged values of the static dielectric constant for most models (see Table 4.2).
However, this is clearly not possible in the case of glycerol for which longer simulations
would be required to obtain the final value predicted by the models.

Nevertheless, even ruling out the effect of the simulation length, most potential
models do not seem to provide acceptable results, since none of them gives predictions
that statistically agree with the experimental values. It has been reported previously
that this property is not well predicted by nonpolarizable force fields, such as the ones
used in this work [161]. In the case of water, it would appear flexibility provides an
improvement in the prediction of ε0, particularly in the case of the Fw-SPC model, but
this is at the cost of affecting the response at intermediate frequencies, as shown in
Sec. 4.3.3.

The consequence of this, through Eq. (3.50), and as shown below in section 4.3.5,
is that the loss factor ε′′(ω) is also poorly estimated, which in turn would lead to in-
accurate estimates of dielectric heating rates. Therefore, due to the uncertainty in the
prediction of the static dielectric constant, in the following it is decided to use the corre-
sponding experimental value in the determination of dielectric spectra of the different
systems under consideration. The effect of this choice on the shape of dielectric spectra
is also discussed in section 4.3.5.

4.3.5 Dielectric Spectra

At this point all the parameters that are necessary to obtain dielectric spectra accord-
ing to the methodology explained in section 3.4.4 have been determined. Figure 4.6
summarises the results obtained in the prediction of the dielectric spectra of several
organic compounds, applying the Havriliak-Negami model (Eq. (3.82)). Generally, a
fairly good agreement with experimental data is reached, with at least one of the mod-
els providing an acceptable result for the prediction of dielectric spectra.

The main absorption peak observed in the low frequency end of the imaginary
part of the dielectric spectrum, in Fig. 4.6, is associated with dipole reorientation as
a response to a time-dependent electric field [90, 122, 124]. It is typically known as
α-relaxation peak, and for relatively small molecules such as the ones studied here,
it usually occurs in the microwave or high frequency radio wave region, at ambient
conditions. As a description of this process, the Debye model (see Eq. (3.72)) assumes
dipoles relax independently from each other, with a common relaxation time. How-
ever, in most materials this somehow ‘ideal’ behaviour does not take place. The fact
that for most systems the use of the HN model provides a significant improvement with
respect to the Debye model (see Table 4.2), is an indication of a broader distribution of
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FIGURE 4.6: Dielectric spectra of several organic compounds obtained via molecular dynamics
simulations at 298 K and 1 bar. For monoethanolamine (MEA), the simulations are performed
at 293 K. Solid lines represent the results obtained in our simulations using the different force
fields introduced in the text, and employing the experimental static dielectric constant ε0 and
infinite frequency dielectric constant ε∞ in the calculations. Dashed lines correspond to results
using Neumann’s formula (Eq. (4.18)) to calculate the static dielectric constant, for the force
fields showing a better performance in the prediction of the dielectric spectrum in every case
(water SPC, ethanol TraPPE-UA, ethylene glycol OPLS, propylene glycol GAFF, glycerol OPLS
and MEA OPLS). Black circles represent experimental values obtained from different sources
for the following systems: water [102–105], ethanol [110–112, 233, 234], ethylene glycol [235],
propylene glycol [123], glycerol [122, 124, 236, 237]. For MEA, black open and filled circles are
experimental values of the dielectric spectrum at 278 K [238] and 308 K [239], respectively.
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relaxation times in those materials. As deduced from the value of the parameters of
the Havriliak-Negami model (see Table 4.2), water is the system that conforms most
closely to the Debye model. For the remaining materials, the deviation of β from unity
results in an asymmetric broadening of the spectrum, also called excess wing [124].
This means that the relaxation time predicted by the HN model will no longer coin-
cide with the relaxation time corresponding to the maximum loss, as estimated by the
Debye model. This is clearly the case for ethanol OPLS, where τHN is definitely larger
than τD. For other systems, the more β differs from one, the larger is the relaxation time
predicted by the Havriliak-Negami model with respect to the Debye relaxation time.

In the high frequency end of the spectra (above 1011 Hz), our results seem to sys-
tematically underpredict experimental data. This suggests the existence of additional
processes in that region which we are not taking into account in our single relaxation
model. Adding a second relaxation process in this region will probably provide better
results. However, since we are principally interested in commercially available mi-
crowave frequencies (0.915, 2.45 and 5.8 GHz), we do not consider necessary to add an
additional relaxation process in this study.

Effect of the static dielectric constant

For the different molecules under consideration, dashed lines in Fig. 4.6 represent the
best dielectric spectra predictions obtained using Eq. (3.82), when the static dielectric
constant ε0 is calculated from simulation data, using Neumann’s approach (Eq. (4.18)).
In most cases, the low-frequency end of the real part of the dielectric spectrum and
the magnitude of the main absorption peak in the dielectric loss do not match the ex-
perimental results. Slight differences can be observed in the cases of water, propylene
glycol and glycerol, while the results are clearly underestimated for ethanol and ethy-
lene glycol, and overpredicted for MEA. This is related to the value of the static di-
electric constant estimated by the different models (see Table 4.2). This variable acts
as a scaling factor for the magnitude of both real and imaginary parts of the dielectric
response. However, the dynamics

(
i.e. the frequency-dependence of ε′(ω) and ε′′(ω)

)
are not clearly affected by this fact and follow the experimental trend, as shown in
section 4.3.3.

By using the experimental value of the static dielectric constant in Eq. (3.82), instead
of the one obtained from the simulations, the dielectric spectra predictions are clearly
improved (solid lines in Figure 4.6). This demonstrates the importance of using a good
value for the static dielectric constant. Even though the models may not reproduce
the static dielectric constant, they do appear to correctly describe the dipole-dipole
autocorrelation function φ(t). By simply introducing the experimental static dielectric
constant in Eq. (3.82), one can obtain good results in the prediction of dielectric spectra.
This is clearly the case for the models showing a better performance in the estimation of
the dielectric spectra of ethanol (TraPPE-UA), ethylene glycol (OPLS) and MEA (OPLS).
In the cases of propylene glycol (GAFF) and glycerol (OPLS), the improvement is also
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visible, although not so significant. Finally, the performance of the rigid SPC and TIP4P
water models is significantly improved with respect to results obtained by English et
al. [169, 170]. Therefore, one should not use the static dielectric constant as the only
judge of the ability of a molecular model to predict dielectric properties.

Although we recognize the theoretical inconsistency of substituting the calculated
ε0 by the experimental one, we consider this is a useful and practical method to esti-
mate ε′(ω) and ε′′(ω). It avoids the need for extraordinarily long simulations or highly
accurate models to determine the static dielectric constant. This becomes particularly
important when a good knowledge of the magnitude of the dielectric response is re-
quired for the prediction of the heat a molecular system can absorb from a microwave
field (see Eq. (2.80)). It seems unlikely that classical force fields of the type used here
will ever be satisfactory for production of a wide range of thermodynamic and dynam-
ical phenomena simultaneously, and so methods that can correct for their weaknesses
are desirable. In this case, we have shown that prediction of dielectric heating can be
systematically improved if the experimental static dielectric constant is known a priori.

Effect of size and polarity

Finally, the dielectric spectra of the different substances under consideration are com-
pared in Fig. 4.7, using the results provided by the best force fields in every case. This
clearly shows how as the size of the molecule increases, the relaxation frequency de-
creases (i.e. the dynamics slow down). This was expected since the rotation of larger
molecules is generally more impeded, and therefore the changes in dipole moment will
take longer. In addition, it is possible to observe the effect of polarity on the maximum
of the dielectric loss. The most polar species (i.e. water, glycerol, ethylene glycol) show
a higher peak and, consequently, have the highest potential to transform electromag-
netic energy into heat.
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FIGURE 4.7: Comparison of the dielectric spectra of different organic substances. The force
fields that show a better performance in the prediction of the dielectric response are used in
this representation: water SPC (blue), ethanol TraPPE-UA (red), ethylene glycol OPLS (black),
propylene glycol GAFF (orange), glycerol OPLS (green) and MEA OPLS (magenta).

4.4 Conclusions

In this work, we have examined the ability of molecular dynamics simulations to pre-
dict the dielectric spectra of small molecules in the microwave region. This is an essen-
tial feature if one wants to estimate the heat a dielectric material can absorb from an
external microwave field. The methodology used here analyses the time fluctuations
of the total dipole moment of a molecular system. All-atom and united-atom force
fields, which have mainly been developed to accurately reproduce experimental ther-
modynamic properties, generally give good predictions for the frequency-dependent
dielectric constant of a series of alcohols and glycols, as well as for monoethanolamine,
so long as the correct value of the static dielectric constant is used.

Despite the good performance in describing the dynamics of the dielectric response
of the systems under consideration, most of the models have difficulties in predicting
the static dielectric constant, which is a crucial parameter in the scaling of dielectric
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spectra. The use of non-polarizable force fields in our simulations may have an influ-
ence on the molecular motion, hence affecting the static dielectric constant. Another
limiting factor could be the long time scales required to achieve an accurate value of
this property, which corresponds to the magnitude of total dipole moment fluctuations,
especially for larger systems.

The solution adopted here is to use the experimental value of this magnitude in
conjunction with the dynamics predicted by molecular simulations. This can avoid
the need for extraordinarily long simulations for systems for which the static dielectric
constant is a well known property or can be easily measured experimentally.

With these considerations in mind, the models evaluated in this work are able to
capture the main experimental features. The simulated dielectric spectra of all the
systems we analyse exhibit an α-relaxation peak, characteristic of these types of sub-
stances. In addition, while water possesses a Debye-like relaxation, alcohols, glycols
and monoethanolamine show signs of an excess wing in the high frequency end of the
α-relaxation peak, which has been described in the literature [124].

Currently, due to limitations in computational hardware, all-atom molecular dy-
namics simulations cannot describe interesting features in the dielectric relaxation of
a material that occur on times scales greater than or on the order of µs. However,
the ability of these simulations to reproduce the characteristics of the dielectric spec-
tra at higher frequencies, as demonstrated here, gives confidence on the possibility of
using the force fields studied in this work for the prediction of dielectric spectra of com-
pounds for which experimental data are not available. Together with other recent work
in this field, this study opens the possibility to use molecular dynamics simulations as
a powerful tool in areas such as the study of glass-forming materials, the analysis of
polymer dynamics, or the examination of the dielectric behaviour of mixtures.



Chapter 5

Dielectric Spectra of Ethanol/Water
Mixtures

In this chapter we extend the determination of dielectric spectra to two-component sys-
tems. Although empirical models have been developed to predict dielectric spectra of
mixtures, based on the properties of their pure components, several studies show how
the composition dependence of dielectric properties tends to have a complex non-linear
behaviour, particularly when polar components are involved. The use of molecular
simulations can give a more realistic estimate for these properties, while improving the
understanding of the structure and dynamics of the system. We start with a review of
some experimental and theoretical studies on dielectric spectroscopy and microwave
heating of mixtures, and then proceed to briefly describe the methodology applied for
the prediction of dielectric spectra of binary systems in this work. Next, we present
our results for the particular case of ethanol/water mixtures, and compare these results
with predictions provided by established empirical methods. Finally, we decompose
the global dielectric response into contributions at different levels, to provide a deeper
insight into the mechanisms leading to this response.

5.1 Introduction

The interest in determining dielectric spectra of mixtures resides on studying the
dynamics of these systems and identifying possible deviations from the behaviour of
pure components and their ideal mixture. The amount of experimental work in this
area is significant and includes systems such as alcohol/water [112, 234, 242–249],
glycine/water [250, 251], DMSO/alcohol [252], and mixtures of acetone, DMSO and
isopropanol [253]. Other authors have investigated the dielectric response of aqueous
solutions of α-D-glucose [254, 255], lysine [256] and nucleotides [257], mixtures
of acrylic esters and alcohols [258], ionic liquids in water [259] and ethanol [260],
and p-fluorophenyl acetonitile/2-butylphenol and 2-chlor-6-fluoro-benzaldehyde/o-
ethylphenol systems [261]. Mixtures of ethanol and benzene have also received some
attention in the literature [262–265]. This is an interesting system as it combines polar
and non-polar molecules. The microwave heating efficiency in these types of binary
systems has been shown to depend significantly on the non-ideality of the mixture,

84
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where higher heating rates are obtained for compositions at which negative deviations
from the ideal solution are observed, and intermolecular interactions are weaker [266].

One of the most studied systems is the ethanol/water mixture. Ethanol molecules
are among the smallest molecules to have both hydrophobic and hydrophilic groups.
This is the reason why aqueous ethanol solutions are considered as a reference for the
study of interactions in biological processes, such as protein folding, ligand binding or
membrane assembly, where hydrophobic hydration has a significant influence [267].
In addition, ethanol/water mixtures can be found in numerous applications ranging
from their use as a solvent, biofuel or alcoholic beverage. Using microwaves as an
alternative heating option for these systems (e.g. for distillation or pervaporation) has
also been studied in the past [62, 268, 269].

The concentration and temperature dependence of the dielectric spectrum of this
binary system has been studied by several authors [112, 234, 242–245, 249, 270, 271],
including the interpretation of the physical origin of the different observed relaxation
mechanisms. These mixtures are generally characterised by the presence of two
relaxation processes, with a third process appearing at high ethanol concentrations.
The first and most intense relaxation (τ1 ≈ 8 − 200 ps) has frequently been assigned
to the dynamics of the reorganisation of the entire hydrogen bond network and is
highly dependent on temperature and concentration. Despite the presence of two
different components in the mixture, their individual contributions cannot be clearly
discerned, which suggests a collective response appearing as a single peak in the
spectrum, generally modelled as a Cole-Cole or Cole-Davidson relaxation. The larger
magnitude of this relaxation process is explained by the fact that the majority of the
molecules in the mixture form part of an extensive hydrogen bond network, through
multiple hydrogen bond interactions [272]. A fact that may appear counter-intuitive
is the increase of relaxation time with growing ethanol concentration. Water has a
stronger hydrogen bonding structure than ethanol, and one could think that dipole
reorientation in highly aqueous systems might be more constrained [249]. In this
context, a "wait-and-switch" model [273] has been suggested to describe the dynamics
of the liquid phase. According to this mechanism, a "waiting" time (τ1) is required for
the hydrogen bond network to reorganise and find the next available site to "switch"
a hydrogen bond (τ3). It is known that oscillations of free OH groups, related to the
formation and breakage of hydrogen bonds, show as fast relaxation processes in the
spectrum (τ3 ≤ 2 ps). However, the availability of sites to form new hydrogen bonds is
limited. The increase of water concentration in the mixture, results in increasing prob-
ability of finding hydrogen bonding sites, which in turn decreases the potential energy
barrier between two dipolar orientations. Therefore, the activation energy required to
perform a molecular rotation can be more easily overcome in media with high water
content, resulting in shorter "waiting" times τ1 [249]. On another note, in pure ethanol,
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hydrogen bonding is known to develop into a chain-like structure [272, 274]. As a
consequence, at high ethanol concentrations, an additional intermediate relaxation
process is thought to arise from the fluctuations of terminal single hydrogen-bonded
ethanol monomers of the chain structure (τ2 ≈ 7 − 12 ps). As water molecules are
introduced in the mixture, they tend to infiltrate the ethanol chain structure, giving rise
to shorter chains, and therefore increasing the number of terminal ethanol molecules.
This results in a more intense intermediate relaxation process with growing fraction
of water in the mixture. However, when an approximately equimolar mixture is
reached, the speed-up of the main relaxation process (τ1) results in an overlap with
this intermediate mode (τ2), and its contribution is difficult to observe experimentally.
Both the intermediate (τ2) and fast (τ3) processes can generally be modelled by means
of simple Debye relaxations.

In general, the previous studies have shown how the dielectric response of alco-
hol/water mixtures is driven by the dynamics of their hydrogen bond network and
the hydrophobic effects related to their alkyl groups. In line with the iceberg model
suggested by Frank and Evans [275], the first hydration shell around hydrophobic
groups has historically been assumed to have the structure of clathrate hydrates, in
which water molecules are hydrogen-bonded in a configuration closer to a tetrahedral
structure than bulk water itself. The more ordered structure would be characterised by
a large entropy decrease and heat capacity rise with respect to bulk water. However,
in recent years this assumption has been challenged by several experimental and the-
oretical studies [271, 276–282], which suggest the enhancement of hydrogen bonding
in the first hydration shell of hydrophobic solutes does not actually occur, or at least
not to a large enough extent to explain the significant entropy drop [283–285]. In these
studies, this more ordered structure is associated to the formation of a cavity in the
solvent in which the solute can be introduced [286].

Using molecular dynamics (MD) simulations with polarisable models, Noskov et
al. [287] have shown how hydrogen bonding is intensified in the first hydration shell
in the surroundings of hydrophobic groups, but is more intensely depleted in the
vicinity of hydroxyl groups, generating a net depletion of hydrogen bonding in the
first hydration shell of ethanol. This phenomenon is however balanced out by a larger
enhancement in the second hydration shell, which results in a global strengthening
of the hydrogen bond network. At high ethanol concentrations, approximately above
the equimolar mixture, a transition from a percolating network of hydrogen-bonded
water molecules to a more disperse structure is clearly observed. The lower amount
of water molecules in the second hydration shell diminishes its compensation effect,
and the depletion of water hydrogen bonds in the first shell becomes dominant. As a
consequence, the net outcome is a weakening of the global hydrogen bond structure.
Zhong and Patel [288], using a different polarisable model, agree with the net positive
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excess in water hydrogen bonding at low ethanol concentrations, although in their
case they observed a depletion of hydrogen bonds in the surroundings of hydrophobic
groups and an enhancement in the vicinity of hydroxyl groups in the first hydration
shell, in contrast with Noskov’s results. The contribution of the second hydration shell
is also positive but its magnitude is significantly smaller. More recently, Ghoufi et
al. [289], confirmed Noskov’s observations for high ethanol concentrations using non-
polarisable force fields. They explain the weakening of the hydrogen bond network as
a transition from a percolating network formed by hydrogen-bonded water molecules
to a non-percolating network in which water and ethanol form clusters of decreasing
size as the concentration of ethanol increases. These clusters may however be in the
origin of the difficult separation of water from ethanol at high concentrations. For
concentrations higher than the azeotropic composition, water molecules were found
to be fully dispersed.

Through experimental studies, Li et al. [271] seem to agree with most of the
previous conclusions, and suggest a model with three critical alcohol compositions
x1, x2 and x3. Below x1, large hydration shells are formed in the surroundings of
the hydrophobic group of alcohol molecules. Above this concentration, extended
hydrogen bond networks are generated as water molecules show a preference for
the hydroxyl groups of alcohols. The resulting hydrogen bond structure becomes
increasingly stronger until a mole fraction x2 is reached. At this point, a minimum
in the diffusivity of alcohol molecules is observed, which corresponds to a situation
in which the mixture achieves its most structured configuration. For higher concen-
trations, alcohol molecules tend to aggregate, reducing the strength of the hydrogen
bond network, until reaching a point (x3) in which water and ethanol diffusivities
become independent. Certainly, and although a significant progress has been made
in the study of the concentration dependence of the hydrogen bond network of
alcohol/water mixtures, the mechanism is not fully understood.

Despite the abundant literature based on experimental studies, computational
work on the determination of dielectric properties of mixtures is not very common.
Nevertheless, some work has been carried out on this topic, leading to the develop-
ment of both theoretical and empirical mixing rules for the interpolation of dielectric
properties of mixtures from their pure constituents [90, 290–292]. Additionally,
Zasetsky et al.. determined the dielectric spectrum of methanol/water mixtures in the
GHz/THz region using MD simulations [293]. In their study, the authors introduce a
method to obtain the distribution of relaxation times from the dipole moment autocor-
relation function. Analysing the individual contribution of the two components of the
mixture, they conclude that both exhibit two distinct relaxation modes. Additionally,
accurate values of the static dielectric constant of ethanol/water mixtures have also
been obtained using molecular dynamics simulations with polarisable force fields [287,
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TABLE 5.1: Mole fractions and number of molecules employed in the molecular dynamics sim-
ulations of ethanol/water mixtures carried out in this work.

xEtOH NEtOH Nwater

0.00 0 1000

0.08 80 920

0.20 200 800

0.50 500 500

0.80 800 200

1.00 1000 0

288]. However, as far as we are aware, no previous attempt has been carried out to
obtain dielectric spectra of ethanol/water mixtures through MD simulations.

In this chapter, we show the results we have obtained for the concentration depen-
dence of the dielectric response of ethanol/water mixtures using MD simulations. We
compare our predictions with the ones obtained through alternative empirical meth-
ods. Additionally, and with the aim of providing further information on the origin
of the dielectric response in alcohol/water systems, we decompose the result into dif-
ferent contributions at both the total component and the molecule levels. The results
obtained in this work are therefore helpful to reach a better understanding of changes
in the dynamics of alcohol/water mixtures with increasing alcohol concentration, and
can be useful to model microwave heating profiles of these systems.

5.2 Simulation Details and Analysis

5.2.1 Simulation details

The conditions used to carry out the molecular dynamics simulations which results
are presented in this chapter are equivalent to the ones described in section 4.2.2.
Ethanol/water mixtures of different concentrations are simulated, as shown in Ta-
ble 5.1.

Ethanol is modelled by means of the TraPPE-UA force field, which showed the best
performance for the prediction of dielectric spectra for pure ethanol, according to the
results obtained in Chapter 4. In the case of water, we decide to use a modified version
of the Fw-SPC model, in which we suppress bond stretching flexibility. According to
the results obtained for pure water (see Table 4.2), flexibility slows down the dielectric
response, resulting in longer relaxation times for the Fw-SPC model with respect to the
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experimental value. By constraining bond stretching, we intend to speed up the dielec-
tric response of the Fw-SPC model, while hopefully preserving its ability to reproduce
the static dielectric constant of water to an acceptable level. In addition, we obtain com-
patibility between the modified Fw-SPC model and the TraPPE-UA force field, in the
sense that both are characterised by rigid bonds and flexible angles. The suppression
of bond stretching allows the use of longer time steps (1 fs) and reduces the duration
of our simulations, while obtaining reasonable results as shown below.

Previous studies have used polarisable force fields [287, 288]. However, we con-
sider this level of detail is not necessary for the properties we intend to predict. In fact,
using non-polarisable force fields, we are able to perform simulations that are 5 to 10
times longer. This is important for the accurate representation of the dielectric response
since we assure we are covering enough correlation lengths (see section 3.4.2). In our
work, we perform four independent simulations of 25 ns at every concentration, in line
with the methodology used in Chapter 4.

5.2.2 Analysis of results: definition of dipole moment correlation functions

As mentioned previously, in this chapter we provide a deeper analysis of the mech-
anisms leading to the dielectric response of ethanol/water mixtures by decomposing
the total dielectric response into different contributions. In Table 5.2 we extend the def-
inition of dipole moment correlation functions (see Section 3.4) to binary systems, and
we introduce the separate levels of detail we analyse in this case. This includes the av-
erage contribution of individual molecules (φmol 1(t), φmol 2(t)), the total contribution
of each component of the mixture (φ1(t), φ2(t)), and the global response of the entire
simulation box (φbox(t)). Note that for binary systems, the observable global dielectric
response is not only generated by the sum within the self-interactions of the individual
constituents of the mixture (C11(t) and C22(t)). Instead, the cross-correlations between
species (C12(t) and C21(t)) also have to be taken into account.
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5.3 Results and Discussion

5.3.1 Thermodynamic properties

In analogy with the work carried out in Chapter 4, we initially validate our simulations
by determining a number of thermodynamic properties. Figure 5.1 shows the influence
of composition on density ρ, thermal expansion coefficient αp, isothermal compress-
ibility κT and heat capacity cp of ethanol/water mixtures. In general, the main exper-
imental trends are satisfactorily captured by the force fields employed in this work.
The evolution of density is particularly well predicted, including a closer estimation of
the density of pure water by the modified semi-flexible Fw-SPC model, with respect
to the original fully flexible Fw-SPC model (see Table 4.1). For both thermal expan-
sion coefficient and heat capacity, the simulations provide an outstanding prediction
of these properties for pure ethanol, however the results for pure water are somehow
overestimated. The restriction of bond stretching in the modified Fw-SPC model re-
sults in higher thermal expansion coefficient and lower heat capacity (see Table 4.1).
The high values obtained for pure water explain the general overprediction of these
properties with respect to experimental results at intermediate concentrations. Even
though, the evolution with mixture concentration seems to be conserved, especially for
heat capacity, where more data are available for comparison. Finally, the isothermal
compressibility clearly follows the experimental trend with again a slight overestima-
tion with respect to experimental data. The minimum of isothermal compressibility
observed in the experimental results at a mole fraction of ethanol of approximately 0.1
can only be guessed from our predictions. Additional simulations in that concentra-
tion region would be required to confirm this feature. In general, the Fw-SPC presents
slight deviations in the prediction of absolute values of some thermodynamic proper-
ties of water which affect the estimation of these properties of ethanol/water mixtures,
particularly at low ethanol concentrations. However, as shown in Chapter 4, this is
compensated by a good prediction of dielectric properties which is the main focus of
this work.

5.3.2 Dipole moment autocorrelation function in binary systems

In Chapter 4, we limited ourselves to the use of single relaxations in the analysis of
the dielectric response of one component systems. However, as mentioned in the
introduction of this chapter, ethanol/water mixtures are generally modelled as the
superposition of three relaxation processes. Only in the case of pure water, does a
two relaxation process suffice to reproduce the response. As an example, in Fig. 5.2
we compare the performance of different models when fitting the dipole moment
autocorrelation function (ACF) of an equimolar ethanol/water mixture at 298 K and
1 bar. As expected, the use of a single Havriliak-Negami (HN) relaxation provides a
better result than a single Debye process. Nevertheless, it is clearly observed how a
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FIGURE 5.1: Influence of composition on thermodynamic properties of ethanol/water mixtures
at 298 K and 1 bar. Filled symbols represent results obtained from our simulations. Open
symbols correspond to experimental data obtained from different sources: density ρ [243, 294],
thermal expansion coefficient αp [203, 207, 295–301], isothermal compressibility κT [204, 207,
295, 302–309], and heat capacity cp [310–317]. Error bars are smaller than symbol sizes. The
dashed lines are a guide to the eye.

minimum of two relaxation processes (1 HN + 1 Debye model – Eq. (3.92)) is required
to reproduce accurately the result obtained in our simulations. The additional Debye
relaxation is included to take into account fast processes occurring at very short
correlation times. Moreover, the introduction of an intermediate Debye relaxation
process (1 HN + 2 Debye model – Eq. (3.96)) further improves the accuracy of the fit in
that region. This result is consistently observed in the wide range of concentrations we
have included in our study. Therefore, in the following we will use a combination of
one Havriliak-Negami and two Debye relaxation processes to fit dipole moment ACF
of ethanol/water mixtures, with the noted exception of pure water, for which adding
an intermediate relaxation process does not significantly improve the fit.
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FIGURE 5.2: Comparison of the performance of different models used for the fit of dipole mo-
ment ACF of mixtures. Data in the figure correspond to a simulation performed at 298 K and
1 bar for an ethanol/water mixture with an ethanol mole fraction of 0.5. Black circles represent
the dipole moment ACF obtained from simulation. Four models are compared: single Debye
(orange), single HN (green), 1 HN + 1 Debye (red) and 1 HN + 2 Debye (blue).

5.3.3 Dielectric response of ethanol/water mixtures through MD simula-
tions

The literature survey performed in the introduction of this chapter revealed the
significant influence of concentration on the dielectric response of binary systems.
In Fig. 5.3 we present the results we obtain for the concentration-dependence of the
dipole moment ACF of ethanol/water mixtures. As previously explained in Chapter 4,
the results shown in Fig. 5.3 originate from averaging dipole moment ACFs obtained
from four independent simulations. The generally small error bars indicate a low
variability between the different runs for this particular system. As mentioned above,
a 1 HN + 1 Debye model is used for pure water, while a 1 HN + 2 Debye fit is used
when ethanol is present in the mixture.

Observing Fig. 5.3, we realise that the initial relaxation at short times is practically
independent of composition. However, the influence of concentration becomes clear
when we focus on the main relaxation process. The faster decays observed as the mix-
ture approaches pure water are an indication of faster dynamics in the reorganisation
of the hydrogen bond structure. As the concentration of water increases, more and
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FIGURE 5.3: Evolution of dipole moment autocorrelation function with composition in
ethanol/water mixtures at 298 K and 1 bar

more hydrogen bonding sites become available, which results in more frequent modi-
fications of the network. Although it is not easily appreciated, an intermediate and less
intense process is also captured by the model. The influence of concentration on the
different relaxation parameters given by these models is summarised in Table 5.3 and
Fig. 5.4, 5.5 and 5.6.

The first aspect to note observing Fig. 5.4 is the surprisingly good agreement be-
tween the main relaxation time (τ1) obtained from our simulations and the experimen-
tal data. A slight underprediction is observed, particularly at intermediate ethanol
compositions, but the trend in the data is equivalent. Small differences in the value of
τ1 can be attributed to the fact that most experimental studies have not used a 1 HN +
2 Debye model, and employ simpler expressions instead. Some model the main relax-
ation by means of three purely Debye processes or use a lower number of relaxations.
In any case, this represents a significant achievement in terms of predicting microwave
heating rates, since this process is dominated by this relaxation, which corresponds
to the reorganisation of the hydrogen bond network according to the literature [234,
242–245, 249, 270, 271]. According to the experimental results, two distinct, nearly lin-
ear regions (in logarithmic scale) can be observed and intersect at a mole fraction of
approximately 0.2, as previously noted by Bao et al. [242]. Despite the reduced num-
ber of simulation results, this feature seems to be captured by the force fields used in
this work. This mole fraction has previously been reported as a turning point for sev-
eral processes in ethanol/water mixtures. Below this concentration, ethanol molecules
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TABLE 5.3: Dielectric relaxation parameters for ethanol/water mixtures at 298 K and 1 bar.

xEtOH 0.00 0.08 0.20 0.50 0.80 1.00

τ1/ps 8.93 ± 0.10 13.8 ± 0.3 21.3 ± 0.6 41.3 ± 0.7 85 ± 3 125 ± 3

A1 0.981 ± 0.004 0.959 ± 0.005 0.95 ± 0.02 0.943 ± 0.008 0.920 ± 0.006 0.910 ± 0.005

α 0.990 ± 0.004 0.992 ± 0.003 0.97 ± 0.02 0.94 ± 0.03 0.97 ± 0.02 0.98 ± 0.02

β 1.00 1.00 0.99 ± 0.02 1.00 1.00 1.00

τ3/ps – 1.3 ± 0.4 1.3 ± 1.0 1.0 ± 0.4 1.5 ± 0.4 1.4 ± 0.4

A3 – 0.018 ± 0.004 0.03 ± 0.02 0.032 ± 0.004 0.046 ± 0.004 0.045 ± 0.001

τ4/ps 0.03 ± 0.01 0.066 ± 0.005 0.04 ± 0.02 0.09 ± 0.02 0.14 ± 0.02 0.18 ± 0.02

A4 0.019 ± 0.001 0.023 ± 0.001 0.016 ± 0.004 0.025 ± 0.004 0.034 ± 0.002 0.045 ± 0.004

ε0 78.4 65.6 55.1 39.2 29.4 24.7

ε0 sim 76.0 ± 0.7 62.8 ± 0.2 49.9 ± 0.4 29.2 ± 0.3 21.6 ± 0.5 17.7 ± 0.4

ε∞ 3.35 3.24 3.08 2.68 2.27 2.00
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FIGURE 5.4: Variation of relaxation times with concentration in ethanol/water mixtures at
298 K and 1 bar. Circles represent the relaxation times of the dominant HN relaxation (1),
while stars, squares and triangles correspond to the intermediate (2), fast (3) and very fast (4)
processes, respectively. Filled symbols correspond to the fit of the 1 HN + 2 Debye model to
simulation data. In the case of pure water (xEtOH = 0), a 1 HN + 1 Debye model is used. Open
symbols correspond to experimental data obtained from different sources: τ1 [234, 242–244, 249,
271], τ2 [234, 243, 271] and τ3 [234, 271]. The dashed lines are a guide to the eye.
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FIGURE 5.5: Variation of relaxation intensities with concentration in ethanol/water mixtures at
298 K and 1 bar. Circles represent the relaxation intensities of the dominant HN relaxation (1),
while stars, squares and triangles correspond to the intermediate (2), fast (3) and very fast (4)
processes, respectively. Filled symbols correspond to the fit of the 1 HN + 2 Debye model to
simulation data. In the case of pure water (xEtOH = 0), a 1 HN + 1 Debye model is used. Open
symbols correspond to experimental data obtained from different sources: A1 [234, 243, 271],
A2 [234, 243, 271] and A3 [234, 271]. The dashed lines are a guide to the eye.
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FIGURE 5.6: Variation of Havriliak-Negami’s α and β parameters with concentration in
ethanol/water mixtures at 298 K and 1 bar. Circles represent values of parameter α, while
triangles correspond to parameter β. Filled symbols correspond to the fit of the 1 HN + 2 De-
bye model to simulation data. In the case of pure water (xEtOH = 0), a 1 HN + 1 Debye model
is used. Open symbols correspond to experimental data [234]. The dashed lines are a guide to
the eye.
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are believed to participate in circular clusters commonly observed in pure water, at
the price of slowing down the dielectric response [242]. For higher concentrations, self-
interactions between ethanol molecules lead to a different organisation of the hydrogen
bond network. In addition, at this concentration both activation enthalpy and activa-
tion entropy of the dominant relaxation process reach their maximum value, and the
shear viscosity exhibits a relative minimum [243, 244].

Our simulations seem to fully capture the fast relaxations associated to formation
and breakage of hydrogen bonds, with relaxation times τ3 ≈ 1 − 2 ps. However, it
was not possible to discern an additional intermediate process (τ2 ≈ 7 − 12 ps), as
seen in experimental studies, and related to the formation of ethanol chains at higher
ethanol concentrations [234, 243, 271, 272, 274]. It is possible that the force fields em-
ployed in this work are not able to reproduce this phenomenon. Finally, the accurate
fit of dipole moment ACFs generated through simulations requires an even faster pro-
cess (τ4 ≈ 0.02 − 0.2 ps). Since, these values are greater than the time step used in
our simulations (1 fs), but less than the trajectory sampling times (0.1 ps), this pro-
cess cannot be attributed to any physical mechanism captured by the simulations, and
could be the result of the contribution of several high frequency phenomena. Never-
theless, Li et al. [271] observed relaxation times τ4 in this same order of magnitude for
pure ethanol. In summary, we can conclude that although our results require the same
number of relaxation processes as the most elaborate experimental fits [234, 243, 271],
the intermediate relaxation (τ2) is not captured by our models, and a very fast process
(τ4) appears, whith an uncertain physical mechanism. Even so, the excellent results
obtained for the main relaxation process (τ1) and the fast process (τ3) allow for further
interpretation of the results in terms of the dynamics of the hydrogen bond network.

Analysing the intensity of the different relaxation processes, the relative intensity of
the main process (A1) is significantly larger than that of faster processes. As explained
in the introduction of this chapter, this is due to the larger number of molecules impli-
cated in this process, which is believed to correspond to the reorganisation of the entire
hydrogen bond network [243]. Although less intense, faster processes seem to gain
more importance as the concentration of ethanol in the mixture increases (see Fig. 5.5).
In spite of the fact that experimental data are somewhat scattered, the same trend seems
to appear for the relaxation processes we are able to reproduce (A1 and A3).

The symmetric and asymmetric deviations from the Debye model, given by the
Havriliak-Negami parameters α and β, are both relatively weak. In the case of α, a
minimum is observed for concentrations close to the equimolar mixture, in correspon-
dence with experimental results [234]. This could have implications on the ideality
of the mixture at those concentrations. Another important feature to consider is the
nearly Debye behaviour of the main relaxation of pure ethanol (α = 0.98 and β = 1.00,
see Table 5.3). This differs significantly from the results obtained in Chapter 4, where
we used a single HN relaxation to fit the simulation data (α = 1.00 and β = 0.71, see
Table 4.2). This suggests that the asymmetric broadening in the spectra observed for a
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FIGURE 5.7: Dynamic response through the dipole moment ACF in the frequency domain for
ethanol/water mixtures at 298 K and 1 bar. Solid lines represent results obtained in our sim-
ulations, while circles represent experimental values obtained from Eq. (4.15) using dielectric
spectrum data from different sources [112, 234].

single relaxation fit was in fact due to the presence of additional relaxation processes at
higher frequencies.

As we did for the analysis of one component systems, next we determine the dielec-
tric response of ethanol/water mixtures in the frequency domain and compare it with
available experimental data (using Eq. (4.15)). The results are shown in Fig. 5.7. In gen-
eral our predictions tend to underestimate the experimental response, although they
are always within the same order of magnitude. In addition, the main trends observed
in the experimental data, such as the tendency to a more intense but slower response
as the concentration of ethanol in the mixture increases, are reproduced adequately
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by the models. The most significant deviations appear at intermediate concentrations,
particularly for the equimolar mixture.

In order to obtain an accurate representation of the dielectric spectra of
ethanol/water mixtures from our simulations, we need a good estimate of the static
dielectric constant and the infinite frequency permittivity. In Chapter 4 we showed that
the static dielectric constant ε0 is difficult to determine accurately through MD simula-
tions. In Fig. 5.8a we compare our results with available experimental data [112, 234,
243, 245]. Even though the simulations provide a relatively good prediction, we decide
to use the experimental static dielectric constant instead, due to the deviations observed
towards higher ethanol concentrations. However, the value of this magnitude for some
of the concentrations we have considered in our simulations is unknown. Therefore,
we decided to perform a stretched exponential fit through the available data to obtain
the missing values:

ε0 = A exp

[
−
(
xEtOH
τε0

)γ ]
(5.1)

with A = 78.4, τε0 = 0.821 and γ = 0.740. The fit was forced to pass through the static
dielectric constant of pure components, which are the values known with a higher
level of certainty. In the case of the infinite frequency permittivity ε∞, the available
data are very scattered, as shown in Fig. 5.8b. Most values provided in the literature
originate from fitting experimentally determined dielectric spectra to the Debye
(Eq (3.72)) and the HN (Eq (3.74)) models. In this work, we select the results given by
Li et al. [271] for pure ethanol (ε∞ = 2.00) and pure water (ε∞ = 3.35), and use a linear
interpolation for intermediate concentrations. These authors use 3 Debye and 2 Debye
relaxation models for ethanol and water, respectively, which is a similar strategy to the
1 HN + 2 Debye and 1 HN + 1 Debye models we are employing. The values of ε0 and
ε∞ obtained according to this procedure, for the concentrations used in this work, are
shown in Table 5.3.

With this in mind, and using the relaxation parameters summarised in Table 5.3, we
proceed to calculate the dielectric spectra of ethanol/water mixtures. As previously
stated, a 1 HN + 1 Debye model (Eq. (3.90)) was used for pure water, while a 1 HN
+ 2 Debye model (Eq. (3.94)) was employed for the remaining systems. The resulting
spectra are shown in Fig. 5.9, and compared with experimental data. We can observe
how the prediction of dielectric spectra of ethanol water/mixtures is outstanding, es-
pecially at low ethanol concentrations. In particular, the dielectric loss of pure water is
extremely well described by the semi-flexible Fw-SPC model used in this work, outper-
forming the original Fw-SPC model which was shown in Chapter 4. Small deviations
appear as the concentration of ethanol in the mixture increases. However, the results
are still more than acceptable in those cases. As explained previously, the global dielec-
tric response of the mixture slows down and becomes less intense as ethanol becomes
the dominant component.
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FIGURE 5.8: Influence of concentration on the static dielectric constant and the infinite fre-
quency permittivity of ethanol/water mixtures, at 298 K and 1 bar. Filled circles represent re-
sults obtained in our simulations. Open symbols correspond to experimental data obtained
from different sources. For static dielectric constant: downward facing triangles [112], cir-
cles [234], upward facing triangles [243], squares [245]. For infinite frequency permittivity:
circles [234], downward facing triangles [242], upward facing triangles [243], squares [245],
stars [271]. Solid lines show fits to experimental data.

5.3.4 Comparison with mixing rules

The use of MD simulations to estimate dielectric spectra of mixtures can be compared
to other predictive methods in the literature. In particular, mixing rules are usually em-
ployed to estimate properties of mixtures from their corresponding pure constituents.
This approach has been used before to interpolate values of the static dielectric con-
stant [318, 319], and the dielectric permittivity and loss at specific frequencies [320].
Although not so common, these techniques have also been extended to the interpola-
tion of entire dielectric spectra of mixtures [321, 322]. The ability of mixing rules to
provide reasonable estimates of dielectric spectra at intermediate concentrations have
found some interesting applications. As an example, Abeyrathne et al. developed a
strategy to predict volume fractions of mixtures from dielectric measurements [323].

Several different mixing rules have been developed over time, ranging from a sim-
ple linear interpolation to much more complex expressions. In Table 5.4, we compare
the results of the application of some of the most common mixing rules with the predic-
tions obtained through MD simulations for the estimation of the dielectric loss of the
ethanol/water mixtures considered in this work. In order to assess the performance of
the different models, we compute the relative mean-square deviation of their predic-
tion with respect to the experimental value, within the range of frequencies for which
the experimental dielectric loss of both pure water and pure ethanol are available. In
order to take into account the lower availability of data at certain concentrations (i.e.
xEtOH = 0.20 and xEtOH = 0.80), we introduce weights that ensure those concentrations
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sent results obtained in our simulations, while circles represent experimental values obtained
from different sources [112, 234].

are well represented:

MSD =
∑

all xEtOH

1

N

N∑
j

(
ε′′exp j − ε′′model j

ε′′exp j

)2

(5.2)

where N is the number of available experimental data points at each particular mole
fraction.

It had previously been reported that, for this specific mixture, among the mixing
rules available in the literature, the one that performs best at a frequency of 2.45 GHz is
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TABLE 5.4: Comparison of MD simulation results with mixing rules for the prediction of di-
electric loss of ethanol(1)/water(2) mixtures at 298 K and 1 bar.

Method Equation MSD

MD simulations —
0.128

0.163*

Mixing rules

Ideal mixture ε′′ = xv1 ε
′′
1 + xv2 ε

′′
2 0.472

Kraszewski [324] ε′′ 1/2 = xv1 ε
′′ 1/2
1 + xv2 ε

′′ 1/2
2 0.344

Looyenga [325] ε′′ 1/3 = xv1 ε
′′ 1/3
1 + xv2 ε

′′ 1/3
2 0.373

Power law (α = 0.590 - optimum) ε′′α = xv1 ε
′′α
1 + xv2 ε

′′α
2 0.339

Lichtenecker-Rother [326, 327] ε′′ = ε′′ xv1
1 ε′′ xv2

2 0.476

Bottcher-Bordewijk [328] xv1
3ε′′1

ε′′1 + 2ε′′
+ xv2

3ε′′2
ε′′2 + 2ε′′

= 1 0.404

Bruggeman [329] xv1
ε′′1 − ε′′

ε′′1 + 2ε′′
+ xv2

ε′′2 − ε′′

ε′′2 + 2ε′′
= 0 0.404

Maxwell-Garnett [330] ε′′ = ε′′1 + 3xv2 ε
′′
1

ε′′2 − ε′′1
ε′′2 + 2ε′′1 − xv2 (ε′′2 − ε′′1 )

0.574

Maxwell-Garnett (inverse) [322, 330] ε′′ = ε′′2 + 3xv1 ε
′′
2

ε′′1 − ε′′2
ε′′1 + 2ε′′2 − xv1 (ε′′1 − ε′′2 )

0.357

Peon-Iglesias [331] ε′′ =
(
xv1 ε

′′
1 + xv2 ε

′′
2

) [
1 − 2

3
ln

(
1 + xv1 (ε′′1/ε

′′
2 − 1)

(ε′′1/ε
′′
2 )xv1

)]
0.452

* including pure components

the Kraszweski model (power law with exponent 0.5) [332]. The results we obtain (see
Table 5.4) suggest that this fact persists when we extend the study to the full dielectric
spectrum. The inverse Maxwell-Garnett model and a power law with exponent 1/3
(Looyenga model) provide similar results. However, more complex mixing rules such
as Bottcher-Bordewijk, Bruggeman, Lichtenecker-Rother, Maxwell-Garnett and Peon-
Iglesias models deviate to a larger extent. Observing that power laws seem to provide
the best results, we performed an optimisation of the exponent α using the available
data. The result shows how the use of a power law with exponent α = 0.590 provides
the best fit for the estimation of dielectric spectra of ethanol/water mixtures at 298 K
and 1 bar. In Fig. 5.10, we compare the predictions given by this optimum power law
model, the ideal mixture, and the results obtained through MD simulations. As shown
in this figure, and confirmed by the value of the deviation with respect to experimental
data shown in Table 5.4, the use of MD simulations provides a better estimate than any
of the mixing rules considered here. Even, including the deviations in the predicted
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FIGURE 5.10: The dielectric spectra of ethanol/water mixtures at 298 K and 1 bar. Comparison
between results obtained by means of MD simulations (solid lines), the best mixing rule (power
law with exponent 0.590 – dashed lines) and the ideal mixture (dotted lines). The contribution
of different relaxation processes to the dielectric spectra is shown as shaded regions in the
figure. Finally, open circles represent experimental values obtained from different sources [112,
234].

dielectric loss of pure components from MD simulations, which is non-existent by def-
inition for mixing rules, our estimate over the entire range of compositions is at least
two times more accurate.

In Fig 5.10, we can observe how predictions obtained from mixing rules are very
dependent on the contribution of the individual components (ethanol and water), as
evidenced by the presence of two distinct peaks in the microwave region. However,
this is not observed in the actual experimental results and the results obtained through
MD simulations, for the dominant relaxation process. We can consider this as an in-
dication that the main dielectric relaxation in ethanol/water mixtures results from a
combined response rather than from individual contributions of the different compo-
nents [242]. Furthermore, this could partially validate the hypothesis regarding the
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significant influence of the dynamics of the global hydrogen bond network on the di-
electric response of this system, as described in the introduction of this chapter.

We understand the limitations of MD simulations in terms of time requirements
and accuracy of the current force fields. This is particularly true for systems that are
not as well studied as the ethanol/water mixture. However, these results suggest that
the use of MD simulations to predict dielectric spectra of mixtures clearly outperforms
the use of mixing rules and should be considered as an alternative. The foreseeable de-
velopment of more accurate atomistic force fields and the reduction of computational
times in a near future further enhances this possibility. In addition, by using MD sim-
ulations, it is possible to provide a reasonable estimate for systems where the dielectric
spectra of the pure components are not available - a situation that precludes the use
of mixing rules. Finally, and probably most importantly, MD simulations are able to
provide a much deeper insight on the physical mechanisms that result in the dielectric
response, as we show below.

5.3.5 Contribution of the different relaxation processes

As a first illustration of the ability of our approach to improve the physical understand-
ing of dielectric responses, in this section we study the decomposition of the dielectric
spectra into different relaxation processes. Figure 5.10 shows the contribution of these
processes to the global response for all the concentrations considered in this work. The
parameters defining these processes, and their variation with mole fraction, have been
reported previously in Table 5.3 and Figures 5.4, 5.5 and 5.6. In this representation it be-
comes clear how the different relaxation mechanisms cannot be individually assigned
to specific components of the mixture. If we focus on the main relaxation (τ1), only
one dominant peak is observed in the spectra, and it is not formed by separate contri-
butions of processes with the frequencies and amplitudes that correspond to the pure
components. This reinforces the hypothesis that the mechanism behind the dominant
relaxation originates from the global reorganisation of the entire structure of the fluid.
The intensity of this process is significantly greater than that of the remaining faster
processes because more molecules are involved in the response [272]. The relaxation
mechanism shifts as a whole towards lower frequencies as the concentration of ethanol
in the mixture increases, indicating that, as expected, the composition of the mixture is
an important factor in the dynamics of the hydrogen bond network. As mentioned be-
fore, we do not seem to observe an intermediate relaxation process (τ2), which had been
associated with the presence of chain-like structures formed by ethanol molecules [272,
274]. However, we are able to detect two fast processes (τ3 and τ4) that have previously
been identified as breaking and formation of individual hydrogen bonds in the liter-
ature [249, 273]. The frequency at which these mechanisms occur is not significantly
affected by composition, as can be expected in such a local process.

Until this point, we have managed to show how the methodology and the models
used in this work lead to an outstanding prediction of the concentration dependence of
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TABLE 5.5: Dielectric relaxation parameters for the separate contribution of each component in
ethanol/water mixtures at 298 K and 1 bar.

xEtOH 0.00 0.08 0.20 0.50 0.80 1.00

Ethanol

τ1/ps – 9.0 ± 0.8 15 ± 2 48 ± 3 88 ± 5 125 ± 3

A1 – 0.81 ± 0.05 0.84 ± 0.04 0.76 ± 0.03 0.86 ± 0.02 0.910 ± 0.005

α – 0.96 ± 0.02 0.90 ± 0.02 1.0 0.99 ± 0.01 0.98 ± 0.02

β – 0.96 ± 0.03 1.00 0.98 ± 0.03 1.00 1.00

τ3/ps – 1.8 ± 0.7 1.9 ± 0.7 5.4 ± 0.8 5 ± 3 1.4 ± 0.4

A3 – 0.09 ± 0.04 0.07 ± 0.03 0.15 ± 0.02 0.073 ± 0.008 0.045 ± 0.001

τ4/ps – 0.103 ± 0.003 0.117 ± 0.005 0.22 ± 0.02 0.25 ± 0.05 0.18 ± 0.02

A4 – 0.100 ± 0.003 0.091 ± 0.004 0.096 ± 0.004 0.071 ± 0.007 0.045 ± 0.004

Water

τ1/ps 8.93 ± 0.1 14.0 ± 0.5 21.0 ± 0.7 34 ± 2 70 ± 20 –

A1 0.981 ± 0.004 0.973 ± 0.003 0.976 ± 0.002 0.955 ± 0.006 0.95 ± 0.02 –

α 0.990 ± 0.004 0.996 ± 0.002 0.97 ± 0.02 0.93 ± 0.03 0.94 ± 0.04 –

β 1.00 0.96 ± 0.02 0.93 ± 0.02 0.94 ± 0.04 0.76 ± 0.10 –

τ4/ps 0.03 ± 0.01 0.11 ± 0.04 0.06 ± 0.02 0.15 ± 0.05 0.10 ± 0.04 –

A4 0.019 ± 0.001 0.027 ± 0.003 0.024 ± 0.002 0.045 ± 0.005 0.06 ± 0.02 –

the dielectric spectrum of ethanol/water mixtures. This is a very important result, since
it allows the estimation of the dielectric response, with a good level of confidence, at
additional intermediate concentrations that have not been determined experimentally.
In addition, it opens the possibility to study the influence on the dielectric response of
additional variables, such as temperature as we show in Chapter 6.

However, in terms of the conclusions drawn from these results, most could have
been derived from the already existent experimental dielectric spectra. In the follow-
ing, we demonstrate the potential of MD simulations to obtain results that, as far as we
are aware, are not accessible by current experimental techniques. Using the fact that
we can track the trajectory of molecules, and therefore the time-evolution of the dipole
moment of these individual molecules, we can easily discern the contribution of the
two components of the mixture to the dielectric response. We perform this analysis at
two different levels: the total contribution of each component, by adding the effect of
all the molecules of a particular component, and the contribution of both components
at the individual molecule level.



Chapter 5. Dielectric Spectra of Ethanol/Water Mixtures 106

5.3.6 Total dielectric contribution of different components and importance
of cross-interactions

The assumption that the main dielectric response of ethanol/water mixtures results
from a combined effect of both components is a mere hypothesis when we base it only
on the results presented this far. The advantage of MD simulations is that we can
examine the role of the individual contributions of each component on its own, as well
as the cross-interactions between ethanol and water molecules, which have shown to
play a significant role in the dielectric response [234, 243, 244]. In order to do so, first
we decompose the global response in terms of the individual contributions of both
components and apply the same methodology we used to analyse the dipole moment
ACF of the entire simulation box. The results of the fits are summarised in Table 5.5.
In this case we also used a 1 HN + 2 Debye model for ethanol and a 1 HN + 1 Debye
representation for water.

In Fig. 5.11, we show the evolution with mixture composition of the ACF of the
dipole moment of ethanol (φ1(t)) and water (φ2(t)) as components (see Table 5.2). If
the dynamics of one component of the mixture were not affected by the presence of
the other species, the response of these individual constituents would not be affected
by the composition of the mixture. This would result in a constant relaxation time of
the individual species with composition. The global response would be given by a
weighted average of the individual responses, that would lead to the presence of two
separate contributions in the dielectric spectrum. However, as we can observe, rather
than remaining fixed, the response of each individual component is clearly affected
by the composition of the mixture. In fact, we observe how the dielectric response of
ethanol becomes faster as the concentration of water in the mixture increases, while the
response of water slows down when ethanol content rises. This suggests the existence
of a coupling mechanism between the two species, by which the relaxation time of the
dominant component seems to govern the relaxation time of the entire mixture, as we
can observe in the inset of Fig. 5.11. In this figure, we also observe how, in the case
of the main relaxation process (τ1), the response of ethanol becomes surprisingly faster
than that of water at low ethanol concentrations. This could be due to the presence of
’free’ ethanol molecules that do not form part of the extended hydrogen bond network
at those concentrations and therefore have more freedom to rotate.

As supplementary information, in Appendix D, we include the evolution with con-
centration of the intensity of the different processes (Fig. D.1), and the parameters α
and β of the dominant HN relaxation (Fig. D.2). Additionally, in Fig. D.3 we show the
frequency-domain representation of the results presented in Fig. 5.11. One of the most
remarkable findings in these results is the fact that additional faster processes are more
intense for ethanol than for water, although the distribution of intensities for the entire
mixture seems to more closely follow the trend shown by water. Most systems exhibit
Debye behaviour for the dominant relaxation (α > 0.90 and β > 0.90). Only at low
concentrations of water (xEtOH = 0.8) this trend appears to deviate in the form of an
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FIGURE 5.11: Contribution of individual species to dynamic response of ethanol/water mix-
tures at 298 K and 1 bar. Solid lines represent the dipole moment ACF of the pure components:
ethanol (red) and water (blue). Dotted (red) lines show the total contribution of ethanol as
a component, in mixtures with water of increasing ethanol concentration from left to right.
Dashed (blue) lines represent the equivalent results for water as a component. Inset: Relax-
ation times obtained fitting the 1 HN + 2 Debye model (1 HN + 1 Debye for water) to the dipole
moment ACFs of: ethanol as a component (red squares), water as a component (blue triangles)
and the entire box (black circles). The dashed lines are a guide to the eye.

asymmetric broadening for this component (β = 0.76± 0.10).
In Fig 5.12, we show the non-normalised dipole moment correlation functions for

the different contributions to the dipole moment ACF of the entire box (see Table 5.2).
We decompose the response into the dipole moment ACF of both components (C11(t)

and C22(t)) and the terms corresponding to cross-interactions between components
(C12(t) and C21(t)).

Adding up these four individual terms results in the global response of the entire
system. If we analyse the contribution of the dipole moment ACF of the individual
constituents of the mixture, we observe how, as expected, the magnitude of this contri-
bution is highly dependent on the mole fraction of every component in the mixture.
The larger the concentration of a particular component, the larger its contribution.
In the case of the equimolar mixture, the influence of water is significantly stronger
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FIGURE 5.12: Contribution of self- and cross-interactions between components to dielectric
response of ethanol/water mixtures at 298 K and 1 bar. Cbox(t) represents the dipole moment
ACF of the entire simulation box, C11(t) and C22(t) correspond to the dipole moment ACF
of ethanol and water, respectively, and C12(t) and C21(t) are dipole moment cross-correlation
functions between ethanol and water (see Table 5.2 for definitions of these terms).

than that of ethanol. This means that, the fluctuations of the dipole moment of wa-
ter molecules are more intense than the ones of ethanol molecules, which could be
anticipated from the larger static dielectric constant of the former. Regarding the cross-
correlation terms, it is clear that, as expected, the order in which the cross-correlation is
performed does not affect the final result, since ethanol-water and water-ethanol corre-
lations show a perfect match (discarding insignificant statistical deviations). But most
importantly, we observe how the cross-correlation terms gain strength as the mixture
approaches the equimolar state, reaching a maximum at about that concentration, and
then decaying for higher ethanol concentrations. This is a consequence of the increase
of cross-interactions in the system.
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TABLE 5.6: Dielectric relaxation parameters for the separate contribution of each component at
the molecule level in ethanol/water mixtures at 298 K and 1 bar.

xEtOH 0.00 0.08 0.20 0.50 0.80 1.00

Ethanol

τ1/ps – 8.2 ± 0.2 12.86 ± 0.08 26.3 ± 0.2 40.1 ± 0.2 49 ± 1

A1 – 0.898 ± 0.002 0.891 ± 0.001 0.8799 ± 0.0002 0.8549 ± 0.0005 0.837 ± 0.004

α – 0.979 ± 0.003 0.958 ± 0.001 0.976 ± 0.001 0.976 ± 0.001 0.930 ± 0.003

β – 0.848 ± 0.009 0.794 ± 0.004 0.679 ± 0.003 0.679 ± 0.002 0.72 ± 0.02

τ4/ps – 0.023 ± 0.006 0.016 ± 0.004 0.022 ± 0.007 0.02 ± 0.01 0.110 ± 0.002

A4 – 0.102 ± 0.002 0.109 ± 0.001 0.1201 ± 0.0002 0.1451 ± 0.0005 0.163 ± 0.004

Water

τ1/ps 4.41 ± 0.02 6.630 ± 0.005 9.16 ± 0.04 16.30 ± 0.04 29.3 ± 0.4 –

A1 0.906 ± 0.001 0.9082 ± 0.0002 0.9071 ± 0.0005 0.9001 ± 0.0005 0.888 ± 0.001 –

α 0.988 ± 0.001 0.9728 ± 0.0003 0.960 ± 0.001 0.951 ± 0.001 0.949 ± 0.003 –

β 0.890 ± 0.003 0.852 ± 0.001 0.825 ± 0.002 0.775 ± 0.002 0.746 ± 0.007 –

τ4/ps 0.021 ± 0.003 0.018 ± 0.009 0.011 ± 0.004 0.019 ± 0.006 0.021 ± 0.004 –

A4 0.094 ± 0.001 0.0918 ± 0.0002 0.0929 ± 0.0005 0.0999 ± 0.0005 0.112 ± 0.001 –

5.3.7 Contribution of different components at the individual molecule level

Previously, we have analysed the dielectric response of ethanol and water as separate
blocks of molecules (φ1(t) and φ2(t), respectively). In this section we zoom down to
the molecular level to study the response of individual molecules. Figure 5.13 shows
the evolution with concentration of the average dipole moment ACF of individual
ethanol and water molecules (φmol 1(t) and φmol 2(t), see Table 5.2). Due to compu-
tational limitations associated with the memory available to calculate these averages,
which can comprise up to 1000 ACFs, in this case we only read molecular trajectories
every 1 ps instead of the previous 0.1 ps. However, the greater number of samples con-
tributing to the average ACFs shown in Fig. 5.13 has the advantage of providing much
better statistics, as can be seen by the reduced size of the error bars in the figure. At
the molecular level, a 1 HN + 1 Debye model suffices to accurately describe the dielec-
tric response of both components. However, the relaxation times corresponding to the
fast process (τ4) are significantly lower than the sampling time and cannot be used to
extract conclusions on any physical mechanism observed in the simulations. The final
results of the parameters involved in the fits are summarised in Table 5.6.

As can be seen in Fig. 5.13, the coupling observed at the total component level is
also present at the molecular level, which could suggest that it is actually generated at
this scale. As the concentration of ethanol in the mixture decreases, individual ethanol
molecules tend to relax faster, approaching the relaxation times of water molecules.
The opposite effect is observed for water molecules. Nevertheless, at the molecular
level, the trends appear to be neater than at the total component level, and with water
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FIGURE 5.13: Contribution of individual molecules to dynamic response of ethanol/water mix-
tures at 298 K and 1 bar. Solid lines represent the dipole moment ACF at the molecule level for
pure components: ethanol (red) and water (blue). Dotted (red) lines show the contribution of
individual ethanol molecules, in mixtures with water of increasing ethanol concentration from
left to right. Dashed (blue) lines represent the equivalent results for water molecules. Inset:
Relaxation times obtained fitting the 1HN + 1Debye model to the dipole moment ACFs of:
individual ethanol molecules (red squares), and individual water molecules (blue triangles).
Dashed lines are a guide to the eye.

molecules always relaxing faster than ethanol molecules. This is clearly observed in the
inset of Fig. 5.13, where we show the concentration-dependence of the relaxation time
of the dominant process (τ1). The fact that an intermediate relaxation (τ3) is not neces-
sary at the molecule level could be an indication that this additional Debye relaxation
observed for groups of molecules might result from phenomena requiring a combined
action of those molecules rather than from individual contributions. In general, re-
laxation times of individual molecules are shorter than the ones corresponding to the
component as a block of molecules, or the entire system, which are the ones observed
experimentally. This is again an indication that the macroscale dielectric response is
a result of the dynamics of structures involving large groups of molecules rather than
individual molecules. Even though, the study of the response of at the molecule level
can give an insight on the origin of these coupling mechanisms.

In this case we also include additional results in Appendix D. The evolution with
concentration of the intensity of the different processes (Fig. D.4), and the parameters α
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and β of the dominant HN relaxation (Fig. D.5) are shown here. In addition, in Fig. D.6
we present the frequency-domain representation of the results shown in Fig. 5.13. At
the molecular level, the relative importance of dominant and fast relaxation processes
is similar for ethanol and water molecules. Even though, fast processes are always
slightly more intense in ethanol, particularly at higher ethanol mole fractions. Another
interesting effect is the smaller values of the HN parameter β at the molecular level,
which can be interpreted as a wider asymmetry in the distribution of relaxation times
towards higher frequencies at this level.

5.4 Conclusions

In this chapter, we extend the prediction of dielectric spectra using MD simulations
to binary systems. In particular, we focus our attention on ethanol/water mixtures,
which is one of the most studied systems due to its simplicity and wide range of ap-
plications. MD simulations are performed using the TraPPE-UA force field for ethanol,
and a modified version of the Fw-SPC water model. Following the methodology we
previously applied to the study of single component systems, we are able to predict
the dielectric spectra of ethanol/water mixtures of different concentrations to a high
level of accuracy. We show how, when ethanol is present in the mixture, at least three
relaxation processes are required to model the dielectric response: a dominant process
at microwave frequencies and two additional faster processes. Only in the case of wa-
ter, two relaxation processes suffice. Although we implemented a Havriliak-Negami
model to reproduce the dominant process, the deviations from the Debye model are
not very substantial, and a rather ideal response is observed.

We compare our results with predictions provided by several mixing rules used to
estimate dielectric properties of mixtures from the characteristics of their pure compo-
nents. Accepting the limitations of MD simulations in terms of computer time and ac-
curacy of force fields for less studied systems, we demonstrate that, for ethanol/water
mixtures, our results clearly outperform all the mixing rules we have tested. Gener-
ally, mixing rules seem to give excessive importance to the contribution of individual
components.

Previous studies have suggested the dielectric response of ethanol/water mixtures
originates from collaborative processes of its extended hydrogen bond network, rather
than from individual contributions of the constituents of the mixture. A ’wait-and-
switch’ mechanism has been proposed, where the dominant and slower relaxation
process results from the reorganisation of the entire hydrogen bond network, which
simultaneously requires the breaking and formation of individual hydrogen bonds at
a faster rate. This fast process involves less molecules and is therefore less intense. In
order to provide a deeper insight into this discussion, we use the potential of MD sim-
ulations to decompose the dielectric response of the mixture into the contribution of
both self- and cross-interactions of the individual components. In this way, we show
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how a coupling mechanism between the constituents of the mixture is in place, by
which the dominant component tends to dictate the global relaxation time of the entire
system. The other component speeds up (ethanol) or slows down (water) accordingly.
This is a clear indication that a collaborative process is taking place, since the response
of the individual components is being modified. The analysis of the cross-correlation
between components reveals how these are most important at concentrations close to
the equimolar mixture.

In addition to the decomposition of the dielectric response into the total contribu-
tion of the different components of the mixture, we also study the response of individ-
ual molecules. The coupling mechanism described above is also present at this scale,
which would imply that the interaction between molecules could also be important.
However, we find that the relaxation times of individual molecules are generally faster
than that of the entire group of molecules forming every component and that of the
entire mixture. Since the latter are the ones that coincide with the actual experimental
relaxation times, the final dielectric response must be given by a collaborative mecha-
nism involving a large number of molecules, such as the hydrogen bond network.

The next step would precisely be the study of the hydrogen bond network to con-
firm the hypothesis of a ’wait-and-switch’ mechanism, and correlate these fluctuations
in the network with the dielectric relaxations times obtained in this work. This is a
topic we intend to develop in the future. Instead, at this point we switch to another
interesting subject such as the study of the influence of temperature on the dielectric
spectra of both single component systems and mixtures.



Chapter 6

Effect of Temperature on Dielectric
Spectra

The microwave heating phenomenon originates from intermolecular collisions gener-
ated during the coupling of molecular motion to the rapid oscillations of electromag-
netic fields. The resulting heat dissipation, and consequent temperature rise, are highly
dependent on the dielectric properties of the target material. However, this same tem-
perature increase has the potential to significantly modify the dielectric characteristics
of the material. Therefore, it is important to be able to describe these complex trends
in order to obtain an accurate prediction of microwave heating profiles. In this chapter,
we show how Molecular Dynamics (MD) simulations can be used for this purpose. A
brief introduction reviews previous experimental work on the influence of tempera-
ture on dielectric properties. Then, we present the predicted effect of temperature on
the dielectric spectra of water, ethanol, monoethanolamine (MEA), and ethanol/water
mixtures obtained through MD simulations. Finally, in parallel with the analysis per-
formed in Chapter 5, we provide a physical interpretation of the main trends observed
through the study of the individual components of the dielectric response. We show
how the interaction between molecules to provide a collective dielectric response be-
comes less significant as temperature increases, and the response tends to that of inde-
pendent molecules at high temperatures. Additionally, we provide an interpretation of
the main relaxation as an activation process and determine its activation enthalpy and
entropy.

6.1 Introduction

Despite the large availability of experimental studies on dielectric spectroscopy of sev-
eral substances, most them are performed at ambient conditions. The influence of tem-
perature on dielectric spectra has generally been less investigated. That said, the dielec-
tric characteristics of water have been extensively determined in the microwave region
at different temperatures. The knowledge of this system has evolved over the years,
starting from studies that used a single Debye relaxation [102, 103] to the introduction
of a second Debye relaxation to improve the description of the high frequency end of
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the spectrum [333, 334]. Based on historical data, Ellison et al. [101] developed an in-
terpolation function for the real and imaginary parts of the dielectric constant of water
for frequencies up to 25 THz and temperatures in the range 273–373 K. The influence of
temperature on the dielectric constant of alcohols (C1 to C5) at 0.915 and 2.45 GHz has
also been established, showing how the real part of the dielectric permittivity (ε′(ω))
always increases with temperature at those particular frequencies, while the dielec-
tric loss (ε′′(ω)) does not follow a monotonous trend [335]. This is due to the shift
in the main absorption peak with temperature. Dielectric spectroscopy has also been
performed on a range of organic solvents [233, 336], including water and ethanol, con-
firming the variability of the dielectric loss and the significant effect of the frequency
of the electromagnetic wave on these trends. In addition, the dielectric characteris-
tics of several mixtures of organic solvents have been investigated. The study of the
dielectric properties of biodiesel, for which the use of microwave heating technology
has shown promising results in the optimisation of the production process, confirms
the significant influence of frequency and temperature [337]. The effect of tempera-
ture has also been established for mixtures of water with different concentrations of
sugars and salts which are frequently used to model solutions that play an important
role in the microwave processing of food products [338]. The evolution of relaxation
times with temperature can also be used to determine the free energy of activation of
dipolar relaxation processes, which can then be employed to establish the deviations
of mixtures from an ideal mixing behaviour through the calculation of activity coeffi-
cients [339]. Mixtures of MEA with different solvents have shown how it is possible
to detect structural modifications or changes of phase following the evolution of di-
electric properties with temperature [230, 238, 239]. Finally, one of the most studied
systems with regards to the influence of temperature on its dielectric properties is the
ethanol/water mixture [112]. The free energy of activation of this mixture was also
determined, showing a distinct maximum of both its constituents (activation enthalpy
and activation entropy) at mole fractions of ethanol of around 0.22, corresponding to a
minimum in the effective dipole moment orientation correlation [243].

Even though we have discussed here some examples of the analysis of the influence
of temperature on dielectric properties, the literature on this topic is not abundant. In
this chapter, we discuss how MD simulations can be a useful tool to predict the effect
of temperature in molecular systems. We apply this reasoning to estimate the dielectric
spectrum of water, ethanol, MEA and ethanol/water mixtures at different tempera-
tures. The importance of having a good description of the evolution of dielectric prop-
erties with temperature makes these results relevant for modelling microwave heating
processes. Additionally, in line with the work developed in Chapter 5, we analyse
how temperature affects the individual molecular contributions to the global dielectric
response of the entire system.
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6.2 Simulation Details

The simulations were performed using the same methodology described in Chapters 4
and 5. As explained before, the temperature stabilisation is handled by means of a
Nosé-Hoover thermostat [196, 197] with a time constant of 0.1 ps. The molecular sys-
tems included in this study are water, ethanol, MEA and ethanol/water mixtures. As
was done in Chapter 5, water and ethanol are simulated with the modified Fw-SPC
and the TraPPE-UA force fields, respectively. In the case of MEA, the OPLS force field
was used since it showed the best results at ambient conditions (see Chapter 4). Tem-
peratures ranging from 278 K to 343 K were used for all systems. In the case of water,
additional simulations were carried out at 353 K and 363 K. In all cases the pressure
was set to 1 bar.

6.3 Results and Discussion

In this chapter, we study the influence of temperature on the properties of some of
the systems analysed in Chapters 4 and 5. We start by determining the thermody-
namic properties of these systems to ensure our simulations are able to capture the
main temperature trends observed in experimental results. Then, the focus is shifted
to the estimation of the influence of temperature on dielectric properties, with particu-
lar interest on the evolution of the decay time of the dominant relaxation process with
temperature.

6.3.1 Effect of temperature on thermodynamic properties

In Chapters 4 and 5, we showed how the force fields employed in this work pro-
vide satisfactory predictions for thermodynamic properties of water, ethanol, MEA and
ethanol/water mixtures at 298 K. In order to evaluate the ability of these force fields to
capture the evolution of thermodynamic properties with temperature, we provide the
results obtained in the determination of density ρ, thermal expansion coefficient αp,
isothermal compressibility κT and heat capacity cp.

Figure 6.1 shows the evolution of these properties with temperature for pure wa-
ter, ethanol and MEA. The experimental trends of density are well captured for both
ethanol and MEA using the TraPPE-UA and OPLS force fields, respectively. In the case
of water, the modified Fw-SPC provides a good prediction at low temperatures but
seems to deviate at higher temperatures. For the remaining properties, the variation
with temperature is satisfactorily predicted in most cases, with a general overestima-
tion of the absolute values of these properties from the simulation results. The results
provided by the TraPPE-UA model for ethanol are particularly good. The isothermal
compressibility of water and the heat capacity of MEA are the only cases for which the
variation of these properties with temperature is not properly captured by the simula-
tions.
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FIGURE 6.1: Influence of temperature on thermodynamic properties of one component sys-
tems at 1 bar. Blue circles, red squares and green triangles represent results obtained for water,
ethanol and MEA, respectively. Filled symbols represent results obtained from our simulations.
Open symbols correspond to experimental data obtained from different sources for water —
density ρ [243, 294, 340–345], thermal expansion coefficient αp [203, 295, 296, 346, 347], isother-
mal compressibility κT [204, 295, 306, 308, 346], and heat capacity cp [310, 315, 316, 342, 348–350]
—, ethanol — density ρ [243, 294, 351–354], thermal expansion coefficient αp [207, 297, 299–301,
355, 356], isothermal compressibility κT [207, 303, 305, 307, 309, 357], and heat capacity cp [310,
313, 314, 317, 358] —, and MEA — density ρ [359–361], thermal expansion coefficient αp [220],
isothermal compressibility κT [220], and heat capacity cp [221, 362, 363]. Error bars are smaller
than symbol sizes. The dashed lines are a guide to the eye.

Figure 6.2 shows the comparison between the predictions provided by our simu-
lations and experimental results for thermodynamic properties of ethanol/water mix-
tures at different temperatures. The good prediction of the temperature evolution of the
density of ethanol/water mixtures is remarkable, with only slight deviations appear-
ing towards higher temperatures. The low availability of experimental data regarding
the evolution of the isothermal compressibility does not allow us to draw clear con-
clusions. However, the increase of this property with ethanol concentration, suggested
by the data available at 298 K, seems to be captured by the simulations, with a general
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FIGURE 6.2: Influence of temperature on thermodynamic properties of ethanol/water mix-
tures at 1 bar. Filled symbols represent results obtained from our simulations. Open symbols
correspond to experimental data obtained from different sources: density ρ [243, 294], ther-
mal expansion coefficient αp [203, 207, 295–301, 346, 347, 355, 356], isothermal compressibility
κT [204, 207, 295, 302–309, 346, 357], and heat capacity cp [310–317, 358, 364]. Error bars are
smaller than symbol sizes. The dashed lines are a guide to the eye.

overestimation of the absolute value of this property. In the case of the thermal expan-
sion coefficient and heat capacity, the agreement between the simulations and experi-
mental data is closer at higher ethanol concentrations, with larger deviations observed
towards lower concentrations. In line with what was expressed in Chapter 5, the devi-
ations in the prediction of some thermodynamic properties of ethanol/water mixtures
at low ethanol concentrations are mainly due to the slightly deficient behaviour of the
Fw-SPC model. However, the proven outstanding performance of this model for the
prediction of dielectric properties (see Chapters 4 and 5) justifies the choice of this force
field in this work.
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6.3.2 Influence of temperature on dielectric properties of single component
systems

Dipole moment autocorrelation function

We start the discussion on the influence of temperature on dielectric properties by
analysing the evolution of the dipole moment autocorrelation function (ACF) entire
systems (φbox(t) in Table 5.2) of water, ethanol and MEA, as shown in Figure 6.3. It is
clear how, in all cases, increasing the temperature results in faster decays of the dipole
moment ACF. This is expected since higher temperatures translate into higher kinetic
energies, which allow for faster fluctuations in the dipole moment of the system in re-
sponse to changes in the electric field. As already observed at ambient conditions (see
Table 4.2), water presents the faster dynamics followed by MEA and ethanol. This trend
is preserved as the temperature increases. The curves presented in Fig. 6.3 correspond
to fits to models comprising a Hariliak-Negami (HN) relaxation for the dominant pro-
cess (τ1) and a number of Debye relaxations for the additional processes (τ3, τ4) — 1
HN + 1 Debye model in the case of water and 1 HN + 2 Debye model for ethanol
and MEA. The parameters characterising these fits are summarised in Table 6.1, and a
representation of their evolution with temperature is shown in Fig. 6.4, 6.5 and 6.6.

The influence of temperature on the main relaxation time (τ1) is captured satisfac-
torily for both water and ethanol (see Fig. 6.4). The comparison with experimental
data [103, 243, 337, 365] shows a very close agreement both in terms of absolute values
and rate of change of this quantity. In the case of MEA, the OPLS force field underesti-
mates the relaxation time [230, 238, 239], however, the rate of change is very similar. In
all three cases, the main relaxation time decreases with temperature, as expected from
the faster molecular motion at higher temperatures. As observed in Fig. 6.3, water
shows faster relaxation than MEA and ethanol at any given temperature.

In the case of the fastest relaxation (τ4), no statistically significant variation is ob-
served as temperature increases, except for the shorter relaxation times of water at 353
and 363 K. However, these values of τ4 (≈ 2×10−3 ps) are well under the sampling time
used in our simulations (0.1 ps) and cannot be attributed to any physical mechanism
resulting from these simulations. For ethanol and MEA, an intermediate relaxation
process is required to describe the dynamic response accurately. In the case of ethanol,
relaxation times predicted by the simulations appear to be shorter than the ones deter-
mined experimentally [243]. This process seems to become faster as the temperature
increases, especially at low temperatures. For MEA, the large statistical variation in the
results makes difficult the characterisation of any possible trend with temperature.
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FIGURE 6.4: Variation of relaxation times with temperature in one component systems at 1 bar.
Circles, squares and triangles represent results obtained for water, ethanol and MEA, respec-
tively. Filled symbols correspond to the fit of the 1 HN + 1 Debye model (water) and the 1 HN
+ 2 Debye model (ethanol and MEA) to simulation data. Open symbols correspond to experi-
mental data obtained from different sources: water [103, 234, 242, 244, 249, 271], ethanol [234,
242–244, 249, 271, 337, 365] and MEA [230, 238, 239]. The solid, dashed and dotted lines are a
guide to the eye for τ1, τ3 and τ4, respectively.

The intensity of the different relaxation processes is presented in Fig. 6.5. The
main relaxation process (A1) is more dominant for water than for MEA and especially
ethanol. The presence of two fast relaxation processes, instead of the single fast process
in the case of water, might be the reason behind this difference. A slight decrease of
the relative contribution of the main relaxation process is observed for both water and
ethanol. In the case of MEA, the trend is not clear due to the previously mentioned
statistical variability of the results.

The deviation from the ideal Debye behaviour, given by the parameters α and β of
the HN model, is practically non-existent (see Fig. 6.6). All values are above 0.95 for



Chapter 6. Effect of Temperature on Dielectric Spectra 122

280 300 320 340 360

0.86

0.88

0.90

0.92

0.94

0.96

0.98

1.00

A
1

280 300 320 340 360
T / K

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

A
2
 ,
 A

3
 ,
 A

4

FIGURE 6.5: Variation of relaxation intensities with temperature in one component systems at
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1 HN + 2 Debye model (ethanol and MEA) to simulation data. The solid, dashed and dotted
lines are a guide to the eye for A1, A3 and A4, respectively.
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FIGURE 6.6: Variation of Havriliak-Negami’s α and β parameters with temperature in one
component systems at 1 bar. Circles, squares and triangles represent results obtained for water,
ethanol and MEA, respectively. Filled symbols correspond to the fit of the 1 HN + 1 Debye
model (water) and the 1 HN + 2 Debye model (ethanol and MEA) to simulation data. The
dashed and dotted lines are a guide to the eye for the parameters α and β, respectively.
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FIGURE 6.7: Influence of temperature on the dielectric response of water, ethanol and MEA
through the dipole moment autocorrelation function in the frequency domain at 1 bar. Solid
lines represent the results obtained in our simulations. Filled circles represent experimental val-
ues obtained from Eq. (4.15) using dielectric spectrum data from different sources: water [103,
104, 112, 234, 338], ethanol [110–112, 233, 234, 335–337, 365], MEA [238, 239].

the whole range of temperatures, with the exception of the results obtained for MEA
at 278 K. However, the large error bars observed on these particular values reduce the
confidence on these results.
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The parameters described above are used to obtain the frequency domain represen-
tation of the dipole moment ACF shown in Fig. 6.7. The results are compared with ex-
perimental dielectric spectra [103, 104, 110–112, 233, 234, 238, 239, 335–338, 365] trans-
formed into this representation using Eq. (4.15). In general, the results obtained from
MD simulations reproduce the experimental trends to a reasonable level of agreement
at different temperatures. Some deviations are observed towards the low frequency
end of the spectra for all three systems. Even so, the position and intensity of the main
features of the spectra are well predicted overall.

Static dielectric constant and infinite frequency permittivity

In previous chapters we stated the importance of using appropriate values of the static
dielectric constant ε0 and the infinite frequency permittivity ε∞ for the determination
of dielectric spectra, in particular to obtain a good estimate of the intensity of the main
absorption peak observed in the dielectric loss. In Fig. 6.8 we show the evolution of
the static dielectric constant with temperature and we compare the trends obtained in
our simulations with available experimental results for water [103, 112, 234, 245, 334,
366] ethanol [112, 234, 243, 245, 365, 367, 368] and MEA [230, 238, 239, 369]. In all
three cases ε0 decreases with temperature. At high temperatures the molecules possess
higher thermal energy and more motion is allowed in the system, which implies that
the alignment of these molecules with the external electric field will be less probable,
which therefore results in lower values of static dielectric constant. The modified ver-
sion of the Fw-SPC water model shows a particularly good performance, despite the
absence of bond stretching. The agreement in the predictions of the TraPPE-UA and
the OPLS force fields for ethanol and MEA, respectively, is somehow weaker, although
the trends with temperature are maintained to a reasonable level. The larger value of
the static dielectric constant of water results from the higher concentration of dipolar
groups, with respect to ethanol and MEA [243]. In MEA, both hydroxyl and amino
groups have a dipolar nature, which explains the larger value of static dielectric con-
stant when compared with ethanol where only a single hydroxyl group contributes to
the response. Due to the importance of this parameter in the prediction of dielectric
spectra, we decided to use the experimental value of this quantity to obtain more ac-
curate representations. However, the experimental data do not include some of the
temperatures at which the MD simulations were run. For this reason we perform an
exponential fit through the available data of the form:

ε0 = AT exp

(
− T
τT

)
(6.1)

These fits are shown as solid lines in Fig. 6.8, with the parameters AT and τT for the
different systems given by:

• water: AT = 307.1 and τT = 218.4 K

• ethanol: AT = 164.1 and τT = 157.2 K

• MEA: AT = 121.5 and τT = 228.5 K
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FIGURE 6.8: Influence of temperature on the static dielectric constant of water, ethanol and
MEA at 1 bar. Filled symbols represent results obtained in our simulations. Open symbols
correspond to experimental results obtained from different sources: water [103, 112, 234, 245,
334, 366] ethanol [112, 234, 243, 245, 365, 367, 368] and MEA [230, 238, 239, 369]. Solid lines
correspond to an exponential fit of the experimental data, as shown in the text.

As for the infinite frequency permittivity ε∞, observing the low variation of this prop-
erty with temperature in the case of water [370] and the low availability of experimental
data for other substances, we assume this variable is independent of temperature, and
we use the corresponding ambient temperature values of this quantity for water (ε∞ =
3.35 [271]), ethanol (ε∞ = 2.00 [271]) and MEA (ε∞ = 2.11 [221]).

Dielectric spectra

Once the values of ε0 and ε∞ have been established and the parameters of the HN + De-
bye fits are known (see Table 6.1), the dielectric spectra of water, ethanol and MEA can
be determined using Eq. (3.90) and Eq. (3.94). Figure 6.9 shows the influence of temper-
ature on the dielectric spectra of these substances. In all cases, a temperature increase
results in a shift of the main relaxation process towards higher frequencies, indicat-
ing the expected speed-up of molecular dynamics resulting in a faster reorganisation
of the molecular structure at higher temperatures. The comparison with experimen-
tal data results in good agreement for both water and ethanol, as expected from the
good prediction of the relaxation time of the dominant process (τ1) in both cases. Simi-
larly, the faster relaxation times obtained for MEA with respect to experimental values
explain the shift of the dielectric loss peak towards higher frequencies, especially at
308 K. In general, the inclusion of additional relaxation processes clearly improves the
estimation of the high frequency end of the spectra, when compared with the single
HN relaxation used in Chapter 4 (see Fig.4.6). As already mentioned in the analysis



Chapter 6. Effect of Temperature on Dielectric Spectra 126

108 109 1010 1011 1012
ν/ Hz

100

101

102

ε
′ (
ω
)

water

T = 283 K

T = 298 K

T = 313 K

T = 323 K

T = 333 K

T = 343 K

T = 353 K

T = 363 K

108 109 1010 1011 1012

ν/ Hz

10-1

100

101

102

ε
′′ (
ω
)

108 109 1010 1011 1012
ν/ Hz

100

101

102

ε
′ (
ω
)

ethanol

T = 283 K

T = 298 K

T = 313 K

T = 323 K

T = 333 K

T = 343 K

108 109 1010 1011 1012

ν/ Hz

10-1

100

101

102

ε
′′ (
ω
)

108 109 1010 1011 1012
ν/ Hz

100

101

102

ε
′ (
ω
)

MEA

T = 278 K

T = 293 K

T = 308 K

T = 323 K

T = 333 K

T = 343 K

108 109 1010 1011 1012

ν/ Hz

10-1

100

101

102

ε
′′ (
ω
)

FIGURE 6.9: Influence of temperature on the dielectric spectra of water, ethanol and MEA at
1 bar. Solid lines represent the results obtained in our simulations. Filled circles represent ex-
perimental values obtained from different sources: water [103, 104, 112, 234, 338], ethanol [110–
112, 233, 234, 335–337, 365], MEA [238, 239].

of dielectric spectra at ambient conditions, the higher polarity of water translates into
more intense absorption peaks than ethanol and MEA, which appear to be at a similar
level. This means water exhibits larger heating rates in microwave-driven processes.
The decrease of the static dielectric constant with temperature observed in Fig. 6.8 de-
creases the dielectric strength (ε0−ε∞) of the substance and results in a lower intensity
of the microwave absorption peak at higher temperatures.
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TABLE 6.2: Variation of dielectric relaxation parameters with temperature for individual
molecules in single component systems at 1 bar.

T / K τ1/ps A1 α β τ4/ps A4

Water
283 5.91 ± 0.02 0.904 ± 0.001 0.985 ± 0.001 0.903 ± 0.003 0.22 ± 0.01 0.096 ± 0.001
298 4.34 ± 0.03 0.900 ± 0.003 0.986 ± 0.001 0.906 ± 0.008 0.17 ± 0.05 0.100 ± 0.003
313 3.37 ± 0.03 0.902 ± 0.003 0.987 ± 0.001 0.897 ± 0.008 0.09 ± 0.04 0.098 ± 0.003
323 2.87 ± 0.01 0.900 ± 0.002 0.987 ± 0.001 0.900 ± 0.004 0.08 ± 0.04 0.100 ± 0.002
333 2.51 ± 0.03 0.899 ± 0.006 0.989 ± 0.001 0.90 ± 0.02 0.08 ± 0.05 0.101 ± 0.006
343 2.20 ± 0.02 0.899 ± 0.002 0.989 ± 0.001 0.892 ± 0.007 0.002 ± 0.001 0.101 ± 0.002
353 1.93 ± 0.02 0.895 ± 0.005 0.989 ± 0.002 0.90 ± 0.02 0.002 ± 0.001 0.105 ± 0.005
363 1.65 ± 0.01 0.877 ± 0.001 0.984 ± 0.001 0.943 ± 0.003 0.002 ± 0.001 0.123 ± 0.001

Ethanol
283 66.7 ± 0.7 0.836 ± 0.001 0.894 ± 0.002 0.771 ± 0.005 0.362 ± 0.003 0.164 ± 0.001
298 46.1 ± 0.5 0.825 ± 0.001 0.921 ± 0.001 0.764 ± 0.004 0.359 ± 0.003 0.175 ± 0.001
313 32.7 ± 0.2 0.815 ± 0.001 0.944 ± 0.001 0.756 ± 0.005 0.351 ± 0.003 0.185 ± 0.001
323 26.1 ± 0.3 0.808 ± 0.001 0.955 ± 0.002 0.753 ± 0.005 0.342 ± 0.002 0.192 ± 0.001
333 21.44 ± 0.06 0.804 ± 0.001 0.968 ± 0.001 0.738 ± 0.002 0.328 ± 0.001 0.196 ± 0.001
343 17.36 ± 0.07 0.797 ± 0.001 0.976 ± 0.001 0.739 ± 0.004 0.321 ± 0.002 0.203 ± 0.001

MEA
278 116.7 ± 0.9 0.923 ± 0.001 0.997 ± 0.001 0.743 ± 0.001 0.415 ± 0.004 0.077 ± 0.001
293 57.9 ± 0.3 0.920 ± 0.001 0.995 ± 0.001 0.760 ± 0.002 0.379 ± 0.001 0.080 ± 0.001
308 33.8 ± 0.2 0.919 ± 0.001 0.996 ± 0.001 0.764 ± 0.002 0.337 ± 0.002 0.081 ± 0.001
323 21.6 ± 0.2 0.918 ± 0.001 0.995 ± 0.002 0.774 ± 0.005 0.31 ± 0.01 0.082 ± 0.001
333 16.9 ± 0.1 0.920 ± 0.001 0.996 ± 0.002 0.770 ± 0.004 0.29 ± 0.01 0.080 ± 0.001
343 13.36 ± 0.04 0.918 ± 0.001 0.996 ± 0.001 0.776 ± 0.003 0.282 ± 0.005 0.082 ± 0.001

Dielectric response at the molecule level

To gain more insight into the mechanisms that lead to the global dielectric response of
the different systems, we study next the dielectric relaxation of individual molecules.
Figure 6.10 shows the influence of temperature on the dipole moment ACF of individ-
ual molecules φmol(t), as defined in Table 5.2. In this case, all the results have been
obtained from the fit of the simulation data to the 1 HN + 1 Debye model; the final
parameters are shown in Table 6.2 and Figs. E.1, E.2 and E.3 in Appendix E. At the
molecule level, the relaxation time of the main relaxation process (τ1) decreases with
temperature in all three cases, as shown in Fig. E.1. This confirms that the dynamics of
individual molecules are also faster at higher temperatures. The fast relaxation process
(τ4) seems to be independent of temperature for both ethanol and MEA, while an im-
portant decrease of this relaxation time is observed in the case of water at temperatures
higher than 343 K. However, and as mentioned when we analysed this relaxation pro-
cess for the entire simulation box, the relaxation times obtained here are well below the
sampling times (1 ps) of our data, and it is not possible to deduce any physical explana-
tion from these results. According to Fig. E.2, the relative intensity of the main and fast
relaxation processes seem to be relatively independent of temperature for water and
MEA, while in ethanol the fast process gains importance as temperature increases. Re-
garding the deviations from the ideal Debye behaviour given by the Havriliak-Negami
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1 bar. Blue circles, red squares and green triangles represent results obtained for water, ethanol
and MEA, respectively. The solid and dashed lines are a guide to the eye for relaxation times of
the entire simulation box and individual molecules, respectively.

parameters α and β, these are more intense at the molecule level than when we con-
sider the entire system (see Fig. E.3). In particular, ethanol, shows both a symmetric
and asymmetric broadening of the distribution of relaxation times, where the former
tends to disappear at high temperatures and the latter tends to become more important.
MEA does not show signs of symmetric broadening, however, it presents an important
asymmetric effect that is reduced as temperature increases.

Studying in more detail the main relaxation process (τ1), we observe how in all cases
it is faster for individual molecules than for the entire system (see Fig 6.11). This means
that, as expected, the global dielectric response of a system is the result of combined
and slower mechanisms between its constituent molecules rather than independent
contributions of these individual molecules. In general, the relaxation times of en-
tire systems tend to approach the molecular relaxation times as temperature increases,
which implies that this combined action becomes less significant (or involves fewer
molecules) at higher temperatures. This would be an indication of the weakening of
the hydrogen-bond structure of water, ethanol and MEA as the temperature increases.

Interpretation of dielectric relaxation in terms of activation processes

The ’wait-and-switch’ mechanism [249, 273] described in Chapter 5 assumes that the
main relaxation time represents the period required for a hydrogen-bonding site to
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become available so the dipole reorientation of multiply hydrogen-bonded structures
can occur. According to previous studies [243, 249, 273, 339, 371]., this process, which
becomes dominant due to the large number of elements participating in this mecha-
nism, can be interpreted as an Eyring-type activation [372, 373]. While the well-known
Arrhenius equation [374] is an empirical statement regarding the increase of process
rates with temperature, Eyring’s equation is fundamentally based on transition state
theory [375]. The theory states that, in order to reach its final state, the system needs to
jump over an energy barrier corresponding to an intermediate and unstable transition
state. In this context, the free energy ∆G# of the activated complex is given by:

1

τ1
=
kB T

h
exp

(
−∆G#

RT

)
(6.2)

where h = 6.626070040 × 10−34Js is Planck’s constant and the activation free energy
can be expressed as ∆G# = ∆H# − T∆S#, with ∆H# and ∆S# being the activation
enthalpy and entropy, respectively. Rearranging Eq. (6.2) results in:

ln

(
kB τ1 T

h

)
=

∆H#

R

1

T
− ∆S#

R
(6.3)
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TABLE 6.3: Activation enthalpies and entropies of the main relaxation process in water, ethanol
and MEA at 1 bar.

Water Ethanol MEA
∆H# ∆S# ∆H# ∆S# ∆H# ∆S#

kJ mol−1 J mol−1 K−1 kJ mol−1 J mol−1 K−1 kJ mol−1 J mol−1 K−1

Box 11.0 ± 0.2 3.9 ± 0.5 21.8 ± 0.8 19 ± 3 25 ± 2 34 ± 4
Molecule 10.4 ± 0.2 8.1 ± 0.6 15.1 ± 0.2 4.8 ± 0.5 23 ± 1 31 ± 3

In Fig. 6.12, we show the result of applying this linear representation to the influ-
ence of temperature on the decay times of the main relaxation process of both entire
systems and individual molecules. Indeed, we observe how water, ethanol and MEA
follow the linear trend predicted by Eyring’s equation in both cases. The values of
activation enthalpy and entropy obtained through this procedure are summarised in
Table 6.3. Compared to experimental data reported previously by Petong et al. [243,
273], the results obtained here for the entire simulation box tend to underpredict the
activation enthalpies and entropies of water (∆H# = 16.1 ± 0.5 kJ mol−1 and ∆S# =

20.3± 0.4 J mol−1 K−1), and slightly overestimate these properties for ethanol (∆H# =

17.6 ± 0.6 kJ mol−1 and ∆S# = 15.4 ± 0.5 J mol−1 K−1). However, in all cases the
activation enthalpies are in the same order of magnitude as enthalpies corresponding
to hydrogen bonds, which generally range from 5 to 25 kJ mol−1 in water depending
on different assumptions regarding the number of hydrogen bonds formed per water
molecule [376–378]. The higher enthalpy of activation of ethanol and MEA with re-
spect to water can be explained by the larger energy penalty for the realignment of
these larger and less polar molecules with changes in the electric field [339]. Even
though water is characterised by a stronger hydrogen-bond network, and one could
think that its molecular motion would be more restricted, the smaller size and larger
polarity counteract this effect. It has been shown, however, that methanol manages to
break this tendency due to its even smaller size than ethanol and shows lower activa-
tion enthalpy than water [249]. Following this same argument, and since the rotation
of individual molecules is generally less impeded than that of a group of molecules,
the activation enthalpies of individual molecules are always lower than those of the
system as a whole. Activation entropies are related to the structural order in the molec-
ular system [379]. As the hydrogen-bond network shifts between two different stable
configurations, the system goes through an intermediate activated state with higher
entropy. The stronger molecular cohesion in water results in a more ordered structure
at the activated state, and therefore in lower activation entropy with respect to ethanol
and MEA.
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6.3.3 Effect of temperature on dielectric properties of ethanol/water mix-
tures

Considering the interesting findings observed in the study of one component systems,
the analysis of the influence of temperature on dielectric spectra is extended to binary
systems, in particular the ethanol/water mixture. Force fields that can capture the
effect of both temperature and concentration on dielectric properties would be of great
value for modelling processes in which these variables play an important role.

Dipole moment autocorrelation function

Figure 6.13 shows the influence of temperature on the dipole moment ACF of
ethanol/water mixtures of different mole fractions. Across all the concentrations stud-
ied here, relaxation processes become faster as temperature increases and the molecular
dynamics of the system accelerate. In this case, the lines observed in the figure corre-
spond to the fit of dipole moment ACFs obtained through MD simulations to the 1
HN + 2 Debye model, with the exception of pure water for which results are modelled
by means of the 1 HN + 1 Debye model. The parameters defining these fits are sum-
marised in Table 6.4, and their variation with temperature is represented graphically in
Fig. 6.14 to 6.16.

The relaxation time of the main relaxation process (τ1) confirms that relaxation pro-
cesses become faster at higher temperatures (see Fig. 6.14). When compared with ex-
perimental data [103, 234, 242–244, 249, 271, 337, 365], the results obtained from simu-
lations tend to slightly underestimate this main relaxation time when ethanol is present
in the mixture. Nevertheless, the temperature trends are fully captured by the simula-
tions for all the concentrations. In general, the intermediate relaxation obtained from
simulations (τ3) is faster than the one estimated experimentally (τ2) [234, 243, 271] in
the entire range of temperatures and concentrations. For both intermediate and fast
relaxation processes (τ4), the larger uncertainty in the results makes difficult the char-
acterisation of trends with temperature, although it would appear that these processes
are relatively independent of this variable.
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FIGURE 6.14: Influence of temperature on relaxation times of ethanol/water mixtures at 1 bar.
Blue circles, cyan upward facing triangles, green stars, orange downward facing triangles and
red squares represent the relaxation times of mixtures of ethanol mole fractions 0.00, 0.20, 0.50,
0.80, and 1.00, respectively. Filled symbols correspond to the fit of the 1 HN + 2 Debye model
to simulation data. In the case of pure water (xEtOH = 0.00), a 1 HN + 1 Debye model is used.
Open symbols correspond to experimental data obtained from different sources: τ1 [103, 234,
242–244, 249, 271, 337, 365], τ2 [234, 243, 271] and τ3 [234, 271]. The solid, dashed and dotted
lines are a guide to the eye for τ1, τ3 and τ4, respectively.

According to Fig. 6.15, the relative importance of the main relaxation process (A1)
is greater in the case of pure water than in systems containing ethanol, for which a
larger variability appears, particularly at intermediate concentrations. Once more, the
presence of two additional relaxation processes, instead of the single additional process
observed for water, can explain this difference. Even though, the contribution of the
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FIGURE 6.15: Influence of temperature on relaxation intensities of ethanol/water mixtures at
1 bar. Blue circles, cyan upward facing triangles, green stars, orange downward facing triangles
and red squares represent the relaxation times of mixtures of ethanol mole fractions 0.00, 0.20,
0.50, 0.80, and 1.00, respectively. Filled symbols correspond to the fit of the 1 HN + 2 Debye
model to simulation data. In the case of pure water (xEtOH = 0.00), a 1 HN + 1 Debye model is
used. The solid, dashed and dotted lines are a guide to the eye for A1, A3 and A4, respectively.
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FIGURE 6.16: Influence of temperature on Havriliak-Negami’s α and β parameters in
ethanol/water mixtures at 1 bar. Blue circles, cyan upward facing triangles, green stars, or-
ange downward facing triangles and red squares represent the relaxation times of mixtures of
ethanol mole fractions 0.00, 0.20, 0.50, 0.80, and 1.00, respectively. The dashed and dotted lines
are a guide to the eye for the parameters α and β, respectively.

main relaxation process is always greater than 80%. Temperature does not seem to have
a significant influence on the intensity of the different relaxation processes, although a
slight decrease can be observed in the case of pure ethanol towards high temperatures.
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FIGURE 6.17: Influence of temperature on the dielectric response of ethanol/water mixtures
through the dipole moment autocorrelation function in the frequency domain at 1 bar. Solid
lines represent the results obtained in our simulations. Filled circles represent experimental
values obtained from Eq. (4.15) using dielectric spectrum data from different sources [103, 104,
110–112, 233, 234, 335–338, 365]
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TABLE 6.5: Parameters for the exponential fit of the evolution of the static dielectric constant
with temperature in ethanol/water mixtures at 1 bar.

xEtOH 0.00 0.20 0.50 0.80 1.00

AT 307.1 323.4 242.1 210.1 164.1
τT 218.4 169.4 158.9 148.7 157.2

The influence of temperature on the deviations of the main relaxation process from
an ideal Debye process are presented in Fig. 6.16 in the form of the parameters α and β
of the HN model. As observed previously at ambient temperature in Chapter 5, these
deviations are minor since α and β are always greater than 0.9. Temperature does not
have a significant influence on these parameters.

The frequency domain representation of the dipole moment ACF of ethanol/water
mixtures at different temperatures is presented in Fig. 6.17. Although the low avail-
ability of experimental data [103, 104, 110–112, 233, 234, 335–338, 365] at intermediate
concentrations and temperatures other than 298 K makes the comparison difficult, the
results obtained from simulations are reasonable. Even though some deviations are
observed, the main features observed experimentally, such as the shift of the frequency
and intensity of the main relaxation process with temperature, seem to be captured
satisfactorily by the models used in this work.

Static dielectric constant and infinite frequency permittivity

As stated previously, the static dielectric constant has a significant effect on the mag-
nitude of the dielectric response. Figure 6.18 shows the influence of temperature on
this magnitude for ethanol/water mixtures of different compositions. In Chapter 5
(Fig. 5.8a) we showed how, despite the good prediction of the static dielectric constant
of pure water, small deviations of the simulation results with respect to experimental
data appear when the concentration of ethanol increases in the mixture. The trend is
the same here when we study the influence of temperature on this quantity, although
these deviations are slightly reduced at higher temperatures. In line with the decisions
made in previous chapters, we decide to use experimental static dielectric constants
in the following calculations. As we did in the case of one component systems, we
characterise the temperature dependence of the experimental dielectric constant using
an exponential decay such as the one given by Eq. (6.1). These fits for ethanol/water
mixtures of different compositions are shown as solid lines in Fig. 6.18, and the param-
eters defining the exponential decay are presented in Table 6.5. Regarding the infinite
frequency permittivity ε∞, here we also assume this variable is independent of tem-
perature and we use the corresponding values at 298 K we presented in Chapter 5 (see
Table 5.3).
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FIGURE 6.18: Influence of temperature on the static dielectric constant of ethanol/water mix-
tures at 1 bar. Blue circles, cyan upward facing triangles, green stars, orange downward facing
triangles and red squares represent results for ethanol mole fractions of 0.00, 0.20, 0.50, 0.80, and
1.00, respectively. Filled symbols represent results obtained in our simulations. Experimental
values are shown as open symbols and obtained from different sources [103, 112, 234, 243, 245,
334, 365–368] . Solid lines correspond to an exponential fit of the experimental data, as shown
in the text.

Dielectric spectra

Having determined all the parameters required to obtain the dielectric spectra through
Eq. (3.90) and (3.94), in Fig 6.19 we show the influence of temperature on this property
of ethanol/water mixtures. The results for pure water and pure ethanol have already
been analysed above (see Fig 6.9) showing the good predictions that can be achieved
through this methodology. The availability of experimental data at intermediate con-
centrations is again limited but in accordance with the results shown for the frequency-
dependent dipole moment ACF in Fig. 6.17, it would appear that the main features of
the dielectric spectra are also captured by the simulations. As expected, at any given
concentration the main relaxation process is shifted to higher frequencies as the tem-
perature of the system increases. The analysis of the relaxation times of intermediate
and fast processes (τ3 and τ4) revealed their apparent independence from temperature.
This is confirmed here since the high frequency phenomena in the spectra tend to be
identical at different temperatures at a particular concentration.
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FIGURE 6.19: Influence of temperature on the dielectric spectra of ethanol/water mixtures at
1 bar. Solid lines represent the results obtained in our simulations. Filled circles represent
experimental values obtained from different sources [103, 104, 110–112, 233, 234, 335–338, 365]
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Contribution of individual species

Following the example of the previous analysis of one component systems, next we de-
compose the dielectric response into its different constituents in an attempt to provide a
deeper insight on the influence of temperature on dielectric relaxation mechanisms. For
mixtures, in addition to the analysis of the dielectric relaxation of individual molecules,
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FIGURE 6.20: Influence of temperature on the contribution of individual species to the dielectric
response of ethanol/water mixtures. Solid lines represent the dipole moment autocorrelation
function of the pure components: ethanol (red) and water (blue). Dotted (red) lines show the
total contribution of ethanol as a component, in mixtures with water of increasing ethanol con-
centration from left to right. Dashed (blue) lines represent the equivalent results for water as a
component.
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FIGURE 6.21: Influence of temperature on main relaxation times of individual species com-
pared to entire system in ethanol/water mixtures at 1 bar. The results are obtained fitting the
1 HN + 2 Debye model (1 HN + 1 Debye for water) to dipole moment ACFs from MD simula-
tions. Black circles, red squares and blue triangles correspond to results obtained for the entire
mixture, ethanol and water, respectively. The solid, dotted and dashed lines are a guide to the
eye for the entire mixture, ethanol and water, respectively.

we also study the total contribution of each component, as was done in Chapter 5. Fig-
ure 6.20 shows the evolution with mixture composition of the dipole moment ACF of
each species (defined as φ1(t) for ethanol and φ2(t) for water in Table 5.2) at differ-
ent temperatures. The results presented here correspond to 1 HN + 2 Debye fits for
ethanol and 1 HN + 1 Debye fits for water, which parameters at different mixture com-
positions and temperatures are summarised in Table E.1 in Appendix E. The general
shift to shorter relaxation times as temperature increases, which was already observed
for the mixture as a whole, is also present here. Moreover, the coupling mechanism
detected at 298 K in Chapter 5, by which the dielectric response of ethanol accelerates
as water becomes the dominant component of the mixture, and water dynamics slow
down as the concentration of ethanol increases, appears to be conserved at different
temperatures.

The main temperature trends of the parameters defining the fits are shown in Ap-
pendix E. Figure E.4 confirms that for both ethanol and water the main relaxation pro-
cess becomes faster as temperature increases. However, the influence of temperature
on the fast relaxation processes (τ3 and τ4) is not easy to identify due to the larger sta-
tistical uncertainty in the results. The relative intensity of the main relaxation process
(A1) is generally independent from temperature, particularly in the case of water (see
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Fig. E.5). For ethanol, fast processes seem to gain importance as temperature increases,
especially when the amount of ethanol in the mixture is low. The deviations of the main
relaxation process from an ideal Debye behaviour are generally minor (see Fig. E.6).
However, these deviations tend to become more significant for the component that is
in defect in the mixture.

If we analyse in more detail the influence of temperature on the relaxation time of
the main process (τ1), we observe how, as noted at 298 K, this relaxation process tends
to be governed by the dynamics of the dominant component of the mixture at any
given temperature (see Fig. 6.21). At high ethanol concentrations (xEtOH = 0.80), the
response of the entire simulation box is almost identical to the response of the ethanol
component. A similar behaviour is observed at high water content (xEtOH = 0.20),
where the dynamics of the system reproduce that of component water. In the case of
the equimolar mixture, the global dielectric response seems to rather approach that of
ethanol, although this preference tends to disappear as temperature increases.

Until this point, we have only analysed self-interactions within each component.
In Fig. 6.22 we show the influence of temperature on the cross-correlation between the
two components of the mixture, as defined in Table 5.2. In general, the magnitude of
the dipole moment cross-correlations between ethanol and water decreases with tem-
perature, which indicates a weaker interaction between components at higher temper-
atures. As expected the equimolar mixture shows the most intense cross-interactions
due to the larger availability of pairs of distinct molecules. Interestingly, a gap seems
to be opening between 298 K and 313 K at high ethanol concentrations. In order to
investigate if this phenomenon is related to the structure of the hydrogen bond net-
work, we determine radial distribution functions for all the O–H pairs participating in
hydrogen bonds. The results are included and Appendix F, and the evolution of the
intensity of the peaks corresponding to hydrogen-bonded OWater–HEtOH and OEtOH–
HWater pairs is shown in the insets of Fig. 6.22. The decrease of the intensity of those
peaks with temperature is a clear indication of the progressive weakening of the hydro-
gen bond network towards high temperatures. A slight shift from this approximately
linear trend is observed at ethanol mole fractions of 0.50 and 0.80, between 298 K and
313 K. This could partially explain the gap formed in the cross-correlation functions at
those conditions.
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FIGURE 6.22: Influence of temperature on non-normalised cross-correlations between compo-
nents in ethanol/water mixtures.Inset: Influence of temperature on the height of the RDF peak
corresponding to hydrogen-bond for OWater–HEtOH (red) and OEtOH–HWater (blue) (see Ap-
pendix F).

Dielectric response at the molecule level

The average contribution of individual ethanol and water molecules to the global di-
electric response at different temperatures is presented in Fig. 6.23. We use the dipole
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moment ACF at the molecule level defined as φmol 1(t) for ethanol and φmol 2(t) for
water in Table 5.2. In this case, the 1 HN + 1 Debye model is used for both ethanol and
water dipole moment ACFs, with the resulting parameters summarised in Table E.2
in Appendix E. Once again, the temperature increase results in faster molecular relax-
ations at any concentration. Additionally, the coupling mechanism between ethanol
and water dynamics mentioned above is preserved at the individual molecule level.

100 101 102 103

t / ps

0.0

0.2

0.4

0.6

0.8

1.0

φ
m
ol
1
(t
)
,
φ
m
ol
2
(t
)

T = 283 K

xEtOH

xwat

ethanol

water

100 101 102 103

t / ps

0.0

0.2

0.4

0.6

0.8

1.0

φ
m
ol
1
(t
)
,
φ
m
ol
2
(t
)

T = 323 K

xEtOH

xwat

ethanol

water

100 101 102 103

t / ps

0.0

0.2

0.4

0.6

0.8

1.0

φ
m
ol
1
(t
)
,
φ
m
ol
2
(t
)

T = 298 K

xEtOH

xwat

ethanol

water

100 101 102 103

t / ps

0.0

0.2

0.4

0.6

0.8

1.0

φ
m
ol
1
(t
)
,
φ
m
ol
2
(t
)

T = 333 K

xEtOH

xwat

ethanol

water

100 101 102 103

t / ps

0.0

0.2

0.4

0.6

0.8

1.0

φ
m
ol
1
(t
)
,
φ
m
ol
2
(t
)

T = 313 K

xEtOH

xwat

ethanol

water

100 101 102 103

t / ps

0.0

0.2

0.4

0.6

0.8

1.0

φ
m
ol
1
(t
)
,
φ
m
ol
2
(t
)

T = 343 K

xEtOH

xwat

ethanol

water

FIGURE 6.23: Influence of temperature on the average contribution of individual ethanol and
water molecules to the dielectric response of ethanol/water mixtures at 1 bar. Solid lines repre-
sent the dipole moment autocorrelation function at the molecule level for the pure components:
ethanol (red) and water (blue). Dotted (red) lines show the contribution of individual ethanol
molecules, in mixtures with water of increasing ethanol concentration from left to right. Dashed
(blue) lines represent the equivalent results for water molecules.
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The influence of temperature on the different parameters of the 1 HN + 1 Debye
model is represented graphically in Appendix E. The trends observed at the individual
molecule level are similar to the ones observed previously for the entire mixture and
the total contribution of each species. The characteristic time of the principal relaxation
process (τ1) becomes shorter as temperature increases (see Fig E.7). The faster molec-
ular process (τ4) is independent from temperature for pure ethanol, while it shows an
apparent speed-up for pure water. At intermediate concentrations, the statistical un-
certainty does not allow to infer any valid conclusion. Figure E.8 shows how the fast
process has a larger influence for ethanol molecules than for water molecules. This
becomes more obvious at higher ethanol concentrations, for which a temperature in-
crease has the effect of further accentuating this trend. The parameters α and β of the
HN model used to represent the main relaxation process seem to follow opposite trends
with temperature at the molecule level. While the symmetric broadening (α) with re-
spect to the Debye model seems to disappear at high temperatures, the asymmetric
broadening (β) becomes slightly more important.

In Fig. 6.24, we compare the evolution of the main relaxation time (τ1) for the entire
mixture and individual ethanol and water molecules at differnt concentrations. As we
saw for one component systems (Fig 6.11), the molecular relaxation times are clearly
lower than the relaxation time of the entire system, especially at low temperatures. As
temperature increases, those differences are vastly reduced and mixture and individual
molecules appear to share similar dynamics. This can be explained as the weakening
of the hydrogen-bond network in the mixture as temperature increases, which reduces
the number of molecules participating in collective processes. The dynamics of the
mixture tend then to that of a system formed by non-interacting molecules, governed
by the relaxation time of these independent processes.

Interpretation of dielectric relaxation in terms of activation processes

As we mentioned for one components systems, the temperature evolution of the prin-
cipal relaxation time (τ1) can be interpreted in terms of an activation process governed
by Eyring’s equation (see Eq (6.3)). Here we apply this analysis to mixtures of vari-
ous compositions at the different levels studied above: the entire simulation box, each
species as a whole and individual molecules of each component. Figures 6.25 and 6.26
show Eyring plots at these different levels, where the linear trend is preserved in most
cases. Only when the number of molecules of one of the components of the mixture
is low (ethanol at xEtOH = 0.20 and water at xEtOH = 0.80), the trend is more uncer-
tain due to poorer statistics. The activation enthalpies and entropies corresponding to
these linear fits are summarised in Table 6.6. The results are within the same order
of magnitude of the ones obtained by Petong et al. [243] for ethanol/water mixtures,
particularly at high ethanol concentrations. However, we do not observe the maxima
of both activation enthalpy and entropy at mole fractions around 0.22 noted by the
authors. Instead, we obtain a monotonous increase of the activation enthalpy from
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FIGURE 6.24: Influence of temperature on main relaxation times of individual ethanol and
water molecules compared to entire system in ethanol/water mixtures at 1 bar.The results are
obtained fitting the 1 HN + 1 Debye to the dipole moment ACFs from MD simulations. Black
circles, red squares and blue triangles correspond to results obtained for the entire mixture,
ethanol and water, respectively. The solid, dotted and dashed lines are a guide to the eye for
the entire mixture, ethanol and water, respectively.

pure water to pure ethanol, similar to the one observed for ethanol/n-hexanol [273]
and nitrobenzene/toluene mixtures [339]. The increasing energy jump required for the
reorganisation of the entire molecular structure as the concentration of ethanol raises
is due to the bigger energy penalty associated to the rotation of a larger and less po-
lar molecule such as ethanol when compared to water. Studying the total contribution
of each species, both activation enthalpy and entropy of the predominant component
in the mixture tend to be very similar to those of the mixture itself, indicating that
the same relaxation mechanisms are involved at those levels. As mentioned in the
case of one component systems, activation enthalpies of individual molecules tend to
be smaller due to the lower energy barrier required for the rotation of these individ-
ual molecules when compared with the reorientation of entire molecular systems. As
mentioned before, the stronger hydrogen-bond network in pure water results in a more
ordered fluid structure at the activated state and, therefore, in lower activation entropy
than ethanol. The disruption of the hydrogen-bond network of water when ethanol
molecules are added to the mixture translates into a continuous raise of the activation
entropy of the relaxation process as the concentration of ethanol increases.



Chapter 6. Effect of Temperature on Dielectric Spectra 148

2.8 3.0 3.2 3.4 3.6
103 T−1 / K−1

100

101

10
−2
k
B
τ 1
T
h
−1

xEtOH = 0.00

xEtOH = 0.20

xEtOH = 0.50

xEtOH = 0.80

xEtOH = 1.00

water

box

ethanol

FIGURE 6.25: Eyring plot for the main relaxation process of entire species (ethanol and water)
compared to the main relaxation process of the mixture at 1 bar. Black circles, red squares
and blue triangles correspond to results obtained for the entire mixture, ethanol and water,
respectively. In the same order, the solid, dotted and dashed lines represent the fit of these data
to Eyring’s equation (Eq (6.3)).

2.8 3.0 3.2 3.4 3.6
103 T−1 / K−1

10-1

100

101

10
−2
k
B
τ 1
T
h
−1

xEtOH = 0.00

xEtOH = 0.20

xEtOH = 0.50

xEtOH = 0.80

xEtOH = 1.00

water

box

ethanol

FIGURE 6.26: Eyring plot for the main relaxation process of individual ethanol and water
molecules compared to the main relaxation process of the mixture at 1 bar. Black circles, red
squares and blue triangles correspond to results obtained for the entire mixture, ethanol and
water, respectively. In the same order, the solid, dotted and dashed lines represent the fit of
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TABLE 6.6: Activation enthalpies and entropies of the main relaxation process in ethanol/water
mixtures at 1 bar.

Activation enthalpy ∆H# / kJ mol−1

xEtOH = 0.00 xEtOH = 0.20 xEtOH = 0.50 xEtOH = 0.80 xEtOH = 1.00

Box 10.9 ± 0.3 15.4 ± 0.9 18 ± 2 20.9 ± 0.8 21.8 ± 0.8
Ethanol total – 12 ± 3 17 ± 2 20.8 ± 0.4 21.8 ± 0.8
Water total 10.8 ± 0.3 16.1 ± 0.7 16 ± 1 16 ± 3 –
Ethanol molecule – 13.8 ± 0.4 15.0 ± 0.2 15.2 ± 0.3 15.1 ± 0.2
Water molecule 10.5 ± 0.3 14.2 ± 0.4 14.7 ± 0.2 15.4 ± 0.2 –

Activation entropy ∆S# / J mol−1 K−1

xEtOH = 0.00 xEtOH = 0.20 xEtOH = 0.50 xEtOH = 0.80 xEtOH = 1.00

Box 3.6 ± 0.8 12 ± 3 14 ± 4 19 ± 3 19 ± 3
Ethanol total — 1 ± 9 13 ± 5 19 ± 2 19 ± 3
Water total 3.6 ± 0.8 14 ± 3 8 ± 4 6 ± 7 —
Ethanol molecule — 11 ± 2 8.8 ± 0.5 6.3 ± 0.9 4.8 ± 0.5
Water molecule 8.3 ± 0.8 15 ± 2 11.7 ± 0.7 9.3 ± 0.4 —

6.4 Conclusions

In this chapter, we analyse the effect of temperature on the dielectric properties of one
component systems and mixtures. This is relevant for the study of microwave heating
processes since these properties, which are highly dependent on temperature, dictate
the heating rates that can be achieved within the system.

The use of molecular simulations to estimate dielectric spectra at different tempera-
tures provides satisfactory results for water, ethanol, MEA and ethanol/water mixtures
when compared with available experimental data. In addition, it allows the prediction
of this property at temperatures for which data is not available in the literature. In gen-
eral, the dielectric response of these systems becomes faster as temperature increases,
as expected from the faster molecular motions envisioned at high temperatures. This
translates into shorter relaxation times as temperature increases for the main relaxation
process (τ1). From the results obtained in our simulations, the influence of this variable
on the relaxation times of faster processes (τ3 and τ4) does not appear to be very signif-
icant. In general, the contribution of the main relaxation process tends to decrease at
high temperatures with the faster processes becoming more significant, particularly for
ethanol. The deviations of the main relaxation process from the ideal Debye behaviour
are minor for entire systems. However, they become more important at the molecule
level with different response to temperature variations depending on the system.

The study of the dielectric response at the individual molecule level reveals an in-
teresting finding: the dynamics of entire systems get closer to that of a system of inde-
pendent molecules at high temperatures. This demonstrates that the hydrogen-bond
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network, characteristic of the systems studied here, tends to weaken as temperature in-
creases. The complex collaborative processes between molecules that give shape to the
dielectric response of the system at low temperatures disappear at higher temperatures
where the response is governed by the contribution of independent molecules.

Additionally, we provide an interpretation of the main relaxation process as a rate
process described as an Eyring-type activation. The characteristic activation enthalpy
and entropy of the process are determined for entire systems, entire species and indi-
vidual molecules. For one component systems, water shows lower activation energies
than both ethanol and MEA due to its smaller size and higher polarity which causes less
restrictions for the reorientation of the molecular system in the direction of the exter-
nal electric field. For ethanol/water mixtures, a monotonous increase of the activation
enthalpy is observed from pure water to pure ethanol. Analysing the contribution of
each species, we note that activation enthalpy and entropy of the mixture coincide with
that of the predominant component. Finally, the energy penalty of reorienting a single
molecule in the direction of the electric field is always lower than that of entire systems
of molecules, which translates in smaller activation energies at the molecule level.

At this point, we have shown how we are able to predict the evolution of the di-
electric spectra of one component systems and mixtures with temperature and concen-
tration by means of MD simulations. In Chapter 7, we use this information to estimate
heating rates in microwave heating processes, and to analyse the influence of tempera-
ture on the penetration depth of electromagnetic waves in dielectric materials.



Chapter 7

Prediction of Microwave Heating
Rates

The results obtained in previous chapters have shown how molecular dynamics simu-
lations can be a useful tool to accurately estimate the dielectric properties of a variety of
systems. This includes the prediction of the evolution of these properties with temper-
ature and concentration. In this chapter, we use this information to provide estimates
of observable macroscopic quantities. In particular, we focus on quantities that are rel-
evant to microwave heating processes at the most common commercial microwave fre-
quency: 2.45 GHz. We are able to obtain accurate predictions of the penetration depth
of electromagnetic waves in dielectric materials at that frequency. In addition, we pro-
pose a simple model to describe the temperature profiles within a material subject to
microwave radiation. We apply this model for water and monoethanolamine (MEA)
systems and compare our estimates with available experimental data. Although the
predictions are generally within one order of magnitude of the expected results, it be-
comes evident that a detailed description of the electric field distribution, both inside
and outside the dielectric material, is necessary to obtain accurate heating profiles.

7.1 Introduction

Microwave heating processes have proven to be more efficient than other conventional
heating technologies for a wide range of applications [2]. The volumetric effect of elec-
tromagnetic heating implies a more uniform distribution of heat within the workload
and leads to faster heating rates for materials that couple appropriately with the mi-
crowave field. In addition, a series of non-thermal effects, whose origin is not fully
understood, have the ability to modify phase equilibrium and enhance chemical re-
action rates, thus promoting the advantages of microwave heating. In Chapter 2 we
provide a review of some of the main applications of microwave heating in fields such
as food processing, separation technologies or the enhancement of chemical reaction
rates in organic chemistry [4].

The transmission of microwaves to a target workload can be performed in various
ways. The most common equipment are multimode and monomode ovens [2, 4]. The
former have been implemented in both domestic and larger industrial applications,
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FIGURE 7.1: Microwave heating: rectangular waveguide set-up.

and generally consist of metallic boxes with at least two dimensions larger than the
wavelength of the incoming radiation, and where the wave suffers multiple reflections
on the oven walls. Mono or single-mode ovens are more suitable for smaller scales.
They are formed by a generator and a waveguide that transmits the electromagnetic
radiation to the sample in a single direction (see Fig. 7.1). The reflection of the wave at
the opposite end of the waveguide allows for the establishment of standing waves. In
this set-up the electric field distribution is more defined, and it is the one we consider
for the remainder of this chapter.

The presence of a dielectric workload in the oven cavity can significantly modify the
characteristics of the established field in the surroundings of the material. The electric
field inside the workload is determined by the continuity of displacement current at
the boundary with the surrounding air, which can result in significantly lower internal
electric field intensities depending on the geometry and the dielectric properties of the
material. Having a good description of the electric field distribution inside the sample
is essential since this is one of the main factors determining microwave heating rates. In
this context, another important aspect to consider is the attenuation of the electromag-
netic field as it interacts with the sample. The conversion of electromagnetic energy
into heat as the radiation penetrates the material limits the depth of this interaction.
The concept of penetration depth is defined as the distance at which the electric field
intensity is reduced to 1/e of its original value. This is an important design parame-
ter determined from the frequency-dependent dielectric characteristics of the material.
Generally, it is more beneficial to reach larger penetration depths, even if it is at the
expense of obtaining lower absorption rates. In fact, this is the main reason why do-
mestic microwave ovens operate at frequencies lower than the one corresponding to
the maximum energy absorption of water.

Computational electromagnetics can be a powerful tool to describe the electromag-
netic field distribution within the workload. Different numerical techniques, such as
finite-difference time-domain (FDTD) [97] or finite element (FE) [98, 99] methods, are
available to solve Maxwell’s equations under predefined constitutive relations and
boundary conditions. These simulations can provide very accurate representations
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of electromagnetic field distributions. However, since this is not the main focus of
this thesis, here we only consider simple approximate models to determine microwave
heating rates.

7.2 Microwave heating profiles

The evolution of temperature in a microwave heating process is the result of the conser-
vation of energy within the system. In this chapter, we assume that the microwave heat-
ing process takes place in a closed cylindrical tube such as the one depicted in Fig. 7.1.
A generator produces microwaves, which are transmitted to the sample through a rect-
angular waveguide. In such system, the energy balance is dictated by the contribution
of different terms including the absorption of heat from the electromagnetic wave, the
accumulation of energy within the system and the heat losses to the surroundings due
to convection and conduction processes.

7.2.1 Energy balance

In general, the conservation of energy in the system can be expressed as:

Accumulation = In−Out + Generation− Consumption (7.1)

However, for the systems we are studying both generation and consumption can be
discarded since no chemical reaction occurs. This restricts the energy balance to:

Accumulation = In−Out, (7.2)

where the heat entering the system results from the absorption of energy from the elec-
tromagnetic wave (Q̇abs), and the energy leaving the system is due to convective (Q̇conv)
and conductive (Q̇cond) losses to the surroundings:

Q̇acc = Q̇abs −
(
Q̇conv + Q̇cond

)
(7.3)

The different terms contributing to this balance can be defined as follows:

• Energy accumulation rate within the system:

Q̇acc = mcp(T )
dT

dt
(7.4)

where m and cp are the mass and specific heat capacity of the material, respec-
tively, T is the temperature and t the time.

• Energy absorbed by the system from the microwaves (as defined in Chapter 2):

Q̇abs = ω εvac ε
′′(ω, T ) |E(ω)|2 V (2.80)
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where ω is the angular frequency, εvac is the vacuum permittivity, ε′′(ω) is the
imaginary part of the frequency-dependent dielectric constant, |E(ω)| is the
strength of the electric field inside the material and V is the volume of the system.

• Heat losses due to convection and conduction to the surroundings:

Q̇conv + Q̇cond = UA (T − Tamb) (7.5)

where U represents the overall heat transfer coefficient, A is the external surface
area of the cylinder and Tamb is the ambient temperature.

Therefore, for a microwave heating process in a closed system where no chemical
reaction occurs, the conservation of energy is given by:

mcp(T )
dT

dt
= ω εvac ε

′′(ω, T ) |E(ω)|2 V − UA (T − Tamb) (7.6)

This first order differential equation can be solved using numerical methods to obtain
microwave heating profiles.

7.2.2 Considerations regarding the intensity of the electric field within the
dielectric material

In the energy balance presented in Eq (7.6), most variables can be easily obtained pro-
vided a minimum knowledge of the conditions at which the microwave heating pro-
cess occurs. However, the determination of the intensity of the electric field within the
sample requires special attention. In a first instance, the electric field propagation in
free space within the waveguide has to be specified. Then, we assume the sample is
placed in the optimum position for maximum energy absorption from the electromag-
netic wave. Finally, it is necessary to consider the attenuation of the intensity of the
electric field at the boundary between the air, where the wave propagates initially, and
the dielectric material. Due to the small size of the samples analysed in this work, the
influence of the penetration depth will not be considered here. Even so, an estimate of
this parameter is provided in our results.

Standing waves in Rectangular Waveguides

As mentioned above we consider that the transmission of microwaves to the sample
takes place in a rectangular waveguide. The wave, originated in the generator (or mag-
netron) at one end of the waveguide, is reflected at the other end, producing a standing
wave [380, 381]. Standing waves result from the interference between incident and re-
flected waves, and are characterised by having a constant amplitude at each point of
the waveguide, as shown in Fig. 7.1. If the process operates under ideal conditions, the
wave does not lose power while propagating within the waveguide.
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Electric Field Distribution in Rectangular Waveguides

In order to maximise the absorption of electromagnetic energy, the sample is posi-
tioned at the point of maximum intensity of the electric field. According to Metaxas
and Meredith [2, 382], for rectangular waveguides the maximum electric field intensity
is given by:

E0 ext =

√
4P

ab

λg
λ0

(
µvac
εvac

)0.5

(7.7)

where P is the power transmitted through the waveguide, a and b are the width and
height of the waveguide, respectively, and λ0 and λg, are the free space and waveguide
wavelengths, respectively.

Continuity of displacement current at the boundary between two different dielectric
materials

As shown in Fig. 7.1, the electromagnetic wave propagates through free space until
it makes contact with the cylindrical tube containing the sample. If we consider that
the glass tube is transparent to microwaves and does not have an influence on the
intensity of the field, the electromagnetic radiation reaches the sample at its maximum
intensity. As we mentioned in Chapter 2 (Eq. (2.36)), at the boundary between two
different materials, there must exist continuity of displacement current. For cylindrical
geometries, such as the ones considered here, the relationship between the electric field
on the outside (E0 ext) and within (E0 int) a dielectric material is given by [383, 384]:

E0 int =
2

1 + ε̂′(ω)
E0 ext (7.8)

Penetration depth

Once the electromagnetic field reaches the dielectric material, the interaction of the ra-
diation with dynamic processes within the material will cause an attenuation of the
intensity of the field (see Fig. 7.2). According to Beer-Lambert law [385–387], the inten-
sity of the electromagnetic signal decays exponentially with the distance to the external
boundary of the material:

Eint(z, ω) = E0 int exp

(
− z

δp(ω)

)
(7.9)

where δp(ω) is defined as penetration depth, and corresponds to the distance where the
intensity of the field is reduced to 1/e (approximately 37%) of its value at the boundary
E0 int. It can be shown that the penetration depth of an electromagnetic signal within a
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FIGURE 7.2: Electric field distribution in the sample.

dielectric material is given by [2, 382]:

δp(ω) =
λ0

2π

√√√√2ε′(ω)

[√
1 +

(
ε′′(ω)
ε′(ω)

)2
− 1

] (7.10)

Empirical estimation of the electric field within the workload

An alternative to the calculation of the electric field inside the sample from Eqs. (7.7)
and (7.8) is the use of empirical formulas. The electric field inside the workload can
be estimated from the input power of the microwaves and the characteristics of the
sample as [388, 389]:

|E(ω)| = E0 int =

√
2P

1− |S11|2
(7.11)

where S11 is the reflection coefficient, associated with the fraction of power reflected by
the dielectric material.

7.3 Results and Discussion

Temperature profiles in microwave heating processes can be obtained from the inte-
gration of Eq. (7.6). The main aim of this section is to implement the results obtained
in previous chapters for dielectric properties of different materials to obtain their cor-
responding heating profiles for microwave heating processes at 2.45 GHz. We start by
showing the good prediction of the evolution of real and imaginary parts of the di-
electric constant with temperature at this particular frequency. Then, we determine the
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influence of temperature on the penetration depth. To conclude, we present the esti-
mated microwave heating profiles of water and MEA at 2.45 GHz and different input
powers, and we compare our results with experimental heating profiles obtained at the
University of Edinburgh.

7.3.1 Temperature dependence of the dielectric constant at 2.45 GHz

In Chapter 6 we predict the influence of temperature on the dielectric spectra of water,
ethanol, MEA and ethanol/water mixtures. Here we focus on the results obtained at
the most common frequency operated commercially, 2.45 GHz.

Pure components

Figure 7.3 shows the effect of temperature on the real and imaginary parts of the di-
electric constant of water, ethanol and MEA. The comparison with experimental data
confirms the particularly good agreement obtained for water [103, 104, 112, 234, 338] in
the entire range of temperatures. In the case of ethanol, the results agree with experi-
mental data determined by most authors [336, 337, 365] but differ slightly from results
obtained by Liao et al. [335] for the real dielectric permittivity, particularly at high tem-
peratures. Finally, for MEA better results seem to be obtained for the imaginary part
than for the real part, although a very limited number of experimental data [238] are
available in this case.

Solid lines in Fig. 7.3 represent quadratic fits

ε′(T ) = a′T 2 + b′T + c′

ε′′(T ) = a′′T 2 + b′′T + c′′

to the data obtained from molecular simulation, which fitting parameters are sum-
marised in Table 7.1. The objective of these fits is to create a function for the
temperature-dependence of these dielectric properties that can be invoked later dur-
ing the determination of microwave heating profiles.

Different trends are observed in the data for the systems we have considered in
this study. While the real permittivity of water tends to decrease with temperature at
2.45 GHz, the opposite trend is observed for ethanol and MEA. In the case of the di-
electric loss, while water shows a continuous decrease, for both ethanol and MEA the
imaginary part of the dielectric constant initially increases with temperature and then
decreases at higher temperatures. This is related to the shift of the position of the char-
acteristic frequency of the main relaxation process with temperature (see Fig. 6.9). For
water, the main relaxation process occurs at frequencies higher than 2.45 GHz for the
entire range of temperatures. However, for both ethanol and MEA, the main relaxation
process takes place at frequencies lower than 2.45 GHz at low temperatures but shifts
to frequencies higher than this value at high temperatures.
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FIGURE 7.3: Temperature dependence of real and imaginary parts of the dielectric constant
of water (blue circles), ethanol (red squares) and MEA (green triangles) at 2.45 GHz. Filled
symbols represent results obtained from our simulations. Solid lines are quadratic fits to these
results. Open symbols correspond to experimental data gathered from different sources for
water [103, 104, 112, 234, 338] , ethanol [335–337, 365] and MEA [238].
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TABLE 7.1: Parameters for the quadratic fits of the influence of temperature on dielectric prop-
erties of water, ethanol and MEA at 2.45 GHz.

Molecule 103a / K−2 b / K−1 c

Real part ε′

Water 1.56 −0.391 180

Ethanol −0.707 0.601 −107

MEA −4.22 2.89 −469

Imaginary part ε′′

Water 1.70 −1.24 229

Ethanol −2.99 1.86 −281

MEA −4.46 2.70 −394

Mixtures

Figure 7.4 shows the results obtained for ethanol/water mixtures. Once again, the pre-
dictions from our simulations are in good agreement with experimental data [103, 104,
112, 234, 335–338, 365] . The parameters defining the quadratic fits to the simulation
data are presented in Table 7.2. We observe a progressive shift from decreasing real
permittivities with temperature at low ethanol concentrations to an increasing trend at
higher ethanol concentrations. The shift of characteristic frequency of the main relax-
ation process with temperature and concentration (see Fig. 6.19) is also visible on the
distinct temperature trends of the dielectric loss.

7.3.2 Temperature dependence of the penetration depth at 2.45 GHz

An important parameter in the design of microwave heating equipment is the pene-
tration depth given by Eq. (7.10). Here we present estimations of this parameter at
2.45 GHz, using real dielectric permittivities and imaginary dielectric losses obtained
through MD simulations and shown above.

Pure components

Figure 7.5 shows the evolution of the penetration depth of the water, ethanol and MEA
with temperature. Available experimental results [335] for water and ethanol confirm
the good prediction of this important quantity from our simulations. As we mentioned
previously, the penetration depth is an indicator of the rate of conversion of electro-
magnetic energy into heat as radiation penetrates the target material. Since it is the
imaginary part of the dielectric constant ε′′ the one that dictates the heat losses within
the material, one would expect these two quantities to be strongly correlated. Indeed,
the decrease in dielectric loss of water, ethanol and MEA at high temperatures (see
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FIGURE 7.4: Temperature dependence of real and imaginary parts of the dielectric constant of
ethanol/water mixtures at 2.45 GHz. Blue circles, cyan upward facing triangles, green stars,
orange downward facing triangles and red squares correspond to mixtures of ethanol mole
fractions 0.00, 0.20, 0.50, 0.80, and 1.00, respectively. Filled symbols represent results obtained
from our simulations. Solid lines are quadratic fits to these results. Open symbols correspond
to experimental data gathered from different sources [103, 104, 112, 234, 335–338, 365]
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TABLE 7.2: Parameters for the quadratic fits of the influence of temperature on dielectric prop-
erties of ethanol/water mixtures at 2.45 GHz.

xEtOH 103a / K−2 b / K−1 c

Real part ε′

0.0 −0.0422 −0.269 161

0.2 −3.07 1.79 −212

0.5 −4.10 2.63 −392

0.8 −3.16 2.13 −340

1.0 −0.707 0.601 −107

Imaginary part ε′′

0.0 2.24 −1.57 280

0.2 3.65 −2.56 454

0.5 0.668 −0.624 140

0.8 −2.35 1.38 −193

1.0 −2.99 1.86 −281

Fig. 7.3) translates into larger penetration depths, as would be expected from the lower
microwave absorption rates.

Mixtures

The influence of temperature on the penetration depth of ethanol/water mixtures is
presented in Fig. 7.6. A general increase of the penetration depth with temperature is
observed at any given concentration. Additionally, it is clear how the larger the con-
centration of ethanol in the mixture, the shorter the penetration of the electromagnetic
wave in the sample at 2.45 GHz.

7.3.3 Heating profiles at 2.45 GHz

Experimental datasets

As part of the Wetting Layer Absorption (WLA) project (EPSRC Grant EP/J019704/1),
and in collaboration with the Institute of Materials and Processes at the University of
Edinburgh (Dr Claudia Martin, Dr Stephen McGurk, Dr Xianfeng Fan and Dr Martin
Sweatman), experiments were carried out to determine microwave heating profiles of
water and MEA at a frequency of 2.45 GHz and different input powers (see Table 7.3).

A waveguide with rectangular cross-section of dimensions 86.36 mm × 43.18 mm
was used to transmit the power generated in a magnetron to the sample of dielectric
material. The wavelength of the generated microwave in free space is λ0 = 12.24 cm,
while the waveguide wavelength is λg = 17.35 cm [2]. For all the experiments per-
formed, a volume of 5 ml of sample was contained in a cylindrical tube with an inner
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diameter of 1.5 cm. During the experiments, microwave heating was turned on until
a cutoff temperature was reached (100◦C for water and 70◦C for MEA). Then, the mi-
crowave power was switched off and the system was left to naturally reach thermal
equilibrium.

Determination of heat transfer coefficient

The cooling profiles obtained once the microwaves are switched off can be used to
determine the heat transfer coefficient term UA, which can then be implemented to
model heat losses to the surroundings during the heating step. Discarding the heating
term in Eq. (7.6) results in a model for the cooling profiles:

mcp(T )
dT

dt
= − UA (T − Tamb) (7.12)

Figure 7.7 shows the experimental cooling profiles for water and MEA after irradiation
with microwaves at different input powers, together with the fits to the model defined
in Eq. (7.12). In this representation the initial time corresponds to the instant where
microwaves are switched off. The influence of temperature on the heat capacity of
water and MEA is captured through a linear fit of the experimental data presented in
Fig. 6.1 that results in:

cp water = 0.0115 T + 71.7

cp MEA = 0.291 T + 79.1

where T is in K and cp in J mol−1 K−1. The ambient temperature changes, not only
between different experiments, but also within a same experiment. For this reason this
magnitude was recorded at the start (Tamb h) and the end (Tamb c) of each experiment.
The corresponding values are shown in Table 7.3. In order to obtain the cooling profiles
presented in Fig. 7.7, the least squares method is employed to minimise the differences

TABLE 7.3: Parameters of microwave heating profiles.

P / W Tamb h / ◦C Tamb c / ◦C UA / W K−1 E0 ext / V m−1 S11

Water

84 22.37 23.05 0.0500 6868 0.856

120 22.98 23.96 0.0723 8209 0.881

200 22.51 23.80 0.0413 10598 0.848

MEA

60 25.11 23.66 0 0303 5805 0.439
84 23.22 25.45 0.0326 6868 0.601
120 25.29 25.54 0.0339 8209 0.676
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FIGURE 7.7: Cooling profiles of water and MEA after microwave irradiation. Open symbols
correspond to different sets of experimental data, while solid lines represent the fit of these
data to the cooling model described by Eq. (7.12).
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between model and experimental results using UA as the single model parameter. The
resulting values of this parameter are shown in Table 7.3. In all cases the cooling model
provides reasonable results.

Heating profiles

Once all the terms in the energy balance given by Eq. (7.6) are known, we proceed to
determine the heating profiles corresponding to the different experiments that have
been carried out. Figure 7.8 shows microwave heating profiles of water and MEA at a
frequency of 2.45 GHz and different input powers. The predictions obtained through
this procedure clearly underestimate the experimental heating rates for all the different
power inputs. Particularly pronounced is the effect on water profiles, although the
results obtained for MEA are also far from the expected. Since we have proven the
good estimation of dielectric properties at this particular frequency, the deviation must
originate from either the electric field distribution defined by Eqs. (7.7) and (7.8) or
other effects not considered in the energy balance given by Eq. (7.6).

The values of penetration depth shown in Fig. 7.5, which are close or, in some cases,
even shorter than the width of the sample (1.5 cm), suggest that some attenuation of
the electric field intensity can occur within the dielectric material. However, including
this effect would lead to even lower heating rates.

As we stated at the start of the chapter, the model used to describe the electric field
distribution within the equipment is a simple approximation. The results obtained here
confirm the need for a more careful treatment of this issue. However, this work is out
of the scope covered by this thesis. Instead, we finish this chapter by obtaining the best
fit of the microwave heating model given by Eq. (7.6) to the experimental results. In
this process, we use the empirical expression given by Eq.(7.11) to determine the elec-
tric field inside the sample, employing the reflection coefficient S11 as fitting parameter.
Although there appears to be an excessive influence of the term corresponding to heat
losses to the surroundings, which results in excessive bending of the temperature pro-
file, the fits are generally satisfactory (see dashed lines in Fig. 7.8). The values of the
reflection coefficient resulting from the fit are summarised in Table 7.3. This parame-
ter is relatively stable with input power for water, while for MEA it increases as more
power is introduced into the system. The larger reflection coefficients obtained for wa-
ter with respect to MEA indicate a more intense reflection of microwave power for this
system, which is consistent with the larger value of the real dielectric permittivity of
water at 2.45 GHz. However, observing the experimental heating profiles in Fig.7.8,
similar heating rates are obtained for both systems at the same input power. This result
can be explained by the deeper penetration of electromagnetic radiation in water as
shown in Fig. 7.5.



Chapter 7. Prediction of Microwave Heating Rates 166

0 20 40 60 80 100

t / s

20

30

40

50

60

70

80

90

100

T
 /
 °C

water

P = 84 W

P = 120 W

P = 200 W

0 20 40 60 80 100

t / s

20

30

40

50

60

70

80

T
 /
 °C

MEA

P = 60 W

P = 84 W

P = 120 W

FIGURE 7.8: Microwave heating profiles of water and MEA at 2.45 GHz and different input
powers. Open symbols correspond to experimental data. Solid lines represent predictions
obtained through the heating model described by Eq. (7.6), using electric field distributions
given by Eqs. (7.7) and (7.8). Dashed lines correspond to the fit of this same model to the
corresponding experimental data, using the empirical Eq. (7.11) to determine the electric field
inside the workload.
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7.4 Conclusions

The idea behind this chapter is to apply the knowledge generated in previous chapters
for the estimation of macroscopic quantities. With this aim in mind, we define the con-
servation of energy in a dielectric material irradiated by a microwave field taking into
account the heat absorbed from the electromagnetic field, the heat accumulated within
the sample and possible energy losses to the surroundings. This heat balance offers the
possibility to determine temperature profiles for microwave heating processes. These
are mostly dominated by the electric field distribution within the sample and the di-
electric properties of the material.

We demonstrate good predictions of both real dielectric permittivity and imaginary
dielectric loss for water, ethanol, MEA and ethanol/water mixtures at the most com-
mon microwave frequency for commercial applications (2.45 GHz). Additionally, we
determine an important magnitude such as the penetration length. This quantity gives
valuable information on the depth of propagation of the radiation inside the dielectric
material and on the rate of conversion of electromagnetic energy into heat. We show
how it can be predicted accurately from the results of MD simulations.

With regard to microwave heating profiles, we compare the predictions provided
by the previously mentioned heating model with experimental results generated by
collaborators at the University of Edinburgh for water and MEA at 2.45 GHz and differ-
ent input powers. In all cases the results clearly underpredict the expected microwave
heating rates. Since we have proven the good performance of our simulations for the
prediction of dielectric properties, we believe the discrepancies reside in the simple
models used for the determination of the electric field distribution outside and inside
the target dielectric material. More detailed approaches on this topic have to be under-
taken in order to obtain accurate heating profiles. Once some confidence is built on the
estimation provided by these models, it will be possible to move forward and use this
tool in the search for the conditions that provide the most efficient microwave heating
process.



Chapter 8

Conclusions and Future Work

The aim of this thesis is to shed some light on the physical mechanisms that define the
interaction of microwaves with fluids using molecular simulations, testing the ability of
currently available force fields to predict dielectric response. This chapter summarises
the main conclusions extracted from this work and suggests possible directions for
further research based on these conclusions.

8.1 Conclusions

The interaction of electromagnetic waves with matter is governed by the characteristics
of the wave and the dielectric properties of the irradiated material. At microwave fre-
quencies, the effects of this interaction can be observed macroscopically in the form of
heat dissipation for materials able to absorb radiation at these particular wavelengths.
The main advantage of this type of heating with respect to conventional heating tech-
nologies is its volumetric nature. It avoids the slow heat transfer by thermal diffusiv-
ity from the external surface of the workload and, therefore, provides faster heating
rates. This fact has been exploited for the development of microwave heating pro-
cesses in several fields including food processing, various separation technologies or
the enhancement of chemical reaction rates. A review of these and other applications
is presented in Chapter 2. Although microwave heating processes have been used in a
relatively large number of scenarios, the widespread industrial implementation of this
technology is only starting recently.

From a macroscopic point of view, the propagation of electromagnetic waves in
dielectric media is dictated by Maxwell’s equations. The specific interaction between
the material and the electric and magnetic components of the field are defined through
constitutive relations that are governed by the dielectric and magnetic properties of the
workload. In Chapter 2 we develop the theoretical framework behind these relations
which leads to the determination of an expression for the microwave heating rate in di-
electric materials. This expression shows the importance of the accurate determination
of the frequency-dependent dielectric properties of the workload and the electric field
distribution within the material for an adequate prediction of microwave heating rates.

This level of knowledge allows the simulation of microwave heating processes
through numerical approximations to Maxwell’s equations combined with predefined

168
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constitutive relations. However, a more detailed understanding of the origin of this
phenomenon has to be sought at the molecular level. The presence of an electromag-
netic field interferes with the natural motion of molecular systems causing the polari-
sation of molecular dipoles as they tend to align with the direction of the field. Within
the framework of the fluctuation-dissipation theorem and linear response theory, the
response of the system to weak perturbation fields is interpreted as identical to the re-
laxation of internal equilibrium fluctuations within the system. This means that key
properties, such as the dielectric properties of a material, can be inferred from the natu-
ral dynamic fluctuations of unperturbed systems. In Chapter 3 we exploit this result to
develop a methodology for the determination of frequency-dependent dielectric prop-
erties from dipole moment fluctuations using equilibrium molecular dynamics simu-
lations (see Eq. (3.50) and Fig. 3.3).

This methodology is applied for the estimation of the dielectric spectra of one com-
ponent systems (water, ethanol, ethylene glycol, propylene glycol, glycerol and mo-
noethanolamine) in Chapter 4, ethanol/water mixtures in Chapter 5 and the influence
of temperature on these properties for some of these systems in Chapter 6. In general
the results obtained in these studies show good agreement with experimental data.

In Chapter 4, the ability of different force fields to predict dielectric spectra is tested
for each substance taking part in the study. The results presented in Fig. 4.6 show that
at least one of the force fields provides a good estimate of this dynamic property. In
particular, the SPC model shows the best results for water, the TraPPE-UA force field
beats other force fields for ethanol, the GAFF force field is the best option for propylene
glycol, and the dielectric spectra of ethylene glycol, glycerol and monoethanolamine is
best predicted by the OPLS force field. However, despite the good performance of these
models describing the dynamics of the dielectric response of the different systems, in
most cases the static dielectric constant, related to the magnitude of this dielectric re-
sponse, is not well predicted (see Fig. 4.5). In order to obtain appropriate estimations
of dielectric spectra, it was decided to use the experimental value of this quantity in the
calculations. The fit of the results to established dielectric relaxation models reveals that
water follows an ideal Debye relaxation mechanism while larger systems show devia-
tions from this ideal behaviour that can be captured by the Havriliak-Negami model.
This strand of work also confirms that smaller molecules tend to be characterised by
shorter relaxation times and that the more polar a molecule is the more intense is its
dielectric response (see Fig. 4.7).

The estimation of dielectric spectra is extended to binary systems, in particular the
ethanol/water mixture, in Chapter 5. In this case we adopt a multirelaxation approach
that shows how the dielectric response of water is well described by the combination
of a dominant relaxation process at microwave frequencies and a faster and less in-
tense process. However, when ethanol is present in the mixture, an additional fast
process is required to model the dielectric response adequately. This approach leads
to accurate representations of the concentration-dependence of the dielectric spectra
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of ethanol/water mixtures when compared with experimental results, as shown in
Fig. 5.9. In fact, the performance of these predictions is evaluated against widely used
mixing rules that consist on empirical estimations of properties of mixtures based on
the properties of its individual constituents. The better performance of the results ob-
tained through MD simulations for ethanol/water mixtures confirms established hy-
potheses that identify the origin of the dielectric response of these systems as collabo-
rative processes of its hydrogen bond network rather than individual contributions of
its components (see Fig. 5.10). Additionally, the study of the relaxation process of entire
species and individual molecules within those species confirms the need for collabo-
rative processes between groups of molecules in order to explain the global dielectric
response.

The influence of temperature on the dielectric spectra of water, ethanol, MEA and
ethanol/water mixtures is studied in Chapter 6. Once again, the main trends of the
evolution of dielectric properties with temperature are captured appropriately by MD
simulations (see Figs .6.9 and 6.19). In all cases, the dielectric response becomes increas-
ingly faster as temperature increases, as expected from the faster molecular motions at
high temperatures. The results confirm that the dielectric spectrum of water can be
modelled through two relaxation processes for the entire range of temperatures. The
remaining systems require an additional fast relaxation. For all the systems, the intro-
duction of fast relaxations reduces the deviations of the dominant relaxation process
from an ideal Debye behaviour. The study of the influence of temperature on the re-
laxation times of entire molecular systems and individual molecules reveals that the
dynamics of molecular systems approach that of independent molecules as tempera-
ture increases. This is an indication of the weakening of hydrogen bond networks at
high temperatures. In addition, it is shown how the main relaxation process can be
interpreted as an activation process in which an energy barrier has to be overcome in
order to proceed to the reorganisation of the hydrogen bond network. The results con-
clude that the activation enthalpy of water is lower than that of ethanol and MEA due
to its smaller size and higher polarity that cause less restrictions to the reorientation of
the molecular structure in the direction of the alternating electric field.

Finally, the results obtained in previous chapters are implemented in Chapter 7 for
the estimation of macroscopic quantities relevant to microwave heating processes oper-
ating at the most common commercial frequency, 2.45 GHz. The results show accurate
predictions of penetration depths, which are a good indicator of the depth of propa-
gation of electromagnetic radiation within a dielectric material. However, microwave
heating profiles obtained as a result of the conservation of energy in the dielectric work-
load provide unexpected results. Since the estimation of dielectric properties has been
proven to be accurate, it is believed that the main reason for the underestimation of
microwave heating rates is the crude calculation of the electric field distribution within
the sample. More detailed treatment of this issue is required in order to obtain accurate
representations of microwave heating profiles.
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8.2 Future Work

The work presented in this thesis opens the door for further research in related topics.
The methodology implemented here can be used to predict the performance of new
materials and processes. An example of this application is research that will be car-
ried out at the University of Edinburgh to investigate the microwave regeneration of
amine solutions used in carbon capture processes. The formation of free ions in solu-
tion makes of this system a particularly interesting one since the transport of charge
can play a significant role on microwave heating rates.

Additionally, the method described in this thesis for the prediction of di-
electric properties from MD simulations could be applied to more complex sys-
tems. Similar methods have been used for the study of the dynamics of systems
such as 1,4-polybutadiene [390, 391], polyethylene [392, 393], polypropylene [394],
polystyrene [125, 393, 395–399], poly(methyl-methacrylate) [393], and model poly-
mers [400]. Initial work has been performed within our group on the estimation of
the influence of temperature on the dielectric spectrum of polystyrene, with particu-
lar interest on glass transition processes observed in this system. However, limitations
have been encountered due to the low characteristic frequencies of these processes be-
low the glass transition temperature, which require extremely long simulations (in the
order of ms) to obtain reliable results. The evolution of computational resources will al-
low some time to perform atomistic molecular simulations of such lengths. Currently,
coarse-grained molecular dynamics simulations offer the possibility to reach longer
timescales and can be considered as an alternative.

In this work we have shown how the influence of temperature on dielectric prop-
erties can be accurately described using molecular dynamics simulations. This study
could be extended to the prediction of the effect of another important process vari-
able such as pressure, for which some experimental research has already been per-
formed [90, 401, 402].

Another interesting topic that could be covered in the future is the analysis of the
effect of fluid confinement on the dielectric response. In such systems, the response
will no longer be homogeneous since the confinement restricts the molecular motion
in specific directions. The dielectric constant becomes a tensor with directional de-
pendency. Examples of these systems are carbon nanotubes or porous materials for
absorption [133, 403].

Following the apparent relationship between dielectric response and dynamics of
hydrogen bond networks, a deeper analysis of the molecular mechanisms leading to
this connection could be carried out. This would involve a more detailed study of the
evolution of the structure of the fluid with temperature and concentration, including
the implementation of cluster size analysis to determine the shape of the hydrogen
bond network.
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An alternative to the estimation of properties from equilibrium molecular dynam-
ics simulations is the direct implementation of an external time-dependent electric field
within the simulation box [141, 171, 172, 180, 181, 183, 404]. This type of simulation can
also be applied to study the effect of external electric fields on a range of thermody-
namic properties, even for electric field intensities falling in the non-linear regime.

Finally, since the determination of the electric field distribution within the workload
has proven to be very important for the accurate prediction of microwave heating rates,
robust electromagnetic simulations, that make use of dielectric properties estimated
through molecular dynamics simulations, would be an interesting option to consider
for the optimisation of microwave heating processes.
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Appendix A

Dielectric relaxation expressions
according to the Debye and the
Havriliak-Negami models

In this appendix we derive the real and imaginary parts of the complex dielectric per-
mittivity for the Debye and the Havriliak-Negami models in the frequency domain. In
addition we develop the time domain expressions of the dipole moment autocorrela-
tion function for both models.

A.1 Real and imaginary parts

A.1.1 The Debye model

In the frequency domain, the single Debye relaxation is given by the expression:

ε̂(ω)− ε∞
ε0 − ε∞

=
1

1− i ωτD
((3.72))

ε̂(ω) = ε∞ + (ε0 − ε∞)
1

1− i ωτD
(A.1)

ε̂(ω) = ε∞ + (ε0 − ε∞)
1 + i ωτD

1 + ω2τ2
D

(A.2)

Therefore, defining the complex dielectric permittivity as ε̂(ω) = ε̂′(ω) + i ε̂′′(ω), the
real and imaginary parts result in:

ε̂′(ω) = ε∞ +
ε0 − ε∞
1 + ω2τ2

D

ε̂′′(ω) =
(ε0 − ε∞)ωτD

1 + ω2τ2
D

(A.3)
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A.1.2 The Havriliak-Negami model

In the frequency domain, the single Havrilak-Negami relaxation is given by the expres-
sion:

ε̂(ω)− ε∞
ε0 − ε∞

=
1

[1 + (−iωτHN)α]β
((3.74))

ε̂(ω) = ε∞ + (ε0 − ε∞) [1 + (−iωτHN)α]−β (A.4)

where, taking into account that i = ei
π
2 , we obtain:

[1 + (−iωτHN)α]−β =
[
1 +

(
−ei

π
2 ωτHN

)α]−β
(A.5)

[1 + (−iωτHN)α]−β =
[
1 +

(
−ei

π
2
α
)

(ωτHN)α
]−β

(A.6)

[1 + (−iωτHN)α]−β =
[
1− ei

π
2
α (ωτHN)α

]−β
(A.7)

[1 + (−iωτHN)α]−β =
{

1−
[
cos
(πα

2

)
+ i sin

(πα
2

)]
(ωτHN)α

}−β
(A.8)

[1 + (−iωτHN)α]−β =
[
1− (ωτHN)α cos

(πα
2

)
− i (ωτHN)α sin

(πα
2

)]−β
(A.9)

Converting into polar form:

[1 + (−iωτHN)α]−β =

{√[
1− (ωτHN)α cos

(πα
2

)]2
+
[
− (ωτHN)α sin

(πα
2

)]2
eiϕHN

}−β
(A.10)

with:
ϕHN = arctan

[
− (ω τHN)α sin(πα/2)

1− (ω τHN)α cos(πα/2)

]
(A.11)

[1 + (−iωτHN)α]−β =

[
1− 2 (ωτHN)α cos

(πα
2

)
+ (ωτHN)2α cos2

(πα
2

)

+ (ωτHN)2α sin2
(πα

2

)]−β/2
e−iβϕHN

(A.12)

[1 + (−iωτHN)α]−β =
[
1− 2 (ωτHN)α cos

(πα
2

)
+ (ωτHN)2α

]−β/2
e−iβϕHN (A.13)

[1 + (−iωτHN)α]−β =
[
1− 2 (ωτHN)α cos

(πα
2

)
+ (ωτHN)2α

]−β/2
[cos (−βϕHN) + i sin (−βϕHN)]

(A.14)
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Therefore, according to Eq. (A.4), the real and imaginary parts of the Havriliak-Negami
model are finally given by:

ε̂′(ω) = ε∞ + (ε0 − ε∞)
[
1− 2(ω τHN)α cos(πα/2) + (ω τHN)2α

]−β/2
cos(−βϕHN)

ε̂′′(ω) = (ε0 − ε∞)
[
1− 2(ω τHN)α cos(πα/2) + (ω τHN)2α

]−β/2
sin(−βϕHN)

(A.15)
with:

ϕHN = arctan

[
− (ω τHN)α sin(πα/2)

1− (ω τHN)α cos(πα/2)

]
(A.16)

A.2 Frequency domain dipole moment autocorrelation func-
tion

A.2.1 The Debye model

Combining Eq. (3.50) and Eq. (3.72), we obtain:

1 + iωφ̂(ω) =
1

1− i ωτD
(A.17)

φ̂(ω) =
1

iω

(
1

1− i ωτD
− 1

)
(A.18)

φ̂(ω) =
1

iω

(
1 + i ωτD

1 + ω2τ2
D

− 1

)
(A.19)

φ̂(ω) =
1

iω

(
i ωτD − ω2τ2

D

1 + ω2τ2
D

)
(A.20)

φ̂(ω) =
τD + ωτ2

D

1 + ω2τ2
D

(A.21)

Therefore:
φ̂′(ω) =

τD

1 + ω2τ2
D

φ̂′′(ω) =
ωτ2

D

1 + ω2τ2
D

(A.22)

A.2.2 The Havriliak-Negami model

Combining Eq. (3.50) and Eq. (3.74), we obtain:

1 + iωφ̂(ω) = [1 + (−iωτHN)α]−β (A.23)

φ̂(ω) =
1

−iω
− 1

−iω
[1 + (−iωτHN)α]−β , (A.24)
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where according to Eq. (A.14):

[1 + (−iωτHN)α]−β =
[
1− 2 (ωτHN)α cos

(πα
2

)
+ (ωτHN)2α

]−β/2
[cos (−βϕHN) + i sin (−βϕHN)]

((A.14))
Then:

φ̂(ω) =
1

−iω
− 1

−iω

[
1− 2 (ωτHN)α cos

(πα
2

)
+ (ωτHN)2α

]−β/2
[cos (−βϕHN) + i sin (−βϕHN)]

(A.25)

φ̂(ω) =
1

ω
i+

1

ω

[
1− 2 (ωτHN)α cos

(πα
2

)
+ (ωτHN)2α

]−β/2
[sin (−βϕHN)− i cos (−βϕHN)]

(A.26)
Therefore:

φ̂′(ω) =
1

ω

[
1− 2 (ωτHN)α cos

(πα
2

)
+ (ωτHN)2α

]−β/2
sin (−βϕHN)

φ̂′(ω) =
1

ω
− 1

ω

[
1− 2 (ωτHN)α cos

(πα
2

)
+ (ωτHN)2α

]−β/2
cos (−βϕHN)

(A.27)

with:
ϕHN = arctan

[
− (ω τHN)α sin(πα/2)

1− (ω τHN)α cos(πα/2)

]
(A.28)

A.3 Time domain dipole moment autocorrelation function

Since the Debye model represents a particular case of the HN model, we start by deriv-
ing a general expression for the latter, and next we apply this expression for the specific
case in which α = 1 and β = 1.

A.3.1 The Havriliak-Negami model

ε̂(ω)− ε∞
ε0 − ε∞

=
1

[1 + (−iωτHN)α]β
((3.74))

The combination of the frequency domain representation of the Havriliak-Negami
model (Eq. (3.74)) with Eq. (3.50) results in:

1 + iωφ̂(ω) = [1 + (−iωτHN)α]−β (A.29)

−iωφ̂(ω) = 1− [1 + (−iωτHN)α]−β (A.30)

In this expression:

[1 + (−iωτHN)α]−β =
[
(−iωτHN)α

[
1 + (−iωτHN)−α

]]−β
(A.31)
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[1 + (−iωτHN)α]−β = (−iωτHN)−αβ
[
1 + (−iωτHN)−α

]−β (A.32)

If we introduce the gamma function defined as:

Γ(x) =

∫ ∞
0

dt tx−1e−t (A.33)

And a change of variable such as t ≡ at, dt ≡ adt:

Γ(x) =

∫ ∞
0

a dt (at)x−1 e−at = ax
∫ ∞

0
dt tx−1e−at (A.34)

a−x =
1

Γ(x)

∫ ∞
0

dt tx−1e−at (A.35)

Let a = 1 + (−iωτHN)−α and x = β:

[
1 + (−iωτHN)−α

]−β
=

1

Γ(β)

∫ ∞
0

dt tβ−1 e−[1+(−iωτHN )−α]t (A.36)

Therefore, according to Eq. (A.32):

[1 + (−iωτHN)α]−β = (−iωτHN)−αβ
1

Γ(β)

∫ ∞
0

dt tβ−1 e−[1+(−iωτHN)−α]t (A.37)

[1 + (−iωτHN)α]−β = (−iωτHN)−αβ
1

Γ(β)

∫ ∞
0

dt tβ−1 e−t e−t(−iωτHN)−α (A.38)

where:

e−t(−iωτHN)−α =

∞∑
k=0

(−1)k

k!

[
t (−iωτHN)−α

]k
=

∞∑
k=0

(−1)k

k!
tk (−iωτHN)−αk (A.39)

Therefore:

[1 + (−iωτHN)α]−β = (−iωτHN)−αβ
1

Γ(β)

∫ ∞
0

dt tβ−1 e−t
∞∑
k=0

(−1)k

k!
tk (−iωτHN)−αk

(A.40)

[1 + (−iωτHN)α]−β = (−iωτHN)−αβ
1

Γ(β)

∞∑
k=0

(−1)k

k!
(−iωτHN)−αk

∫ ∞
0

dt tβ−1+k e−t

(A.41)

[1 + (−iωτHN)α]−β =
1

Γ(β)

∞∑
k=0

(−1)k

k!
(−iωτHN)−α(β+k) Γ(β + k) (A.42)
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where k! = Γ(1 + k), so:

[1 + (−iωτHN)α]−β =
1

Γ(β)

∞∑
k=0

(−1)k
Γ(β + k)

Γ(1 + k)
(−iωτHN)−α(β+k) (A.43)

Replacing this expression in Eq. (A.30), we obtain:

−iωφ̂(ω) = 1− 1

Γ(β)

∞∑
k=0

(−1)k
Γ(β + k)

Γ(1 + k)
(−iωτHN)−α(β+k) (A.44)

φ̂(ω) =
1

−iω
− 1

Γ(β)

∞∑
k=0

(−1)k
Γ(β + k)

Γ(1 + k)
(−iω)−α(β+k)−1 τ

−α(β+k)
HN (A.45)

where, from Eq. (A.35), we can deduce that:

(−iω)−α(β+k)−1 =
1

Γ [α(β + k) + 1]

∫ ∞
0

dt tα(β+k) eiωt (A.46)

Therefore:

φ̂(ω) =
1

−iω
− 1

Γ(β)

∞∑
k=0

(−1)k
Γ(β + k)

Γ(1 + k)

1

Γ [α(β + k) + 1]

∫ ∞
0

dt
tα(β+k)

τ
α(β+k)
HN

eiωt (A.47)

φ̂(ω) =
1

−iω
− 1

Γ(β)

∞∑
k=0

(−1)k
Γ(β + k)

Γ(1 + k)

1

Γ [α(β + k) + 1]

∫ ∞
0

dt

(
t

τHN

)α(β+k)

eiωt

(A.48)

φ̂(ω) =
1

−iω
− 1

Γ(β)

∞∑
k=0

(−1)k
Γ(β + k)

Γ(1 + k)

1

Γ [α(β + k) + 1]
F

[(
t

τHN

)α(β+k)
]

(A.49)

Performing the inverse Fourier transform of this expression, we finally obtain:

φ(t) = F−1

[
1

−iω

]
− 1

Γ(β)

∞∑
k=0

(−1)k
Γ(β + k)

Γ(1 + k)

1

Γ [α(β + k) + 1]
F−1

{
F

[(
t

τHN

)α(β+k)
]}

(A.50)

φ(t) = 1−
∞∑
k=0

(−1)k
Γ(β + k)

Γ(1 + k)

(t/τHN)α(β+k)

Γ(β) Γ [α(β + k) + 1]
(A.51)

A.3.2 The Debye model

Even though the Debye model has more theoretical implications than the empirical
Havriliak-Negami model, it can also be seen as a particular case of the HN model when
α = 1 and β = 1. As a consequence, substituting these conditions into Eq. (A.51), gives
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the time domain expressions of the dipole moment autocorrelation function according
to the Debye model.

φ(t) = 1−
∞∑
k=0

(−1)k
1

Γ(2 + k)

(
t

τD

)1+k

(A.52)

Let k′ = 1 + k:

φ(t) = 1−
∞∑
k′=1

(−1)k
′−1 1

Γ(1 + k′)

(
t

τD

)k′
(A.53)

φ(t) = 1− (−1)−1
∞∑
k′=1

(−1)k
′ 1

Γ(1 + k′)

(
t

τD

)k′
(A.54)

φ(t) = 1 +

∞∑
k′=1

1

Γ(1 + k′)

(
− t

τD

)k′
(A.55)

The term that would correspond to k′ = 0, would result in:

1

Γ(1 + k′)

(
− t

τD

)k′
= 1

Therefore, the sum becomes:

φ(t) =
∞∑
k′=0

1

Γ(1 + k′)

(
− t

τD

)k′
(A.56)

φ(t) =
∞∑
k′=0

1

k′!

(
− t

τD

)k′
(A.57)

However:

exp(x) =

∞∑
n′=0

xn

n!

Therefore:

φ(t) = exp

(
− t

τD

)
(A.58)
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The response of molecular systems to electromagnetic radiation in the microwave region (0.3–300GHz) has been
principally studied experimentally, using broadband dielectric spectroscopy. However, relaxation times corresponding to
reorganisation of molecular dipoles due to their interaction with electromagnetic radiation at microwave frequencies are
within the scope of modern molecular simulations. In this work, fluctuations of the total dipole moment of a molecular
system, obtained through molecular dynamics simulations, are used to determine the dielectric spectra of water, a series of
alcohols and glycols, and monoethanolamine. Although the force fields employed in this study have principally been
developed to describe thermodynamic properties, most them give fairly good predictions of this dynamical property for
these systems. However, the inaccuracy of some models and the long simulation times required for the accurate estimation
of the static dielectric constant can sometimes be problematic. We show that the use of the experimental value for the static
dielectric constant in the calculations, instead of the one predicted by the different models, yields satisfactory results for the
dielectric spectra, and hence the heat absorbed from microwaves, avoiding the need for extraordinarily long simulations or
re-calibration of molecular models.

Keywords: dielectric spectra; microwaves; molecular dynamics; alcohols; monoethanolamine

1. Introduction

Microwave heating arises from the coupling of charges

in dielectric media to an electromagnetic field.

In molecular systems, molecular dipoles reorganise in

an attempt to align themselves with the oscillating

electric field. However, the resulting motions are often

impeded by collisions between molecules, and, conse-

quently, the charges are not always able to keep up

with the rate at which the field oscillates in the

microwave region (0.3–300GHz) and a lag is observed.

This delay or relaxation in the molecular response with

respect to the application of the electric field provides

the origin of the conversion of electromagnetic energy

into thermal energy in microwave heating. At lower

frequencies, the dipoles are able to remain in phase

with the electric field, and no major variation is

observed in the temperature of the irradiated material.

At higher frequencies, the dipoles are not fast enough

to follow the rapid oscillations of the electric field.[1]

In this case, absorption takes place through electronic

degrees of freedom.

The dielectric properties of a material dictate its

tendency to convert electromagnetic energy into thermal

energy. This is reflected in the definition of the dielectric

permittivity 1̂ðvÞ as a complex frequency-dependent

quantity given by

1̂ðvÞ ¼ 10ðvÞ þ i100ðvÞ; ð1Þ

where 10ðvÞ is the real part of the complex dielectric

permittivity and represents the ability of a material to store

potential energy due to polarisation by an electric field,

while 100ðvÞ is the imaginary part of the complex dielectric

permittivity or dielectric loss, and represents its ability to

transform the absorbed energy into heat.

One of the simplest models used to describe dielectric

relaxation was suggested by Debye [2]. According to the

Debye model, the different dipoles forming a dielectric

medium interact with each other only through random

collisions, captured through a relaxation time, and the

resulting complex dielectric permittivity is given by

1̂ðvÞ ¼ 11 þ 10 2 11
1þ ivtD

; ð2Þ

where 11 is the infinite frequency dielectric constant, 10 is
the static or zero-frequency dielectric constant and tD is

the dielectric relaxation time. This expression is generally

valid for gases and liquids formed by small molecules.

More complicated representations (e.g. Cole-Cole [3],

Cole–Davidson [4], or Havriliak–Negami [5] models) are

q 2015 Taylor & Francis

*Corresponding author. Email: j.cardona-amengual@strath.ac.uk

Molecular Simulation, 2016

Vol. 42, No. 5, 370–390, http://dx.doi.org/10.1080/08927022.2015.1055741

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
St

ra
th

cl
yd

e]
 a

t 1
1:

30
 1

6 
A

pr
il 

20
16

 



typically necessary to describe the dielectric behaviour of

higher molecular weight systems, such as polymers.

The study of microwave heating processes at a larger

scale requires the resolution of an energy balance in which

the heat absorbed by a dielectric material in a microwave

field has to be considered. This term mainly depends on

the dielectric properties of the material and the

characteristics of the field [1]:

_Qabs ¼ v

4p
100 vð ÞjEj2V ; ð3Þ

where v is the angular frequency of the electromagnetic

field, E represents the electric field strength and V is the

volume of the system.

Applications of microwave heating are rapidly

growing, as its volumetric effect can lead to faster heat

transfer in comparison with conventional conductive

heating methods. One of the fields in which microwave

heating is having a high impact is organic synthesis. Some

of the most recent applications in this area have been

summarised by de la Hoz and Loupy [6]. Another

interesting aspect is the development of techniques based

on dielectric properties to study the conformation and

dynamics of molecular systems. Kremer and Schönhals [7]

provide a review on recent advances in broadband

dielectric spectroscopy, including applications in the

analysis of the molecular dynamics (MD) of glasses,

supercooled fluids and polymers.

The dielectric characteristics of pure water and

aqueous solutions are, for obvious reasons, among the

most studied. Using dielectric spectroscopy, it has been

shown that, in liquid water, dipole rotation translates into a

so called a-relaxation process which clearly exhibits

simple Debye behaviour in the microwave region over a

wide range of temperatures,[8–11] despite the presence of

hydrogen bonding. The effect of adding different solutes

on the strength of this hydrogen bonding network has also

been analysed for various aqueous solutions.[12] Short

alcohols start to show small deviations from the ideal

Debye behaviour at high frequencies, while the deviation

in larger alcohols is more significant. The hydroxyl groups

in alcohols can relax freely in the gas phase, but the

presence of hydrogen bonding in the liquid phase limits

the rotation of these groups.[6] This is signalled by the

appearance of multiple absorption regions [13–17] in the

dielectric absorption spectra. A similar effect has been

observed in water/ethanol mixtures, which show a

distribution of relaxation times, as opposed to the single

peaks observed for the pure components.[18]

Despite the relatively large literature on microwave

heating and dielectric spectroscopy, the majority of the

work in this area has been experimental, while there is

relatively little computational work. Nevertheless, Rick,

Stuart, and Berne [19] and later English and MacElroy

[20,21] determined the dielectric spectrum of water via

equilibrium MD simulations using the relationship

between dipole moment fluctuations and the frequency-

dependent dielectric constant initially developed by

Neumann and Steinhauser [22,23]. Non-equilibrium MD

simulations have also been performed in order to model

the microwave heating of water,[24–26] and the effects of

an external electromagnetic field on the conductivity of

molten sodium chloride,[27] rutile TiO2,[28] nanocon-

fined fluids [29] and binary dimethylimidazolium-based

ionic liquid/water solutions.[30–33] In addition, recent

work has been carried out on dielectric spectroscopy of

more complex systems such as protein solutions.[34–36]

The paucity of simulation work can probably be explained

by the fact that usual relaxation times corresponding to the

reorganisation of molecular dipoles due to their interaction

with electromagnetic radiation at microwaves frequencies

are on the order of nanoseconds, or even microseconds for

larger molecules. This requires long, computationally

expensive simulations in order to obtain statistically

accurate results. Another cause for this scarcity in

simulation work could be that most atomistic force fields

for molecular simulations have been developed to

reproduce thermodynamic rather than dynamic properties.

Thus, it is unclear how reliably they will be able to

reproduce the dynamic dielectric properties of a material.

In this work, we examine the ability of several

different force fields to reproduce the dielectric spectra of

relatively small molecules, such as water, alcohols, glycols

and monoethanolamine (MEA). In order to do so, we

perform equilibrium MD simulations for those systems,

and apply the methodology developed by Neumann and

Steinhauser to obtain their frequency-dependent complex

permittivity. Ultimately, our aim is to apply the results of

this work to the application of microwaves in regenerating

spent adsorbent materials. Equations (1)–(3) indicate this

requires good prediction of the dielectric spectra of the

materials involved in the process, including the static

dielectric constant. In particular, our interest is mainly

focused on the regeneration of impregnated materials used

for carbon capture within the scope of a ‘Wetting Layer

Absorption’ process.[37,38] This process employs solid

adsorbents impregnated with amine compounds to capture

carbon dioxide, hence, the inclusion of MEA in this study.

The remainder of this paper is organised as follows.

The following section gives the details of the potential

models used to describe the different molecules and

explains the methodology employed to obtain their

dielectric spectra. The results of the simulations are

presented and discussed in Section 3. We find that the

force fields examined in this work show generally good

predictions of dielectric spectra. The estimation of the

static dielectric constant can sometimes be problematic

though, due to the inaccuracy of some models and the long

simulation times required. In this study, we obtain
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satisfactory results by employing the experimental value

of this parameter in our calculations, instead of the one

predicted by the models. This improves the prediction of

dielectric spectra while significantly reducing the simu-

lation times required, and hence, will result in more

realistic estimations of the heat a dielectric material can

absorb from microwaves. Finally, in Section 4, we

summarise the main findings of the work and provide

directions for future studies.

2. Methodology

In this section, we present the force fields used to describe

the molecular systems examined in this paper. In addition,

we give details of the simulations and calculations

performed, in particular, the method for calculating the

dielectric spectrum.

2.1 Molecular models and interactions

In this work, we analyse water, a series of alcohols and

glycols (i.e. ethanol, ethylene glycol, propylene glycol and

glycerol) and MEA. For water, three rigid models (SPC,

[39] TIP4P[40] and SPC/E [41]) and two flexible models

(F-SPC [42] and Fw-SPC [43]) are examined. For the

alcohols and glycols, three force fields are used:

Transferable Potentials for Phase Equilibria – United

Atom [44,45] (TraPPE-UA), Optimized Potentials for

Liquid Simulations [46,47] (OPLS) and Generalized

Amber Force Field [47,48] (GAFF). Finally, to model

MEA we use the MEAa force field [49] along with the

transferable OPLS and GAFF force fields. In the

following, we summarise the main characteristics of the

different force fields. The parameters used in our

simulations are mainly taken from the original papers for

each force field, and their values can be found in the

appendix.

2.1.1 Non-bonded interactions

Non-bonded interactions between atoms are represented as

the sum of a Lennard-Jones (LJ) 12–6 pair potential and

an electrostatic interaction:

UnbðrijÞ ¼ 41ij
sij

rij

� �12

2
sij

rij

� �6
" #

þ qiqj

4p1vacrij
; ð4Þ

where rij is the distance between the atoms i and j, 1ij is the
depth of the potential well and sij is the distance at which

the LJ potential is zero. In the second term, qi and qj are the

charges of atoms i and j, respectively, and 1vac ¼
8:85418782 £ 10212 Fm21 is the vacuum permittivity.

Non-bonded interactions apply to all intermolecular

interactions, but, for intramolecular interactions, they

only apply to atoms separated by three or more bonds. This

varies, depending on the model, as discussed below.

The Lorentz–Berthelot combination rules are used in

the TraPPE-UA, GAFF and MEAa force fields to calculate

the interatomic parameters 1ij and sij from the atomic

parameters 1i and si:

sij ¼ 1

2
ðsi þ sjÞ 1ij ¼ ð1i1jÞ1=2: ð5Þ

Alternatively, the OPLS force field employs a geometric

average:

sij ¼ ðsisjÞ1=2 1ij ¼ ð1j1jÞ1=2: ð6Þ

2.1.2 Bonded interactions

Bond stretching interactions between atoms separated by

one bond are modelled by means of a harmonic potential:

UbðrijÞ ¼ 1

2
kbðrij 2 boÞ2; ð7Þ

where kb is the spring constant bond, and b0 is the

equilibrium bond length. This applies only to bonds in the

F-SPC and Fw-PSC water models, and the MEAa force

field, because the remaining molecular models use rigid

bonds with a fixed bond length b0.

Similarly to the bond stretching potential, bending of

the angle between two adjacent bonds can be represented

using a harmonic potential:

UaðuÞ ¼ 1

2
kuðu2 u0Þ2; ð8Þ

where ku is the spring constant for bond angle bending, and

u0 is the equilibrium bond angle.

The last of the bonded interactions considered in most

of the models is the internal molecular torsion. In the force

fields employed in this work, the potential related to the

dihedral angle between four consecutive atoms in a

molecule is described either by a Ryckaert–Bellemans or

a Fourier function:

Ryckaert–Bellemans dihedral:

UdðfÞ ¼
X3
n¼0

cn cos
nðf2 1808Þ; ð9Þ

where f is the dihedral angle (zero-cis convention), and cn
are the different constants defining the model.

Fourier dihedral:

UdðfÞ ¼ 1

2
½C1ð1þ cos ðfÞÞ þ C2ð12 cos ð2fÞÞ

þ C3ð1þ cos ð3fÞÞ�; ð10Þ
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where f is the dihedral angle (zero-cis convention), and Cn

are the different constants defining the model.

2.1.3 Particularities of the molecular models

We analyse the performance of five of the most common

water models: the simple point charge (SPC) model,[39]

the TIP4P model,[40] the SPC/E model,[41] the Flexible

SPC (F-SPC) model [42] and the Fw-SPC model [43] (see

Figure 1). More details on the models can be found in the

appendix. The rationale behind the selection of these

particular water models was not that of performing an

exhaustive study on the dielectric properties of water,

which have already been analysed extensively. We rather

want to compare our results with previous simulation work

[20,21] in order to validate our methods and extend those

to additional systems.

For the remaining molecules, more generalised force

fields are used. The TraPPE force field is parameterised to

describe phase equilibrium and structural properties of a

wide range of compounds. Its United Atom version

(TraPPE-UA) [44,45] is used to model ethanol, ethylene

glycol and propylene glycol. While the first two molecules

have been tested by the original authors, there is no

evidence of previous work carried out with propylene

glycol. Therefore, based on TraPPE parameters, we

decided to build our own TraPPE-UA model for propylene

glycol. Glycols require a repulsive potential of the form:

UrepðrijÞ ¼ a

r12ij
; ð11Þ

between hydroxyl hydrogens and oxygens situated four

bonds away, where a ¼ 6:2 £ 1027 kJmol21 nm12. This is

needed to avoid the hydrogen atom, not originally

protected by a LJ potential, overlapping the oxygen atom

which has an opposite charge and will tend to attract it.

Both OPLS [46,47] and GAFF [47,48] force fields are all-

atom models which consider alkyl hydrogens explicitly.

In this work, they have been used to model every studied

compound (except water), although model parameters for

ethylene and propylene glycols could not be found in the

literature and so their topologies are built based on similar

molecules (ethanol and glycerol). Finally the MEAa [49]

force field is again an all-atom model. It is mainly based on

GAFF’s MEA model but some corrections were

introduced in the charge distribution, the bond flexibility

Figure 1. (Colour online) Molecular models used in this study. Carbon, oxygen, nitrogen and hydrogen atoms are represented as grey,
blue, green and white circles, respectively. The extra site in the TIP4P water model is shown as a light orange circle. Partial charges
appear as dark green dots while LJ interaction sites are represented as red dots.
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and the O-C-C-N, C-C-O-H and C-C-N-H dihedrals, in

order to improve the prediction of intramolecular

interactions, which are believed to have an important

effect on the properties of MEA in the liquid phase.

The 1–4 non-bonded interactions are treated differ-

ently by the various force fields. The TraPPE-UA model

generally excludes these interactions, but in the particular

case of ethylene and propylene glycol, Coulombic

interactions between atoms separated by three bonds are

included, although scaled by a factor of 0.5. OPLS, GAFF

and MEAa force fields include both LJ and Coulombic 1–

4 interactions with different scaling factors. The OPLS

model only considers half of the magnitude of these

interactions. The same strategy is used by the GAFF force

field regarding LJ interactions; however, Coulombic

interactions are scaled by a factor of 5/6 in this case.

Finally MEAa fully considers all 1–4 non-bonded

interactions.

Figure 1 shows the distribution of charges and LJ

interaction sites for the models under consideration.

As mentioned previously, the parameters defining the

different molecular interactions used in our simulations

can be found in the appendix.

2.2 Simulation details

MD simulations are carried out using the GROMACS

4.6.3 [50] package to study the performance of the

different force fields in the prediction of dielectric spectra.

All the systems consist of simulation boxes containing

1000 molecules and are simulated for 25–100 ns,

depending on the time required to obtain a converged

value for the static dielectric constant. Starting from

independent and equilibrated configurations, four simu-

lations are carried out for every molecular system, and the

results are averaged across those four samples. The

equations of motion are integrated by means of the leap-

frog algorithm [51] with a time step of 1 fs for rigid (SPC,

TIP4P and SPC/E) and semi-flexible models (TraPPE-UA,

OPLS and GAFF), and 0.2 fs for flexible force fields (F-

SPC, Fw-SPC and MEAa). The trajectory of the molecules

is read every 100 fs while the energy configuration is

recorded every 50 fs. The simulations are performed in the

NPT ensemble at 298K and 1 bar, except for MEA for

which a temperature of 293K is used due to the larger

availability of experimental data at that temperature. The

Nosé–Hoover thermostat,[52,53] with a time constant of

0.1 ps, is used for temperature coupling while the pressure

is controlled by means of a Parrinello–Rahman barostat

[54,55] with a compressibility of 4.5 £ 1025 bar21 and a

time constant of 1.0 ps. The LINCS algorithm [56] is

responsible for constraining the bond length when

necessary. A cut-off radius of 0.85 nm is used for the LJ

interactions in all the systems, except when the TraPPE-

UA or the MEAa force fields are used; for those models,

the LJ interaction is truncated at 1.40 nm and 1.00 nm,

respectively. Long-range electrostatics are treated with the

particle mesh Ewald (PME) method [57] with a truncation

at the same distance as the LJ one, and a spacing for the

PME grid of 0.12 nm. Analytical tail corrections in

potential energy are used to compensate for the truncation

in LJ interactions. Finally, cubic and conducting periodic

boundary conditions are used in every case.

2.3 Determination of the frequency-dependent
dielectric constant

The total dipole moment M of a polar system corresponds

to the sum of the individual dipole moments mi of each of

the molecules in the system (i.e. M ¼ PN
i mi). A time

series of this quantity can be determined by MD

simulation. The fluctuations of the dipole moment can be

directly related to the frequency-dependent dielectric

response [22]:

1̂ðvÞ2 11
10 2 11

¼ 1þ ivf̂ðvÞ; ð12Þ

where f̂ðvÞ is the Fourier transform of the total dipole

moment autocorrelation function fðtÞ, which is given by

fðtÞ ¼ MðtÞ�Mð0Þh i
Mð0Þ�Mð0Þh i : ð13Þ

As defined previously, 11 is the infinite frequency relative

permittivity (1 for non-polarisable potential models), and

10 is the zero-frequency or static dielectric constant.

To determine the frequency-dependent dielectric

constant from Equation (12), it is necessary to obtain the

Fourier transform of the dipole moment autocorrelation

function fðtÞ. In order to obtain this from a finite duration

MD simulation, fðtÞ is represented as the sum of a short

time contribution ycubðtÞ and a long-term exponential

decay yexpðtÞ (i.e. fðtÞ ¼ ycubðtÞ þ yexpðtÞ). The short-time

oscillatory portion of the autocorrelation function is fitted

with a cubic spline through the initial range of discretely

sampled points, and its Fourier transform is obtained

analytically.[19,20] For long times, the dipole moment

autocorrelation function is fitted to an exponential decay:

yexpðtÞ ¼ Ae2t=tD ð14Þ

in-line with the Debye model, where tD is the relaxation

time of the exponential decay. The exponential fit was only

performed in the region where such a trend was clearly

observed, and the same criterion was used for all the

systems. This varies for the different models as they show

different behaviour. However, we used the same fitting

window for the four different runs corresponding to the

same model.
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3. Results and discussion

3.1 Thermodynamic properties

Table 1 summarises several thermodynamic properties for

the systems we study, as determined [47,58] from the MD

simulations.

Although thermodynamic properties are not the main

focus of this work, we provide these results as a

benchmark for the validity of our simulations. The

standard errors for the different properties are obtained

by averaging across the values obtained for each of the

four independent simulations for every system. Most of

the force fields used in this study are developed for the

prediction of thermodynamic properties. Therefore, as

expected, the results are generally in good agreement

with experimental data. These are also consistent with

previous simulation work by Caleman and coworkers

[47], where the over-prediction of the heat capacities is

also observed and thought to be due to the neglect of

quantum corrections in the calculation of enthalpy

fluctuations.

3.2 Dielectric and dynamic properties

3.2.1 Summary of dielectric and dynamic properties

Table 2 summarises the results obtained for the dielectric

properties of the compounds, along with additional

dynamic properties. The self-diffusion coefficient D is

derived from the mean squared displacement of the

positions of the atoms. The value of molecular dipole

moment m presented in Table 2 results from averaging this

variable over all the molecules in the system and over the

entire trajectory. This property fluctuates due to the

flexible nature of most of the molecular models under

consideration. Within condensed phases, in addition to

flexibility, polarisation effects have a significant effect on

the molecular dipole moment, as compared to the gas

Table 1. Summary of thermodynamic properties.

r (kg=m3) 103 aP (K21) kT (GPa21) cP (J mol21 K21) DHvap (kJ mol21)

Water
SPC 978.93 ^ 0.02 0.733 ^ 0.002 0.529 ^ 0.002 83.6 ^ 0.1 44.168 ^ 0.001
TIP4P 998.88 ^ 0.04 0.552 ^ 0.003 0.512 ^ 0.001 87.9 ^0.1 43.920 ^ 0.001
SPC/E 1000.14 ^ 0.03 0.506 ^ 0.004 0.459 ^ 0.001 87.1 ^ 0.2 49.239 ^ 0.001
F-SPC 995.01 ^ 0.02 0.528 ^ 0.006 0.457 ^ 0.001 112.0 ^ 0.2 51.710 ^ 0.001
Fw-SPC 1009.70 ^ 0.04 0.459 ^ 0.006 0.431 ^ 0.002 114.1 ^ 0.4 46.252 ^ 0.002
Experiment 997.1 [59] 0.256 [60] 0.4525 [61] 75.29 [62] 43.87 [63]

Ethanol
TraPPE-UA 782.4 ^ 0.2 1.149 ^ 0.006 1.263 ^ 0.006 114.4 ^ 0.4 46.891 ^ 0.004
OPLS 793.21 ^ 0.06 1.419 ^ 0.004 1.002 ^ 0.005 219.0 ^ 0.4 45.455 ^ 0.003
GAFF 794.16 ^ 0.05 1.272 ^ 0.005 0.976 ^ 0.007 211.7 ^ 0.4 47.514 ^ 0.003
Experiment 784.8 [64] 1.09 [64] 1.15 [64] 112 [64] 42.32 [64]

Ethylene glycol
TraPPE-UA 1129.78 ^ 0.05 0.62 ^ 0.02 0.411 ^ 0.002 199 ^ 3 80.862 ^ 0.007
OPLS 1075.77 ^ 0.05 0.80 ^ 0.02 0.386 ^ 0.003 261 ^ 2 69.664 ^ 0.005
GAFF 1176.52 ^ 0.07 0.709 ^ 0.008 0.241 ^ 0.002 263.8 ^ 0.3 83.911 ^ 0.008
Experiment 1113.1 [65] 0.631 [66] 0.3686 [67]a 148.3425 ^ 1.48467 [68] 65.99 ^ 0.25 [69]

Propylene glycol
TraPPE-UA 1042.0 ^ 0.2 0.70 ^ 0.02 0.591 ^ 0.003 238 ^ 5 78.85 ^ 0.03
OPLS 1097.5 ^ 0.2 0.98 ^ 0.04 0.390 ^ 0.007 334 ^ 4 84.69 ^ 0.02
GAFF 1120.06 ^ 0.04 0.92 ^ 0.03 0.307 ^ 0.005 344 ^ 4 82.318 ^ 0.009
Experiment 1032.79 [70] 0.714 [71]b – 190.54 ^ 3.81 [72] 64.47 ^0.18 [69]

Glycerol
OPLS 1251.7 ^ 0.2 0.80 ^ 0.02 0.273 ^ 0.004 361 ^ 4 97.57 ^ 0.03
GAFF 1302.9 ^ 0.4 0.49 ^0.02 0.166 ^ 0.006 332 ^ 8 102.57 ^ 0.07
Experiment 1257.98 [73] 0.46 [74]c 0.24 [47]c 218.90 ^ 0.2 [75] 91.7 ^ 0.9 [75]

MEA
MEAa 1053.56 ^ 0.02 1.01 ^ 0.02 0.356 ^ 0.002 376 ^2 54.140 ^ 0.004
OPLS 1024.12 ^ 0.06 1.061 ^ 0.006 0.457 ^ 0.002 280.9 ^ 0.6 59.222 ^ 0.002
GAFF 1130.6 ^ 0.1 0.75 ^ 0.02 0.234 ^ 0.003 289 ^ 3 85.765 ^ 0.008
Experiment 1018.0 [76] 0.801 ^ 0.016 [77] 0.378 ^ 0.038 [77] 144 [78] 64.03 [79]

Note: r, density; aP, thermal expansion coefficient; kT, isothermal compressibility; cP, constant pressure heat capacity; DHvap, heat of vaporisation.
Simulations are run at 298K and 1 bar, except for the case of MEA for which the temperature is 293K.
a at 320K.
b at 0.8 bar.
c at 293.15K.
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phase.[80] However, polarisable force fields would be

required if one wanted to obtain more accurate values of

the liquid phase dipole moment. The relaxation time tD is

obtained from an exponential fit of the long-time

behaviour of the dipole moment autocorrelation function,

as explained in Section 2.3.

The first conclusion one can deduce from the results is

that the prediction of dynamic and dielectric properties is

generally not as good as that observed for the

thermodynamic properties. This is expected, as the force

fields used in this work were developed with the aim of

reproducing the latter, and no dynamic properties were

involved in their calibration.

3.2.2 Dynamic response: the dipole moment

autocorrelation function

The dynamics of a molecular system can be analysed in

terms of its dipole moment autocorrelation function. The

relaxation times corresponding to the rotational and

translational modes of a molecule or group of atoms

within a larger molecule can be determined from the

analysis of the time evolution of the dipole moment. The

influence of an external electric field on these processes is

believed to be the basis for the microwave heating

mechanism. Figure 2 shows the Fourier transform of the

dipole moment autocorrelation function f̂ðvÞ for the

different water models under consideration. The exper-

imental data shown in this figure have been obtained

using Equation (12) to calculate the real and imaginary

parts of f̂ðvÞ from the experimental dielectric spectrum

of water, shown later in Figure 4. In the case of water, it

is clear that the flexible models and the SPC/E model

overestimate both f̂0ðvÞ and f̂00ðvÞ in the microwave

region, while SPC and TIP4P models under-predict the

response. At higher frequencies, the characteristics of the

different models seem to have less influence on the

frequency dependence of the dynamic response. The rigid

models clearly outperform the flexible ones, with the SPC

model showing the best performance. According to the

Debye model, the real and imaginary parts of the Fourier

transform of the dipole moment autocorrelation function

Table 2. Summary of dynamic properties.

109 D (m2/s) m (D) 10 tD (ps)

Water
SPC 3.96 ^ 0.04 2.2740 66.6 ^ 0.4 6.7 ^ 0.2
TIP4P 3.65 ^ 0.04 2.1775 44.5 ^ 0.3 5.8 ^ 0.2
SPC/E 2.50 ^ 0.05 2.3506 70.6 ^ 0.6 10.8 ^ 0.2
F-SPC 2.64 ^ 0.02 2.4580 ^ 0.0001 94 ^ 1 13.4 ^ 0.4
Fw-SPC 2.12 ^ 0.03 2.3949 ^ 0.0001 80.2 ^ 0.8 13.7 ^ 0.2
Experiment 2.2999 ^ 0.2300 [81] 2.9 ^ 0.6 [82] 78.54 [83] 8:22*

Ethanol
TraPPE-UA 1.15 ^ 0.01 2.2625 ^ 0.0001 18.1 ^ 0.5 136 ^ 6
OPLS 1.26 ^ 0.03 2.3746 ^ 0.0001 17.9 ^ 0.3 53 ^ 3
GAFF 1.04 ^ 0.04 2.1234 ^ 0.0002 15.6 ^ 0.4 87 ^ 3
Experiment 1.07 ^ 0.11 [84] 3.43 [85] 25 [76] 187*

Ethylene glycol
TraPPE-UA 0.0177 ^ 0.0009 3.43 ^ 0.02 36 ^ 2 1000 ^ 90
OPLS 0.141 ^ 0.003 2.482 ^ 0.005 20.3 ^ 0.2 58 ^ 2
GAFF 0.0146 ^ 0.0008 3.209 ^ 0.007 35.6 ^ 0.5 430 ^ 20
Experiment – 4.02 [85] 40.86 [86] 123*

Propylene glycol
TraPPE-UA 0.0212 ^ 0.0006 3.28 ^ 0.02 22.8 ^ 0.9 1360 ^ 70
OPLS 0.0135 ^ 0.0009 4.04 ^ 0.02 46 ^ 3 2500 ^ 300
GAFF 0.0129 ^ 0.0005 3.13 ^ 0.02 25.1 ^ 0.6 600 ^ 40
Experiment 0.0051 [87] 3.60 [88] 28.373 ^ 0.004 [89] 342*

Glycerol
OPLS 0.0030 ^ 0.0003 4.453 ^ 0.003 33 ^ 3 2800 ^ 300
GAFF 0.00068 ^ 0.00003 3.45 ^ 0.03 28 ^ 5 9200 ^ 900
Experiment 0.014 ^ 0.004 [90] 4.21 [85] 42.54 [91] 933*

MEA
MEAa 0.181 ^ 0.003 1.994 ^ 0.004 10.5 ^ 0.2 37.0 ^ 0.6
OPLS 0.226 ^ 0.004 3.462 ^ 0.008 50.7 ^ 0.9 87 ^ 3
GAFF 0.0048 ^ 0.0002 3.002 ^ 0.004 40.9 ^ 0.9 1320 ^ 40
Experiment 0.054 ^0.003 [92] 2.60 [88] 34.20 [93] 162*

Note: D, self-diffusion coefficient; m, mean molecular dipole moment; 10, static dielectric constant; tD, relaxation time. Simulations are run at 298K and
1 bar, except for the case of MEA for which the temperature is set to 293K. *Experimental relaxation times tD are obtained fitting the experimental data in
Figure 4 to the Debye model.
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are given by

f̂0ðvÞ ¼ tD
1þ v2t2D

f̂00ðvÞ ¼ vt2D
1þ v2t2D

: ð15Þ

This shows how the frequency response of a molecular

system is purely dependent on the relaxation time tD in

the range of frequencies in which the Debye model is

applicable. Figure 2 and the values of tD in Table 2

confirm the trends predicted by Equation (15) in the case

of water, which is a system known to be described

accurately by the Debye model. The results for the

remaining compounds are shown in the appendix.

Analysing the different systems with respect to their

frequency response, TraPPE-UA and GAFF force fields

seem to provide slower dynamics than OPLS. This

tendency is only reversed for propylene glycol. In the

case of MEA, the MEAa force field predicts even faster

dynamics than OPLS. This is mainly manifested by the

positions of low frequency phenomena such as the decay

in f̂0ðvÞ and the corresponding peak in f̂00ðvÞ.
Once the dynamic response of the different systems

has been obtained through the dipole moment autocorrela-

tion function, the dielectric response is achieved through

Equation (12). To obtain an accurate description of

dielectric spectra it becomes essential to have a good

estimate of the static dielectric constant 10. The

importance of the selection of this parameter is discussed

in the following sections.

3.2.3 The static dielectric constant

The static dielectric constant is calculated using

Neumann’s formula [22,58] that relates the static dielectric

constant to the fluctuations of the total dipole moment of

the system:

10 ¼ 11 þ 4p

3kBTV
kM�Ml2 kMl�kMl
� �

; ð16Þ

where kB ¼ 1:3806503 £ 10223 m2 kg s22 K21 is the

Boltzmann constant, T is the temperature and V is the

volume of the system.

The prediction of the static dielectric constant is

poor in most cases (see Table 2), as none of the force

fields examined here gives predictions that statistically

agree with the experimental values. In the case of

water, it would appear flexibility provides an improve-

ment in the prediction of 10, particularly in the case of

the Fw-SPC model, but this is at the cost of affecting

the response at intermediate frequencies, as shown in

Section 3.2.2.

The long correlation times in the fluctuations of total

dipole moment make the calculation of the static

dielectric constant difficult. Previous work has shown

the importance of selecting the appropriate block length

for the correct calculation of this property of water

[94,95]. This is confirmed by the results shown in Figure 3

for the compounds studied in this work. To ensure the

convergence of the static dielectric constant, the

simulations are extended until the term containing the

square of the average dipole moment (kMl�kMl) in

Equation (16) converges to zero, with a maximum

simulation length of 100 ns. In this manner, we obtain

converged values of the static dielectric constant for most

models. However, this is clearly not valid in the case of

glycerol for which longer simulations would be required

to obtain the final value predicted by the models. Even

ruling out the effect of the simulation length, most

potential models do not seem to reach an acceptable

agreement with the expected experimental value. It has

been reported previously that this property is not well

predicted by non-polarisable force fields, such as the ones

used in this work.[47]

The consequence of this, through Equation (12) and as

shown in the next section, is that the loss factor is also

poorly estimated, which in turn would lead to inaccurate

estimates of dielectric heating rates. Therefore, due to the

Figure 2. (Colour online) Dynamics of water at 298K and 1 bar
through the Fourier transform of the dipole moment
autocorrelation function. Blue, green, magenta, orange and red
lines show the results corresponding to the SPC, TIP4P, SPC/E,
F-SPC and Fw-SPC models, respectively. Black circles represent
experimental values obtained from Equation (12) using dielectric
spectrum data from different sources.[9–12]
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uncertainty in the prediction of the static dielectric

constant, in Section 3.3 it is decided to use the

corresponding experimental value in the determination

of the dielectric spectra of the different systems under

consideration. The effect of this choice on the shape of the

dielectric spectra is also discussed in that section.

Water(a) (b)

(c) (d)

(e) (f)

Ethanol

Ethyleneglycol Propyleneglycol

Glycerol Monoethanolamine(MEA)

Figure 3. (Colour online) Effect of the block length on the static dielectric constant. The results show running averages started from an
energetically equilibrated sample. They are obtained via MD simulations at 298K and 1 bar, using Neumann’s formula (Equation 16). For
MEA, the simulations are performed at 293K. Solid lines represent the results obtained using the different force fields introduced in the
text. Dashed lines correspond to the term containing the square of the average dipole moment (M�M) in Equation (16), which should
vanish at long times to consider the static dielectric constant converged. In the particular case of water, blue, green, magenta, orange and
red lines show the results corresponding to the SPC, TIP4P, SPC/E, F-SPC and Fw-SPC models, respectively. For the remainder
substances, red, green, blue and magenta lines represent results generated using the TraPPE-UA, OPLS, GAFF and MEAa force fields,
respectively. Dotted horizontal lines represent experimental values obtained from different sources: water,[83] ethanol,[76] ethylene
glycol,[86] propylene glycol,[89] glycerol [91] and MEA.[93]
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Figure 4. (Colour online) Dielectric response of several organic compounds obtained via MD simulations at 298K and 1 bar. For MEA,
the simulations are performed at 293K. Solid lines represent the results obtained in our simulations using the different force fields
introduced in the text, and employing the experimental static dielectric constant in the calculations. In the particular case of water, blue,
green, magenta, orange and red lines show the results corresponding to the SPC, TIP4P, SPC/E, F-SPC and Fw-SPC models, respectively.
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3.3 Dielectric spectra

3.3.1 Effect of the static dielectric constant on the

dielectric spectrum

Figure 4 summarises the results obtained in the prediction

of the dielectric spectra of several organic compounds,

applying the methodology explained in Section 2.3. For

the different molecules under consideration, dashed lines

represent the best dielectric spectra predictions obtained

using Equation (12), when the static dielectric constant 10
is calculated from simulation data, using Neumann’s

approach (Equation (16)). In most cases, the low-

frequency end of the real part of the dielectric spectrum

and the magnitude of the main absorption peak in the

dielectric loss do not match the experimental result. Slight

differences can be observed in the cases of water,

propylene glycol and glycerol, while the results are clearly

underestimated for ethanol and ethylene glycol, and over-

predicted for MEA. This is related to the value of the static

dielectric constant estimated by the different models (see

Table 2). This variable acts as a scaling factor for the

magnitude of both real and imaginary parts of the

dielectric response. However, the dynamics (i.e. the

frequency dependence of 10ðvÞ and 100ðvÞ) are not clearly

affected by this fact and follow the experimental trend.

By using the experimental value of the static dielectric

constant in Equation (12), instead of the one obtained from

the simulations, the dielectric spectra predictions are

clearly improved (solid lines in Figure 4). In general, a

fairly good agreement with experimental data is reached,

with at least one of the models providing an acceptable

result. This demonstrates the importance of using a good

value for the static dielectric constant. Even though the

models may not reproduce the static dielectric constant,

they do appear to correctly describe the dipole–dipole

autocorrelation function fðtÞ. By simply introducing the

experimental static dielectric constant in Equation (12),

one can obtain good results in the prediction of dielectric

spectra. This is clearly the case for the models showing a

better performance in the estimation of the dielectric

spectra of ethanol (TraPPE-UA), ethylene glycol (OPLS)

and MEA (OPLS), as shown in Figure 4. In the cases of

propylene glycol (GAFF) and glycerol (OPLS), the

improvement is also visible, although not so significant.

Finally, the performance of the rigid SPC and TIP4P water

models is significantly improved with respect to results

obtained by English et al. [20,21]. Therefore, one should

not use the static dielectric constant as the only judge of

the quality of a molecular model.

Although we recognise the theoretical inconsistency of

substituting the calculated 10 by the experimental one, we

consider this is a useful and practical method to estimate

10ðvÞ and 100ðvÞ. It avoids the need for extraordinarily long
simulations or highly accurate models to determine the

static dielectric constant. This becomes particularly

important when a good knowledge of the magnitude of

the dielectric response is required for the prediction of the

heat a molecular system can absorb from a microwave

field (see Equation (3)). It seems unlikely that classical

force fields of the type used here will ever be satisfactory

for production of a wide range of thermodynamic and

dynamical phenomena simultaneously, and so methods

that can correct for their weaknesses are desirable. In this

case, we have shown that prediction of dielectric heating

can be systematically improved if the experimental static

dielectric constant is known a priori.

3.3.2 Deviations from the Debye model

The main absorption peak observed in the low frequency

end of the imaginary part of the dielectric spectrum (see

Figure 4) is associated with dipole reorentation as a

response to a time-dependent electric field.[7,96,97] It is

typically known as the a-relaxation peak, and for

relatively small molecules such as the ones studied here,

it usually occurs in the microwave or high frequency radio

wave region at ambient conditions.

As a description of this process, the Debye model (see

Equation (2)) assumes that dipoles relax independently

from each other with a common relaxation time. However,

in most materials this somehow ‘ideal’ behaviour does not

take place. Cole and Davidson [4] suggested an empirical

expression for the complex frequency-dependent permit-

tivity which takes into account deviations from the Debye

relaxation model:

1̂ðvÞ ¼ 11 þ 10 2 11
1þ ivtCD½ �b ; ð17Þ

where tCD is the characteristic relaxation time, and b
accounts for the asymmetry in the resulting dielectric

For the remaining substances, red, green, blue and magenta lines represent results generated using the TraPPE-UA, OPLS, GAFF and
MEAa force fields, respectively. Dashed lines correspond to results using Neumann’s formula (Equation 16) to calculate the static
dielectric constant, for the force fields showing a better performance in the prediction of the dielectric spectrum in every case (water, SPC;
ethanol, TraPPE-UA; ethylene glycol, OPLS; propylene glycol, GAFF; glycerol, OPLS; and MEA, OPLS). Black circles represent
experimental values obtained from different sources for the following systems: water,[9–12] ethanol,[16–18,98] ethylene glycol,[99]
propylene glycol and [100] glycerol.[96,97,101,102] For MEA, black open and filled circles are experimental values of the dielectric
spectrum at 278K [103] and 308K,[104] respectively. Black dot-dash and dotted lines in 100ðvÞ represent the fit of the a-relaxation peak to
Debye and Cole–Davidson models, respectively.
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spectra. In Figure 4 we include the fits of the a-relaxation
peak in the imaginary part of the dielectric permittivity to

both the Debye and the Cole–Davidson models, for the

force fields that show the best performance in the

prediction of the dielectric spectrum of each of the

compounds. The former uses the values of tD shown in

Table 2, while for the latter, the fitting parameters tCD
and b are presented in Table 3. These are obtained by

fitting the simulation results to the Cole–Davidson

equation using the method of least squares. With the goal

of making the fitting procedure more uniform, the fit is

performed on the data above half height of the main

absorption peak. As b approaches unity, Cole and

Davidson’s model reduces to the Debye model.

As deduced from both Figure 4 and the value of the

parameters of the Cole–Davidson model, water is the

system that conforms most closely to the Debye model.

The deviation of b from unity results in an asymmetric

broadening of the spectrum or excess wing.[97] This

means that the relaxation time predicted by this model

will no longer coincide with the relaxation time

corresponding to the maximum loss as estimated by the

Debye model. This is clearly the case for ethanol OPLS,

where tCD is definitely larger than tD. For other systems,

the more b differs from 1, the larger is the relaxation time

predicted by the Cole–Davidson model with respect to

Debye relaxation time.

3.3.3 Effect of size and polarity

Finally, the dielectric spectra of the different substances

under consideration are compared in Figure 5, using the

results provided by the best force fields in every case. This

clearly shows how as the size of the molecule increases the

relaxation frequency decreases (i.e. the dynamics slow

down). In addition, it is possible to observe the effect of

polarity on the maximum of the dielectric loss (i.e. the

more polar species show a higher peak and, consequently,

have the higher potential to transform electromagnetic

energy into heat).

Table 3. Cole–Davidson fit parameters.

tCD/ps b tCD/ps b

Water Propylene glycol
SPC 7.2 ^ 0.2 0.91 ^ 0.01 TraPPE-UA 1830 ^ 70 0.71 ^ 0.02
TIP4P 6.40 ^ 0.07 0.895 ^ 0.009 OPLS 3100 ^ 00 0.77 ^ 0.03
SPC/E 11.6 ^ 0.2 0.927 ^ 0.002 GAFF 810 ^ 50 0.71 ^ 0.02
F-SPC 14.3 ^ 0.4 0.935 ^ 0.006
Fw-SPC 14.8^0.3 0.92^0.01

Ethanol Glycerol
TraPPE-UA 173 ^ 7 0.766 ^ 0.0.05
OPLS 75 ^ 4 0.67 ^ 0.01 OPLS 3700 ^ 300 0.72 ^ 0.03
GAFF 111 ^ 4 0.759 ^ 0.002 GAFF 13000 ^ 1000 0.74 ^ 0.04

Ethylene glycol MEA
TraPPE-UA 1300 ^ 200 0.74 ^ 0.03 MEAa 53 ^ 2 0.65 ^ 0.02
OPLS 71 ^ 2 0.793 ^ 0.008 OPLS 97 ^ 3 0.891 ^ 0.004
GAFF 550 ^ 30 0.75 ^ 0.02 GAFF 1750 ^ 70 0.72 ^ 0.02

Figure 5. (Colour online) Comparison of the dielectric spectra
of different organic substances. The force fields that show a
better performance in the prediction of the dielectric response
are used in this representation: water, SPC (blue); ethanol,
TraPPE-UA (red); ethylene glycol, OPLS (black); propylene
glycol, GAFF (orange); glycerol, OPLS (green); and MEA,
OPLS (magenta).
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4. Conclusions

In this work, we have examined the ability of MD

simulations to predict the dielectric spectra of small

molecules in the microwave region. This is an essential

feature if one wants to estimate the heat a dielectric

material can absorb from an external microwave field.

The methodology used here analyses the time fluctu-

ations of the total dipole moment of a molecular system.

All-atom and united-atom force fields, which have

mainly been developed to accurately reproduce exper-

imental thermodynamic properties, generally give good

predictions for the frequency-dependent dielectric con-

stant of a series of alcohols and glycols, as well as for

MEA, so long as the correct value of the static dielectric

constant is used.

Despite the good performance in describing the

dynamics of the dielectric response of the systems under

consideration, most of the models have difficulties in

predicting the static dielectric constant, which is a crucial

parameter in the scaling of dielectric spectra. The use of

non-polarisable force fields in our simulations may have

an influence on the molecular motion, hence affecting the

static dielectric constant. Another limiting factor could be

the long time scales required to achieve an accurate value

of this property, which corresponds to the magnitude of

total dipole moment fluctuations, especially for larger

systems.

The solution adopted here is to use the experimental

value of this magnitude in conjunction with the dynamics

predicted by molecular simulations. This can avoid the

need for extraordinarily long simulations for systems for

which the static dielectric constant is a well-known

property or can be easily measured experimentally.

With these considerations in mind, the models

evaluated in this work are able to capture the main

experimental features. The simulated dielectric spectra of

all the systems we analyse exhibit an a-relaxation peak,

characteristic of these types of substances. In addition,

while water possesses a Debye-like relaxation, alcohols,

glycols and MEA show signs of an excess wing in the

high-frequency end of the a-relaxation peak, which has

been described in the literature.[97]

Currently, due to limitations in computational hard-

ware, all-atom MD simulations cannot describe interesting

features in the dielectric relaxation of a material that occur

on times scales greater than or on the order of ms.
However, the ability of these simulations to reproduce the

characteristics of the dielectric spectra at higher

frequencies, as demonstrated here, gives confidence on

the possibility of using the force fields studied in this work

for the prediction of dielectric spectra of compounds for

which experimental data are not available. Together with

other recent work in this field, this study opens the

possibility to use MD simulations as a powerful tool in

areas such as the study of glass-forming materials, the

analysis of polymer dynamics or the examination of the

dielectric behaviour of mixtures.
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High-frequency dielectric spectroscopy on glycerol. Europhys
Lett. 1996;33:611–616. doi:10.1209/epl/i1996-00387-4.

[102] Lunkenheimer P, Pimenov A, Dressel M, Goncharov YG, Böhmer
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Appendix A. Force fields parameters

Water models:

. The SPC model [39] is a rigid model in which the water
molecule is formed by three Coulomb interaction sites

centred on the atomic nuclei and one LJ interaction site
situated on the oxygen atom. The SPC model is one of the
more broadly used water models, and, despite its
simplicity, it provides a good description of most
properties of water.

. The TIP4P model [40] is a four-site water model. Its main
characteristic is that the partial negative charge of the
oxygen atom is moved towards the hydrogen atoms at a
pointM situated along the bisector of the bond angle. As a
result, the electrostatic distribution around the molecule is
improved. The simple form of this model and its
acceptable performance justify its wide implementation
in computational chemistry.

. The SPC/E model [41] imposes a change in polarisation
with respect to the SPC model by modifying the charges
on oxygen and hydrogen atoms. This results in a better
prediction of density, as well as diffusion and dielectric
constants.

. Based on the SPC model, the Flexible SPC (F-SPC)
model [42] adds harmonic and anharmonic terms to
describe bond stretching and angle bending. Inclusion of
these terms has been shown to lead to improved
predictions for thermodynamic, dielectric and dynamic
properties.

. Another flexible model showing good results is the Fw-
SPC water model [43] which is one of the most accurate
non-polarisable models. Its development has shown how
important bond stretching and angle bending are for the
accurate determination of the self-diffusion coefficient and
dielectric constant, respectively.

Table A1. Parameters of water models.

Model SPC TIP4P SPC/E F-SPC Fw-SPC

sO (nm) 0.316557 0.315365 0.316557 0.318259 0.3165492
1O (kJmol21) 0.650194 0.650194 0.629616 0.6496778
sH (nm) 0.000000 0.000000 0.000000 0.0000000 0.000000
1H (kJmol21) 0.000000 0.000000 0.000000 0.0000000 0.000000
sM (nm) – 0.000000 – – –
1M (kJmol21) – 0.000000 – – –
b0 (nm) 0.10000 0.09572 0.10000 0.10000 0.1012
bM (nm) – 0.015 – – –
kb (kJmol21 nm22) – – – 229074a 442729.7
kcub (nm

21) – – – 2 16.5a –
u0 (8) 109.47 104.52 109.47 109.5 113.24
ka (kJmol21 rad22) – – – 417.6 317
qO (e) 2 0.82 – 2 0.8476 2 0.826 2 0.82
qH (e) 0.41 0.52 0.4238 0.413 0.41
qM (e) – 2 1.04 – – –

a The F-SPC model uses a cubic bond stretching potential of the form: Ub(rij) ¼ kb(rij 2 b0)
2 þ kbkcub(rij 2 b0)

3.
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Table A2. Non-bonded LJ parameters of alcohols and MEA force fields.

s(Å) 1 (kJmol21)

Atom TraPPE-UA OPLS GAFF MEAa TraPPE-UA OPLS GAFF MEAa

CH3 3:75000 – – – 0:814415 – – –
CH2 3:95000 – – – 0:382444 – – –
CH 4:33000 – – – 0:083140 – – –
C (CH3) – 3:50000 3:39967 – – 0:276144 0:457730 –
C (CH2) – 3:50000 3:39967 3:39967 – 0:276144 0:457730 0:457730
C (CH) – 3:50000 3:39967 – – 0:276144 0:457730 –
H (CH3) – 2:50000 2:64953 – – 0:125520 0:0656888 –
H (CH2) – 2:50000 2:47135 2:47135 – 0:125520 0:0656888 0:0656888

0:062760a

H (CH) – 2:50000 2:47135 – – 0:125520 0:0656888 –
O (OH) 3:02000 3:12000 3:06647 3:06647 0:773202 0:711280 0:880314 0:880314

3:07000b

H (OH) 0:00000 0:00000 0:00000 0:00000 0:000000 0:000000 0:000000 0:000000
N (NH2) – 3:30000 3:25000 3:25000 – 0:711280 0:711280 0:711280
H (NH2) – 0:00000 1:06908 – 0:000000 0:0656888 0:0656888 0.0656888

a for CH2-NH2 in MEA.
b for propylene glycol and glycerol.

Table A3. Charge distribution in alcohols and MEA force fields.

Charge (e)
Atom TraPPE-UA OPLS GAFF MEAa

CH3 0:00000 – – –
CH2 þ0:26500 – – –
CH þ0:26500 – – –
C (CH3) – 20:18 20:23710 –
C (CH2) – þ0:145 þ0:51200a 0:25000

– þ0:06 h þ0:30500b 0:20000 h

– þ0:18590c

– þ0:23950d

– þ0:41950h

C (CH) – þ0:205 þ0:41640 –
H (CH3) – þ0:06 þ0:05950 –

– þ0:05980c –
H (CH2) – þ0:06 20:08060a 0:00000

20:00290b

þ0:00480c

20:02840d

20:00600h

H (CH) – þ0:06 20:03390 –
O (OH) 20:70000 20:683 20:69740a 20:60000

.20:73c 20:73830b

20:76370c

20:69200e

20:69350f

H (OH) þ0:43500 þ0:418 þ0:40520a þ0:36000
þ0:465c þ0:43910b

þ0:46430d

þ0:43880e

þ0:42640f

N (NH2) – 20:9 21:03480 20:88000
H (NH2) – þ0:36 þ0:36000 þ0:33500

a for ethanol.
b for ethylene glycol.
c for propylene glycol and glycerol.
d for MEA.
e for CH2-OH group in propylene glycol and glycerol.
f for CH-OH group in propylene glycol and glycerol.
h for CH2-NH2 group in MEA.
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Table A4. Bond lengths for alcohols and MEA force fields.

Bond length (Å) 1025kb (kJmol21 nm22)

Bond TraPPE-UA OPLS GAFF MEAa TraPPE-UA OPLS GAFF MEAa

CHx –CHy 1:5400 – – – – – – –
C–C – 1:5290 1:5350 1:5350 – – – 2:5363
C–H – 1:0900 1:0930 1:0930 – – – 2:8108
CHx –O 1:4300 – – – – – – –
C–O – 1:4100 1:4260 1:4260 – – – 2.6284
O–H 0:94500 0:9450 0:97400 0:97400 – – – 3:0928
C–N – 1:4480 1:4700 1:4700 – – – 2:6828
N–H – 1:0100 1:0180 1:0180 – – – 3:2978

Table A5. Angle bending parameters for alcohols and MEA force fields.

u0 (8) ku (kJmol21 rad22)

Angle TraPPE-UA OPLS GAFF MEAa TraPPE-UA OPLS GAFF MEAa

CHx –CHy –O 109:50 – – – 419:03 – – –
CHx –O–H 108:50 – – – 460:60 – – –
CH2 –CH–CH3 112:00 – – – 519:63 – – –
C–C–C – 112:700 110:63 – – 488:273 528:86 –
C–C–O – 109:500 109:43 109:43 – 418:400 566:51 566:51
C–C–H – 110:700 110:07 110:07 – 313:800 388:28 388:28
C–O–H – 108:500 108:16 108:16 – 460:240 394:13 394:13
O–C–H – 109:500 109:88 109:88 – 292:880 426:77 426:77
H–C–H – 107:800 109:55 109:55 – 276:144 328:03 328:03

108:35a 329:70a

C–C–N – 109:470 110:38 110:38 – 470:281 553:96 553:96
C–N–H – 109:500 109:92 116:78 – 292:880 394:13 384:93
N–C–H – 109:500 109:92 109:92 – 292:880 413:38 413:38
H–N–H – 106:400 107:13 109:50 – 364:845 345:60 292:88

a for CH3 in ethanol.
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Table A6. Dihedral torsion parameters for alcohols and MEA force fields (ci and Ci parameters in kJmol21).

TraPPE-UA – Ryckaert–Bellemans dihedral

Dihedral c0 c1 c2 c3

CH3 –CH–O–H 2:51324 5:97851 20:523117 25:78388
CH2 –CH–O–H 2:51324 5:97851 20:523117 25:78388
O–CH2–CH2 –O 8:36779 225:10338 4:183937 33:47117
O–CH2–CH–O 8:36779 225:10338 4:183937 33:47117

TraPPE-UA – Fourier dihedral

Dihedral C1 C2 C3

CH3 –CH2 –O–H 3:48736 20:484826 3:12353
CH2 –CH2 –O–H 3:48889 20:485039 3:12490
CH–CH2 –O–H 3:48889 20:485039 3:12490
CH3 –CH–CH2 –O 2:93684 20:886938 12:8024

OPLS – Ryckaert-Bellemans dihedral

Dihedral c0 c1 c2 c3

C–C–C–H 0:62760 1:88280 0:00000 22:51040
H–C–C–H 0:62760 1:88280 0:00000 22:51040
C–C–C–O 2:87441 0:58158 2:09200 25:54799
C–C–O–H 20:44350 3:83255 0:72801 24:11705
O–C–C–O 18:96607 218:96607 0:00000 0:00000
H–C–O–H 0:94140 2:82420 0:00000 23:76560
H–C–C–O 0:97905 2:93716 0:00000 23:91622
O–C–C–N 16:73600 216:73600 0:00000 0:00000
H–C–C–N 24:09614 5:08775 2:96645 23:95806
C–C–N–H 21:26775 3:02085 1:74473 23:49782
H–C–N–H 0:83680 2:51040 0:00000 23:34720

GAFF – Ryckaert–Bellemans dihedral

Dihedral c0 c1 c2 c3

C–C–C–H 0.65270 1.95811 0.00000 22.61082
H–C–C–H 0.65270 1.95811 0.00000 22.61082
C–C–C–O 0.65270 1.95811 0.00000 22.61082
C–C–O–H 1.71544 0.96232 0.00000 22.67776
O–C–C–O 0.60250 1.80749 9.83240 22.40998
H–C–O–H 0.69873 2.09618 0.00000 22.79491
H–C–C–O 1.04600 21.04600 0.00000 0.00000
O–C–C–N 0.65270 1.95811 0.00000 22.61082
H–C–C–N 0.65270 1.95811 0.00000 22.61082
C–C–N–H 1.25520 3.76560 0.00000 25.02080
H–C–N–H 1.25520 3.76560 0.00000 25.02080

MEAa – Ryckaert–Bellemans dihedral

Dihedral c0 c1 c2 c3

H–C–C–H 0:65270 1:95811 0:00000 22:61082
C–C–O–H 0:00000 0:92048 0:00000 1:17152
H–C–O–H 0:69873 2:09618 0:00000 22:79491
H–C–C–O 1:04600 21:04600 0:00000 0:00000
O–C–C–N 0:33472 18:77277 20:66940 219:34012
H–C–C–N 0:65270 1:95811 0:00000 22:61082
C–C–N–H 2:46856 15:69000 24:93712 213:72352
H–C–N–H 1:25520 3:76560 0:00000 25:02080
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Appendix B. Dynamic response through the dipole moment autocorrelation function

.
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Figure B1. (Colour online) Dynamic response of several organic
compounds at 298K and 1 bar through the Fourier transform of
the dipole moment autocorrelation function. For MEA, the
simulations are performed at 293K. Solid lines represent the
results obtained in our simulations using the different force
fields introduced in the text. In the particular case of water, blue,
green, magenta, orange and red lines show the results
corresponding to the SPC, TIP4P, SPC/E, F-SPC and Fw-SPC
models, respectively. For the remaining substances, red, green,

blue and magenta lines represent results generated using the
TraPPE-UA, OPLS, GAFF and MEAa force fields, respectively.
Black circles represent experimental values obtained from
Equation (12) using dielectric spectrum data from different
sources for the following systems: water,[9–12] ethanol,[16–
18,98] ethylene glycol,[99] propylene glycol and [100] glycerol.
[96,97,101,102] For MEA, black open and filled circles are
experimental values at 278 K [103] and 308 K,[104]
respectively.
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Appendix C

Force fields parameters

In this appendix we summarise the parameters that define the force fields we use in
our molecular dynamics simulations.

C.1 Water models

• The simple point charge (SPC) model [158] is a rigid model in which the water
molecule is formed by three Coulomb interaction sites centred on the atomic nu-
clei and one LJ interaction site situated on the oxygen atom. The SPC model is one
of the more broadly used water models, and, despite its simplicity, it provides a
good description of most properties of water.

• The TIP4P model [187] is a 4-site water model. Its main characteristic is that
the partial negative charge of the oxygen atom is moved towards the hydrogen
atoms at a point M situated along the bisector of the bond angle. As a result,
the electrostatic distribution around the molecule is improved. The simple form
of this model and its acceptable performance justify its wide implementation in
computational chemistry.

• The SPC/E model [188] imposes a change in polarization with respect to the SPC
model by modifying the charges on oxygen and hydrogen atoms. This results in
a better prediction of density, as well as diffusion and dielectric constants.

• Based on the SPC model, the Flexible SPC (F-SPC) model [189] adds harmonic
and anharmonic terms to describe bond stretching and angle bending. Inclusion
of these terms has been shown to lead to improved predictions for thermody-
namic, dielectric and dynamic properties.

• Another flexible model showing good results is the Fw-SPC water model [190]
which is one of the most accurate non-polarizable models. Its development has
shown how important bond stretching and angle bending are for the accurate
determination of the self-diffusion coefficient and dielectric constant respectively.

237
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TABLE C.1: Parameters of water models

Model SPC TIP4P SPC/E F-SPC Fw-SPC

σO (nm) 0.316557 0.315365 0.316557 0.318259 0.3165492
εO (kJ mol−1) 0.650194 0.648520 0.650194 0.629616 0.6496778
σH (nm) 0.000000 0.000000 0.000000 0.0000000 0.000000
εH (kJ mol−1) 0.000000 0.000000 0.000000 0.0000000 0.000000
σM (nm) — 0.000000 — — —
εM (kJ mol−1) — 0.000000 — — —
b0 (nm) 0.10000 0.09572 0.10000 0.10000 0.1012
bM (nm) — 0.015 — — —
kb (kJ mol−1 nm−2) — — — 229074 a 442729.7
kcub (nm−1) — — — −16.5 a —
θ0 (◦) 109.47 104.52 109.47 109.5 113.24
ka (kJ mol−1 rad−2) — — — 417.6 317
qO (e) −0.82 — −0.8476 −0.826 −0.82
qH (e) 0.41 0.52 0.4238 0.413 0.41
qM (e) — −1.04 — — —

aThe F-SPC model uses a cubic bond stretching potential of the form: Ub(rij) = kb(rij − b0)2 + kbkcub(rij − b0)3

C.2 Non-bonded interactions parameters

TABLE C.2: Non-bonded LJ parameters of alcohols and MEA force fields

σ (Å) ε (kJ mol−1)

Atom TraPPE-UA OPLS GAFF MEAa TraPPE-UA OPLS GAFF MEAa

CH3 3.75000 — — — 0.814415 — — —
CH2 3.95000 — — — 0.382444 — — —
CH 4.33000 — — — 0.083140 — — —
C (CH3) — 3.50000 3.39967 — — 0.276144 0.457730 —
C (CH2) — 3.50000 3.39967 3.39967 — 0.276144 0.457730 0.457730
C (CH) — 3.50000 3.39967 — — 0.276144 0.457730 —
H (CH3) — 2.50000 2.64953 — — 0.125520 0.0656888 —
H (CH2) — 2.50000 2.47135 2.47135 — 0.125520 0.0656888 0.0656888

0.062760 a

H (CH) — 2.50000 2.47135 — — 0.125520 0.0656888 —
O (OH) 3.02000 3.12000 3.06647 3.06647 0.773202 0.711280 0.880314 0.880314

3.07000 b

H (OH) 0.00000 0.00000 0.00000 0.00000 0.000000 0.000000 0.000000 0.000000
N (NH2) — 3.30000 3.25000 3.25000 — 0.711280 0.711280 0.711280
H (NH2) — 0.00000 1.06908 1.06908 — 0.000000 0.0656888 0.0656888

aCH2-NH2 in MEA, bpropylene glycol and glycerol
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C.3 Charge distribution

TABLE C.3: Charge distribution in alcohols and MEA force fields

Charge (e)

Atom TraPPE-UA OPLS GAFF MEAa

CH3 0.00000 — — —
CH2 +0.26500 — — —
CH +0.26500 — — —
C (CH3) — −0.18 −0.23710 —
C (CH2) — +0.145 +0.51200 a 0.25000

— +0.06 h +0.30500 b 0.20000 h

— +0.18590 c

— +0.23950 d

— +0.41950 h

C (CH) — +0.205 +0.41640 —
H (CH3) — +0.06 +0.05950 —

— +0.05980 c —
H (CH2) — +0.06 −0.08060 a 0.00000

−0.00290 b

+0.00480 c

−0.02840 d

−0.00600 h

H (CH) — +0.06 −0.03390 —
O (OH) −0.70000 −0.683 −0.69740 a −0.60000

−0.73 c −0.73830 b

−0.76370 c

−0.69200 e

−0.69350 f

H (OH) +0.43500 +0.418 +0.40520 a +0.36000

+0.465 c +0.43910 b

+0.46430 d

+0.43880 e

+0.42640 f

N (NH2) — −0.9 −1.03480 −0.88000
H (NH2) — +0.36 +0.36000 +0.33500

aethanol, bethylene glycol, cpropylene glycol and glycerol, dMEA, eCH2-OH group in propylene glycol and glycerol,
fCH-OH group in propylene glycol and glycerol, hCH2-NH2 group in MEA.
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C.4 Bonded interactions parameters

TABLE C.4: Bond lengths for alcohols and MEA force fields

Bond length (Å) 10−5kb (kJ mol−1 nm−2)

Bond TraPPE-UA OPLS GAFF MEAa TraPPE-UA OPLS GAFF MEAa

CHx - CHy 1.5400 — — — — — — —
C - C — 1.5290 1.5350 1.5350 — — — 2.5363
C - H — 1.0900 1.0930 1.0930 — — — 2.8108
CHx - O 1.4300 — — — — — — —
C - O — 1.4100 1.4260 1.4260 — — — 2.6284
O - H 0.94500 0.9450 0.97400 0.97400 — — — 3.0928
C - N — 1.4480 1.4700 1.4700 — — — 2.6828
N - H — 1.0100 1.0180 1.0180 — — — 3.2978

TABLE C.5: Angle bending parameters for alcohols and MEA force fields

θ0 (o) kθ (kJ mol−1 rad−2)

Angle TraPPE-UA OPLS GAFF MEAa TraPPE-UA OPLS GAFF MEAa

CHx - CHy - O 109.50 — — — 419.03 — — —
CHx - O - H 108.50 — — — 460.60 — — —
CH2 - CH - CH3 112.00 — — — 519.63 — — —
C - C - C — 112.700 110.63 — — 488.273 528.86 —
C - C - O — 109.500 109.43 109.43 — 418.400 566.51 566.51
C - C - H — 110.700 110.07 110.07 — 313.800 388.28 388.28
C - O - H — 108.500 108.16 108.16 — 460.240 394.13 394.13
O - C - H — 109.500 109.88 109.88 — 292.880 426.77 426.77
H - C - H — 107.800 109.55 109.55 — 276.144 328.03 328.03

108.35 a 329.70 a

C - C - N — 109.470 110.38 110.38 — 470.281 553.96 553.96
C - N - H — 109.500 109.92 116.78 — 292.880 394.13 384.93
N - C - H — 109.500 109.92 109.92 — 292.880 413.38 413.38
H - N - H — 106.400 107.13 109.50 — 364.845 345.60 292.88

afor CH3 in ethanol
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TABLE C.6: Dihedral torsion parameters for alcohols and MEA force fields (ci and Ci parame-
ters in kJ mol−1)

TraPPE-UA - Ryckaert-Bellemans dihedral

Dihedral c0 c1 c2 c3

CH3 - CH - O - H 2.51324 5.97851 −0.523117 −5.78388
CH2 - CH - O - H 2.51324 5.97851 −0.523117 −5.78388
O - CH2 - CH2 - O 8.36779 −25.10338 4.183937 33.47117
O - CH2 - CH - O 8.36779 −25.10338 4.183937 33.47117

TraPPE-UA - Fourier dihedral

Dihedral C1 C2 C3

CH3 - CH2 - O - H 3.48736 −0.484826 3.12353
CH2 - CH2 - O - H 3.48889 −0.485039 3.12490
CH - CH2 - O - H 3.48889 −0.485039 3.12490
CH3 - CH - CH2 - O 2.93684 −0.886938 12.8024

OPLS - Ryckaert-Bellemans dihedral

Dihedral c0 c1 c2 c3

C - C - C - H 0.62760 1.88280 0.00000 −2.51040
H - C - C - H 0.62760 1.88280 0.00000 −2.51040
C - C - C - O 2.87441 0.58158 2.09200 −5.54799
C - C - O - H −0.44350 3.83255 0.72801 −4.11705
O - C - C - O 18.96607 −18.96607 0.00000 0.00000
H - C - O - H 0.94140 2.82420 0.00000 −3.76560
H - C - C - O 0.97905 2.93716 0.00000 −3.91622
O - C - C - N 16.73600 −16.73600 0.00000 0.00000
H - C - C - N −4.09614 5.08775 2.96645 −3.95806
C - C - N - H −1.26775 3.02085 1.74473 −3.49782
H - C - N - H 0.83680 2.51040 0.00000 −3.34720

GAFF - Ryckaert-Bellemans dihedral

Dihedral c0 c1 c2 c3

C - C - C - H 0.65270 1.95811 0.00000 −2.61082
H - C - C - H 0.65270 1.95811 0.00000 −2.61082
C - C - C - O 0.65270 1.95811 0.00000 −2.61082
C - C - O - H 1.71544 0.96232 0.00000 −2.67776
O - C - C - O 0.60250 1.80749 9.83240 −2.40998
H - C - O - H 0.69873 2.09618 0.00000 −2.79491
H - C - C - O 1.04600 −1.04600 0.00000 0.00000
O - C - C - N 0.65270 1.95811 0.00000 −2.61082
H - C - C - N 0.65270 1.95811 0.00000 −2.61082
C - C - N - H 1.25520 3.76560 0.00000 −5.02080
H - C - N - H 1.25520 3.76560 0.00000 −5.02080

MEAa - Ryckaert-Bellemans dihedral

Dihedral c0 c1 c2 c3

H - C - C - H 0.65270 1.95811 0.00000 −2.61082
C - C - O - H 0.00000 0.92048 0.00000 1.17152
H - C - O - H 0.69873 2.09618 0.00000 −2.79491
H - C - C - O 1.04600 −1.04600 0.00000 0.00000
O - C - C - N 0.33472 18.77277 −0.66940 −19.34012
H - C - C - N 0.65270 1.95811 0.00000 −2.61082
C - C - N - H 2.46856 15.69000 −4.93712 −13.72352
H - C - N - H 1.25520 3.76560 0.00000 −5.02080
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Dielectric response of mixtures:
additional results

D.1 Component - total
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FIGURE D.1: Variation of total component relaxation intensities with concentration in
ethanol/water mixtures at 298 K and 1 bar. Filled symbols correspond to the fit of the 1HN
+ 2Debye model to simulation data. In the case of pure water (xEtOH = 0), a 1HN + 1Debye
model is used. Circles represent the intensity of the dominant HN relaxation (1), while squares
and triangles correspond to the fast (3) and very fast (4) processes, respectively. Dashed lines
are a guide to the eye.
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FIGURE D.2: Variation of total component Havriliak-Negami’s α and β parameters with con-
centration in ethanol/water mixtures at 298 K and 1 bar. Filled symbols correspond to the fit
of the HN model to the dominant relaxation process. Circles represent values of parameter α,
while triangles correspond to parameter β. Dashed lines are a guide to the eye.



Appendix D. Dielectric response of mixtures: additional results 244

107 108 109 1010 1011 1012
ν / Hz

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

φ
′ (
ω
) 
/ 
n
s

ethanol

water

107 108 109 1010 1011 1012

ν / Hz

0.00

0.01

0.02

0.03

0.04

0.05

0.06

φ
′′ (
ω
) 
/ 
n
s

FIGURE D.3: Dynamic response through the dipole moment ACF of individual species in the
frequency domain for ethanol/water mixtures at 298 K and 1 bar. Solid lines represent the
dipole moment ACF of the pure components: ethanol (red) and water (blue). Dotted (red) lines
show the total contribution of ethanol as a component, in mixtures with water of increasing
ethanol concentration from top to bottom. Dashed (blue) lines represent the equivalent results
for water as a component.
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FIGURE D.4: Variation of molecular relaxation intensities with concentration in ethanol/water
mixtures at 298 K and 1 bar. Filled symbols correspond to the fit of the 1HN + 1Debye model
to simulation data. Circles represent the intensities of the dominant HN relaxation (1), while
triangles correspond to the very fast (4) process. Dashed lines are a guide to the eye.
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FIGURE D.5: Variation of molecular Havriliak-Negami’s α and β parameters with concentra-
tion in ethanol/water mixtures at 298 K and 1 bar. Filled symbols correspond to the fit of the
HN model to the dominant relaxation process. Circles represent values of parameter α, while
triangles correspond to parameter β. Dashed lines are a guide to the eye.
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FIGURE D.6: Dynamic response through the dipole moment ACF of separate molecules in the
frequency domain for ethanol/water mixtures at 298 K and 1 bar. Solid lines represent the
dipole moment ACF of the pure components: ethanol (red) and water (blue). Dotted (red) lines
show the total contribution of ethanol as a component, in mixtures with water of increasing
ethanol concentration from top to bottom. Dashed (blue) lines represent the equivalent results
for water as a component.
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FIGURE E.1: Influence of temperature on molecular relaxation times of water, ethanol and
MEA. Blue circles, red squares and green triangles correspond to results obtained from the
fit of the 1 HN + 1 Debye model to simulation data for water, ethanol and MEA, respectively.
Dashed lines are a guide to the eye.
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FIGURE E.2: Influence of temperature on the molecular relaxation intensities of water, ethanol
and MEA. Blue circles, red squares and green triangles correspond to results obtained from the
fit of the 1 HN + 1 Debye model to simulation data for water, ethanol and MEA, respectively.
Dashed lines are a guide to the eye.
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FIGURE E.3: Influence of temperature on Havriliak-Negami’s α and β parameters for water,
ethanol and MEA. Blue circles, red squares and green triangles correspond to results obtained
from the fit of the 1 HN + 1 Debye model to simulation data for water, ethanol and MEA,
respectively. Dashed lines are a guide to the eye.
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FIGURE E.4: Influence of temperature on relaxation times of each species in ethanol/water
mixtures. Red squares correspond to results obtained from the fit of the 1 HN + 2 Debye model
to simulation data for ethanol, while and blue triangles represent results obtained from the fit
of the 1 HN + 1 Debye model for water. The solid lines are a guide to the eye and correspond to
the results obtained for pure components. The dotted and dashed lines are also a guide to the
eye and represent the contribution of ethanol and water in mixtures, respectively.
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FIGURE E.5: Influence of temperature on relaxation intensities of each species in ethanol/water
mixtures. Red squares correspond to results obtained from the fit of the 1 HN + 2 Debye model
to simulation data for ethanol, while and blue triangles represent results obtained from the fit
of the 1 HN + 1 Debye model for water. The solid lines are a guide to the eye and correspond to
the results obtained for pure components. The dotted and dashed lines are also a guide to the
eye and represent the contribution of ethanol and water in mixtures, respectively.
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FIGURE E.6: Influence of temperature on Havriliak-Negami’s α and β parameters for each
species in ethanol/water mixtures. Red squares correspond to results obtained from the fit of
the 1 HN + 2 Debye model to simulation data for ethanol, while and blue triangles represent
results obtained from the fit of the 1 HN + 1 Debye model for water. The solid lines are a guide
to the eye and correspond to the results obtained for pure components. The dotted and dashed
lines are also a guide to the eye and represent the contribution of ethanol and water in mixtures,
respectively.
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E.3 Mixtures - molecule
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FIGURE E.7: Influence of temperature on molecular relaxation times in ethanol/water mixtures.
Red squares and blue triangles correspond to results obtained from the fit of the 1 HN + 1 Debye
model to simulation data for ethanol and water, respectively. The solid lines are a guide to the
eye and correspond to the results obtained for pure components. The dotted and dashed lines
are also a guide to the eye and represent the contribution of ethanol and water in mixtures,
respectively.
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guide to the eye and correspond to the results obtained for pure components. The dotted and
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molecule level in ethanol/water mixtures. Red squares and blue triangles correspond to re-
sults obtained from the fit of the 1 HN + 1 Debye model to simulation data for ethanol and
water, respectively. The solid lines are a guide to the eye and correspond to the results obtained
for pure components. The dotted and dashed lines are also a guide to the eye and represent the
contribution of ethanol and water in mixtures, respectively.
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FIGURE F.1: Influence of temperature on OWater – HWater RDF
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FIGURE F.2: Influence of temperature on OWater – HEtOH RDF
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FIGURE F.3: Influence of temperature on OEtOH – HWater RDF
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