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ABSTRACT
The work described in this thesis develops a strategy for
planning domestic energy supply systems for small, rural communities.
| Twohrqnethg*dswfor éystem optimisation are proposed: economic
optimisati;:)n and thermodynamic optimisation. Both methods are applied
to the smali Scottigh island of Eigg, as an example of a small
community. It is shown that, for the range of energy equipment studied,

the two methods are generally complementary.

Economic theory and choice of parameters are discussed, as 1is
the theoretical background to thermodynamic modelling. The net present
value method is used to determine unit energy costs, which are used in

the economic model as the parameter by which different energy sources
are chosen. For thermodynamic assessment three parameters are used:

exergy, second lhav} efficiency and energy quality. Energy quality
against quantity ’di;grams (on which areas represent exergy) are shown
to be a uéeful way of visualising thermodynamic system performance.
This work also develops methods which can be used to determine
model inputsiJ'I‘hese‘i&nclude: an energy census of the island of Eigg to
determine Et-;t-xe curfent energy system, development of a hydrological
prediction model for determining hydro 'power poténtial, use of computer
modelg to *de‘termir}e house space heating demands, and development of
methods for ;;redicting; ﬁleteorc;loéicai péraﬁéters from:lor:gj term data.
The application of the economic planning model to Eigg allows a
much improved eﬁérgy }slupply system fof tﬁé fiﬂsland to be proposed. This
makesr energy more avaiiable , 1improves comfort (with regard to energy
usage), and gives 30% higher energy usage for a lower unit cost than
the islanders currently pay. The thermédynaﬂmicl Opi:iinisatioﬁ process
improves the t‘hermodynamic efficiency of th‘eh enerqgy syétém éﬁ* Eigtj by
more thaﬁ 100%, and s;hows which areas of energy technology should be

investigated to harmonise ecohomic and thermodynamic optimisation.
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Guide to the Thesis.

This thesis covers several different topics which, although they
form parts of the overall energy planning method, are separate
subjects. Each topic, presented as a different chapter or section, has
its own introduction, literature review and discussion. The
Introduction of Chapter 1, and the Conclusions of Chapter 7, therefore,

give only an overall introduction and general conclusions for the whole
thesis.

The literature review of each section covers work of other
researchers, showing their methods and conclusions. The methods used in
this thesis are often compared with those of others in the literature
review rather than in the main text, to save unnecessary duplication.

Because several different topics are covered, it is not possible
to give a list of symbols covering the whole thesis. Therefore each
section has its own list of symbols, in which standard symbols for that
subject have been used wherever possible. This occasionally leads to
the same symbol having a different meaning, or a variable having a

different symbol, in different sections. Non-standard units (for

example_ kWh/y instead of watts) are used in some sections, when these
are easiler to understand.
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CHAPTER 1 INTRODUCTION
1.1 Small, Rural and Remote Communities

It 1s éstimated that nearly 50% of the world's total population
live outside urban areas; in the countryside, or in small villages or
towns (Ward & Dubos 1977). Yet in 1800, as few as 5% lived in cities of
over 2500 people. The movement of people from the country to the cities
has brought with it considerable problems: overcrowding, strain on
public services, increased pollution i1n and around citiles, and uneven
distribution of labour. These problems are more éppa:::ent in the
developing countries of the world, but they can be overcome by
encouraging people to remain in rural areas.

The problems of remote, rural areas are well known: poor
employment prospects, bad communications, poor health care and
educational facilities, costly imports of necessary goods and poor
energy supplies. This latter is a critical factor in the survival of
rural communities, since the provision of good energy supplies brings
with it the possibility of improving agriculture (hence nutritional
standards), . of establishing industries, and of increasing the comfort

and standard of living of the people,.

Yet the provision of energy supplies, especially if they have to
be 'imported' from outside the area, does not necessarily improve the
situation; it might be too expensive to be viable, or might place the
community more at risk to influences and prices outside their control.
A better situation may exist if the community can provide its own
energy supplies, so reducing its reliance on external supplies (see,
for example, Lewis 1981)., It is the study of how best to supply this
energy that this thesis covers.

Although a large percentage of people still live in rural areas
in developing countries, many remote communities in developed countries

have suffered population decreases. For example, in the Highlands and



Islands of Scotland, many communities have declined, partly because of
poor, and expensive, energy supplies, and also because of poor
facilities andf lack of employment opportunities. This thesis studies a
small Scottish island, with a view to developing a method for planning
energy systems for many small communities throughout the world.

l.2 Which Enerqgy to use?

The cheapest, or most easily available, energy sources are not
always the best to use. The widespread use of wood as fuel 1in
developing countries has brought with it considerable problems of
deforestation in these regions (Eckholm 1980 and Van Dileren &
Hummelinck 1979). Similarly, the use of fossil-based fuel and nuclear

energy in many countries also leads to problems of resource depletion

and environmental pollution. Such supplies, in addition, are not widely
available in remote areas, without costly transportation. Energy
planning should therefore always consider energy supplies which are
locally available, and sustainable.

The recent accident at the Chernobyl nuclear reactor (New
Scientist 1986), as well as public fears, threaten to slow thils method
of energy generation. In any case, current costs show that nuclear
energy generation 1is not practical on the level of small communities
(Pooley 1984). Fossil fuels too have prompted much recent debate about
their acceptability, particularly with regard to their environmental
effects. In addition, despite often conflicting claims, the supply of
fossil fuels is ultimately limited, and since they provide raw

materials for many other purposes than energy, their careful use is
very 1mportant. These factors, combined together, suggest the more

widespread use of renewable energy sources.
Renewable energies, being derived from the naturally occuring
environment, are available in almost all areas of the world in varying

quantity. The west coast of Scotland is well favoured in its supplies



of economically-viable renewable energy, having solar energy and good
wind energy potentials in many areas, hydro energy potential in some
areas and woodjfuel available in some areas but with the possibility of
further development. This work studies ways of making communities more
energy self-reliant, by using these sources to provide a large
proportion of the energy requirements, and by minimising rellance on
expensive imported fuels.

Cheaper energy supplies will benefit remote communities, and
such areas have factors which give potential for the successful use of
renewable energy sources. Imported energy, whether by mains electric
cable, or as solid, liquid or gaseous fuels in discrete quantities, 1s

often expensive (Twidell & Pinney 1985), thus making the economics of

renewables more favourable. Much of the energy demand, particularly on
Scottish islands, is for space heat, which is comparatively easily

supplied by renewable sources, being not highly time dependent. Because

there is usually a positive correlation between the availability of
renewable supplies (hydro and wind energy) with demand for space heat,
it is suitable in their circumstances.
1.3 Possible Methods for Energy Planning
The most common method of assessing projects, including energy

systems, is on the basis of cost. The cheapest solution, or the one
which maximises the profits to the operator, is the one usually chosen.
This method is likely to persist until such time, for example, that
resources become scarce, or people become more aware of other factors,
such as environmental pollution, personal satisfaction or resource
allocation. Therefore one of the methods proposed by this thesis is to
minimise energy costs to the user,

Sections 2.1 and 4.1 present a computer based model for studying

the economics of energy supply systems. This uses unit energy costs

(£/kWh) as the basis for comparing different energy sources. Other



researchers (see Literature Review in sub-section 4.1.3) have used cost
per unit of power (£/kW rated output) as the basis for decision, but

4

this does not allow direct comparison between locally produced energy
and imported energy (which would be sold on a unit energy cost basis),
nor does it show which non-renewable sources (the most expensive ones)
should be substituted by cheaper sources first, Although the
calculation of unit energy costs depends on the amount of energy
produced by a piece of equipment, using unit costs is the best and most
consistent way of comparing one enerqgy supply with another. It helps
show which energy technologies are worth investing in, and allows

direct comparison between locally produced energy, and energy, such as

electricity, imported into the community.

After calculation of unit costs, the model works on the basis of

using the cheapest energy supplies first. The cheapest renewable
energies are used by the model to substitute for the most expensive
non-renewable supplies first, so that the optimum use is always made of
a particular energy system.

The economic planning model developed by this project is based
on the well accepted technique of net present value analysis. This
allows direct comparison of various future money transactions at
different times, by referring all costs to one point in time (the
initial investment point). It allows for the fact that money does not
have a constant value with time; it either increases or decreases in
value because of interest and/or inflation., The technique also allows a
direct comparison between investment in energy equipment and investment
in other projects or savings. Net present value analysis is a common,
and well-proven method of assessing investments (Simpson et al 1985).

Since the economics of an energy supply system can change
rapidly with time, for example the rapid fall in oil prices at the

beginning of 1986 (Financial Times 1986), and because the increasing



pressure of environmental issues might change the basis for assessing
energy production, the economic planning model allows two methods of
s
systems'’ assessment., The first is to minimise total systems' cost,
using whichever energy sources are cheapest. The second is to maximise
renewable energy usage, using a cheapest-first basis and still
replacing the most expensive non-renewables first. This work will show
that the latter option, when applied to Scottish islands in particular,
maximises the energy self-sufficiency of a community, by replacing as
rmuch imported fossil fuel as possible, Maximising renewable energy
usage 1n remote areas is often consistent with minimising costs, so the
second option 1s the one chosen for the study of Eigg.
Convéntional economic analysis, although widely accepted, is not
always the best way of assessing energy projects, for several reasons:
1) As mentioned above, energy prices can fluctuate rapidly, often as

a result of unpredictable political changes at national and

international level, which change the results of economic planning.

2) Even with stable prices, energy costs, as well as labour and
equipment costs, vary between countries and regions, making economic
planning specific to certain areas only.

3) Conventional economic analysis of resources (although not covered
in this thesis) is unable to cope adequately with resource shortages
(Simpson et al ibid). It assumes (Ayres & Nair 1984) that: a) the price
mechanism will always control shortages, b) that other resource (labour

Oor capital) can substitute for energy, or c) that scientists and
engineers will be able to increase, indefinitely, the efficiency with
which energy is used.

4) Standard economics take no direct account of energy ‘quality’;
that high temperature heat sources, or supplies of shaft energy (those

with high work potential) are more useful and adaptable, and hence more

valuable, than lower temperature heat sources.
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Therefore methods which overcome these difficulties are useful in
giving resultis which apply consistently to all areas, regardless of
energy costs, and which are not variable with time,

Two main methods of analysis can be used to overcome these
difficulties: (a) General system dynamics modelling (IFIAS 1981,
reviewed in section 4.1.3), in which other factors, such as nutrition
level or greater self-sufficiency in energy, are optimised separately
from economic factors, (b) Thermodynamic modelling (Twidell & Pinney
1985) in which the thermodynamic quality of energy supplies 1s
accounted for, and systems are optimised on the basis of thermodynamic

(different from energy) efficiency (Thermodynamic assessment can

j—

actually be divided into four categories: exergy efficiency, exergy
economics, resource allocation and net energy analysis. These are all
reviewed in section 4.2.3). This thesis proposes the second method, and
uses it as a comparison between thermodynamic and economic performance.

Two important concepts are used in thermodynamic analysis:
exergy (the work potential of an energy supply or demand) and exergy
efficiency (the exergy used to satisfy an energy demand divided by the
exergy of the energy supply). Exergy efficiency is the factor used in
this thesis to judge thermodynamic performance. Exergy can be used to
determine another property, energy quality, defined as exergy content
divided by energy content. Energy quality is used to construct diagrams
of energy quality against quantity (which do not appear to have been
used before); these prove very useful for visualising thermodynamic
performance.

Exergy efficiency differs significantly from the more often used
energy efficiency. Energy is, by definition, conserved, whereas exergy
1s not, Studying energy on its own does not account for the fact that
all real processes degrade energy (reduce its work potential), or that

low quality energy supplies (such as warm water) cannot be directly or

11



efficiently used to supply high quality demands (such as electricity).
It gives no limits, in theory, to the number of times energy can be
used for different processes. Exergy analysis, on the other hand, does

account for these real limitations and hence gives a much more

realistic picture of energy usage.

Exergy analysis can be used entirely independently of economic
factors, but it can also be combined with unit costs to determine
exergy unit costs (Gaggioli & Wepfer 1980). This thesis adopts an
intermediate approach, testing thermodynamic efficiency improvements in
the economic planning model described above, Successful thermodynamic
improvements must therefore also be economically viable if they are to

contribute significantly to the energy system., Thermodynamic
optimisation results are compared with economic results, and the two
nmethods are shown to be generally complimentary for the range of energy
equipment appropriate for small, rural communities.

1.4

Model Inputs

It is not sufficient only to develop an energy planning model 1if
no data exist to use in the model. Data collection is as important, 1if
not more so, than the development of the model, since the results of
modelling are only ever as accurate as the input data. Although this
project concentrates on the planning strategies, much work was done on
obtaining data with which to test the models.

Data requirements for energy planning fall into three main

categories: (1) energy demand, (2) potential energy supplies and cost

and (3) performance data for energy equipment. The latter are
relatively easy to obtain from standard panufacturers' information, but
(1) and (2) require careful assessment and are not easy to determine,
The obvious way to collect energy demand data for a community is
by energy census or survey, asking inhabitants how much energy they

currently use. However, this approach, although used as an initial data

12



collection method in this project, has several drawbacks. Firstly the

expense of fuels can make energy consumption lower than it would be 1if
’ 4

fuels or energy were cheaper, High cost can also lead to lower levels
of comfort (regarding energy usage) than might otherwise occur.
Secondly, poor levels of building insulation, energy conservation
measures, and equipment efficiencies, all lead to higher than necessary
energy consumption, Finally the inconvenience of collecting fuel, or of
running equipment (for example if a diesel generator must be manually
started, and is some distance from the house) can restrict energy
usage. Therefore to plan energy systems based on survey data can be

misleading and inaccurate, and in such cases other methods must be

found to determine more realistic energy demands.
For the island of Eigg, space heating is the largest single

energy demand, even though many houses on the i1sland are underheated by
mainland standards of comfort. This work studies three computer based

building models which predict space heating demands, and uses the
results from one of these in the planning model, Another important
energy demand is for electricity. Since nearly half of the houses on
Eigg have no electricity supply (but would like a supply if it was
cheaper) data from another small community are used to determine
realistic demand levels to be used in the planning work.
An assessment of potential energy supplles are equally important.
To assess renewable energy potential implies knowing meteorological
parameters: solar radiation for solar energy, wind speed for wind
energy, and water flows for hydro potential. Wood fuel potential can be
assessed from other studies of wood fuel yields in similar areas.
It 1s important, when obtaining meteorological data, to ensure
that they relate to a 'typical' period rather than to a specific
period. This cannot be done by short term measurements. Therefore this

thesis shows how recorded data from other sites similar to Eigg can be

13



used to determine a typical year for the island. In addition, methods
are proposed for simulating mean daily wind speeds from monthly or
yearly mean *:alues and for calculating hourly solar radiation and air
temperature from mean daily values., These could be used to simulate
data for sites for which detailed data are not available,

Measurement of rainfall alone is not sufficient for determining
hydro potential, since rainfall must be related to water flows in
rivers or burns. However, to attempt to measure flow rates in rivers is
not easy, and can involve considerable expenditure of money or time,
Therefore this work proposes a method for using recorded rainfall to
predict river flows, To this end, a simple hydrological prediction
model is de;zeloped, which is relatively insensitive to catchment area

properties. The catchments on Eigg are all small (less than 4 km?2),

allowing several simplifying assumptions to be made in the model. The
model developed does not require accurate knowledge of catchment

properties, but is shown to be reasonably accurate in predicting

potential hydro power both for Eigg and for another, larger catchment
in the north-west of Scotland.

The economic and thermodynamic assessment methods, together with
the methods of determining input data, allow a complete energy planning
strategy to be proposed, starting from initial selection of the
community, through data collection or selection, modelling and
optimisation of the energy system, to recommendations on which
equipment to be installed. Using the strategy, suggestions for
improvements to existing energy supply systems can be made. The thesis
applies these methods to the island of Eigg, and makes recommendations
for improvements to their supply system, resulting in increased energy
usage for a proportionately decreased cost.

It is stressed throughout the thesis that its main aim is to

propose and develop the methodology of energy planning and data

14



acquisition, and this is achieved by the work presented. The intention
1s not to rriodel accurately the island of Eigg, because of the
assumptions which have to be made when obtaining data. Therefore,
although there are undoubtedly several very useful recommendations that
can be made for improving the current energy system on the island,

great accuracy is not claimed for the detailed results.
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CHAPTER 2 ECONOMIC AND THERMODYNAMIC THEORY

Two different methods of energy systems' planning are
investigated in this thesis: economic evaluation and thermodynamic
evaluation. The equations required for these two methods are developed
and presented in this chapter.

Net Present Value analysis is used as the basis for the economic
evaluation of energy systems. Section 2.1 shows how net present value
can be used to determine:the unit costs (£/kWh) of energy output from

various energy sources. Section 4.1 shows how these unit costs are used
by the economic planning model.

Three concepts are ‘introduced:for thermodynamic analysis (section
2.2), and their definition and formulation discussed. The concepts are:
exergy, energy quality and second law or exergy efficiency. Section 4.2
shows how these can be used in the study of energy supply systems.

A literature review of the theoretical thermodynamics used to

calculate exergy 1s presented, as 1s a brief review of economic

analysis of energy systems. Examples of the application of the economic

and thermodynamic methods to energy systems are given.




Section 2.1 Bconomic Analysis of Energy Systems
2.1.1 INTRODUCTION

The most common method of analysing any type of project is by
what might be called 'profit analysis'. The money invested in the
project is compared with the money made from the project, and those
projects which make most money in relation to the investment are
usually those selected.

A most important aspect of financial analysis (often called cost
benefit analysis or capital investment appraisal) is the fact that
money does not have a purchasing value constant with time. Money can be
put into savings from which a known rate of interest will be received,
meaning tha;: at the end of each year (or whenever interest accrues) the
money is hopefully worth more than it was when it was invested. An
investor can put his money into a capital project (installing an energy
system, for example) or into savings. He should only chose the capital
project if it earns more money than putting money in savings.

Similarly, a sum of money invested now 1s worth more than the
same sum invested in the future, as that invested now will have gained
interest in the period between the first and the second investment.
Inflation also makes money more valuable now than in the future, as it
has more buying power now than later, This 'time value of money’ has
led to methods of economic analysis known as 'discounting' techniques,
whereby all money flows are referred to one point in time. Other
methods, not allowing for the time value of money, exist, but these all
have limitations when applied generally.

Economic analysis can also be applied to a person in a remote
community installing an energy supply device for his own use. In such a

case, the person is paying himself for the energy he produces, so the

methods can be used to calculate how much he must pay himself, or how

much the system is costing him,
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Economic assessment methods depend greatly on values chosen for
interest rat?s. This section does not attempt to investigate this in
detail, but does give a brief summary of rates used by other
researchers,

Most assessment methods deal only with those aspects of a
project which can be evaluated in purely monetary terms. Social
benefits, environmental aspects, etc, are often difficult to assess,

and so are not always included. It is beyond the scope of this section

to discuss these in detail, but with reference to other people's work

such factors, particulary as they relate to renewable enerqgy supplies,

are discussed briefly.

2.1.2 SYMBOLS AND UNITS

Symbol Description Units
C Yearly capital cost $/y
F Yearly fuel cost £/y
M Yearly maintenance cost £/y

NPV Net present value £
P Yearly energy output kWh/y
o, Unit energy cost £/kWh
R Revenue £/y
S Net cash flow £/y
Vv Present value £
e Energy inflation rate y"'1
1 General inflation rate 'al
3 Relative energy inflation rate v
n Project or equipment lifetime %
P Money or market rate of interest y"'1
r Discount rate y~1
r* Internal rate of return y’l

Subscripts and superscripts

1,2..k Year number

e Equipment

£ Fuel

o, Initial, at time zero
:: Total

Corrected for inflation
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2.1.3 LITERATURE REVIEW
Many !references cover the analysis of capital investment
projects, but most repeat the same widely accepted methods. Few deal
specifically with the analysis of energy systems, and only very few
deal with the analysis of renewable energy systems.

This review concentrates mainly on the general appraisal methods,
taken from Hawkins & Pearce (1971) and Lumby (1981), as these can
easily be applied to energy systems. Most of these methods can be used
to calculate unit costs simply by dividing yearly or discounted cost by
the equipment's energy output, More specific applications to renewable
energy systems are discussed, taken from Sorensen (1979), Frean (1983),
and Simpson et al (1985). This last reference is excellent in its
thorough analysis of the economics of energy systems, good literature
review and explicit discussion of renewable energies.

METHODS OF ECONOMIC ASSESSMENT
All methods use the notation of subscript zero to indicate the
start of the first year (year 1). All costs, fuel, maintenance and
replacement parts, are bought at the start of each year; all returns,
profits and interest, come at the end of the year.

Simple assessment methods

Most analysts nowadays would only use 'discounting’ techniques
to assess capital projects. However, simple methods, by their nature,
are easy to use, and do give some insight to project performance. The
three main methods are: the pay-back method, the peak-profit method and
the average profit method. Hawkins & Pearce (ibid) cover these methods,
and give examples showing their limitations and resulting errors.

Discounting Methods

All discounting methods allow for the time value of money. This

review deals both with money interest rates and inflation effects, the

latter being covered once the techniques have been introduced.
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Net present Value Technique
If a pferson or firm can invest money in savings and receive

guaranteed interest at 10%, this is an example of a discount rate r.
For example, £ 100 invested now will in one year be

100(1 + r) = 100(1 + 0.1) =£110 (2.1.1)
Similarly, to receive £ 121 in year 2, the investor must now invest

121/(1 + r)% = 121/(1 + 0.1)2 = £100 (2.1.2)
The basis of discounting methods is to equate all future money flows

back to their value at the start of year 1.

Given an initial investment in a project of C, in year 1, with
revenues (net of tax, maintenance costs, fuel cost, etc.) in each year

of Sy, the Net Present Value (NPV) of the project is defined as

NPV = [S1/(l4r) + Sp/(14r)2 + ... 8,/ (142)1] = Co (2.1.3)
or .
NEV = [ S./(1 + )kl = Cg4 (2.1.4)

A project with an NPV greater than zero indicates that its
profits will, over the project's lifetime, more than cover the cost of
the investment in the project (allowing for the fact that the initial
investment could have been put into savings giving a guaranteed return
of r% per year, the choice of a value for r being discussed on page
21). Projects with negative NPVs should be rejected.

Net terminal value

This method is virtually the same as NPV, except that instead of
discounting all values back to the start of the project, this method

calculates what each cash flow will be worth at the end of the project

if it has been reinvested at the firm's interest rate. This is the

approach used by Frean (ibid).

Internal rate of return

A variation on the net present value method is called Internal

Rate of Return. The NPV in equation is set to zero, and the equation

IS5/ + £9)K] - ¢ = 0  (2.1.5)

Ke§
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solved to determine the value of r*. This value is compared with the
investor’s sta;:ed discount rate r: if r* is greater than r, the project
is better than investing money in savings at interest rate r, if r* is
less than r the project should be rejected.

There are some problems with the application if IRR to all
projects, but since these do not apply to this work they are not
discussed here. The reader is referred to Hawkins & Pearce (ibid) or
Simpson et al (ibid) for a full discussion of these problems.

The Effects of Inflation
Two types of inflation are considered here: general inflation,

when all prices rise by the same relative amount each year, and energy

-

inflation, when fuel or energy costs rise faster than other prices.

General inflation

If an investor invests £ 100 today, rather than spending it, it
is because he hopes his invested money will be worth more later. At the
end of a year, his money, having been invested at r per year will be
worth £100(1 + r). However, if the annual inflation rate 1s 1 per year,
his money will have less purchasing power at the end of the year, by an

amount 1/(1 + i). For a future cash flow Sk in year k, it follows that

its present value V 1s

V= S/001 + )1 + 1)K (2.1.6)
The discounting factor (1 +r)(1 + i), with reference to eqn. 2.1.4,
can be replaced by an equivalent discount factor p, where

l1+p=(1+1)(1 + 1) (2.1.7)
orp=r +1+ri (2.1.8)

This value, known as the money or market interest rate (Lumby

ibid), can be used in the NPV equations., However, if fuel and
maintenance costs are expressed as values at the start of year 1, and
if there is no capital investment after year 1, egn. 2.1.21 shows that

inflation effects cancel each other out, and so need not be included.
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Relative Energy inflation
If enexgy prices rise faster than those of other goods or
services, the discount rate also changes. If e is the energy inflation
rate (in real terms) per annum, the relative energy inflation rate 3
(relative to other prices) is given by
j=e -1 (2.1.9)

If Fi is the estimated yearly cost of fuel in year k gross of
all inflation, the cost allowing for relative energy inflation will be
F'y = Fil(l + 3)K (2.1.10)
(the Current Purchasing Power, Bass & Twidell 1986). Discounted back to

vear 0, the present value of the fuel is

Vg = Fk(1'+ jIk/(1 + r)K (2.1.11)
The same result occurs if an effective rate p is used in 2.1.4, where

1 +p=(1L+1)/(1+3) (2.1.12)
orp=(1+x)/(1+3)-1 (2.1.13)
This is the discount rate arrived at by Sorensen (ibid). It is easy to
see that if the energy inflation rate is the same as the discount rate
r, the effective discount rate p = 0.

Choice of Values for the Various 'Rates!

It is most important that the values of discount and inflation

rates, and equipment lifetimes, are chosen carefully, The analyst must

be completely disinterested in his work, or he will be accused of
picking parameters which favour his preferred energy source. High
discount rates proportionately favour projects with relatively low
initial capital costs and high decommissioning and waste disposal costs
(the case for many non-renewable sources), low rates proportionately
favour high initial capital cost projects (which applies to most
renewables). Several examples comparing renewable energy systems with

non-renewable ones are given by Simpson et al (ibid), which clearly

show how parameter choice effects the NPV of the different systems.,
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This review does not enter the debate concerning values for

discount rates, other than superficially. The range of values used is

F
lllustrated by the following list (some values account for inflation,

some do not): Sorensen (ibid) suggests 0%; the CEGB suggest 5% (Jenkin
1bid), as do ETSU (1982); H.M. Treasury requires 5% return in real
terms on 1ts investments in the public sector (1984) but suggests a
discount rate (r) of 10% for the private sector, The International
Solar Energy Society suggest 2.5% in real terms (ISES 1976), while ETSU
(ibid), although suggesting 5%, have used values up to 30% (for
projects requiring pay-back periods of 2 or 3 years). Finally the
Commission of the European Community (CEC 1984) used 7% in their study
of new enerdy technologies, and for assessing which energy research
projects to support.

In addition there is the difficulty of predicting both general
inflation and relative energy inflation rates. Again a wide range of
relative energy inflation rates have been proposed, from 0% (OECD-IEA
1985, covering the period 1983 to 2000), through 3.5% (Commission of
the European Community ibid, for the same period) to 8% (Dept. of
Energy 1985, for the period 1990 to 2000).

Some researchers propose different rates for renewable and non-
renewable energies, and different inflation rates for different fuels.
It has been suggested that social benefits (for example employment,
reducing pollution, reducing the risks of serious accident and
accounting for personal preference) can be accounted for by varying

discount rates in real terms. The reader is referred to Simpson (ibid)

or Sorensen (ibid) for a more detailed discussion of this subject.
Finally in this review, although not discussed here, the reader

1s referred to work by Lipman et al (1982), Galt (1984), Bandopadhayay

(1982), Bass (1986) and Frean (ibid) for a discussion of the

application of appraisal methods specifically to renewable projects.
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2.1.4 EXAMPLES OF APPLYING THE NET PRESENT VALUE TECHNIQUE TO
ENERGY SUPPLY EQUIPMENT

The type of analysis undertaken here is relatively simple. All
enexgy supply equipment requires a capital investment at the start of
vear 1, after which the only costs are fuel costs (if applicable), and
operating and maintenance costs. Unit energy costs are constant in real
terms throughout the equipment's lifetime (ie there is no relative
energy inflation), and there is no scrap value or decommissioning cost.
Therefore both net present value and internal rate of return could be
used, but net present value was chosen as it is easier to calculate.

Parameter choice and assumptions

This work 1is intended to be applicable to small, remote
communities where likely levels of investment in energy equipment are
low in comparison with many other enerqy projects. Therefore the

methods of raising investment capital are likely to be different to

those for more capital intensive projects.

No attempt 1s made to suggest exactly how capital might be
raised., However, 1t 1s speculated that it might either come from the
individuals on Eigg (each family would need to pay between about £ 600
and £1200 per year), or from a development body such as the Highlands
and Islands Development Board. In the former case capital could well be
raised by simple bank loans, suggesting a discount rate of about 8%
before inflation, while in the latter case, since a public body 1is
involved, a similar rate to that of H.M. Treasury (ibid), ie 5% p.a.
suggests 1itself., This latter figure was chosen as applicable to Eigg.

There would be considerable social benefits associated with an

improvement in Eigg's energy system, but these are difficult to

quantify precisely. Therefore 'social’ discount rates (see above) are

not considered, and no attempt is made to modify the 5% discount rate

chosen above to allow for such factors.
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To attempt to specify a positive net present value (NPV) for
investment in projects on Eigg is comparatively meaningless, especially
1f capital wafs raised by the islanders themselves. Since they would be
paying for the energy themselves profits would return to them, and a
positive NPV would simply mean higher unit energy costs. So this work
uses zero NPVs for all supply equipment, implying that the investment
exactly breaks even, there being neither profit nor loss in comparison
with investing money in savings at the chosen discount rate,

Predicting the rate of energy inflation is not easy, as shown by
the 40% cut in crude o0il prices at the start 1986. Since one aim of
this work is to make the island of Eigg self-sufficient 1in energy
supplies, hence independent of imported fossil fuels, a zero rate of
energy inflation is reasonable. The analysis below shows that no
account need be taken of general inflation rate.

Both fuel and equipment costs (see chapter 6 and appendix 2)
used in this work are representative of the years 1983/1984, which were

chosen as reference years.

Unit costs

The net present value of an investment is given above as

NPV = [S S /(1 + 1)Ky - ¢ cf (2.1.4) (2.1.14)

Kni

With a non-zero general inflation rate 1, and zero relative energy

inflation e, the value r can be replaced by p where

Since there is no capital investment after the initial investment, the

net returns Sy are

where Ry = Returns from ’'selling' energy in year Kk,

Fi, = Fuel cost in year Kk,
and My = Maintenance cost in year K.

(‘'selling’ refers to either selling energy to another consumer or cost

to the producer of generating and using his own energy)
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With a general inflation rate i p.a., fuel, maintenance and

energy costs all increase by this rate, so

= (1 + 1)K (2.1.17)
E‘: = ?2(1 + 1) (2.1.18)
& M = Mg(1 + i) (2.1.19)

Substituting these values and the effective rate p in eqgn. 2.1.14 gives
NV = 13 (Ro = Fo = Mg)(1+ 1)¥/(1 + pIKI - G (2.1.20)
As mentioned above, in this work all NPVs should be zero, so
(Rg - Fo = M) S (1 + DK/((1 + 1)(1 + £))K = ¢4 (2.1.21)
Ko

It can be seen that the general inflation term (1 + i) cancels out¥*,

leaving the yearly returns as

Rg = [Cq + (Fg + Mo)i 1/(1 + r)k]/i 1/(1 + r)K (2.1.22)
The term il/(l + r)K ca:be reduced 1:c;w'l

nZI/(IK:I: r)k = [(1 + r)? = 11/[x(1 + r)"] (2.1.23)
The;;'fore

Ro = r(l + r)NC/[(1 + )™ = 1] + Fgy + M, (2.1.24)

If the yearly energy output from any energy supply device in

year 1 is P, the unit cost of energy (Q, f/kWh) is
Q = Ry/P (2.1.25)

It is worth noting here that the Central Electricity Generating
Board (U.K.) uses costs per rated power output (£/kW) as their
comparative measure for large power stations (Jenkin 1982). The NPV is
divided not by the annual energy output, but by the rated power output
of the station. This method does not allow direct comparison between

different types of energy sources, particularly, as in the case of

renewables, when average outputs are often significantly below the

rated values.

* NOTE: This treatment of inflation is suitable for most applications.
A fuller treatment, to allow for non-constant inflation and interest

rates (such as during hyper-inflation) is given in Appendix 4.
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Specific Examples
In some cases in the energy planning model for Eigg, enerqgy
demands are Silppl ied from devices (for example gas cookers) where the
only cost is assumed to be that of the fuel itself; there being little

Or no capltal or maintenance costs. In these cases equation 2.1.24

reduces to
Ry = Fq (2.1.26)
The method 1s further illustrated by the example of a 3.5 kW
diesel generator. The initial capital cost of the generator is £ 1700,
its maintenance £ 25 p.a., its fuel cost 0,028 £/kWh, and its lifetime
15 years. The generator produces 12300 kWh/y at an average thermal
efficiency of 18%, so it follows that the yearly fuel cost 1is

Fo = 0.028x12300/0.18 = 1910 £/y (2.1.27)
If the discount rate r is 0.05, substituting values in eqn. 2.1.24

gives

Ro

0.05(140.05)151700/[(1+0.05)15-1] + 25 + 1910 (2.1.28)
= 2100 £/y
Dividing this by the yearly energy output gives a unit cost of
Q = 2100/12300 = 0.1706 £/kwh (2.1.29)
Equation 2.1.24 can be applied to any component in an enerqgy
system individually. A renewable energy converter would have only
capital and maintenance costs, and zero fuel costs. Central heating
distribution systems would have only capital cost, with no fuel or
maintenance cost (the fuel cost is accounted for by the device

supplying the system), and the yearly energy from the system can be

estimated knowing its rating. A similar procedure can be used for

electricity grids and heat pumps. Section 4.1 describes this fully.
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2.1.5 DISCUSSION

This section has presented the methods and equations necessary to

4
-

determine the unit enerqgy costs (£/kWh) of different energy sources,
Section 4.1 will show how these unit costs are used as a basis for
selection by the energy planning model.

The Net Present Value method was chosen as the most suitable
‘method for calculating unit costs, since this allows for the fact that
money can change value over time, owing to interest gained or value
lost through inflation. It is only by accounting for this that a
realistic assessment of energy costs can be made (assuming non-zero

interest or inflation rates), and decisions be taken on which projects

to adopt.

A brief discussion of interest and inflation rates used by other
researchers was given (including speculation as to what rates should
be, accounting for such effects as, for example employment,
environmental pollution, storage of nuclear waste, etc,), and it was
shown that rates between 0% and 30% have been used. High discount rates
favour relatively low initial capital investment projects (typical of
most fossil fuel projects), while low rates favour high initial
investment projects (typical of renewable energy projects). It was
concluded that care has to be taken by analysts to remain disinterested
in the rates they choose, so as not to unfairly bias their 'favourite'
project over other projects. For application of the method to the
island of Eigg, an interest rate of 5% p.a. was chosen.

It was shown that for this project general inflation (price
increases of all goods and services) need not be considered. However,
the relative inflation of energy (increase in energy and fuel prices
relative to other goods) is an important factor. Fnergy inflation rates

used by other researchers have varied between 0% and 10% p.a.: a value

of 0% p.a. was chosen for the study of Eiqg.
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Section 2.2 Thermodynamic Analysis of Energy Systems

2.2.1 INTRODUCTION

This section presents and discusses the methods and equations
needed to develop the second type of energy systems' analysis
investigated by this thesis, namely thermodynamic analysis. Section 4.2
shows how the equations presented here can be applied to practical
energy systems, and the results of thermodynamic optimisation and
economic optimisation (presented in the previous section and in section
4.1) will be compared and discussed in chapter 6.

The important property used in thermodynamic analysis is known
as exergy; that is. the amount of energy from a supply which is
available as useful work. Exergy is used in this work to calculate
"second law efficiency" of energy systems, the measure by which
thermodynamic performance is assessed. Exergy is also used to calculate
"energy quality" (related to the work potential of energy), which will
be shown in section 4.2 to be a useful parameter in visualising
thermodynamic performance. Exergy, second law efficiency and energy
quality are all defined specifically in section 2.2.3, and equations
for their formulation are given in section 2.2.5.

A brief literature review of the historical development of
thermodynamics and exergy analysis is given. The analysis will show
that exergy calculations differ from: other methods, such as (changes
in) Gibbs Free Energy, Helmholtz Free Energy or Availability, which
have been used by other researchers, in that exergy can be applied to
all energy systems, whereas the others relate to specific systems only.

This work differs from that of other researchers in that it also
assesses exergy after, rather than before, the energy has undergone an
initial primary transformation. This makes the analysis more closely

related to practical, rather than theoretically ideal processes.
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2.2.2 SYMBOLS AND UNITS

Symbol Description Units
B Exergy J
Bp Exergy remaining after combustion J
AB Exergy loss J
C Specific heat at constant pressure J/ (kg K)
Q0 Coefficient of performance -
D Steady-state availability function J
Ea Energy output of electrical sources J
Em Energy output of mechanical sources J
F Helmholtz free energy J
F' Special case of Helmholtz free energy J
Ge Gibbs free energy J
H Enthalpy J
AH Heat of combustion J/mzl
P Pressure N/m
Q Heat J
S Entropy J/K
ASqq Entropy change of environment and system J/K
AShH Entropy change from change of composition J/K
Aip - Entropy change from isobaric heating J/K
Temperature K
U Internal energy J
W Work J
Z Height m
C Velocity /s
g Acceleration due to gravity / 52
m Mass kg
n Number of moles -
q Energy quality -
e Density | kg/m3
M First law energy efficiency -
%) Second law exergy efficiency -
Subscripts
C Cold heat sink
carnot From a Carnot engine
d Demand
£ Flame
h Hot heat source
1 Thermodynamically ideal
in Into the system
max Maximum
min Minimum
o Natural environment
out Out of the system

X Real device or system
rev Reversible

S End state

1 Initial state

2 Final state
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2.2.3 DEFINITIONS

Second law efficiency

¥

The definition of second law efficiency (7y) used in this work

is that given by, among others, Ford et al (1975), as

Useful heat and/or work transferred by a given device
or system (2.2.1)

1y = Maximum possible useful heat and/or work transferred

for the same function by any ideal, unspecified device or
system with the same inputs as the given device or system

Although this can be applied without a knowledge of exergy

(defined below), equation 2.2.1 can also be expressed as

Minimum exergy needed to perform a function by an
ideal unspecified device or system (2.2.2)
rz2 = Actual exergy used to perform the function by a

given device or system

First law efficiency (Ry) is usually defined as

N, _ Useful energy output of device or system
1 = Energy Input to device or System (2.2.3)

It is easy to show that

Ny =y »/M,5 (2.2.4)
where 1y .. = first law efficiency of real device or system,
and 1], j = ideal first law efficiency for same process.
Exergy: Fundamental definition (later adapted)

Before giving the various relationships which are used to
calculate exergy (sub-section 2.2.5), it 1s worth defining it in words.
The term was first introduced by Rant (1956), and was effectively
defined as:

"Exergy is the maximum possible useful work which can be extracted
from a source of energy as it changes from 1its initial state to the

state in which it is in unrestricted equilibrium with the naturally-
occurring environment”,

Useful work means that work which is potentially available as
shaft work (this also includes electrical potential, as this can

theoretically be converted to shaft work with 100% efficiency), and

excludes work done to displace the environment. Air flowing away from a
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wind turbine, or water from a hydro turbine, is pushing back the

natural environment, and therefore does not contribute to useful work.

,

Unrestricted equilibrium is a theoretical state in which the
system is not only in temperature and pressure equilibrium with its
environment, but also in chemical, nuclear, gravitational, kinetic and
electrical equilibrium. It is therefore impossible, from this state, to
extract any further work. By naturally-occurring environment 1s meant
temperature T, (mean environmental temperature), pressure P, (mean
environmental pressure), height 2, (ground or sea level), and with no

remaining chemical or concentrational potential (ie fully diffused).

The environment is assumed to always have constant pressure P, and

e

temperature Te.

Exergy must be independent of device or process: the maximum
work can only be calculated by considering ideal, reversible processes.
It is also independent of rate, so to extract maximum work, especially
when heat transfer is involved, infinitely long time and infinitely
small temperature differences can be assumed,

Exergy: Practical definition (as used in this thesis)

The above fundamental definition includes some terms which are
of little use in practical applications. For example it is difficult to
envisage a device which could extract the work of diffusion. Similarly
when dealing with hydro turbines, there 1is little point in talking
about chemical equilibrium of the water., Therefore a more practical
definition is required, excluding diffusion and nuclear ternms
(retaining chemical terms for combustible fuels), as follows:

"Exergy is the maximum possible useful work which can be extracted
from a source of energy as it changes from its initial state to the

state 1n which it is in restricted equilibrium with the naturally-
occurring environment"

Restricted equilibrium is defined as follows: for fuel sources

it is the state in which complete combustion has taken place but
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kKinetic energy (ie the speed of exhaust gases) is not considered. For
heat sources it is the Tyr Py state, and if the source 1s not fuel,
chemical poti;ntial is not considered. For sources of "kinetic or
potential energy, restricted equilibrium is the state of minimum
kinetic or potential energy (ie in which no more energy can reasonably
be extracted, subject to there being sufficient energy to push back the
environment).

There are two processes for which it is more practical to
speclfy the device or type of process: combustible fuels and solar
energy. These are discussed in section 2.2.5.

Energy quality
Enerqgy quality is defined for both energy supplies and demands.

These definitions are explained in more detail, with examples, later.

For enerqgy supplies the quality q is

_ Exergy of suppl
49 = Enerqy of supply (2.2.5)

For energy demands, the quality is defined as
Exergy from amount of energy demand
d = fnergy demand (2.2.6)
Where the demand 1s for heat, the exergy content of the demand is shown
ln section 2.2,5 to be the work available from an ideal Carnot engine
with a source temperature the same as the temperature of the demand.
Reversible processes
A reversible process 1s defined (Zemansky 1951) as “one that is
performed in such a way that, at the conclusion of the process, both
the system and the local surroundings may be restored to their initial
state without producing any changes in the rest of the universe".

Wallace & Linning (1977) give equations for calculating the

iIrreversibility of various real processes.
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2.2.4 LITERATURE REVIEW
This review deals only with the theoretical background to the
thermodynamigal methods of analysis. The formulations for available
energy or exergy are given in sub-section 2.2.5, and are not repeated
here. A review of the application of the methods to practical energy
systems, and also to exergy economics, is given in sub-section 4.2.3.
The study of energy availability, later called exergy, started
in the 19th century with work by Carnot (1824, reprinted in Kestin

1976), Clausius (1865), Tait (1868), Maxwell (1871 & 1878) Gibbs (193],
from a paper presented in 1873) and Thomson (1879). Carnot's work led

to the formulation of the Carnot cycle heat engine, an 1important
'standard’ since, although it is not practical, 1is one of three heat
engine cycles (the others being the Stirling cycle and the Ericsson
cycle, both described in Rogers & Mayhew 1976) which extract maximum
work from an energy source, and have what is known as the Carnot
efficiency. Clausius was the first to introduce the concept of entropy
(a2 measure of the 'order' of energy), and this led to analytical
derivations for available energy and exergy.

Tait was the first to write about 'availability’ to calculate
the work potential of heat, and Maxwell was the first to introduce the
term ‘available energy’ in his "Theory of Heat" published in 1871,
although he credits Thomson (Lord Kelvin) with the original ideas.
Maxwell wrote in 1878 (reprinted in 1890) in his review of Tait's work
"Sir William Thomson, the last but not the least of the great founders

(of classical thermodynamics; the other two being Rankine and Clausius)

does not even consecrate a symbol to denote the entropy, but he was the

first to clearly define the intrinsic energy of a body, and to him
alone are due the ideas and the definitions of the available energy and

the dissipation of energy”.. Thomson did not mention 'availability’' or

‘avallable energy' in his own work, but he did study reversibility and
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reversible heat engines, and also energy dissipation in a body as
energy is redistributed throughout the body which initially had a non-
uniform tempé:ature distribution (Thomson 1853 and ibid).

Gibbs appears to have been the first to derive the equations
needed to calculate the available energy (the shaft work available)
from a given heat source, in 1873 (reprinted in 1931), but Keenan
(1941) was the first to present Gibbs' work in an easier-to-understand
and more practical form. However Maxwell (1875) in the fourth edition

of his "Theory of Heat" also derived similar, but much more easily-

understandable, relationships to those of Gibbs, although this work

appears to have received little attention.

Deveﬁlopment of thermodynamics continued throughout the 20th

century, particularly in the German language (for example Stodola 1898,

Planck 1927, Rant ibid, Baehr 1965 and a review of exergy literature by
Gasparovic 1961). A good summary of this work, and of the various
formulations of availability, is given by Haywood (1974a & 1974b), who
also provided the background to the 19th century review above,

Rant was the first to use the term 'exergy'. He used a general
definition which was that, since work can be transformed into other
forms of energy, exergy 1s that part of energy which can be transformed
into any other form of energy. Baehr (ibid) reviews other work on
exergy, and includes the term anergy, which is that part of energy not
capable of being transformed into other forms of energy.

A most useful reference, as far as this thesis is concerned, was
that of Ford et al (ibid)., This gives the definitions of second law
efficiency used in this work, and analyses various energy systems
(including the combustion of fuels described in the next section) from
a thermodynamical point of view, Rotty & Van Artsdalen (1978) present a
very similar paper to Ford et al, and although they mention energy

quality, they do not define it. Sorensen (1981) does introduce
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equations for energy quality, but his choice of symbols does not make

this an easily-read paper. Better references to energy quality are

7

given in sub-section 4.2.3.

Classical thermodynamics considers ideal processes: those 1in
which heat transfer can occur through infinitely small temperature
differences, heat being supplied from or rejected to infinite sources

or sinks, and over infinitely long time., Therefore the aim is to

maximise energy outputs. Some researchers, though, have concentrated on
more realistic analysis of energy systems, in which time and limited
heat capacity of sources are considered. These aim more at maximising
power outputs (energy/time); a more relevant concept for real systems.,
Curz‘on & Ahlborn (1975) analyse a Carnot cycle whereby heat
transfer is limited (by ﬁeat exchangers) to a finite rate. In this
situation, first law efficiency for the cycle giving maximum power is
1 =1- (TC/Th)O.S (2.2.7)
as opposed to the maximum energy criterion of Carnot, where

Ql =] = (TC/I‘h) (2-2-8)

where Th
and T,

temperature of hot source
temperature of cold sink.

They apply this maximum power efficiency to various common energy
systems (power stations, etc,), and show that the maximum power
efficiency is closer to first law efficiency (energy in/energy out) of
the systems under real conditions than to the Carnot efficiency.
Similar analysis is undertaken by Rubin et al (1981) and
Andresen et al (1977). Ondrechen et al (1981) analyse systems for which
the heat source is of finite capacity. Their analysis is beyond the
scope of this review, but one important conclusion is that a cycle
similar to the Otto or Brayton cycles can be derived which will give
higher efficiency than the Carnot cycle when the source is not

infinite, but changes temperature as energy is extracted.
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2.2.5 SPECIFIC FORMULATIONS OF EXERGY AND ENERGY QUALITY
Before giving specific formulations for exergy, energy quality
and second law efficiency, it is worth discussing briefly the second
law of thermodynamics, sﬁmmarising some important aspects of exergy and
energy quality, presenting the Carnot cycle and defining maximum flame
temperatures, as these are important in the formulations below.
The Second Law of Thermodynamics
This has been stated in many different forms (first considered
by Carnot ibid), with several corollaries (covered, from an engineering
viewpoint, by Wallace & Linning ibid). The Second Law 1is not directly
theoretically provable (although_ t;he corollaries can be easily shown to
be consistent). Planck (ibid) | states it as "It 1is .impossible to
construct a system which will operate in a cycle, extract heat from a

reservoir, and do an equivalent amount of work on the surroundings”.

Stated mathematically,

Wout <Q:*|'_n (2.2.9)
meaning that the work output from a system is always less than the heat
input, and that some heat must always be rejected to a cold sink. This
has become known as the Kelvin-Planck statement. If an engine icould
violate this statement, it would be a perpetual motion machine of the
second kind (perpetual motion machines of the first kind are those
which produce work without receiving energy from any source).

Aspects of Exergy and Energy Quality

Unlike energy, exergy is not a conserved quantity by definition,
being conserved only in ideal (reversible) précesseé. If an energy
transformation goes directly from an amount of energy at high
temperature (high quality) to a similar amount at low temperature (low
quality), as in the case of a boiler burning fuel at high temperature
to produce low temperature space heat, even though there might be very

small energy losses (from the flue), there are high exergy losses.
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Iosses of exergy can be shown to be directly related to increases
in global entj:'opy. Entropy increases correspond to degradation of
energy and increased randomness of the universe. Only in ‘reversible’
processes is the total entropy of the universe held constant. Minimum
energy exchange is required for a process if it is done reversibly, and
maximum work output comes from reversible processes. It follows from
this that maximum exergy (ie work) can only be extracted by reversible
processes. Energy cannot be created or destroyed, only changed to other
forms, but all real (hence irreversible) processes decrease the exergy
extractable from a system, while keeping the total energy constant.

Most important in this type of analysis is the fact that an

imr

amount of energy of low quality can never supply the same amount of
energy at higher quality (10 joules of hot water at 20°C cannot supply

a demand for 10 joules at 60°C), If low quality energy has to supply
high quality demands, there will always be large energy losses to the
environment in the conversion process. On the other hand, high quality
energy can supply a greater amount of lower quality energy (an input of
10 joules to a heat pump might typically give 30 joules of hot water at
60°C, the heat pump having up-graded energy from the surroundings). It
is therefore most important, when designing enerqgy systems from a
thermodynamic point of view, to avoid low to high quality energy

transformations, and to make maximum use of high quality sources.

Carnot Cycle
The Carnot cycle consists of four reversible processes: two
isothermal (constant temperature) and two adiabatic (no external energy

transfer). The cycle is shown on fig. 2.2.1 overleaf. For all processes

. to be reversible the heat source and sink must have infinite thermal
capacity and constant temperatures, all processes must occur infinitely

slowly, and if a closed system is used, the piston must be frictionless

and 1t and its cylinder must be perfect insulators.
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FIGURE 2.2.1 The Carnot cycle
It is easy to show (Zemansky ibid) that a Carnot engine has the
maximum efficiency of work production, even though it is an impractical
cycle, Its efficiency is independent of working fluid, and is
1 =1 - Thin/Tmax (2.2.10)
The Carnot cycle can also be reversed to act as a heat pump, in
which case its coefficient of performance (COP), defined as heat

out/work in, is given by

QOP = I

Maximum Flame Temperatures of Combustible Fuels
When calculating the exerqgy of a fuel after combustion, the
concept of maximum adiabatic flame temperature is required. This is the
temperature which would result from combusting a fuel at in air at STP,

with all the fuel's energy going to heat and expand the combustion

products. This implies an infinite, adiabatic store in which combustion

takes place.

For all but the most chemically simple fuels, the theoretical
calculation of flame temperature is difficult, especially if the fuel
consists of several compounds. It is easier to use an empirical method,
such as that of Rose & Cooper (1977), with fuel data from Johnson &
Auth (1951) and Spiers (1932), For several common fuels of typical

ocomposition, the resulting flame temperatures (table 2.2.1) are:
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Net calorific

Adiabatic flame

Fuel value (MJ/kg) temperature (K)
F
Butane 49,30 2280
Coal 28.95 2290
Diesel 43.16 2300
Kerosene 43,50 2270
Petrol 43.66 2260
Propane 50.00 2290
Wood 14,35 1940

Table 2.2.1 Adiabatic maximum flame temperatures and net
calorific values of typical fuels

Specific Formulations for Calculating Exergy

Rather than defining a single relationship applicable to all
systems (and hence often having many redundant terms), it is better to
deal with each system needed for the study of Eigg individually. Two
general systems, a non-cyclic closed system and a non-cyclic steady
flow process are also considered, as is the exergy of energy demands.

Mechanical and electrical sources
Mechanical sources of energy which are already in the form of

shaft work (or can be completely transformed to shaft work), have

exergy

B = Ep

where E, = energy output of source.

(2.2.12)

Similarly, in this work, it is assumed that electrical energy
sources can be completely transformed into shaft work, so

Although, for example, diesel generators and petrol engines can

be considered as electrical or mechanical sources, since they are

powered by heat sources (diesel or petrol), they are considered

separately under thermal sources.

Hydro and wind energy

The definition of exergy in this thesis excludes energy needed

to displace the environment. Wind must move away from the turbine, and

water must be able to move away from the water turbine. The losses
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associated with this moving away of wind or water do not enter the
exergy term, The primary transformation for hydro and wind energy,
after which exergy is calculated, is thus the extraction of kinetic
energy by the turbine resulting in power at the turbine shaft.,
Thermal energy sources

Thermal energy sources can be split into two categories: fuels
(which give energy from combustion), and other heat sources (for
example hot water). They can further be divided into steady-flow
processes (diesel and petrol engines) or non-flow processes (Carnot
engines, Stirling engines, etc.). The exergy of these sources are dealt
with below, using the definition of exergy given in sub-section 2.2.3.
Solar energy is treated separately in the energy quality section,

Combustion of fuels
More work could be obtained by electrochemical oxidation of a

fuel in an ideal fuel cell than from combustion, but this is practical

only for chemically simple fuels such as hydrogen. Combustion remains
the practical method of energy extraction., Two methods are presented

below, both giving the same value for the exergy after combustion.

Method 1

The fuel 1s combusted at its adiabatic flame temperature in an

infinite, insulated container, with all the fuel's energy being used to
heat and expand the combustion products., There is no initial heat

extraction from the system. Subsequent processes, not considered here,

extract work and heat., Figure 2.2.2 summarises the process.

Work Heat

e

Subsequent
M Products

Processes Por Tos
Vs

State F

FIGURE 2.2.2 Fuel combustion
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If the fuel was oxidised in a reversible fuel cell, its exergy
(neglecting diffusion, which does not contribute to useful work) would
be the change; in Gibbs free energy (see below). This, for many fuels,
is close to the heat of combustion -AH (Ford et al ibid). Combustion,
however, is an irreversible process, so the exergy of the fuel after it
is combusted is ~(AH <~ exergy loss during combustion).

Using the ideal gas approximation, the temperature of state F
can be calculated as

-AH = nCy(Tf - Ty) (2.2.14)

where n = number of moles of products
and G = the average specific heat of the products.

The loss of exergy AB is given by

AB = T4 ASq, (2.2.15)
where ASg, = entropy change of the system and the environment.
But with no cross-boundary heat transfer the entropy of the environment

does not change. The only changes are those of the system, these being

ASp from change of composition
ASp from isobaric (constant pressure) heating of the products

ASp is far larger than ASh, so the latter 1s ignored.

For an ideal gas undergoing isobaric heating,

ASp = nColn(Te/To) (2.2.16)
Therefore
AB = ~TonCphln(Tg/Ty) (2.2,17)

The exergy left after combustion, B, is given by
Bh=B+AB =B - TonCpln(Tf/I'o) (2.2.18)
Assuming that B = -AH, and substituting for (nCp) in egn. 2.2.18 gives

By = =AH[1 = (Toln(T¢/T,) )/ (Tg = T,)] (2.2.19)
Method 2

In the analysis of combustion, it is not correct to use the
Carnot relationship assuming Tp is the flame temperature., The flame is

not an infinite heat source, but one whose temperature falls as heat is
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extracted. Combustion products must be removed from the system, and 1if
they are removed at a temperature other than that of the environment,
exergy 1s 1o§t.

Referring back to fig. 2.2.1 (the Carnot cycle), for a finite
source during process l1-2 the source falls from its initial temperature
to Ty (Tpax)e Heat rejection is still at T,, the surroundings being an
infinite heat sink.

The finite heat source, the flame (the hot reservoir at T¢), can

drive a Carnot engine while the flame temperature falls from Tg to T,.

Thus for isobaric expansion of an ideal gas

W=nC,J (1 - T,/T)dT (2.2.20)
which gives

W = nCp(Tg = Ty) = nCToln(Te/T,) (2.2.21)
This can easily be shown to be the same as equation 2.2.19.

Other heat sources

If the source can be considered infinite (ie constant
temperature Tp), the exergy is the work from a Carnot engine
B = 0n(l - To/Tp) (2.2.22)
where Qn = energy extracted from the source at Tp.
More usually, though the source would be finite, so equation
2,2.21 applies, the integration being between T and T,.
Non—cyclic open and closed system processes
The above treatment of combustion is a special case of a non-
cyclic open system process, which itself is an expansioﬁ of a non-

cyclic closed system process, These are covered by Wallace & Linning

(ibid), but are briefly described here.

Non-cyclic closed system process

Figure 2.2.3 shows energy flows in a closed system, with only

heat or work transferred across the system boundary, not mass.
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FIGURE 2.2.3 MNon-cyclic closed system process

The exergy from the system of fig. 2.2.3 is

B =jdw=j-dU -jPOdV +TTOdS (2.2.23)

= (U] = TgS1 + PaVy) = (Uy = ToSy + PoVp) (2.2.24)

which is the 'availability' defined by Keenan (ibid). For a constant-
volume process, equation 2.2.24 reduces to

B = (U = TgSy) = (Uy = TpS,) (2.2.25)
which, if a function

F' = U= T,S (2.2.26)
1s defined as a special case of the Helmholtz free energy function

F =U-TS, equation 2.2.25 becomes
B = F'l - F'o (2-2127)
Non-cyclic steady flow process
Steady flow processes have both energy and mass transfer across

the system boundary. Figure 2.2.4 shows such a system.

Surroundings at
Por Tg

P2'

C2r €2

FIGURE 2.2.4 Non-cyclic steady flow process

Enthalpy is defined as H=U + PV, and since for a steady flow process

Mi, = Mo,ts, 1t follows that

B = (H2"'Hl) - To(Sz-Sl) + min[(sz'clz)/z + (Zz-zl)g] (2.2.28)
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The property D =.H = ToS (2.2,29)

has been defined as the steady-state availability function, and is a

speclal case f;)f the Gibbs free energy, G¢ = H - TS. So 2.2.28 becomes
B =Dy = Dy +myl(cy® = €12)/2 + (25 = Z;)q] (2.2.30)

Or 1in cases where potential and kinetic terms can be ignored,
B=D)~-D (2.2.31)

Hence the exergy of a steady flow process with low potential and
Kinetic energy terms is a special case of the Gibbs free energy.

Equation 2,2.31 gives the exergy from an ideal fuel cell,

Exergy of energy demands

In this work, energy demands relate to the desired end-effect,

and so are independent of the means of supply or of the amount of

energy input to a device to meet the demand. For example the demand for
space heating 1s for heat at the desired air temperature of the room,
not at the temperature of hot water in a radiator, or the temperature
of an electric heating element, etc. This latter is consistent with the
ideal assumption that heat transfer processes can take infinite time,
and can be through infinitely small temperature differences.

If the demand is for shaft work (not the engine's fuel input,
for transport), or electricity (for appliances, but not for cooking (by

heat) or space or water heating), the exergy of the demand is simply

the same as the energy level of the demand, ie

B = Qg (2.2.32)

If the demand is for heat (cooking (by heat), space or water
heating), the temperature of the demand remains constant. The exergy of
the energy demand is therefore the work which could be extracted by a
Carnot engine working between the temperature of the demand T3, and the

environmental temperature Tor Which 1is

B = (1- (To/Tq))Qy4 cf (2.2.22) (2.2.33)
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Equations for Energy Quality

A knowledge of energy quality is not needed for the calculation
of second lawr efficiency, so energy qualities in this work are chosen
to reflect the most likely form of energy from a source, after 1its
initial transformation, The likely form of energy from combustible
fuels is heat at high temperature, for solar energy it is low
temperature heat (see below), while the output of hydro and wind
turbines is shaft power (or electricity). These qualities, when used to
construct the exergy diagrams (see section 4.2), give much better

insight into the resulting second law efficiency than 1if other quality

values were used.
Energy supplies
For a supply of shaft work or electricity, 2.2.12 showed that

the exergy is the same as the energy content of the supply. Therefore

qd =B/E, = 1.0 (2.2.34)
The definition of quality takes no account of the availability over
time of the supply. Wind turbines, hydro turbines, and solar panels do
not generally give out constant power, This is assumed to not affect
the thermodynamic quality of the supply, so for example a wind turbine
will always produce energy of quality 1.0 regardless of variations in

energy output.,

For energy from combustible fuels, equation '2,2,19 gave the
exergy content of the fuel after combustion, The energy content of a

fuel is considered to be the heat of combustion, so

q = -AH[1l = (Toln(T¢/Ty) )/ (T - To)l/-0H (2.2.35)

Applying this, as an example, to propane gas, for which the
adiabatic flame temperature T¢ is 2290 K, and the environmental

temperature T, is 280 K (the yearly mean temperature on the island of

Eigg, see section 5.1), the quality of propane after combustion 1is
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q =1 - (2801n(2290/280))/(2290 - 280) = 0.707 = 70,7% (2.2.37)

If the energy supply is a heat source other than a combustible
fuel, the qualfity is calculated from either equation 2.2.21 (for finite
sources) or equation 2.,2.22 (infinite sources).

Solar energy

Solar energy is one source for which it is difficult to define
its quality., It is basically a thermal source, arriving at Earth's
outer atmosphere with an equivalent temperature of about 6000 K. Its
conversion to electricity (by photo-electric cell) changes its basic
form and results in considerable energy losses; theoretical photo cells
have efficiencies of only about 47% (Twidell & Weir 1986).

On the other hand, treating solar energy as a thermal source
introduces the difficulty of which equivalent temperature to use,
Twidell & Pinney (ibid) suggest 6000 K, inputting energy at this
temperature to a Carnot engine, However this 1s limited by the
difficulty of converting radiation from photon energy to heat at such a
high temperature. Such a conversion would involve entropy creation,
hence loss of exergy, leading either to lower energy output or lower
quality. Photo-electric conversion implies changing the basic form of
solar energy, Sso neither of these conversions 1s chosen as appropriate.

The other method of assessing the exergy of solar enerqy is by
extracting heat from solar water or air heating panels, and this is
chosen as the most appropriate transformation. Energy is output at
343 K (the average temperature of hot water demand on the island of
Eigg), giving a quality of 0.184 (18.4%). This corresponds better to
the performance of real systems than other, theoretical methods would.

The above value of quality can be compared with the analysis of
O'Callaghan & Probert (198l1). They apply an energy balance to an ideal

collector surface, and use this to determine the optimum surface

temperature, which can be taken to be the input temperature for a
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Carnot engine. Using typical values for Eigg, a quality of 0.11 (11.0%)
results witt}a first law (energy) efficiency of 50.5% (50% is used 1in
this work). They also analyse a concentrating collector which, for
conditions on Eigg, gives a quality of 35.8%.

The value of quality used in this work therefore falls between
the two values above, However, the above analysis further highlights
the problem of solar energy in that, even having chosen a direct

radiation to heat transformation, the quality is device dependent. It

is concluded that more work should be done to determine an appropriate

reference for solar energqgy.

Energy demands

In this work there are four types of demand: space heating, hot
water, cooking and electricity. Cooking is further divided into energy
for boiling and that for frying (very little cooking on Eigg is done in
ovens). The quality of energy demands is calculated in exactly the séme
way as for enerqgy supplies. The exergy of electricity demand 1is the
same as the energy level of the demand, so the quality is 1.0. For heat
demands, quality is determined from equation 2.2.33 as

qQq = (1 - (To/T3) )03/ Qg = 1 - (T/T3) (2.2.38)

Table 2.2.2 shows the assumed temperatures of the heat energy
demands (these all represent approximate mean temperatures for a year),
and using the same environmental temperature as before (T = 280 K),

gives the qualities of the energy demands. These will be used in the

planning work described in section 4.2 and chapter 6.

Demand Temperature (K) Quality (%)
Space heat 293 4.4
Hot water 343 18.4
Cooking (boiling) 360 22,2
Cooking (frying) 490 42 .9
Electricity - 100.0
Transport - 100.0

Table 2.2.2 Qualities of energy demands on the island of Eigg

477




2.2.6 EXAMPLES OF EXERGY ANALYSIS OF ENERGY SYSTEMS

The exaniples in this section show how second law efficiencies
are obtained for various energy systems, and compare these with first
law (energy) efficiencies, showing that the latter can give very
misleading results,

The systems considered all use propane gas as input to: a
conventional water heating boiler, a gas-driven electricity generator
supplying direct-electric space heat, a gas driven generator supplying
a commercially-available heat pump to give space heat, a gas driven
generator supplying a thermodynamically-ideal heat pump, and finally an
ideal fuel cell driving an ideal heat pump. The results are derived
from Twidell ; Pinney (ibid).

Gas driven water heating boiler
The boiler ié a typical commercially-available model, with a

first law efficiency (energy out/enerqgy in) of 80%. The gas burns at

its adiabatic flame temperature (2290 K), and supplies hot water at
80°C, which is used to give space heat to a room at 20°C., 10 GJ of fuel

are input to the boiler,

The exergy input to the boiler 1s given by egn. 2.2.19, but with
the heat of combustion replaced by the energy content of the fuel., Thus
B =10[1 - (2801ln(2290/280))/(2290 - 280) = 7.07 GJ (2.2.39)

Since the demand is for heat energy at 20°C, using the criterion
given above (disregarding the actual temperature of the energy supply),

the exergy of the 'demand’' (in this case output of the boiler, 10x0.8 =
8.0 GJ) at 20°C is

Bg = 8.0(1 - 280/293) = 0.35 GJ (2.2.40)

where 280 K = environmental temperature.

So the second law efficiency (exergy out/exergy in) is

Ry = 0.35/7.07 = 0.050 or 5.0% (2.2.41)
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Gas driven electricity generator giving direct electric heat

The generator in this example is assumed to have a first law
efficiency of 30%, and its input is again 10 GJ of gas. Its exergy, at
the adiabatic flame temperature, is 7.07 GJ.

The generator’s output of electricity (quality 1.0) is therefore
10x0.3 = 3,00 GJ. However, since this output is used to supply direct
electric space heat (ie space heat at 20°C) the exergy of demand is

Bg = 3.0(1 - 280/293) = 0.13 GJ (2.2.42)
Applying the second law efficiency to this system gives
Ny = 0.13/7.07 = 0.018 or 1.8% (2.2.43)
Gas dr _iven generator supplying heat pump

The generator 1s the same as that in the previous example. All
its output is used to drive a commercially-available electric heat pump
having a coefficient of-performance (COP, defined as heat out/work in)
of 3.0. The heat pump delivers heat at 70°C.

The 3.00 GJ electrical output provides 3.00x3.0 = 9,0 GJ of heat
at 70°C. However, as before, the demand is for heat at 20°C, therefore

the exergy of demand is

Bg = 9.0(1 - 280/293) = 0.40 GJ (2.2.44)
and so the system efficiency becomes

Qo = 0.40/7.07 = 0,056 or 5.6% (2.2.45)
The first law efficiency for this system is

3 = Energy out/energy in = 9.0/10.0 = 0.9 or 90% (2.2.46)

Gas driven generator driving an ideal heat pump
The same generator as above is assumed, but in this case it

supplies a thermodynamically;ideal heat pump, based on the reverse

Carnot cycle (fig. 2.2.1). There are no practical temperature limits,

so the heat pump can supply energy at 20°C (the temperature demanded).

The COP of such an ideal heat pump is given by equation 2.2.11 as

QP = T,/(Ty, - Ts) = 293/(293 -~ 280) = 22,5 (2.2.47)
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so from the 3.0 GJ output by the generator, the heat pump produces
3.0x22.5 = 67.5 GJ, the exergy of which is

Bg = 67.5(1 - 280/293) = 2.99 GJ (2.2.48)
Therefore the second and first law efficiencies of this system are

Ry = 2.99/7.07 = 0.423 or 42.3% (2.2.49)

% = 67.5/10.0 = 6.75 or 675.0% (2.2.50)

Gas powered fuel cell driving ideal heat pump
To the level of approximation of this work (neglecting
diffusion), exergy from an ideal fuel cell is -AH. For methane
~-AH = 802.5 kJ/mol (this compares with the change in Gibbs free energy
Gg¢ = 809.2 kJ/mol, Ford et al (ibid)). So if 10 mol of methane are
input, the exergy would be 10.0x802.5 = 8.02 MJ.
The COP of the heat pump is 22.5, calculated by equation 2.2.11
(note that this is a theoretically-ideal heat pump: practical ones
would have much lower COP's), so its output is 22.5x8.02 = 180.45 MJ,
and the exergy is
Bq = 180.45(1 - 280/293) = 8.01 MJ (2.2.51)
The second law efficiency is therefore
U, = 8.01/8.02 = 0.999 or 99.9% (2.2.52)
whereas the first law efficiency is

?; = 180.45/10.0 = 22.5 or 2250.0% (2.2.53)

2.2.7 DISCUSSION
Table 2.2.3 summarises the efficiencies (first and second law)

for each of the five systems described in the previous sub-section.

First law Second law
System efficiency (%) efficiency (%)
Gas boiler 80.0 5.0
Gas engine to direct heat 30.0 1.8
Gas engine to heat pump 90.0 5.6
Gas engine to ideal heat pump 675.0 42.3
Carnot engine to ideal heat pump 2250.0 99.9

Table 2.2.3 First and second law efficiencies of gas driven systems
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Several general conclusions can be drawn from these results:

1) A process having a first law efficiency close to 100% 1s not
necessarily optimum: first law values for ideal processes can be as

high as 2250% from these examples. Second law efficiency can never
exceed 100%, and for all real processes is less than this.

2) Processes involving energy transformations from relative;y low
quality (a combusted fuel) to higher quality (electricity) lead, in all
real processes, to high energy losses to the environment.

3) Processes using an amount of heat of high quality to directly

supply an equal amount of heat at low quality involve high exergy
losses.,

4) To get high second law efficiencies, the maximum potential of an
energy supply must be used: for heat this is best done by heat pumps.

5) Only the second law efficiency, when applied to a single system,
gives a true indication of the thermodynamic efficiency of that system.
First law efficiency gives only comparative figures, and must Dbe

compared with the first law efficiency of an ideal process to properly
judge system performance.

Interestingly, the conversion chemical combustion energy-

electricity-heat via a heat pump, often claimed to be effective, is in
fact little better than a conventional gas boiler, mainly owing to the

high energy losses in the electricity production. Also the conversion

chemical energy-electricity-direct heat, often proposed as good by
Electricity Boards, is very poor from both first and second law
viewpoints (the gas engine efficiency is similar to that of power
stations). Yet this latter shows up the difference between cost and
energy quality, in that direct electric heating 1s relatively cheap for
mainland Britain, despite its poor efficiency.

Exergy values in this work have been calculated after an initial

transformation process, these transformations chosen to represent the

intrinsic quality of each energy supply. The transformations are: a)

combustion for fuels, b) kinetic energy to shaft power or electricity

by means of a turbine for hydro and wind energy, and c¢) radiation to
low temperature heat for solar energy. Although further work should be
done to define a more appropriate quality for solar energy, this method

gives realistic and appropriate values for second law efficiency.
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CONCLUSIONS

Two completely different methods of analysing enexgy systems
have been presented in this chapter. Economic analysis can be used to
evaluate systems purely on the basis of cost, thermodynamic analysis
evaluates systems purely on the basis of how well the thermodynamic
potential of enerqgy supplies are used, entirely independent of cost.

Section 2.1 showed net present value analysis to be a suitable
nmethod for economic analysis, accounting for all costs (initial
investment, maintenance and fuel) over the lifetime of the energy
conversion equipment. The method allows unit energy costs (%£/kWh) to be

calculated for different energy supplies (renewable and non-renewable):

these can be used to find the cheapest supply to use.

Section 2.2 developed the methods required for thermodynamic

analysis, and showed the parameter 'second law efficiency’ to be a
better measure of thermodynamic performance than the more commonly used
'first law (energy) efficiency'. The parameters exergy and energy
quality were defined and formulated; exergy being used to calculate
second law efficiency, energy quality (relating to thermodynamic
potential) giving a useful insight into thermodynamic performance.
Economic analysis of energy systems is investigated by this
thesis as 1t 1s the most common and well-accepted method of assessing
projects. The economic analysis of this chapter allows the development

of an energy planning model for small communities (see section 4.l1),

which can be used to make recommendations to improve energy supplies.
Thermodynamic analysis represents a different, and novel way of
studylng energy systems, overcoming some of the limitations of economic
analysis outlined in section 1.3. One of the aims of this work is to
compare and contrast the two methods of analysis (see chapter 6). The
ways in which the thermodynamic equations of this chapter can be

applied to practical energy systems are shown in section 4.2.
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CHAPTER 3 THE ISLAND OF EIGG

The island of Eigg off the Scottish coast (56° 53'N, 6° 9'W),
was chosen as an example of a small community on which the energyr
planningﬁ strategy proposed in this thesis could be tested.

The island ﬁas a resident population of 64, with 27 permanently

occupied dwellings. Activities vary between small scale farming and

management of the island to craft work and tourism related activities.

A total energy census was undertaken of the island during 1983
to determine the current energy situation. Detailed energy audits for
every property and energy-consuming activity were obtained by personal
visits.

The methodology and results of the energy census are discussed,
as 1s the usefulness of Jsuc:lh a census for general energy planning work.
A brief history (inclgding past energy supplies) and description of

Eigg is also given.



3.1 INTRODUCTION
The overall aim of this thesis is to develop a complete energy
planning strategy which can be applied to all aspects of the domestic
energy requirements of small, rural communities throughout the world.
In order to test the planning strategy, it was important to find a
small community, and the island of Eigg, off the west coast of

Scotland, was chosen as being suitable,

There were several reasons for choosing the island of Eigg as a

suitable example community:

1) An island forms a 'clearly bounded' system, which is easier to
study. Since nearly all fuel has to be imported from the mainland, and
with no mains electricity or gas supply, external fuel suppliers can be

used as an independent check on energy usage figures from the islanders
themselves,

2) With only 64 perménent residents (in 1983), in 27 households,

it was possible to plan to survey all households and energy-consuming
activities on the 1island.,

3) The island depends almost entirely on imported fossil fuels
from the mainland, which are consequently expensive; forming a major
part of a householder’s annual expenditure. Therefore any plans to
reduce energy costs, or increase efficiency, should be welcomed.

4) Eigg has a good potential supply, relatively untapped, of
renewable energies: namely hydro power, wind power, solar power and

biofuels (wood)., These, it is hoped, could be used to improve the
island's energy self-sufficiency.

5) Since fuel prices on the island are high, the chances of

suggested changes being economically viable are higher than they might
be elsewhere,

6) With less than half the households having access to electricity
supplies, there are good possibilities for improving living standards
(with regard to comfort and energy usage) of the islanders,

7) Eigg is similar, in some respects, to many small, remote

communities, in the developed and the Third world. Therefore developing

the planning strategy with regard to Eigg makes it suitable for many
other communities,

Much of the text of this chapter is reproduced from a published

paper (Twidell & Pinney 1984), but this chapter gives more details of

the survey method and results, as well as more general information

about the island.

56



3.2 THE ISLAND OF EIGG

The description of Eigg, including its history, is taken mostly
from four references: Banks (1977), Redfern (1966), Sutherland (1947)
and MacEwen (1981).

General Description

The 1sland of Eigg is one of four islands (the others being
Rhum, Canna and Muck) which comprise the Small Isles Parish of the
Inner Hebrides on the west coast of Scotland (56° 53'N, 6° 9'W). Its
nearest point on the mainland is Arisaig (8 km east), from where a
* ferry runs during the summer months, The regular ferry (four times per
week) runs from the port of Mallaig, 18 km north east.

The island is 9 km from top to bottom, and 6 km at its widest
point (see map, figure 3.1 overleaf). The coastal level extends west to
Grulin (the now deserted crofting settlement on the west coast), and
north east to the once fertile fields of Kildonan. The island is
dominated by An Sgurr, a spectacular hill rising to 390 m, while on the
east a gentle slope rises to the Beinne Bhuidhe range, about 300 m
high. Between these two areas of high ground comes Eigg's 'saddle’, an

rea of moorland rising to about 200 m. 70% of the population live in

the north-west, in Cleadale and Cuagach, on 15 crofting divisions,
which have traditional rights of land occupancy. This area, around the
most attractive Laig Bay, is ringed by high, steep cliffs,

The total area of Eigg is 3000 ha, of which (a) 400 ha are
potential arable land, (b) 900 ha are rough grazing, (c) 100 ha are
woodland (50 ha recently planted and 50 ha established woodland) and
(d) 1600 ha are low productivity or inaccessible land, Farming is

mostly for sheep sold on the mainland. The Eigg estate runs about 2000

sheep on the island., In addition there are about 20 cows, a few pigs,

some poultry and a few goats. Hardly any local food is sold on the

1sland, and there is no dairy or bakery.
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Eigg has its own primary school, which had 6 pupils in 1983, but
secondary pupils must travel to the mainland. The island has a doctor,
with a well equipped surgery, who also looks after the other islands 1in
the Small Isles parish. There is one grocery shop cum post office, and
two craft shops. At the harbour is a tea room serving snacks and meals.
Although there are two churches, there is no resident clergyman.

Houses on the island vary from the large and impressive I[odge,
the island home of Eigg's owner Mr., Keith Schellenberqg, to typical
highland crofts: single-storey buildings with thick stone walls. The

permanently occupied dwellings include 10 single-storey houses, 14 of

two or more storeys, and three caravans.

The island’s vegetation is varied, although much of the central
highland is covered with heather, mosses and short scrub growing on a
peat base. Much of the once-productive grassland of Kildonan and
Cleadale is now spoilt by encroaching bracken., Well-established
woodlands occur mostly around the harbour, and various plantations have
been made in the past 100 years. The varied flora and fauna of the
island (more than 80 species of birds nest on Eigg, and seals, dolphins
and even killer whales can be seen offshore), and its geology, make
Elgg a popular holiday area. Two bird species many people come to see
are golden eagles (which nest on Eigg), and sea eagles (from the nearby

island of Rhum). So there is a large influx of holiday makers and

students during the summer, with about 6500 visitor-days per vear.

In 1983 there were 27 households, totalling 64 people. This
compares with a peak population of 550 in 1841, but like other Scottish
1slands and highland regions, its population has declined as the
economics of island agriculture have declined and prospects appeared
better in the cities and more prosperous southern Britain. By 1984

Eilgg’'s population had dropped to 53.

A famous feature of Eigg is its 'singing sands', one of only
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three similar sites in the world. These are found in a small cove north
of Laig Bay, and are made up of uniformly-sized quartz grains. The
sands are supposed to 'sing’, when they are dry, but in fact they
'squeak’, owing to friction between the sand grains and to the minute
air pockets around them.

The occupations of the islanders are quite varied. Salaried
people include the doctor, the teacher, the factor (estate manager) and
estate employees., Part-time jobs include those of the postman, the
school 'bus’ driver, and the boatman., Most people gain income from
several sources, including farming, craft work, public services,
pensions and state assistance. Interestingly Sutherland (ibid), writing
in 1939, sa-ys that "the only necessities of 1life that a crofter needs
to buy are tea, sugar, salt, meal, clothes, and boots". While this
might have been true when agriculture was better established on the
island, it belied the often difficult and uncertain life of island
living. Nowadays many more commodities, including most food, clothing
and fuel, have to be imported from the mainland.

The 1i1sland had a cable telephone connection to the mainland in
the past, but this has been replaced by a VHF radio link., It is
interesting to note that, apart from the ferry, the telephone exchange
and installation is the largest single fuel user on the island.

Climate

The climate of Eigg is much influenced by the Gulf stream,

giving warm winters and cool summers, allowing sub-tropical plants such

as cabbage palms and eucalyptus trees to grow in the grounds of the
[odge. Average temperatures (but see section 5.1) are 14°¢ in July, and

5°C in January. Rainfall averages about 1500 mm/y, but this can vary

between 35 mm and 310 mm in individual months, The prevailing wind

direction is south west, and Eigg is almost unobstructed to wind from

the Atlantic, Anti-cyclones over Scandinavia, however, can produce
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significant periods of Easterly wind. Although no wind records are made
on the island, average wind speed from the island of Tiree, 50 km south
west (56° 30'N, 60 53'W), is 9 m/s at 24 m above sea level, 16 m above
ground level. However, the rugged topography of Eigg gives more gusty
wind than on the flat Tiree, Frosts and snowfall on Eigg are
comparatively rare.
History
Eigg may first have been inhabited around 3000 B.C. by

mesolithic people who were known to have lived in caves near Oban on

the mainland. The island has changed ownership many times, the longest
riod being under the Scottish clan the Clanranalds, who owned Eigg

from 1386 for the next 440 years. A famous incident, perhaps legendary,
is the Eigg cave massacre of 1577, when all but one of the 396

residents were Kkilled by the rival Macleod clan.

From about 1590 to 1750, the population of Eigg increased from
300 to 500. At this time, it was economical for people to bring grain
from other islands, and the mainland, to be ground by the mill at
Kildonnan., This mill survived until the beginning of this century. The
population reached its peak of 550 in 1841, but a potato famine 1in the
late 1840s and a decline in the kelp trade led to a rapid slump to
about 280 by 1871. A brief revival then occurred until 1881, mostly
because of increased wool trade and commercial potato growing.

The island changed hands several times between 1827 and 1925,
and was quite prosperous. It was bought by Sir Walter Runciman in 1925,
who built the present Indge (burnt down twice before) and laid out the
sub~tropical gardens. Despite the improvements under the Runcimans, the
population continued to decline (mainly for economic reasons) from 190

at the end of World War 1 to about 70 in 1966.

Eigg changed hands three more times until 1975, when it was

bought by the current owner, Keith Schellenberg. He has attempted to
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reverse the loss of farm land by improving drainage, and had hoped to
increase cattle exports to 200 per year, this latter plan not having
materialised as yet. The increasing price of transport to the mainland
makes agriculture on the island difficult, and fields left untended are
soon taken over by encroaching bracken.

The future of the island remains uncertain, and it is beyond the
scope of this thesis to speculate on it., Various people have suggested
increased self-sufficiency as the key, but balanced against this 1s

the desire to keep Eigg unspoilt (ie uncultivated) to make 1t

attractive to tourists. The survival of the school is important, and

improved energy supplies, both in terms of availability and cost, may

help stabilise the population.
Energy Supplies

Historical energy supplies were wood, peat and heather. Peat was
dug until about 1940, when the most accessible bogs were worked out.
Much of the remaining peat has now been over-planted with trees., Hydro
power has been established for a long time, The water mill, already
mentioned, was first built in about 1780. In 1930 a 4 kW d.c. hydro
plant (Set A on fig. 3.1) was installed, supplying the lodge, the
public hall, and one house., A second hydro turbine (Set Bon fig. 3.1)
was installed in Laig burn in 1982. This is a 4.5 KW a.c. set supplying

Laig Farm, and fitted with electronic control to a dump heating load

(this has been replaced with a dump to the central heating system).
Coal became an important supply about 100 years ago, and in the
last 50 years petroleum-based fuel imports have also increased, with
bottled gas (propane and butane), diesel fuel, petrol and kerosene, all
being imported. This usually comes once a year, in 40 gallon barrels or
15kg and 47kg gas cylinders, imported mostly by the Eigg estate office.

Since 1981 three small wind turbines have been installed, whicﬁ

are used to charge batteries for lighting. They are all about 500 W
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capacity d.c. machines; one is home made, the others commercial
machines (see White & Pinney 1984), The output of these 1is, however,
insignificant compared with total island use.

Although the energy survey did not cover the financial situation
on Eigg (other than that relating directly to energy), it is estimated
that energy costs are more than 50% of a typical householder’'s annual
expenditure.

Transport

There are 22 mechanical vehicles on the island, including five

tractors, several Land Rovers, cars and motor cycles. A few bicycles

are used, and in 1984 the University of Strathclyde lent an
electrically assisted tricycle to a family on the island (see Appendix

3). This has had reasonable success, but the comparatively poor quality
roads, steep hills, and some mechanical problems, have limited 1its use,
However, the interest shown in the tricycle indicates that there would
be a demand for other vehicles of a similar, but improved type.

There is only one tarmac road, leading north from the harbour to
Cleadale, about 6 km long. Most journeys on the island are therefore
short, and speeds low. Nonetheless, considerable energy savings could
be made in fuel consumption,

The public ferry service makes four journeys per week, doing a
round trip to Eigg, Rhum, Canna and Skye from Mallaig. The ferry cannot
put in at the shallow harbour, but must be met by a small motor launch.
This makes shipments of large or heavy goods difficult, and transport
of livestock involves hiring a boat from the mainland. In addition
there is a motor launch which runs from Arisaig to Eigg in the summer.
Finally there was one commercially operating lobster fishing boat based
on the island during 1983, one small dinghy and a launch run by the

Eigg estate. The energy study did not include exi:er:nally based boats,

although approximate fuel consumptions were recorded.
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3.3 THE ENERGY CENSUS: METHODOLOGY AND RESULTS
Methodoloqgy

The type of survey undertaken is a census, with al<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>