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ABSTRACr 

The work described in this thesis develops a strategy for 

planning domestic energy supply systems for small, rural communities. 

Two methods, for system optimisation are proposed: economic 

optimisation and thermodynamic optimisation. Both methods are applied 

to the small Scottish island of Eigg, as an example of a small 

community. It is shown that, for the range of energy equipment studied, 

the two methods are generally complementary. 

Economic theory and choice of parameters are discussed, as is 

the theoretical background to thermodynamic modelling. The net present 

value method is used to determine unit energy costs, which are used in 

the economic model as the parameter by which different energy sources 

are chosen. For thermodynamic assessment three parameters are used: 

exergy, second law efficiency and energy quality. Energy quality 

against quantity -diagrams (on which areas -represent exergy) are shown 

to be a useful way of visualising thermodynamic system performance. 

This work also develops methods which can be used to determine 

model inputs. ' These'include: an energy census of the island of Eigg to 

determine the current energy system, development of a hydrological 

prediction model for determining hydro power potential, use of computer 

models to determine house space heating demands, and development of 

methods for predicting meteorological parameters from long term data. 

The application of the economic planning model to, Eigg allows a 

much improved energy supply system for the, island to be proposed. This 

makes energy more available, improves comfort (with regard to energy 

usage), and gives 30% higher energy usage for a lower unit cost than 

the islanders currently pay. The thermodynamic optimisation process 

improves the thermodynamic efficiency of the energy system on-Eigg by 

more than 100%, and shows which areas of energy technology should be 

investigated to harmonise economic and thermodynamic optimisation. 
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This thesis covers several different topics which, although they 
form parts of the overall energy planning method, are separate 
subjects. Each topic, presented as a different chapter or section, has 
its own introduction, literature review and discussion. The 
Introduction of Chapter 1, and the Conclusions of Chapter 7, therefore, 
give only an overall introduction and general conclusions for the whole 
thesis. 

The literature review of each 
researchers, showing their methods and 
this thesis are often compared with tf 
review rather than in the main text,, to 

section covers work of other 
conclusions. The methods used in 
iose of others in the literature 

save unnecessary duplication. 

Because several different topics are covered, it is not possible 
to give a list of symbols covering the whole thesis. Therefore each 
section has its own list of symbols, in which standard symbols for that 
subject have been used wherever possible. This occasionally leads to 
the same symbol having a different meaning, or a variable having a 
different symbol, in different sections. Non-standard units (for 
example kWh/y instead of watts) are used in some sections, when these 
are easier to understand. 
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CHAPTER I INTRODUCTION 

1.1 Small, Rural and Remote Communities 

It is estimated that nearly 50% of the world's total population 

live outside urban areas; in the countryside, or in small villages or 

towns (Ward & Dubos 1977). Yet in 1800, as few as 5% lived in cities of 

over 2500 people. The movement of people from the country to the cities 

has brought with it considerable problems: overcrowding, strain on 

public services, increased pollution in and around cities, and uneven 

distribution of labourr. These problems are more a pparent in the 

developing countries of the world, but they can be overcome by 

encouraging people to remain in rural areas. 

The -problems of remote, rural areas are well known: poor 

employment prospects, bad communications, poor health care and 

educational facilities, costly imports of necessary goods and poor 

energy supplies. This latter is a critical factor in the survival of 

rural communities, since the provision of good energy supplies brings 

with it the possibility of improving agriculture (hence nutritional 

standards), . of establishing industries, and of increasing the comfort 

and standard of living of the people. 

Yet the provision of energy supplies, especially if they have to 

be 'imported' from outside the area, does not necessarily improve the 

situation; it might be too expensive to be viable, orr might place the 

community more at risk to influences and prices outside their control. 

A better situation may exist if the community can provide its own 

energy supplies, so reducing its reliance on external supplies (see, 

fo. - example, Lewis 1981). It is the study of how best to supply this 

energy that this thesis covers. 

Although a large percentage of people still live in rural areas 

in developing countries, many remote communities in developed countries 

have suffered population decreases. Flor example, in the Highlands and 
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Islands of Scotland, many communities have declined, partly because of 

poor, and expensive, energy supplies, and also because of poor 

facilities and lack of employment opportunities. This thesis studies a 

small Scottish island, with a view to developing a method for planning 

energy systems for many small communities throughout the world. 

1.2 Which Energy to use? 

The cheapest, or most easily available, energy sources are not 

always the best to use. The widespread use of wood as fuel in 

developing countries has brought with it considerable problems of 

deforestation in these regions (Eckholm 1980 and Van Dieren & 

Hummelinck 1979). Similarly, the use of fossil-based fuel and nuclear 

energy in many countries also leads to problems of resource depletion 

and environmental pollution. Such supplies, in addition, are not widely 

available in remote areas, without costly transportation. Energy 

planning should therefore always consider energy supplies which are 

locally available, and sustainable. 

The recent accident at the Chernobyl nuclear reactor (New 

Scientist 1986), as well as public fears, threaten to slow this method 

of energy generation. In any case, current costs show that nuclear 

energy generation is not practical on the level of small communities 

(Pooley 1984). Fossil fuels too have prompted much recent debate about 

their acceptability, particularly with regard to their environmental 

effects. In addition, despite often conflicting claims, the supply of 

fossil fuels is ultimately limited, and since they provide raw 

materials for many other purposes than energy, their careful use is 

very important. These factors, combined together, suggest the more 

widespread use of renewable energy sources. 

Renewable energies, being derived from the naturally occuring 

environment, are available in almost all areas of the world in varying 

quantity. The west coast of Scotland is well favoured in its supplies 
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of economically-viable renewable energy, having solar energy and good 

wind energy potentials in many areas, hydrO energy potential in some 

areas and wood fuel available in some areas but with the possibility of 

further development. This work studies ways of making communities more 

energy self-reliant, by using these sources to provide a large 

proportion of the energy requirements, and by minimising reliance on 

expensive imported fuels. 

Cheaper energy supplies will benef it remote communities, and 

such areas have factors which give potential for the successful use of 

renewable energy sources. Imported energy, whether by mains electric 

cable, or as solid, liquid or gaseous fuels in discrete quantities, is 

often expensive (Twidell & Pinney 1985), thus making the economics of 

renewables more favourable. Much of the energy demand, particularly on 

Scottish islands, is for space heat, which is comparatively easily 

supplied by renewable sources, being not highly time dependent. Because 

there is usually a positive correlation between the availability of 

renewable supplies (hydro and wind energy) with demand for space heat, 

it is suitable in their circumstances. 

1.3 Possible Methods for Energy Planning 

The most common method of assessing projects, including energy 

systems, is on the basis of cost. The cheapest solution,, or the one 

which maximises the profits to the operator, is the one usually chosen. 

This method is likely to persist until such time, for example, that 

resources become scarce, or people become more aware of other factors, 

such as environmental pollution, personal satisfaction or resource 

allocation. Therefore one of the methods proposed by this thesis is to 

minimise energy costs to the user. 

Sections 2.1 and 4.1 present a computer based model, for studying 

the economics of energy supply systems. This uses unit energy costs 

(J/kWh) as the basis for comparing different energy sources. other 
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researchers (see Literature Review in sub-section 4-1.3) have used cost 

per unit of power (f/kW rated output) as the basis for decision, but 

this does not allow direct comparison between locally produced energy 

and imported energy (which would be sold on a unit energy cost basis), 

nor does it show which non-renewable sources (the most expensive oneslf 

should be substituted by cheaper sources f irst. Although the 

calculation of unit energy costs depends on the amount of energy 

produced by a piece of equipment, using unit costs is the best and most 

consistent way of comparing one energy supply with another. It helps 

show which energy technologies are worth investing in, and allows 

direct comparison between locally produced energy, and energy, such as 

electricity, imported into the community. 

After calculation of unit costs, the model works on the basis of 

using the cheapest energy supplies first. The cheapest renewable 

energies are used by the model to substitute for the most expensive 

non-renewable supplies first, so that the optimum use is always made of 

a particular energy system. 

The economic planning model developed by this project is based 

on the well accepted technique of net present value analysis. This 

allows direct comparison of various future money transactions at 

different times, by referring all costs to one point in time (the 

initial investment point). It allows for the fact that money does not 

have a constant value with time; it either increases or decreases in 

value because of interest and/or- inflation. The technique also allows a 

direct comparison between investment in energy equipment and investment 

in other projects or savings. Net present value analysis is a common, 

and well-proven method of assessing investments (Simpson et al 1985). 

Since the economics of an energy supply system can change 

rapidly with time, for example the rapid fall in oil prices at the 

beginning of 1986 (Financial Times 1986), and because the increasing 
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pressure of environmental issues might change the basis for assessing 

energy production, the economic planning model allows two methods of 
,1 

systems' assessment. The first is to minimise total systems, cost, 

using whichever energy sources are cheapest. The second is to maximise 

renewable energy usage, using a cheapest-first basis and still 

replacing the most expensive non-renewables first. This work will show 

that the latter option, when applied to Scottish islands in particular, 

maximises the energy self-sufficiency of a community, by replacing as 

much imported fossil fuel as possible. Maximising renewable energy 

usage in remote areas is often consistent with minimising costs, so the 

second option is the one chosen for the study of Eigg. 

Conventional economic analysis, although widely accepted, is not 

always the best way of asisessing energy projects, for several reasons: 

1) As mentioned above, energy prices can fluctuate rapidly, often as 

a result of unpredictable political changes at national and 

international level, which change the results of economic planning. 

2) Even with stable prices, energy costs, as well as labour and 

equipment costs, vary between countries and regions, making economic 

planning specific to certain areas only, 

3) Conventional economic analysis of resources (although not covered 

in this thesis) is unable to cope adequately with resource shortages 

(Simpson et al ibid). It assumes (Ayres & Nai. - 1984) that: a) the price 

mechanism will always control shortages, b) that other resource (labour 

or capital) can substitute for energy, or c) that scientists and 

engineers will be able to increase, indefinitely, the efficiency with 

which energy is used. 

4) Standard economics take no direct account of energy 'quality'; 

that high temperature heat sources, or supplies of shaft energy (those 

with high work potential) are more useful and adaptable, and hence more 

valuable, than lower temperature heat sources. 
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Therefore methods which overcome these difficulties are useful in 

giving results which apply consistently to all areas, regardless of 

energy costs, and which are not variable with time. 

Two main methods of analysis can be used to overcome these 

difficulties: (a) General system dynamics modelling (IFIAS 1981, 

reviewed in section 4.1.3), in which other factors, such as nutrition 

level or greater self-sufficiency in energy, are optimised separately 

from economic factors. (b) Thermodynamic modelling (Twidell & Pinney 

1985) in which the thermodynamic quality of energy supplies is 

accounted for, and systems are optimised on the basis of thermodynamic 

(different from energy) efficiency (Thermodynamic assessment can 

actually be divided into f our categories: exergy ef f iciency, exergy 

economics, resource allocation and net energy analysis. These are all 

reviewed in section 4.2.3). This thesis proposes the second method, and 

uses it as a comparison between thermodynamic and economic performance. 

Two important concepts are used in thermodynamic analysis: 

exergy (the work potential of an energy supply or demand) and exergy 

efficiency (the exergy used to satisfy an energy demand divided by the 

exergy of the energy supply). Exergy ef f iciency is the factor used in 

this thesis to judge thermodynamic performance. Exergy can be used to 

determine another property, energy quality, defined as exergy content 

divided by energy content. Energy quality is used to construct diagrams 

of energy quality against quantity (which do not appear to have been 

used before); these prove very useful for visualising thermodynamic 

performance. 

Exergy efficiency differs significantly from the more often used 

energy efficiency. Energy is, by definition, conserved, whereas exergy 

is not. Studying energy on its own does not account for the fact that 

all real processes degrade energy (reduce its work potential), or that 

low quality energy supplies (such as warm water) cannot be directly or 
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efficiently used to supply high quality demands (such as electricity). 

It gives no limits, in theory, to the number of times energy can be 

used for different processes. Exergy analysis, on the other hand, does 

account for these real limitations and hence gives a much more 

realistic picture of energy usage. 

Exergy analysis can be used entirely independently of economic 

factors, but it can also be combined with unit costs to determine 

exergy unit costs (Gaggioli & Wepfer. 1980). This thesis adopts an 

intermediate approach, testing thermodynamic efficiency improvements in 

the economic planning model described above. Successful thermodynamic 

improvements must therefore also be economically viable if they are to 

contribute significantly to the energy system. Thermodynamic 

optimisation results are compared with economic results, and the two 

methods are shown to be generally complimentary for the range of energy 

equipment appropriate for small, rural communities. 

1.4 Model Inputs 

It is not sufficient only to develop an energy planning model if 

no data exist to use in the model. Data collection is as important, if 

not more so, than the development of the model, since the results of 

modelling are only ever as accurate as the input data. Although this 

project concentrates on the planning strategies, much work was done on 

obtaining data with which to test the models. 

Data requirements for energy planning fall into three main 

categories: (1) energy demand, (2), potential energy supplies and cost 

and (3) performance data for energy equipment. The latter are 

relatively easy to obtain from standard 
! 
manufacturers' information, but 

(1) and (2) require careful assessment and are not easy to determine. 

The obvious way to collect energy demand data for a community is 

by energy census or survey, asking inhabitants how much energy they 

currently use. However, this approach, although used as an initial data 
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collection method in this project, has several drawbacks. Firstly the 

expense of fuels can make energy consumption lower than it would be if 

fuels or energy were cheaper. High cost can also lead to lower levels 

of comfort (regarding energy usage) than might otherwise occur. 

Secondly, poor levels of building insulation, energy conservation 

measures, and equipment efficiencies, all lead to higher than necessary 

energy consumption. Finally the inconvenience of collecting fuel, or of 

running equipment (for example if a diesel generator must be manually 

started, and is some distance from the house) can restrict energy 

usage. Therefore to plan energy systems based on survey data can be 

misleading and inaccurate, and in such cases other methods must be 

found to determine more realistic energy demands. 

For the island of Eigg, space heating is the largest single 

energy demand, even though many houses on the island are underheated by 

mainland standards of comfort. This work studies three computer based 

building models which predict space heating demands, and uses the 

results from one of these in the planning model. Another important 

energy demand is for electricity. Since nearly half of the houses on 

Eigg have no electricity supply (but would like a supply if it was 

cheaper) data from another small community are used to determine 

realistic demand levels to be used in the planning work. 

An assessment of potential energy supplies are equally important. 

To assess renewable energy potential implies knowing meteorological 

parameters: solar radiation for solar energy, wind speed for wind 

energy, and water flows for hydro potential. Wood fuel potential can be 

assessed from other studies of wood fuel yields in similar areas. 

It is important, when obtaining meteorological data, to ensure 

that they relate to a 'typical' period rather than to a specific 

Period. This cannot be done by short term measurements. Therefore this 

thesis shows how recorded data from other sites similar to Eigg can be 
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used to determine a typical year for the island. In addition, methods 

are proposed for simulating mean daily wind speeds from monthly or 

yearly mean values and for calculating hourly solar radiation and air 

temperature from mean daily values. These could be used to simulate 

data for sites for which detailed data are not available. 

Measurement of rainfall alone is not sufficient for determining 

hydro potential, since rainfall must be related to water flows in 

rivers or burns. However, to attempt to measure flow rates in rivers is 

not easy, and can involve considerable expenditure of money or time. 

Therefore this work proposes a method for using recorded rainfall to 

predict river flows. To this end, a simple hydrological prediction 

model is developed, which is relatively insensitive to catchment area 

properties. The catchments on Eigg are all small (less than 4 km2), 

allowing several simplifying assumptions to be made in the model. The 

model developed does not require accurate knowledge of catchment 

properties, but is shown to be reasonably accurate in predicting 

potential hydro power both for Eigg and for another, larger catchment 

in the north-west of Scotland. 

The economic and thermodynamic assessment methods, together with 

the methods of determining input data,, allow a complete energy planning 

strategy to be proposed, starting from initial selection of the 

community, through data collection or selection, modelling and 

optimisation of the energy system, to recommendations on which 

equipment to be installed. Using the strategy, suggestions for 

improvements to existing energy supply systems can be made. The thesis 

applies these methods to the island of Eigg, and makes recommendations 

for improvements to their supply system, resulting in increased energy 

usage for a proportionately decreased cost. 

It is stressed throughout the thesis that its main aim is to 

propose and develop the methodology of energy planning and data 
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acquisition, and this is achieved by the work presented. The intention 

is not to model accurately the island of Eigg, because of the 

assumptions which have to be made when obtaining data. Therefore, 

although there are undoubtedly several very useful recommendat ions that 

can be made for improving the current energy system on the island, 

great accuracy is not claimed for the detailed results. 
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CHAPTER 2 ECONOMIC AND THERMODYNAMIC THEORY 

Two different methods of energy systems' planning are 

investigated in this thesis: economic evaluation and thermodynamic 

evaluation. The equations required for these two methods are developed 

and presented in this chapter. ' 

Net Present Value analysis is used as the basis for the economic 

evaluation of energy systems. 'Section 2.1 shows how net present value 

can be used to determine: the unit costs (F/kWh) of energy output from 

various energy sources. ' Section 4.1 shows how these unit costs are used 

by the economic planning nadel. 

Three concepts are ý introduced, for thermodynamic analysis (section 

2.2), and their'definition and formulation discussed. The concepts are: 

exergy, eneiýgy quality and second law or exergy efficiency. Section 4.2 

shows how these can be used in the study of energy supply systems. 

A literature review of'the theoretical thermodynamics used to 

calculate, exergy is presented,, as is -a brief - review of economic 

analysis of energy systems. Examples of the'application of the economic 

and thermodynamic methods to energy systems'are given. 



Section 2.1 Economic Analysis of Energy Systems 

2.1.1 INTRODUCTION 

The most common method of analysing any type of project is by 

what might be called 'prof it analysis'. The money invested in the 

project is compared with the money made from the project, and those 

projects which make most money in relation to the investment are 

usually those selected. 

A most important aspect of financial analysis (often called cost 

benefit analysis or capital investment appraisal) is the fact that 

money does not have a purchasing value constant with time. Money can be 

put into savings from which a known rate of interest will be received, 

meaning that at the end of each year (or whenever interest accrues) tie 

money is hopefully worth more than it was when it was invested. An 

investor can put his money into a capital project (installing an energy 

system, for example) or into savings. He should only chose the capital 

project if it earns more money than putting money in savings. 

Similarly, a sum of money invested now is worth more than the 

same sum invested in the future, as that invested now will have gained 

interest in the period between the first and the second investment. 

Inflation also makes money more valuable now than in the future, as it 

has more buying power now than later. This 'time value of money' has 

led to methods of economic analysis known as 'discounting' techniques, 

whereby all money flows are referred to one point in time. Other 

methods, not allowing for the time value of money, exist, but these all 

have limitations when applied generally. 

Economic analysis can also be applied to a person in a remote 

community installing an energy supply device for his own use. In such a 

case, the person is paying himself for the energy he produces, so the 

methods can be used to calculate how much he must pay himself, or how 

much the system is costing him. 
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Economic assessment methods depend greatly on values chosen for 

interest rates. This section does not attempt to investigate this in 

detail, but does give a brief summary of rates used by other 

researchers. 

Most assessment methods deal only with those aspects of a 

project which can be evaluated in purely monetary terms. Social 

benefits, environmental aspects, etc. are often difficult to assess, 

and so are not always included. It is beyond the scope of this section 

to discuss these in detail, but with reference to other people's work 

such factors, particularY as they relate to renewable energy supplies, 

are discussed briefly. 

2.1.2 SYMBOLS AND UNITS I 

Symbol Description Units 

C Yearly capital cost f/y 
F Yearly fuel cost f/y 
M Yearly maintenance cost : F/y 

NPV Net present value f 
P Yearly energy output kWh/y 
Q Unit energy cost f/kWh 
R Revenue : F/y 
S Net cash flow 

Jf/y V Present value f 

e Energy inflation rate y--l 
i General inflation rate y-l 
i Relative energy inflation rate Y-1 
n Project or. equipment lifetime Y 
P Money or market rate of interest -1 y 
r Discount rate y--l 
r* Internal rate of return 

Subscri pts and superscripts 

1,2.. k Yea-- number 
e Equipment 
f Fuel 
0 Initial, at time zero 
t Total 
I Corrected for inflation 
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2.1.3 LITERATURE REVIEW 

Many references cover the analysis of capital investment 

projects, but most repeat the same widely accepted methods. Few deal 

specifically with the analysis of energy systems, and only very few 

deal with the analysis of renewable energy systems. 

This review concentrates mainly on the general appraisal methods, 

taken from Hawkins & Pearce (1971) and Lumby (1981), as these can 

easily be applied to energy systems. Most of these methods can be used 

to calculate unit costs simply by dividing yearly or discounted cost by 

the equipment's energy output. More specific applications to renewable 

energy systems are discussed, taken from Sorensen (1979), F-rean (1983), 

and Simpson et al (1985). This last reference is excellent in its 

thorough analysis of the economics of energy systems, good literature 

review and explicit discussion of renewable energies. 

M ETH ODS OF ECONOMIC ASSESSMEgr 

All methods use the notation of subscript zero to indicate the 

start of the first year (year 1). All costs, fuel, maintenance and 

replacement parts, are bought at the start of each year; all returns, 

profits and interest, come at the end of the year. 

Simple assessnent methods 

Most analysts nowadays would only use 'discounting' techniques 

to assess capital projects. However, simple methods, by their nature, 

are easy to use, and do give some insight to project performance. The 

three main methods are: the pay-back method, the peak-p-rofit method and 

the average profit method. Hawkins & Pearce (ibid) cover. these methods, 

and give examples showing their limitations and resulting errors. 

Discounting Methods 

All discounting methods allow for the time value of money. This 

review deals both with money interest rates and inflation effects, the 

latter being covered once the techniques have been introduced. 
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Net present Value Technique 

If a person or firm can invest money in savings and receive 

guaranteed interest at 10%, this is an example of a discount rate r. 

Fbr- example, f 100 invested now will in one year be 

100(i + r) = 100(i + 0.1) = filo (2.1.1) 

Similarly, to receive f 121 in year 2, the investor must now invest 

121/(l + r. )2 = 121/(l + 0.1)2 =. floo (2.1.2) 

The basis of discounting methods is to equate all future money flows 

back to their value at the start of yea-r 1. 

Given an initial investment in a project of Co in yearr 1, with 

revenues (net of tax, maintenance costs, fuel cost, etc. ) in each year 

Of Sk, the Net Present Value (NPV) of the project is defined as 

)2 + ... Sn/(1+r)n] -C NPV ' [Sl/(1+r) + S2l(l+ý2 0 
n 

NPV 15: Sk/(l + r)k] - Cý 
K-1 

A project with an NPV greater than zer-o indicates that its 

profits will, over the project's lifetime, more than cover the cost of 

the investment in the project (allowing for the fact that the initial 

investment could have been put into savings giving a guaranteed return 

of -. % per year, the choice of a value for r. being discussed on page 

21). Projects with negative NPVs should be rejected. 

Net terminal value 

This method is virtually the same as -NPV, except that instead of 

discounting all values back to the start of the project, this method 

calculates what each cash flow will be worth at the end of the Project 

if it has been reinvested at the f irm's interest rate. This is the 

approach used by Frean (ibid). 

]Internal rate of return 

A variation on the net present value method is called Internal 

Rate of Return. The NPV in equation is set to zero, and the equation 
n 

EýSk/(l + r*)k] C=0 
1C. 1 0 (2.1.5) 
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solved to determine the value of -. *. This value is compared with the 

investor's stated discount rate --: if --* is greater than r-, the Project 
1ý 

is better than investing money in savings at interest rate r-, if -. * is 

less than r- the project should be rejected. 

There are some problems with the application if IRR to all 

projects, but since these do not apply to this work they are not 

discussed here. The reader is referred to Hawkins & Pearce (ibid) or 

Simpson et al (ibid) for a full discussion of these problems. 

The Effects of Inflation 

Two types of inflation are considered here: general inflation, 

when all prices rise by the same relative amount each year, and ener-gy 

inflation, when fuel or energy costs rise faster than other prices. 

General inflation 

If an investor invests j 100 today, rather than spending it, it 

is because he hopes his invested money will be worth more latert. At the 

end of a yearr, his money, having been invested at r per. year. will be 

worth J 100(l + r). However, if the annual inflation rate is i per- year, 

his money will have less purchasing power at the end of the year., by an 

amount 1/(l + i). For a future cash f low Sk in year k, it follows that 

its present value V is 

V I- Sk/ 1 (1 + r) (1 + 1) ]k (2.1.6) 

The discounting factor (i + r)(1 + i), with reference to eqn. 2.1.4, 

can be replaced by an equivalent discount factor p, where 

1+ r) (1 + i) 

o-- p=r+i+ ri 

(2.1.7) 

(2.1.8) 

This value, known as the money or market interest rate (Lumby 

ibid), can be used in the NPV equations. However, if fuel and 

maintenance costs are expressed as values at the start of year 1, and 

if there is no capital investment after year 1, eqn. 2.1.21 shows that 

inflation effects cancel each other out, and so need not be included. 
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Relative Energy inflation 

if energy prices rise faster than those of other goods o. 

services, the discount rate also changes. If e is the energy inflation 

rate (in real terms) per. annum, the relative energy inflation rate j 

(relative to other prices) is given by 

(2.1.9) 

If Fk is the estimated yearly cost of fuel in year k gross of 

all inflation, the cost allowing for relative energy inflation will be 

F'k = Fk(l + j)k (2.1.10) 

(the Current Purchasing Power, Bass & Twidell 1986). Discounted back to 

year 0, the present value of the fuel is 

Vf = Fk(l + j) k/(l + r)k (2.1.11) 

The same result occurs if an effective rate p is used in 2.1.4, where 

I+p= (1 + r)/(l + j) (2.1.12) 

or p= (1 + -. )/(l + j) -1 (2.1.13) 

This is the discount rate arrived at by Sorensen (ibid). It is easy to 

see that if the energy inflation rate is the same as the discount rate 

the effective discount rate p=0. 

Choice of values for the Various 'Rates' 

It is most important that the values of discount and inflation 

rates, and equipment lifetimes, are chosen carefully. The analyst must 

be completely disinterested in his work, or he will be accused Of 

picking parameters which favour. his preferred energy source. High 

discount rates proportionately favour projects with relatively low 

initial capital costs and high decommissioning and waste disposal costs 

many non-renewable sources), low rates proportionately (the case for 

favour high initial capital cost projects (which applies to most 

renewables). Several examples comparing renewable energy systems with 

non-renewable ones are given by Simpson et al (ibid), which clearly 

show how parameter choice effects the NPV of the different systems. 
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This review does not enter the debate concerning values for 

discount rates, other than superficially. The range of values used is 

illustrated by the following list (some values account for inflation, 

some do not): Sorensen (ibid) suggests 0%; the CEGB suggest 5% (Jenkin 

ibid), as do ETSU (1982); H. M. Treasury requires 5% return in real 

terms on its investments in the public sector (1984) but suggests a 

discount rate (r) of 10% for the private sector. The International 

Solar Energy Society suggest 2.5% in real terms (ISES 1976), while EMU 

(ibid), although suggesting 5%, have used values up to 30% (for 

projects requiring pay-back periods of 2 or 3 years). Finally the 

Commission of the European Community (CEC 1984) used 7% in their study 

of new energy technologies, and for assessing which energy research 

projects to support. 

In addition there is the difficulty of predicting both general 

inflation and relative energy inflation rates. Again a wide range of 

relative energy inflation rates have been proposed, from 0% (OECD-IEA 

1985, covering the period 1983 to 2000), through 3.5% (Commission of 

the European Community ibid, for the same period) to 8% (Dept. of 

Energy 1985, for the period 1990 to 2000). 

Some researchers propose different rates for renewable and non- 

renewable energies, and different inflation rates for different fuels. 

It has been suggested that social benefits (for example employment, 

reducing pollution, reducing the risks of serious accident and 

accounting for personal preference) can be accounted for by varying 

discount rates in real terms. The reader is referred to Simpson (ibid) 

or Sorensen (ibid) for a more detailed discussion of this subject. 

Finally in this review, although not discussed here, the reader 

is referred to work by Lipman et al (1982), Galt (1984), Bandopadhayay 

(1982), Bass (1986) and Frean (ibid) for a discussion of the 

application of appraisal methods specifically to renewable projects. 

22 



2.1.4 EXAMPLES OF APPLYING THE NET PRESENT VALUE TECHNIQUE TO 
ENERGY SUPPLY EQUIPMENT 

The type of analysis undertaken here is relatively simple. All 

energy supply equipment requires a capital investment at the start Of 

year 1, after which the only costs are fuel costs (if applicable), and 

operating and maintenance costs. Unit energy costs are constant in real 

terms throughout the equipment's lifetime (ie there is no relative 

energy inflation), and there is no scrap value o. - decommissioning cost. 

Therefore both net present value and internal rate of return could be 

used, but net present value was chosen as it is easier. to calculate. 

Parameter choice and assumptions 

This_ work is intended to be applicable to small, remote 

communities where likely levels of investment in energy equipment are 

low in comparison with many other energy projects. Therefore the 

methods of raising investment capital are likely to be different to 

those for more capital intensive projects. 

No attempt is made to suggest exactly how capital might be 

raised. However, it is speculated that it might either come from the 

individuals on Eigg (each family would need to pay between about J 600 

and J 1200 per year), or f rom a development body such as the Highlands 

and Islands Development Boa-rd. In the forme-r case capital could well be 

raised by simple bank loans, suggesting a discount rate of about 8% 

before inflation, while in the latter case, since a public body is 

involved, a similar. rate to that of H. M. Treasury (ibid), ie 5% p. a. 

suggests itself. This latter figure was chosen as applicable to Eigg. 

There would be considerable social benefits associated with an 

improvement in Eigg's energy system, but these are difficult to 

quantify precisely. Therefore 'social' discount rates (see above) are 

not considered, and no attempt is made to modify the 5% discount rate 

chosen above to allow for such factors. 
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To attempt to specify a positive net present value (NPV) for 

investment in projects, on Eigg is comparatively meaningless, especially 

if capital was raised by the islanders themselves. Since they would be 

paying for the energy themselves prof its would return to them, and a 

positive NPV would simply mean higher unit energy costs. So this work 

uses zero NPVs for all supply equipment, implying that the investment 

exactly breaks even, there being neither profit nor. loss in comparison 

with investing money in savings at the chosen discount rate. 

Predicting the rate of energy inflation is not easy, as shown by 

the 40% cut in crude oil prices at the start 1986. Since one aim of 

this work is to make the island of Eigg self-sufficient in energy 

supplies, lience independent of imported fossil fuels, a zero rate of 

energy inflation is reasonable. The analysis below shows that no 

account need be taken of general inflation rate. 

Both fuel and equipment costs (see chapter 6 and appendix 2) 

used in this work are representative of the years 1983/1984, which were 

chosen as referrence years. 

unit costs 

The net present value of an investment is given above as 

NPV = [I: Sk/(l + r)k] _C 'o cf (2.1.4) 
fc-I 

With a non-zero general inflation rate i, and zero relative energy 

inflation e, the value r can be replaced by p where 

r+i+ ri cf (2.1.8) 

Since there is no capital investment after the initial investment, the 

net returns Sk are 

Sk ý Rk - (Fk + Mk) 

where Rk Returns from 'selling' energy in year k, 
Fk Fuel cost in year k, 

and Mk Maintenance cost in year k. 

('selling' refers to either selling energy to another. consumer or cost 

to the producer of generating and using his own energy) 
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With a general inflation rate i p. a., fuel, maintenance and 

energy costs all increase by this rate, so 

Rk = RO(l + i)k 
F= Fo (1 + i) k 

k 
j)k 6 Mk " Mo (1 + 

(2.1.17) 
(2.1.18) 
(2.1.19) 

Substituting these values and the effective rate p in eqn. 2.1.14 gives 

NPV = (I (Ro - Fo - MO) (1 -+ i) k/ (1 + p) k] 
- Co (2.1.20) 

K. 1 

As mentioned above, in this work all NPVs should be zero, so 

R 'o 
" (1 + i)k/((, + i)(1 + r))k = - Fo - MO) r1o (2.1.21) 

It can be seen that the general inflation term (1 + i) cancels out*, 

leaving the yearly returns as 

Ro = [CO + (Fo + MO) + r) k] / 2: 1/ (1 + r) k (2.1.22) 

The term + r)k can be reduced to 
1C. 1 n 71/(l + r)k + r)n - ll/[r(l + r)n] (2.1.23) 

IC-1 
Therefore 

Ro = r(l + r)nCo/[(, + r)n - 1] + Fo + Mo (2.1.24) 

If the yearly energy output from any energy supply device in 

year 1 is P. the unit cost of energy (Q, JAWh) is 

Q= Ro/P (2.1.25) 

It is worth noting here that the Central Electricity Generating 

Board (U. K. ) uses costs per rated power output (i/kW) as their 

comparative measure for large power stations (Jenkin 1982). The NPV is 

divided not by the annual energy output, but by the rated power output 

of the station. This method does not allow direct comparison between 

different types of energy sources, particularly, as in the case of 

renewables, when average outputs are often signif icantlY below the 

rated values. 

* NCYIE: This treatment of inflation is suitable for most applications. 

A fuller treatment, to allow for non-constant inflation and interest 

rates (such as during hyper- inflation) is given in Appendix 4. 
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Specific Examples 

In some cases in the energy planning model for Eigg, energy 

demands are supplied from devices (for example gas cookers) where the 

only cost is assumed to be that of the fuel itself; there being little 

or no capital or maintenance costs. In these cases equation 2.1.24 

reduces to 

Ro = Fo (2.1.26) 

The method is further illustrated by the example of a 3.5 kW 

diesel generator. The initial capital cost of the generator is f 1700, 

its maintenancef 25 p. a., its fuel cost 0.028 : F/kWh, and its lifetime 

15 years. The generato. - produces 12300 kWh/y at an average thermal 

efficiency of 18%, so it follows that the yearly fuel cost is 

Fo = 0.028xl2300/0.18 = 1910 f/y (2.1.27) 

If the discount rate r is 0.05, substituting values in eqn. 2.1.24 

gives 

Ro = 0.05(1+0.05)151700/[(1+0.05)15-1] + 25 + 1910 (2.1.28) 

= 2100 f/y 

Dividing this by the yearly energy output gives a unit cost of 

2100/12300 = 0.1706 fAWh (2.1.29) 

Equation 2.1.24 can be applied to any component in an energy 

system individually. A renewable energy converter would have only 

capital and maintenance costs, and zero fuel costs. Central heating 

distribution systems would have only capital cost, with no fuel or 

maintenance cost (the fuel cost is accounted for by the device 

supplying the system), and the yearly energy from the system can be 

estimated knowing its rating. A similar procedure can be used for 

electricity grids and heat pumps. Section 4.1 describes this fully. 
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2.1.5 DISCUSSION 

This section has presented the methods and equations necessary to 

determine the unit energy costs (J/kWh) of different energy sources. 

Section 4.1 will show how these unit costs are used as a basis for 

selection by the energy planning model. 

The Net Present Value method was chosen as the most suitable 

method for calculating unit costs, since this allows for the fact that 

money can change value over time, owing to interest gained or value 

lost through inflation. It is only by accounting for this that a 

realistic assessment of energy costs can be made (assuming non-ze-. o 

interest or inflation rates), and decisions be taken on which projects 

to adopt. 

A brief discussion of interest and inflation rates used by other 

researchers was given (including speculation as to what rates should 

be, accounting for such effects as, for example employment, 

environmental pollution,, storage of nuclear. waste, etc. ), and it was 

shown that rates between 0% and 30% have been used. High discount rates 

favour relatively low initial capital investment projects (typical of 

most fossil fuel projects), while low rates favour high initial 

investment projects (typical of renewable energy projects). It was 

concluded that care has to be taken by analysts to remain disinterested 

in the rates they choose, so as not to unfairly bias their 'favouritel 

project over other projects. For application of the method to the 

island of Eigg, an interest rate of 5% p. a. was chosen. 

It was shown that for this project general inflation (price 

increases of all goods and services) need not be considered. However, 

the relative inflation of energy (increase in energy and fuel prices 

relative to other goods) is an important factor. Energy inflation rates 

used by other researchers have varied between 0% and 10% p. a.: a value 

of 0% p. a. was chosen for the study of Eigg. 
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Section 2.2 Thermodynamic Analysis of Energy Systems 

2.2.1 INTRODUCrION 

This section presents and discusses the methods and equations 

needed to develop the second type of energy systems' analysis 

investigated by this thesis, namely thermodynamic analysis. Section 4.2 

shows how the equations presented here can be applied to practical 

energy systems,, and the results of thermodynamic optimisation and 

economic optimisation (presented in the previous section and in section 

4.1) will be compared and discussed in chapter 6. 

The important property used in thermodynamic analysis is known 

as. exergy; that is, the amount of energy from a supply which is 

available as useful work. Exergy is used in this work to calculate 

"second law efficiency" of energy systems, the measure by which 

thermodynamic performance is assessed. Exergy is also used to calculate 

"energy quality" (related to the work potential of energy), which will 

be shown in section 4.2 to be a useful parameter in visualising 

thermodynamic performance. Exergy, second law efficiency and energy 

quality are all defined specifically in section 2.2.3, and equations 

for their fornulation are given in section 2.2.5. 

A brief literature review of the historical development of 

thermodynamics and exergy analysis is given. The analysis will show 

that exergy calculations differ from-other methods, such as (changes 

in) Gibbs Free Energy, Helmholtz Free Enbrgy or Availability, which 

have been used by other researchers, in that exergy can be applied to 

all energy systems, whereas the others relate to specific systems only. 

This work differs from that of other researchers in that it also 

assesses exergy af ter, rather than before, the energy has undergone an 

initial primary transformation. This makes the analysis more closely 

related to practical, rather than theoretically ideal processes. 
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2.2.2 SYMBOrS AND UNITS 

Symbol Description Units 

B Exergy 
Bb Exergy remaining after combustion 

AB Exergy loss 
C Specific heat at constant pressure J/(kg K) 

C70F Coefficient of performance 
D Steady-state availability function 
Ee Energy output of electrical sources 
Em Energy output of mechanical sources 
F Helmholtz free energy 
F' Special case of Helmholtz free energy 
Gf Gibbs free energy 
H Enthalpy 
H Heat of combustion 
P Pressure N/m 
Q Heat i 
S Entropy J/K 

ASsa Entropy change of environment and system J/K 
ASb Entropy change from change of composition J/K 

Entropy change from isobaric heating ilk 
Temperature K 

U Internal energy i 
w Wbrk i 
Z Height m 

c Velocity m/s 
9 Acceleration due to gravity 2 M/s 
m Mass kg 
n Number of moles 
q Energy quality 

e Density kg/m3 
rZl First law energy efficiency 
Q2 Second law exergy efficiency 

Subscripts 

c Cold heat sink 
carnot From a Carnot engine 

d Demand 
f Flarwe 
h Hot heat source 
i Thermodynamically ideal 

in Into the system 
rrax Maximum 
min Minimum 
0 Natural environment 

out Out of the system 
r Real device or system 

rev Reversible 
s End state 

1 Initial state 
2 Final state 

29 



2.2.3 DEFINITIONS 

Second law efficiency 
I 

The def inition of second law ef f iciency (ýZ2) used in this work 

is that given by, among others, Ford et al (1975), as 

Useful heat and/or work transferred by a given device 
or system (2.2.1) 

ý12 = Maximum possi5I-e-useful heat and/or. %urk transferred 
for the same function by any ideal, unspecified device or 
system with the same inputs as the given device or system 

Although this can be applied without a knowledge of exergy 

(defined below), equation 2.2.1 can also be expressed as 

Minimum exergy needed to perform a function by an 
ideal unspecified device or system (2.2.2) 

rý2 Actual exergy used to perform the function by a 
given device or system 

First law efficiency (rZl) is usually defined as 

Useful energy output of device or system 
Energy input to device or system (2.2.3) 

It is easy to show that 

Q2=i (2.2.4) 

where Ql,, = first law ef f iciency of real device or system, 

and Ql, i = ideal f irst law ef f iciency for same process. 

EKergy: Fundamental definition (later adapted) 

Before giving the various relationships which are used to 

calculate exergy (sub-section 2.2.5), it is worth defining it in , ýrrds. 

The term was first introduced by Rant (1956), and was effectively 

defined as: 

"Exer-gy is the maximum possible useful work which can be extracted 
from a source of energy as it changes from its initial state to the 
state in which it is in unrestricted equilibrium with the naturally- 
occurring envir-Onment". 

Useful work means that work which is potentially available as 

shaft work (this also includes electrical potential, as this can 

theoretically be conver-ted to shaft work with 100% efficiency), and 

excludes work done to displace the environment. Ai-r flowing away from a 
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wind turbine, or water from a hydro turbine, is pushing back the 

natural environment, and therefore does not contribute to useful work. 
Y 

Unrestricted equilibrium is a theoretical state in which the 

system is not only in temperature and pressure equilibrium with its 

environment, but also in chemical, nuclear, gravitational, kinetic and 

electrical equilibrium. It is therefore impossible, from this state, to 

extract any further work. By natural ly-occurr ing environment is meant 

temperature To (mean environmental temperature), pressure PO (mean 

environmental pressure), height Zo (ground or sea level), and with no 

remaining chemical or concentrational potential (ie fully diffused). 

The environment is assumed to always have constant pressure PO and 

temperature To. 

Exergy must be independent of device or process: the maximum 

work can only be calculated by considering ideal, reversible processes. 

It is also independent of rate, so to extract maximum work, especially 

when heat transfer is involved, infinitely long time and infinitely 

small temperature differences can be assumed. 

Exergy: Practical definition (as used in this thesis) 

The above fundamental definition includes some terms which are 

of little use in practical applications. Fb-. example it is difficult to 

envisage a device which could extract the work of diffusion. Similarly 

when dealing with hydro turbines, there is little point in talking 

about chemical equilibrium of the water. Therefore a more practical 

definition is required, excluding diffusion and nuclear terms 

(retaining chemical terms for combustible fuels), as follows: 

"Exergy is the maximum possible useful work which can be extracted 
from a source of energy as it changes from its initial state to the 
state in which it is in restricted equilibrium with the naturally- 
occurring environment" 

Restricted equilibrium is defined as follows: for fuel sources 

it is the state in which complete combustion has taken place but 
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kinetic energy (ie the speed of exhaust gases) is not considered. For 

heat sources it is the To, Po state, and if the source is not fuel, 

chemical potential is not considered. For sources of -kinetic or 

potential energy, restricted equilibrium is the state of minimum 

kinetic or potential energy (ie in which no more energy can reasonably 

be extracted, subject to there being sufficient energy to push back the 

environment). 

There are two processes for which it is more practical to 

specify the device or type of process: combustible fuels and solar 

energy. These are discussed in section 2.2.5. 

Energy quality 

Energy quality is def ined fo-- both energy supplies and demands. 

These definitions are explained in more detail, with examples, later. 

For energy supplies the quality q is 

Exergy of supply 
q -2 Energy ot supply (2.2.5) 

Mr. energy demands, the quality is defined as 

Exer-gy from amount of energy demand 
q= Energy demand (2.2.6) 

Wherre the demand is for heat, the exergy content of the demand is shown 

in section 2.2.5 to be the work available from an ideal Carnot engine 

with a source temperature the same as the temperature of the demand. 

Reversible processes 

A . -eversible process is def ined (Zemansky 1951) as "one that is 

performed in such a way that, at the conclusion of the process, both 

the system and the local surroundings may be restored to their. initial 

state without producing any changes in the rest of the universe". 

Wallace & Linning (1977) give equations fo. - calculating the 

irreversibility of various real processes. 
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2.2A LITERATURE REVIEW 

This review deals only with the theoretical background to the 

thermodynamical methods of analysis. The formulations for available 

energy or exergy are given in sub-section 2.2.5, and are not repeated 

here. A review of the application of the methods to practical energy 

systems, and also to exergy economics, is given in sub-section 4.2.3. 

The study of energy availability, later. called exergy, started 

in the 19th century with work by Carnot (1824, reprinted in Kestin 

1976),, Clausius (1865), Tait (1868), Maxwell (1871 & 1878) Gibbs (1931, 

from a paper presented in 1873) and Thomson (1879). Carnot's work led 

to the formulation of the Carnot cycle heat engine, an important 

'standard' since, although it is not practical, is one of three heat 

engine cycles (the others being the Stirling cycle and the Ericsson 

cycle, both described in Rogers & Mayhew 1976) which extract maximum 

work from an energy source, and have what is known as the Carnot 

efficiency. Clausius was the first to introduce the concept of entropy 

(a measure of the 'order. ' of energy), and this led to analytical 

derivations for available energy and exergy. 

Tait was the first to write about 'availability' to calculate 

the work potential of heat, and Maxwell was the f irst to introduce the 

term 'available energy' in his "Theory of Heat" published in 1871, 

although he credits Thomson (Lord Kelvin) with the original ideas. 

Maxwell wrote in 1878 (reprinted in 1890) in his review of Tait's work 

"Sir William Thomson, the last but not the least of the great founders 

(of classical thermodynamics; the other. two being Rankine and Clausius) 

does not even consecrate a symbol to denote the entropy, but he was the 

first to clearly define the intrinsic energy of a body, and to him 

alone are due the ideas and the definitions of the available energy and 

the dissipation of energy"., Thomson did not mention 'availability' or 

#available energy' in his own work, but he did study rever-sibility and 
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reversible heat engines, and also energy dissipation in a body as 

energy is redistributed throughout the body which initially had a non- 

uniform temperature distribution (Thomson 1853 and ibid). 

Gibbs appears to have been the f irst to derive the equations 

needed to calculate the available energy (the shaft work available) 

from a given heat source, in 1873 (reprinted in 1931), but Keenan 

(1941) was the first to present Gibbs' work in an easier-to-understand 

and more practical form. However Maxwell (1875) in the fourth edition 

of his "Theory of Heat" also derived similar, but much more easily- 

understandable, relationships to those of Gibbs, although this work 

appears to have received little attention. 

Development of thermodynamics continued throughout the 20th 

century, particularly in the German language (fo-- example Stodola 1898, 

Planck 1927, Rant ibid, Baeh-- 1965 and a review of exergy literature by 

Gasparovic 1961). A good summary of this work, and of the various 

formulations of availability, is given by Haywood (1974a & 1974b), who 

also provided the background to the 19th century review above. 

Rant was the first to use the term 'exergy. He used a general 

definition which was that, since work can be transformed into other 

forms of energy, exergy is that part of energy which can be transformed 

into any other form of energy. Baehr (ibid) reviews other work on 

exergy, and includes the term anergy, which is that part of energy not 

capable of being transformed into other forms of energy. 

A most useful reference, as far as this thesis is concerned, was 

that of Ford et al (ibid). This gives the definitions of second law 

efficiency used in this work, and analyses various energy systems 

(including the combustion of fuels described in the next section) from 

a thermodynamical point of view. Rotty & Van Artsdalen (1978) present a 

very similar paper to Ford et al, and although they mention energy 

quality, they do not define it. Sorensen (1981) does introduce 
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equations for. energy quality, but his choice of symbols does not make 

this an easily-read paper. Better references to energy quality are 

given in sub-section 4.2.3. 

Classical thermodynamics considers ideal processes: those in 

which heat transfer can occur through infinitely small temperature 

differences, heat being supplied from or rejected to infinite sources 

or sinks, and over infinitely long time. Therefore the aim is to 

maximise energy outputs. Some researchers, though, have concentrated on 

more realistic analysis of energy systems, in which time and limited 

heat capacity of sources are considered. These aim more at maximising 

power outputs (energy/time); a more relevant concept for real systems. 

Curzon & Ahlborn (1975) analyse a Carnot cycle whereby heat 

transfer is limited (by heat exchangers) to af inite rate. In this 

situation, first law efficiency for the cycle giving maximum power is 

Q1 "2 1- (Tc/Th) 0*5 (2.2.7) 

as opposed to the maximum energy criterion of Carnot, where 

ýl : -- 1- (Tc/rh) (2.2.8) 

where Th temperature of hot source 
and Tc temperature of cold sink. 

They apply this maximum power efficiency to various common energy 

systems (power stations, etc. ), and show that the maximum power 

efficiency is close. - to first law efficiency (energy in/energy out) of 

the systems under real conditions than to the Carnot efficiency. 

Similar analysis is undertaken by Rubin et al (1981) and 

Andresen et al (1977). ond-rechen et al (1981) analyse systems for which 

the heat source is of finite capacity. Their analysis is beyond the 

scope of this review, but one important conclusion is that a cycle 

similar to the Otto or Brayton cycles can be derived which will give 

higher efficiency than the Carnot cycle when the source is not 

infinite, but changes temperature as energy is extracted. 
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2.2.5 SPECIFIC FORMULATIONS OF EXEIGY AND ENEIGY QUALITY 

Before giving specific formulations for exergy, energy quality 

and second law efficiency, it is worth discussing briefly the second 

law of thermodynamics, summarising some important aspects of exergy and 

energy quality, presenting the Camot cycle and defining maximum flame 

temperatures, as these are important in the formulations below. 

The Second Law of Themodynamics 

This has been stated in many different forms (first considered 

by Carnot ibid), with several corollaries (covered, from an engineering 

viewpoint, by Wallace & Linning ibid). The Second Law is not directly 

theoretically provable. (although the corollaries can be easily shown to 

be consistent). Planck (ibid) states it as "It is impossible to 

construct a system which will operate in a cycle, extract heat from a 

reservoir, and do an equivalent amount of work on the surroundings". 

Stated mathematically, 

Wout < Qin (2.2.9) 

Meaning that the work output f rom a system is always less than the heat 

input, and that some heat must always be rejected to a cold sink. This 

has become known as the Kelvin-Planck statement. If an engine could 

violate this statement, it would be a perpetual motion machine of the 

second kind (perpetual motion machines of the first kind are those 

which produce work without receiving energy from any source). 

Aspects of Exergy and Energy Quality 

Unlike energy, exergy is not a conserved quantity by definition, 

being conserved only -in ideal (reversible) processes. If an energy 

transformation goes directly from an amount of energy at high 

temperature (high quality) to a similar amount at low temperature (low 

quality), as in the case of a boiler burning fuel at high temperature 

to produce low temperature space heat,, even though there might be very 

small energy losses (from the flue),, there are high exergy losses. 
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Losses of exergy can be shown to be directly related to increases 

in global entropy. Entropy increases correspond to degradation of 

energy and increased randomness of the universe. only in 'reversible' 

processes is the total entropy of the universe held constant. Minimum 

energy exchange is required fo-r a process if it is done reversibly, and 

maximum work output comes from reversible processes. It follows from 

this that maximum exergy (ie work) can only be extracted by reversible 

processes. Energy cannot be created or destroyed, only changed to othe. - 

forms, but all real (hence irreversible) processes decrease the exergy 

extractable from a system, while keeping the total energy constant. 

Most important in this type of analysis is the fact that an 

amount of energy of low quality can never supply the same amount of 

energy at higher quality (10 joules of hot water at 20PC cannot supply 

a demand for 10 joules at 600c). If low quality energy has to supply 

high quality demands, there will always be large energy losses to the 

environment in the conversion process. Cn the other hand, high quality 

energy can supply a greater amount of lower quality energy (an input of 

10 joules to a heat pump might typically give 30 joules of hot water at 

600C, the heat pump having up-graded energy from the surroundings). it 

is therefore most important, when designing energy systems from a 

thermodynamic point of view, to avoid low to high quality energy 

trans format ions, and to make maximum use of high quality sources. 

Carnot Cycle 

The Carnot cycle consists of four reversible processes: two 

isothermal (constant temperature) and two adiabatic (no external energy 

transfer. ). The cycle is shown on fig. 2.2.1 overleaf. Flor all processes 

to be reversible the heat source and sink must have inf inite thermal 

capacity and constant temperatures, all processes must occur infinitely 

slowly, and if a closed system is used, the piston must be frictionless 

and it and its cylinder must be perfect insulators. 
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Pressure 

1 
thermal expansion at Tmax (heat absorbed) 

-Adiabatic compression 
2 

4 Adiabatic expansion 

Isothermal 
(work produced) 

compression at Tm in 3 
(heat rejected) 

urre 

FIGURE 2.2.1 The Carnot cycle 

It is easy to show (Zemansky ibid) that a Carnot engine has the 

maximum efficiency of work production, even though it is an impractical 

cycle. Its efficiency is independent of wo. -king fluid, and is 

Ri ý- 1- Tmin/Tmax (2.2.10) 

The Carnot cycle can also be reversed to act as a heat pump,, in 

which case its coefficient of perfo--mance (COP), defined as heat 

out/work in, is given by 

COP = Tmax 
(2.2.11) Tmax Imin 

maximum Flame Ilemperatures of Combustible Fuels 

When calculating the exergy of a fuel after combustion, the 

concept of maximum adiabatic flame temperature is required. This is the 

temperature which would result from combusting a fuel at in air at STP, 

with all the fuel's energy going to heat and expand the combustion 

products. This implies an infinite, adiabatic store in which combustion 

takes place. 

For all but the most chemically simple fuels, the theoretical 

calculation of flame temperature is difficult, especially if the fuel 

consists of several compounds. It is easier to use an empirical method, 

such as that of Rose & Cooper (1977), with fuel data from Johnson & 

Auth (1951) and Spiers (1932). For several common fuels of typical 

composition, the resulting flame temperatures (table 2.2.1) are: 
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Net calorific 
Fuel value (Mi/kg) 

Butane 49.30 
Coal 28.95 
Diesel 43.16 
Kerosene 43.50 
Petrol 43.66 
Propane 50.00 
Wood 14.35 

Adiabatic flame 
temperature (K) 

2280 
2290 
2300 
2270 
2260 
2290 
1940 

Table 2.2.1 Adiabatic maximum flame temperatures and net 
calorific values of typical fuels 

Specific Formulations for Calculating Exergy 

Rather than defining a single relationship applicable to all 

systems (and hence of ten having many redundant terms), it is better to 

deal with each system needed for the study of Eigg individually. Two 

general systems,, a non-cyclic closed system and a non-cyclic steady 

flow process are also considered, as is the exergy of energy demands. 

Mechanical and electrical sources 

Mechanical sources of energy which are already in the form of 

shaft work (or can be completely transformed to shaft work), have 

exergy 

B= Fm 

where ým = energy output of source. 

(2.2.12) 

Similarly, in this work, it is assumed that electrical energy 

sources can be completely transformed into shaf t work, so 

B= Ee (2.2.13) 

Although, for example, diesel generators and petrol engines can 

be considered as electrical or mechanical sources, since they are 

powered by heat sources (diesel or petrol), they are considered 

separately under thermal sources. 

Hydro and wind energy 

The definition of exergy in this thesis excludes energy needed 

to displace the environment. Wind must move away from the turbine,, and 

water must be able to move away from the water turbine. The losses 
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associated with this moving away of wind or water do not enter the 

exergy term. The primary transformation for hydro and wind energy, 

after which exergy is calculated, is thus the extraction of kinetic 

energy by the turbine resulting in power at the turbine shaft. 

Thermal energy sources 

Thermal energy sources can be split into two categories: fuels 

(which give energy from combustion), and other heat sources (for 

into steady-flow example hot water). They can further be divided 

processes (diesel and petrol engines) or. non-flow processes (Carnot 

engines, Stirling engines, etc. ). The exergy of these sources are dealt 

with below, using the definition of exer-gy given in sub-section 2.2.3. 

Solar energy is treated separately in the energy quality section. 

Combustion of fuels 

More work could be obtained by elect-rochemical oxidation of a 

fuel in an ideal fuel cell than from combustion, but this is practical 

only for chemically simple fuels such as hydrogen. Combustion remains 

the practical method of energy extraction. Two methods are presented 

below, both giving the same value for the exergy after combustion. 

Method 1 

The fuel is combusted at its adiabatic flame temperature in an 

infinite, insulated container, with all the fuel's energy being used to 

heat and expand the combustion products. There is no initial heat 

extraction from the system. Subsequent processes, not considered here, 

extract work and heat. Figure 2.2.2 summarises the process. 

'Fuel-airý Adiabatic Products 
Mi ixture (Flame) 

Tf! POF Tor Corribustioinpo, Tf, 
ývl Vf 

State 1 State F 

FIGURE 2.2.2 Fuel corribustion 

TAbrk Heat 
/ ýf 

Subsequent 
ucts 

Processes PO, To 
Vs 
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If the fuel was oxidised in a reversible fuel cell, its exergy 

(neglecting diffusion, which does not contribute to useful work) would 

be the change in Gibbs free energy (see below). This, for many fuels, 

is close to the heat of combustion -, 6H (Ford et al ibid). Combustion, 

however, is an irreversible p-. CCess, so the exergy of the fuel after it 

is combusted is -(AH - exergy loss during combustion). 

Using the ideal gas approximation, the temperature of state F 

can be calculated as 

-AH = nCp(Tf - TO) (2.2.14) 

where n number of moles of products 
and Cp the average specific heat of the products. 

The loss of exergy AB is given by 

, 6B ý- -ToAssa (2.2.15) 

where ASsa = entropy change of the system and the environment. 

But with no cross-boundary heat transfer the entropy of the environment 

does not change. The only changes arre those of the system,, these being 

, 6Sb from change of composition 
6Sp from isobaric (constant pressure) heating of the products 

ASp is farr larger than &Sb, so the latter is ignored. 

For an ideal gas undergoing isobaric heating, 

AS p= nCpln(Tf/To) (2.2.16) 

Therefore 

AB = -TonCpln(Tf/*ro) (2.2.17) 

The exergy left after combustionr Bb, is given by 

Bb =B+AB=B- TonCpln (Tf/ro) (2.2.18) 

Assuming that B=-: &H, and substituting fo-- (nC p) in eqn. 2.2.18 gives 

Bb = -AH[l - (Toln(Tf/ro))/(Tf - TO)] 

Method 2 

(2.2.19) 

In the analysis of combustion, it is not correct to use the 

Carnot relationship assuming Th is the flame temperature. The flame is 

not an infinite heat source, but one whose temperaturre falls as heat is 
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extracted. Combustion products must be removed from the system, and if 

they are removed at a temperature other than that of the environmentl 

exergy is lost. 

Referring back to fig. 2.2.1 (the Carnot cycle), for a finite 

source during process 1-2 the source falls from its initial temperature 

to T2 (Tmax). Heat rejection is still at To, the surroundings being an 

infinite heat sink. 

The finite heat source, the flame (the hot reservoir at Tf), can 

drive a Carnot engine while the flame temperature falls from Tf to To. 

Thus for isobaric expansion of an ideal gas 
TO 

W= nCp J (1 - TO/T) dT (2.2.20) 
T. 

which gives 

W= nCp(Tf - TO) - nCpToln(Tf/ro) (2.2.21) 

This can easily be shown to be the same as equation 2.2.19. 

other heat sources 

If the source can be considered infinite (ie constant 

temperature Th), the exergy is the work from a Carnot engine 

B= Qn(l - To/rh) (2.2.22) 

where Qh = energy extracted from the source at Th. 

More usually, though the source would be f inite, so equation 

2.2.21 applies, the integration being between Th and To. 

Non-cyclic open and closed system processes 

The above treatment of combustion is a special case of a non- 

cyclic open system process, which itself is an expansion of a non- 

cyclic closed system process. These are covered by Wallace & Linning 

(ibid), but arre briefly described herre. 

Non-cyclic closed system process 

Figure 2.2.3 shows energy flows in a closed system,, with only 

heat or work transferred across the system boundary, not mass. 
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System SurrOundings 
P, T Po, To 

Wcarnot + (P-PO)dV Q-ý-ev 

FIGURE 2.2.3 Non-cyclic closed system process 

The exergy from the system of f ig. 2.2.3 is 
00 co a 

B =ýdW J--dU -f POdV + JTOdS 
II% 

(Ul TOS1 + POV, ) - WO - TOSO + POVO) 

(2.2.23) 

(2.2.24) 

which is the 'availability' def ined by Keenan (ibid). For a constant- 

volume process, equation 2.2.24 reduces to 

B -= (Ul - TOSj) - (Uo - TOSO) (2.2.25) 

which, if a function 

F' =U -m-- ToS (2.2.26) 

is defined as a special case of the Helmholtz free ener-gy function 

F=U- TS, equation 2.2.25 becomes 

B= F', - F'o 

Ncm-cyclic steady f low process 

(2.2.27) 

Steady flow processes have both energy and mass transfer across 

the system boundary. Figure 2.2.4 shows such a system. 

1 

'in 
Su--roundings at 

Pl/ System Po, To 
Cl 
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2 
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FIGURE 2.2.4 Non-cyclic steady flow process 

Enthalpy is defined as H=U+ PV, and since fo-- a steady flow process 

min ý-- moutr it follows that 

B= (H2-H1) - To(S2-S1) + minl(c2 
2-c, 2)/2 + (Z 2-Z1)91 (2.2.28) 
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The property D =. H - TOS (2.2.29) 

has been defined as the steady-state availability function, and is a 

special case of the Gibbs free energy, Gf =H- TS. So 2.2.28 becomes 

B= D2 - Dj + MinI(C2 
2-C, 2)/2 + (Z 2- Z1)91 (2.2.30) 

or in cases where potential and kinetic tems can be ignored, 

B= D2 - D, (2.2.31) 

Hence the exergy of a steady flow process with low potential and 

kinetic energy terms is a special case of the Gibbs f-ree ene-rgy. 

Equation 2.2.31 gives the exergy from an ideal fuel cell. 

Exergy of energy demands 

In this work, energy demands relate to the desired end-effect, 

and so are -independent of the means of supply or of the amount of 

energy input to a device to meet the demand. For example the demand for 

space heating is for heat at the desired air temperature of the room, 

not at the temperature of hot water in a radiator, or the temperature 

of an electric heating element, etc. This latter is consistent with the 

ideal assumption that heat transfer processes can take infinite time, 

and can be through infinitely small temperature differences. 

If the demand is for. shaft work (not the engine's fuel input, 

for transport), or electricity (for appliances, but not for cooking (by 

heat) or- space or- v? ate. - heating),, the exergy of the demand is simply 

the same as the energy level of the demand, ie 

Qd (2.2.32) 

If the demand is for heat (cooking (by heat), space or water 

heating),, the temperature of the demand remains constant. The exergy of 

the energy demand is therefore the work which could be extracted by a 

Carnot engine working between the temperature of the demand Td, and the 

environmental temperature To, which is 

B= (1 - (TO/Td))Qd cf (2.2.22) (2.2.33) 
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Equations for Energy Quality 

A knowledge of energy quality is not needed for the calculation 

of second law efficiency, so energy qualities in this work are chosen 

to reflect the most likely form of energy from a source, after its 

initial transformation. The likely form of energy from combustible 

fuels is heat at high temperature, for solar energy it is low 

temperature heat (see below), while the output of hydro and wind 

turbines is shaft power (or electricity). These qualities, when used to 

construct the exergy diagrams (see section 4.2), give much better 

insight into the resulting second law efficiency than if other quality 

values were used. 

Ener-gY supplies 

For a supply of shaft work or electricity, 2.2.12 showed that 

the exergy is the same as the energy content of the supply. Therefore 

q= B/qn =1.0 (2.2.34) 

The definition of quality takes no account of the availability over 

time of the supply. Wind turbines, hydro turbines, and solar panels do 

not generally give out constant power. This is assumed to not af fect 

the thermodynamic quality of the supply, so for example a wind turbine 

will always produce energy of quality 1.0 regardless of variations in 

energy output. 

For energy from combustible fuels, equation'2.2.19 gave the 

exergy content of the fuel af ter. combustion. The energy content of a 

fuel is considered to be the heat of combustion, so 

q= -AH[l - (Toln(Tf/To))/(Tf - To)]/-AH (2.2.35) 

or q=1- (Toln(Tf/To))/(Tf - TO) (2.2.36) 

Applying this, as an example, to propane gas, fo. - which the 

adiabatic flame temperature Tf is 2290 K, and the environmental 

temperature To is 280 K (the yearly mean temperature on the island of 

Eigg, see section 5.1), the quality of propane after combustion is 
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q=1- (2801n(2290/280))/(2290 - 280) = 0.707 = 70.7% (2-2-37) 

If the energy supply is a heat source other than a combustible 

fuel, the quality is calculated fr m either equation 2.2.21 (for finite M 

sources) or equation 2.2.22 (infinite sources). 

Solar. energy 

Solar energy is one source for which it is dif f icult to def ine 

its quality. It is basically a thermal source, arriving at Earth's 

outer atmosphere with an equivalent temperature of about 6000 K. Its 

conversion to electricity (by photo-electric cell) changes its basic 

form and results in considerable energy losses; theoretical photo cells 

have efficiencies of only about 47% (Twidell & Weir 1986). 

on the other hand, treating solar energy as a thermal source 

introduces the difficulty of which equivalent temperature to use. 

Twidell & Pinney (ibid) suggest 6000 K, inputting energy at this 

temperature to a Carnot engine. However this is limited by the 

difficulty of converting radiation from photon energy to heat at such a 

high temperature. Such a conversion would involve entropy creation, 

hence loss of exergy, leading either to lower energy output or lower 

quality. Photo-elect-ric conversion implies changing the basic form of 

solar energy, so neither of these conversions is chosen as appropriate. 

The other method of assessing the exergy of solar energy is by 

extracting heat from solar water or air heating panels, and this is 

chosen as the most appropriate trans f ormat ion. Energy is output at 

343 K (the average temperature of hot water demand on the island of 

Eigg), giving a quality of 0.184 (18.4%). This corresponds better to 

the performance of real systems than other,, theoretical methods would. 

The above value of quality can be comparred with the analysis of 

O'Callaghan & Probert (1981). They apply an energy balance to an ideal 

collector surface, and use this to determine the optimum surface 

temperature, which can be taken to be the input temperature for. a 
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Carnot engine. Using typical values for Eigg, a quality of 0.11 (11.0%) 

results with 'af 
irst law (energy) ef f iciency of 50.5% (50% is used in 

this work). They also analyse a concentrating collector which, for 

conditions on Eigg, gives a quality of 35.8%. 

The value of quality used in this work therefore falls between 

the two values above. However, the above analysis further highlights 

the problem of solar energy in that, even having chosen a direct 

radiation to heat trans formation, the quality is device dependent. It 

is concluded that more work should be done to determine an appropriate 

reference for solar energy. 

Energy demands 

In this work there are four types of demand: space heating, hot 

water, cooking and electricity. Cooking is further divided into energy 

for boiling and that for frying (very little cooking on Eigg is done in 

ovens). The quality of energy demands is calculated in exactly the same 

way as for energy supplies. The exergy of electricity demand is the 

same as the energy level of the demand, so the quality is 1.0. For heat 

demands, quality is determined from equation 2.2.33 as 

9d ý (1 - (TO/Td))Qd/Od *2 1- (TO/Td) (2.2.38) 

Table 2.2.2 shows the assumed temperatures of the heat ene. -gy 

demands (these all represent approximate mean temperatures for a yearr), 

and using the same environmental temperature as before (To = 280 K), 

gives the qualities of the energy demands. These will be used in the 

planning work described in section 4.2 and chapter 6. 

Demand 

Space heat 
Hot water 
Cooking (boiling) 
Cooking (frying) 
Electricity 
Transport 

Temperature (K) Quality (%) 

293 4.4 
343 18.4 
360 22.2 
490 42.9 

- 100.0 
100.0 

Table 2.2.2 Qualities of energy demands on the island of Eigg 
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2.2.6 EXAMPLES OF EXERGY ANALYSIS OF ENERGY SYSTEMS 

The examples in this section show how second law efficiencies 

are obtained for various energy systems, and compare these with first 

law (energy) efficiencies, showing that the latter can give very 

misleading results. 

The systems considered all use propane gas as input to: a 

conventional water heating boiler, a gas-driven electricity generator 

supplying direct-electric space heat, a gas driven generator supplying 

a commercially-available heat pump to give space heat, a gas driven 

generator supplying a ther"modynam, ically- ideal heat pump, and finally an 

ideal fuel cell driving an ideal heat pump. The results are derived 

from Twidell & Pinney (ibid). 

Gas driven water heating boiler 

The boiler is a typical commercial ly-ava il able model, with a 

first law ef f iciency (energy out/energy in) of 80%. The gas burns at 

its adiabatic flame temperature (2290 K), and supplies hot water at 

800C, which is used to give space heat to a room at 200C. 10 GJ of fuel 

are input to the boiler, 

The exergy input to the boiler is given by eqn. 2.2.19, but with 

the heat of combustion replaced by the energy content of the fuel. Thus 

B= 10[l - (2801n(2290/280))/(2290 - 280) = 7.07 GJ (2.2.39) 

Since the demand is fo-- heat energy at 2CPC, using the criterion 

given above (disregarding the actual temperature of the energy supply), 

the exergy of the 'demand' (in this case output of the boiler, 10xO. S = 

8.0 GJ) at 200C is 

Bd = 8.0(1 - 280/293) = 0.35 W (2.2.40) 

where 280 K= environmental temperature. 

So the second law efficiency (exergy out/exergy in) is 

Q2 = 0.35/7.07 = 0.050 or 5.0% (2.2.41) 

48 



Gas driven electricity generator giving direct electric heat 

The generator in this example is assumed to have af irst law 

eff iciency of 30%, and its input is again 10 GJ of gas. Its exer-gy, at 

the adiabatic f lame temperature, is 7.07 W. 

The generator's output of electricity (quality 1.0) is therrefore 

lOxO. 3 = 3.00 GJ. However, since this output is used to supply direct 

electric space heat (ie space heat at 20PC) the exergy of demand is 

Bd = 3.0(1 - 280/293) = 0.13 Gi (2.2.42) 

Applying the second law efficiency to this system gives 

Q2 = 0.13/7.07 = 0.018 or 1.8% (2.2.43) 

Gas driven generator supplying heat pump 

The generator is the same as that in the previous example. All 

its output is used to drive a commerrciallyý-available electric heat pump 

having a coefficient of -performance (COP, defined as heat out/work in) 

of 3.0. The heat pump delivers heat at 700C. 

The 3.00 Gi electrical output provides 3. OOx3.0 = 9.0 W of heat 

at 700C. However, as before, the demand is fo. - heat at 200C, therrefore 

thes exergy of demand is 

Bd = 9.0(1 - 280/293) = 0.40 GJ (2.2.44) 

and so the system efficiency becomes 

Q2 = 0.40/7.07 = 0.056 or 5.6% (2.2.45) 

The first law efficiency for this system is 

R, = Energy out/energy in = 9.0/10.0 = 0.9 or 90% (2.2.46) 

Gas driven generator driving an ideal heat pump 

The same generator as above is assumed, but in this case it 

supplies a thermodynam ically- ideal heat pump, based on the reverse 

Carnot cycle (f ig. 2.2.1). There are no practical temperature limits, 

so the heat pump can supply energy at 200C (the temperature demanded). 

The COP of such an ideal heat pump is given by equation 2.2.11 as 

COP = Th/(Th - TC) = 293/(293 - 280) = 22.5 (2.2.47) 
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so f rom the 3.0 Gi output by the gpnerator, the heat pump produces 

3. Ox22.5 = 67.5 GJ,, the exergy of which is 

Bd = 67.5(l - 280/293) = 2.99 GJ (2.2.48) 

Therefore the second and f irst law ef f iciencies of this system are 

(12 2.99/7.07 = 0.423 or 42.3% (2.2.49) 

Ql 67.. 5/10.0 = 6.75 or 675.0% (2.2.50) 

Gas powered fuel cell driving ideal heat pump 

To the level of approximation of this work (neglecting 

diffusion), exergy from an ideal fuel cell is -AH. For methane 

-AH 802.5 kJ/mol (this compares with the change in Gibbs free energy 

Gf 809.2 ki/mol,, Ford et al (ibid)). so if 10 mol of methane are 

input, the exergy would be 10. OxSO2.5 = 8.02 MJ. 

The COP of the heat pump is 22.5, calculated by equation 2.2.11 

(note that this is a theore t ical ly- ideal heat pump: practical ones 

would have much lower COP's), so its output is 22.5x8.02 = 180.45 MJ, 

and the exergy is 

Bd = 180.45(l - 280/293) = 8.01 MJ 

The second law efficiency is therefore 

Q2 : -' 8.01/8.02 = 0.999 or 99.9% 

whereas the f irst law ef f iciency is 

f?, = 180.45/10.0 = 22.5 or 2250.0% 

2.2.7 DISCUSSION 

(2.2.51) 

(2.2.52) 

(2.2.53) 

Table 2.2.3 summarises the efficiencies (first and second law) 

for each of the five systems described in the previous sub-section. 

system 
First'law 
efficiency 

Second law 
efficiency 

Gas boiler 80.0 
Gas engine to direct heat 30.0 
Gas engine to heat pump 90.0 
Gas engine to ideal heat pump 675.0 
Carnot engine to ideal heat pump 2250.0 

5.0 
1.8 
5.6 

42.3 
99.9 

Table 2.2.3 First and second law efficiencies of gas driven systems 
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Several general conclusions can be drawn from these results: 

1) A process having a first law efficiency close to 100% is not 
necessarily optimum: f irst law values for ideal processes can be as 
high as 2250% from these examples. Second law efficiency can never 
exceed 100%, and for all real processes is less than this. 

2) Processes involving energy transformations from relatively low 
quality (a combusted fuel) to higher quality (electricity) lead, in all 
real processes, to high energy losses to the environment. 

3) Processes using an amount of heat of high quality to directly 
supply an equal amount of heat at low quality involve high exergy 
losses. 

4) To get high second law efficiencies, the maximum potential of an 
energy supply must be used: for heat this is best done by heat pumps. 

5) only the second law efficiency, when applied to a single system, 
gives a true indication of the thermodynamic efficiency of that system. 
First law 

_ef 
f iciency gives only comparative figures, and must be 

compared with the first law efficiency of an ideal process to properly 
judge system performance. 

Interestingly, the conversion chemical combustion ener-gy- 

electric ity-heat via a heat pump, often claimed'to be effective, is in 

fact little better than a conventional gas boiler, mainly owing to the 

high energy losses in the electricity production. Also the conversion 

chemical energy-electricity-direct heat, often proposed as good by 

Electricity Boards, is very poor from both first and second law 

viewpoints (the gas engine efficiency is similar to that of power 

stations). Yet this latter shows up the difference between cost and 

energy quality, in that direct electric heating is relatively cheap for 

mainland Britain, despite its poor efficiency. 

Exergy values in this work have been calculated after an initial 

transformation process? these transformations chosen to represent the 

intrinsic quality of each energy supply. The transformations are: a) 

combustion for fuels, b) kinetic energy to shaft power or electricity 

by means of a turbine for hydro and wind energy, and c) radiation to 

low temperature heat for solar energy. Although further work should be 

done to define a more appropriate quality for solar energy, this method 

gives realistic and appropriate values for second law efficiency. 
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CONCLUSIONS 

Two completely different methods of analysing energy systems 

have been presented in this chapter. Economic analysis can be used to 

evaluate systems purely on the basis of cost, thermodynamic analysis 

evaluates systems purely on the basis of how well the thermodynamic 

potential of energy supplies are used, entirely independent of cost. 

Section 2.1 showed net present value analysis to be a suitable 

method for economic analysis, accounting for all costs (initial 

investment, maintenance and fuel) over the lifetime of the energy 

conversion equipment. The method allows unit energy costs (J/kWh) to be 

calculated for different energy supplies (renewable and non-renewable): 

these can be used to find the cheapest supply to use. 

Section 2.2 developed the methods required for thermodynamic 

analysis, and showed the parameter 'second law ef f iciency' to be a 

better measure of thermodynamic performance than the more commonly used 

'first law (energy) efficiency'. The parameters exergy and energy 

quality were defined and formulated; exergy being used to calculate 

second law efficiency, energy quality (relating to thermodynamic 

potential) giving a useful insight into thentnodynamic performance. 

Economic analysis of energy systems is investigated by this 

thesis as it is the most common and well-accepted method of assessing 

projects. The economic analysis of this chapter allows the development 

of an energy planning model for small communities (see section 4.1), 

which can be used to make recommendations to improve energy supplies. 

Thermodynamic analysis represents a different, and novel way of 

studying energy systems, overcoming some of the limitations of economic 

analysis outlined in section 1.3. One of the aims of this work is to 

compare and contrast the two methods of analysis (see chapter 6). The 

ways in which the thermodynamic equations of this chapter can be 

applied to practical energy systems are shown in section 4.2. 
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CHAPrER 3 THE ISLAND OF EIGG 

The island of Eigg off the Scottish coast (560 53N, 60 9%, 

was chosen as an example of a small community on which the energy 

planning strategy proposed in this thesis could be tested. 

The island has a resident population of 64, with 27 permanently 

occupied dwellings. Activities vary between small scale farming and 

management of the island to craft work and tourism related activities. 

A total energy census was undertaken of the island during 1983 

to determine the current energy situation. Detailed energy audits for 

every property and energy-consuming' activity were obtained by personal 

visits. 

The methodology and results of the energy census are discussed, 

as is the usefulness of such a census for general energy planning work. 

A brief history (including past energy supplies) and description of 

Eigg is also given. 



3.1 INTROMMON 

The overall aim of this thesis is to develop a complete energy 

planning strategy which can be applied to all aspects of the domestic 

energy requirements of small, rural communities throughout the world. 

In order to test the planning strategy, it was important to find a 

small community, and the island of Eigg, off the west coast of 

Scotland, was chosen as being suitable. 

There were several reasons for choosing the island of Eigg as a 

suitable example community: 

1) An island forms a 'clearly bounded' system, which is easier to 
study. Since nearly all fuel has to be imported from the mainland, and 
with no mains electricity or gas supply, external fuel suppliers can be 
used as an independent check on energy usage figures from the islanders 
themselves. 

2) With only 64 permanent residents (in 1983), in 27 households, 
it was possible to plan to survey all households and energy-consuming 
activities on the island. 

3) The island depends almost entirely on imported fossil fuels 
from the mainland, which are consequently expensive; forming a major 
part of a householder's annual expenditure. Therefore any plans to 
reduce energy costs, or increase efficiency, should be welcomed. 

4) Eigg has a good potential supply, relatively untapped, of 
renewable energies: namely hydr-o power, wind power, solar power and 
biofuels (wood). These, it is hoped, could be used to improve the 
island's energy self-sufficiency. 

5) Since fuel prices on the island are high, the chances of 
suggested changes being economically viable are higher than they might 
be elsewhere. 

6) With less than half the households having access to electricity 
supplies, there are good possibilities for improving living standards 
(with regard to comfort and energy usage) of the islanders. 

7) Eigg is similar, in some respects, to many small, remote 
communities, in the developed and the Third world. Therefore developing 
the planning strategy with -regard to Eigg makes it suitable fo-r many 
other communities. 

Much of the text of this chapter is reproduced from a published 

paper (Twidell & Pinney 1984), but this chapter gives more details of 

the survey method and results, as well as more general information 

about the island. 
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3.2 THE ISLAND OF EIGG 

The description of Eigg, including its history, is taken mostly 

from four references: Banks (1977), Redfe--n (1966), Sutherland (1947) 

and MacEwen (1981). 

General Description 

The island of Eigg is one of four islands (the others being 

Rhum, Canna and Muck) which comprise the Small Isles Parish of the 

Inner Hebrides on the west coast of Scotland (56o 53'N, 60 9M. Its 

nearest point on the mainland is Arisaig (8 km east), from where a 

ferry runs during the summer months. The regular ferry (four times per 

week) runs from the port of Mallaig, 18 km north east. 

The island is 9 km from top to bottom, and 6 km at its widest 

point (see map, f igure 3.1 over-leaf). The coastal level extends west to 

Grulin (the now deserted crof ting settlement on the west coast), and 

north east to the once fertile f ields of Kildonan. The island is 

dominated by An Sgurr, a spectacular hill rising to 390 m, while on the 

east a gentle slope rises to the Beinne Bhuidhe range, about 300 m 

high. Between these two areas of high ground comes Eigg's 'saddle', an 

area of moorland rising to about 200 m. 70% of the population live in 

the north-west, in Cleadale and Cuagach, on 15 crofting divisions, 

which have traditional rights of land occupancy. This area, around the 

most attractive Laig Bay, is ringed by high, steep cliffs. 

The total area of Eigg is 3000 ha, of which (a) 400 ha are 

potential arable land, (b) 900 ha are rough grazing, (c) 100 ha are 

woodland (50 ha recently planted and 50 ha established woodland) and 
(d) 1600 ha are low productivity or inaccessible land. Farming is 

mostly for sheep sold on the mainland. The Eigg estate runs about 2000 

sheep on the island. In addition there are about 20 cows, a few pigs, 

some poultry and a few goats. Hardly any local food is sold on the 

island, and there is no dairy or bakery. 
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Eigg has its own primary school, which had 6 pupils in 1983, but 

secondary pupils must travel to the mainland. The island has a doctor, 

with a well equipped surgery, who also looks after the other islands in 

the Small Isles parish. There is one grocery shop cum post office, and 

two craft shops. At the harbour is a tea room serving snacks and meals. 

Although there are two churches, there is no resident clergyman. 

Houses on the island vary from the large and impressive Lodge, 

the island home of Eigg's owner Mr. Keith Schellenberg, to typical 

highland crof ts: single-stor-ey buildings with thick stone walls. The 

permanently occupied dwellings include 10 single-storey houses, 14 of 

two or more storeys, and three caravans. 

The island's vegetation is varied, although much of the central 

highland is covered with heather, mosses and short scrub growing on a 

peat base. Much of the once-productive grassland of Kildonan and 

Cleadale is now spoilt by encroaching bracken. Well-established 

woodlands occur mostly around the harbour, and various plantations have 

been made in the past 100 years. The varied flora and fauna of the 

island (more than 80 species of birds nest on Eigg, and seals, dolphins 

and even killer whales can be seen offshore), and its geology, make 

Eigg a popular holiday area. Two bird species many people come to see 

are golden eagles (which nest on Eigg), and sea eagles (from the nearby 

island of Rhum). So there is a large influx of holiday makers and 

students during the summer, with about 6500 visitor-days per. year, 

In 1983 there were 27 households, totalling 64 people. This 

compares with a peak population of 550 in 1841, but like other Scottish 

islands and highland regions, its population has declined as the 

economics of island agriculture have declined and prospects appeared 

better in the cities and more prosperous southern Britain. By 1984 

Eigg's population had dropped to 53. 

A famous feature of Eigg is its 'singing sands', one of only 
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three similar sites in the world. These are found in a small cove north 

of Laig Bay, and are made up of uniformly-sized quartz grains. The 

sands are supposed to 'sing', when they are dry, but in fact they 

'squeak', owing to friction between the sand grains and to the minute 

air pockets around them. 

The occupations of the islanders are quite varied. Salaried 

people include the doctor, the teacher, the factor (estate manager. ) and 

estate employees. Part-time jobs include those of the postman, the 

school 'bus' drive. -, and the boatman. Most people gain income from 

several sources, including farming, craft work, public services, 

pensions and state assistance. Interestingly Sutherland (ibid), writing 

in 1939, says that "the only necessities of life that a crof ter needs 

to buy are tea, sugar, salt, meal, clothes, and boots". While this 

might have been true when agriculture was better established on the 

island, it belied the often difficult and uncertain life of island 

living. Nowadays many more commodities, including most food, clothing 

and fuel, have to be imported from the mainland. 

The island had a cable telephone connection to the mainland in 

the past, but this has been replaced by a VHF radio link. It is 

interesting to note that, apart from the ferry, the telephone exchange 

and installation is the largest single fuel user. on the island. 

Climate 

The climate of Eigg is much influenced by the Gulf stream, 

giving warm winters and cool summers, allowing sub-tropical plants such 

as cabbage palms and eucalyptus trees to grow in the grounds of the 

lodge. Average temperatures (but see section 5.1) are 140C in July,, and 

50C in January. Rainfall averages about 1500 mm/y, but this can vary 

between 35 mm and 310 mm in individual months. The prevailing wind 

direction is south west, and Eigg is almost unobstructed to wind from 

the Atlantic. Anti-cyclones over Scandinavia, however, can produce 
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significant periods of Easterly wind. Although no wind records are made 

ree, 50 km south on the island, average wind speed from the island of Ti. 

west (560 30'N, 60 53'W), is 9 m/s at 24 m above sea level, 16 m above 

ground level. However, the rugged topography of Eigg gives more gusty 

wind than on the flat Tirree. Frosts and snowfall on Eigg are 

comparatively rare. 

History 

Eigg may first have been inhabited around 3000 B. C. by 

mesolithic people who were known to have lived in caves near Oban on 

the mainland. The island has changed ownership many times, the longest 

period being under the Scottish clan the Clanranalds, who owned Eigg 

from 1386 for the next 440 years. A famous incident, perhaps legendary, 

is the Eigg cave massacre of 1577, when all but one of the '396 

residents were killed by the rival Macleod clan. 

From about 1590 to 1750, the population of Eigg increased from 

300 to 500. At this time, it was economical for people to bring grain 

from other islands, and the mainland, to be ground by the mill at 

Kildonnan. This mill survived until the beginning of this century. The 

population reached its peak of 550 in 1841, but a potato famine in the 

late 1840s and a decline in the kelp trade led to a rapid slump to 

about 280 by 1871. A brief revival then occurred until 1881, mostly 

because of increased wool t. -ade and commercial potato growing. 

The island changed hands several times between 1827 and 1925, 

and was quite prosperous. It was bought by Sir Walter Runciman in 1925, 

who built the present Lodge (burnt down twice before) and laid out the 

sub-tropical gardens. Despite the improvements under the Runcimans, the 

population continued to decline (mainly for economic reasons) from 190 

at the end of World War 1 to about 70 in 1966. 

Eigg changed hands three more times until 1975, when it was 

bought by the current owner, Keith Schellenberg. He has attempted to 
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reverse the loss of farm land by improving drainage, and had hoped to 

increase cattle exports to 200 per year, this latter plan not having 

materialised as yet. The increasing price of transport to the mainland 

makes agriculture on the island difficult, and fields left untended are 

soon taken over by encroaching bracken. 

The future of the island remains uncertain, and it is beyond the 

scope of this thesis to speculate on it. Various people have suggested 

increased self-sufficiency as the key, but balanced against this is 

the desire to keep Eigg unspoilt (ie uncultivated) to make it 

attractive to tourists. The survival of the school is important, and 

improved energy supplies, both in terms of availability and cost, may 

help stabilise the population. 

Energy Supplies 

Historical energy supplies were wood, peat and heather. Peat was 

dug until about 1940, when the most accessible bogs were worked out. 

Much of the remaining peat has now been over-planted with trees. Hydro 

power has been established for a long time. The water mill, already 

mentioned, was f irst built in about 1780. In 1930 a4 kW d. c. hydro 

plant (Set A on f ig. 3.1) was installed, supplying the Lodge, the 

public hall, and one house. A second hydro turbine (Set Bon fig. 3.1) 

was installed in Laig burn in 1982. This is a 4.5 kW a. c. set supplying 

Laig Farm, and f itted with electronic control to a dump heating load 

(this has been replaced with a dump to the central heating system). 

Coal became an important supply about 100 years ago, and in the 

last 50 years petroleum-based fuel imports have also increased, with 

bottled gas (propane and butane), diesel fuel, petrol and kerosene, all 

being imported. This usually comes once a year, in 40 gallon barrels or 

15kg and 47kg gas cylinders, imported mostly by the Eigg estate office. 

Since 1981 three small wind turbines have been installed, which 

are used to charge batteries for lighting. They are all about 500 W 
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capacity d. c. machines; one is home made, the others commercial 

machines (see White & Pinney 1984). The output of these is, however, 

insignificant compared with total island use. 

Although the energy survey did not cover the financial situation 

on Eigg (other than that relating directly to energy), it is estimated 

that energy costs are more than 50% of a typical householder's annual 

expenditure. 

Transport 

There are 22 mechanical vehicles on the island, including five 

tractors, several Land Rovers, cars and motor cycles. A few bicycles 

are used, and in 1984 the University of Strathclyde lent an 

electrically assisted tricycle to a family on the island (see Appendix 

3). This has had reasonable success, but the comparatively poor quality 

roads, steep hills, and some mechanical problems, have limited its use. 

However, the interest shown in the tricycle indicates that there would 

be a demand for other vehicles of a similar, but improved type. 

There is only one tar-mac road, leading north from the har-bour to 

Cleadale, about 6 km long. Most journeys on the island are therefore 

short, and speeds low. Nonetheless, considerable energy savings could 

be made in fuel consumption. 

The public ferry service makes four journeys per week, doing a 

round trip to Eigg, Rhum, Canna and Skye from Mallaig. The ferry cannot 

put in at the shallow harbour, but must be met by a small motor launch. 

This makes shipments of large or heavy goods difficult, and transport 

of livestock involves hiring a boat from the mainland. In addition 

there is a motor launch which runs from Arisaig to Eigg in the summer. 

Finally there was one commercially operating lobster fishing boat based 

on the island during 1983, one small dinghy and a launch run by the 

Eigg estate. The energy study did not include externally based boats, 

although approximate fuel consumptions were recorded. 
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3.3 THE ENERGY CENSUS: METHODOWGY AND RESULTS 

Mthodology 

The type of survey undertaken is a census, with all houses, 

rather than a proportion of them,, being investigated. 

Prior to visiting Eigg, a survey questionnaire was developed, 

based on that used, and on experience gained, by other researchers: 

Barbour & Twidell (ibid) and Good et al (ibid). The questionnaire was 

to be completed by the interviewer, during personal visits to each 
I 

house on the island. This was tested on two mainland houses, and a few 

modifications were made as a result of these. A preliminary visit to 

Eigg was arranged, in May 1983, in which 5 permanent residences, and 

one occupied holiday home, were visited. 

As a result of this visit, major modifications were made to the 

questionnaire, to make it far less time-consuming. Cne hour was found 

to be the maximum time for which interviewee's interest could be held: 

this had not shown up during the initial tests, as interviewees, 

knowing them to be tests only, had been more patient. Much information, 

such as type and rating of appliances, age of equipment, etc., was 

found to be unnecessary. Making sketch plans of each house was also 

found to be time-consuming: reasonable house layouts could usually be 

obtained by photographing the outside of the houses. The modified 

questionnaire (although still containing some superfluous questions) is 

shown in Appendix 1. With this questionnaire the remaining houses (with 

the exception of three, because of their owners' absence) were 

interviewed during another visit in June. 

Interviewing techniques were based on recommendations from 

Atkinson (1967) and Casley & Lury (1981). Particular care was taken to 

avoid suggesting answers to interviewees, but various methods were 

found useful to prompt answers. Within 24 hours of each interview a 

summary sheet (figure 3.2) was completed in detail for each household 

64 



or facility. Errors could be detected by this process, and occasionally 

it was necessary to return to interviewees to check inconsistencies. 

All interviews were carried out by one interviewer (A. A. P). 

The accuracy of energy data was tested using two principles: (a) 

nodal point accounting, and (b) forward and reverse info--mation. 

(a) Energy usage was investigated at three 'nodes': the 

householders themselves, the Eigg estate records, and records from 

external suppliers. The latter two, however, proved difficult to 

monitor, and gave only partial information. Table 3.1 summarises data 

obtained from these three nodes. 

(b) In the interview, questions were asked about energy supplies 

(eg How many bottles of gas do you buy per year.? ); this is called 

forward information. Later in the interview end-use information was 

asked fo-r (eg How often do you use the gas cooker? ), this being called 

reverse information. Thtal consumption from reverse information could 

be calculated from assumed appliance ratings (table 3.2). Cn the energy 

flow diagram (fig. 3.2) arrows indicate the direction of information, 

and the average of both directions (where applicable) was carried 

forward to later calculations. 

Fue 1 Survey data 
Estate Records 
or Bulk Q: de-. s 

Propane 28550 + 3920 (tea room)* 32470 33290 
Butane 91090 + 10680 (hol. homes)* 101770 73640 
Paraffin 4010 4010 -% Ooal 309260 309260 359680 
Wood 140230 - 46310 (collected free) = 93920 58700 
Kerosene 128710 = 128710 101720 
Diesel 407810 - 61203 (bought elsewhere) = 346580 2207201 
Petrol 64650 = 64650 12260't 
Phurnacite 47580 = 47580 t 
Candles 370 370 t 
Hydro power 3490 3490 

Notes: *= Figures from estate records. 
t= Figures represent fuel ordered for April 1983-April 1984. 
1= No records exist for these fuels. 

Table 3.1 Island energy supplies (April 1982-April 83), frorn survey 
data and estate records of bulk orders. Units kWh/y 
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Typical. input Efficiency Contribution 
Appliance rating (kW) or COP 

. 
to space heat 

open fire 5 0.301 0.30 
Cpen fire with back boiler 5 0.609 
Closed stove 5 0.65ý 0.65 
Closed stove with back boiler 11 0.709 
Range with openable fire 5 0.50 t 
Closed range 2-7 0.721 t 

Rings 21? 
Gas cooker Oven 3 IF 0.60 0.40 

Grill 3tr 
Gas water heater 7 0.75 0.00 
Gas room heater 1-3 1.00 1.00 

Gas lights 0.5 0.01 1.00 
Candles 0.15 0.01 1.00 
Paraffin lanps 0.5 0.01 1.00 

Unlagged hot water piping - 0.95 0.05 
Unlagged hot water tank 0.86 0.14 
Lagged piping and tanks - 1.00 0.00 
Hot water radiators 1 1.00 1.00 

Gas fridge 0.5 0.23 COP 1.00-1.23 
Electric fridges and freezers 0.5 0.90 COP 1.00-1.90 

Electric inmrsion heaters 3 1.00 0.00 
Electric space heaters 1-3 1.00 1.00 
Incandescent electric lights 0.6 0.05 1.00 
Fluorescent lights 0.4 0.15 1.00 
other electric appliances 1 0.20 1.00 

Transport and agriculture - 0.25 0.00 

No te s: *= Dependent on amount of input used to heat water. 
t= Range input is split into: water heating, from end use, 

assuming water heated from JCPC to 600C and accounting for 
pipe and tank losses, cooking the same as for gas cooker, 
where house has both, otherwise estimated from cooking 
times, space heat being the remainder. 

t= Electrical appliance ratings taken from Norgard (1979) 
and Leach et al (1979). 

9= Values from Solid Fuel Advisory Service (1976) or 
Glynwed Appliances Ltd (personal communication,, 1983). 
Cooking on range taken to be 60% efficient, 40% going 
to space heat. 

P= Gas cookers running for less than 10 minutes do so at 
rated output,, for longer periods at 1/6 rated output. 

Table 3.2 Average appliance ratings and efficiencies 

Nodal point accounting is particularly powerful for islands, 

where there are only a few facilities for trading and transporting 

fuels. Transactions also tend to be in relatively large, easily 

66 



remembered, unit quantities. However the former depends heavily on the 

participation of suppliers. 

No instruments were used or measurements made during the study, 

so few energy trans formations could be directly enumerated and standard 

manufacturers' information (table 3.2) was used whenever needed. It 

was important that the interviewer (i) was an experienced scientist 

making reasonable judgements, and (ii) that he became closely involved 

with the interviewees. A 'distant' approach would not have obtained tle 

same levels of information. 

Example of one household supply 

After each interview, a detailed flowchart was p-roduced. An 

example is given on figure 3.2. Most units are kWh/y, as this was 

considered more practical, especially when showing results to 

interviewees. Bracketed data represent those obtained by difference, 

and an unwarranted number of figures are used to avoid intermediate 

rounding errors. 

Propane. Forward information was that four 47kg cylinders were 

used per year (2610 kWh/y). Reverse information from questions on 

cooker usage and lighting gave cooking 1800 kWh/y, 80% and lighting 440 

kWh/y,, 20%. Average usage from forward and reverse information is 

therefore 2430 kWh/y. This is divided between cooking and lighting in 

the percentages above (80% and 20%), and taken to supply appliances 

having the efficiencies of table 3.2. Consequently energy goes to 

cooking and lighting (solid lines) and free gains (dashed lines) to 

space heat. 

2) Wood. An estimated 11000 kWh/y of wood fuel was determined by 

forward information. Reverse information was that a nominal 11 kW 

output wood stove burned for 370 h/y at its rated output, indicating a 

consumption of 4020 kWh/y. An unknown amount of wood was burned with 

coal in the range, so by difference 7270 kWh/y were used in the range. 
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3) Cooking and water heating range. An input of 19760 kWh/y of 

coal, from forward infor-mation, was supplemented by 7270 kWh/y of wood, 

by difference, giving a total input of 27030 kWh/y. Hot water and 

cooking, by reverse information, required 1640 kWh/y and 1950 kWh/y 

respectively. From the quoted efficiency, flue losses were 7570 kWh/y, 

leaving 15870 kWh/y for space heating. 

4) Other supplies. Diesel fuel usage came from forward information 

for the boat (46690 kWh/y) and agriculture (a tractor, 950 kWh/y). That 

used for the diesel generator was obtained by difference. However, this 

particular generator also supplied another house, so the usage for each 

house was obtained by dividing total diesel usage (by difference) in 

the ratio of yearly electrical appliance usage (reverse information). 

5) Primary use. This table on fig. 3.2 divides energy usage by its 

intended end use. Eb-- example, to obtain 1640 kWh/y of hot water from 

the range (at the manufacturer's efficiency of 72%) required 2280 kWh/y 

of primary energy input. Similarly, 4700 kWh/y of diesel fuel were 

needed for water heating via the electric immersion heater. So the 

total primary energy used for water heating was 6980 kWh/y. 

6) End use. This table derives information from assumed appliance 

ef f iciencies. End use refers to energy in its desired end form (for 

example light from a light bulb), but energy can also become useful 

free gains to space heat, which is often welcome on Eigg for comfort 0-- 

drying. Subsequent processes involving the useful energy are not 

considered. The wasted energy is that lost to the environment at 
intermediate transformations. 

7) Fuel cost. The questionnaire included questions on fuel costs, 

some of which are shown on f ig. 3.2, in gross cost (J/kWh supply), and 

useful cost (fAWh end-use) knowing the intervening efficiencies. Table 

3.3 summarises gross costs for the island, and compares them with 

similar costs on the mainland. 
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Fuel type U. K. mainland Eigg island Notes 

Natural gas 0.011 - National grid 
Propane 0.035 0.038 Cylinders 
Butane 0.040 0.044 Cylinders 
Paraffin* 0.020 0.043 Fbr lighting 
Kerosene* 0.019 0.024 Fuel oil 
Coal 0.012 0.014 
Phurnacite 0.019 0.021 For ranges 
Vbod 0.009 T-ocal supply 
Candles 0.610 
Petrol 0.040 0.042 
Diesel 0.021 0.028 For generators 
Electricity 0.050 0.240 Incl. maintenance 

Notes: Distinction between kerosene and paraffin indicates 
different prices. 

t Prices not given owing to large variations by types 
and location. 

Table 3.3 Eigg island and U. K. mainland average fuel costs in 
- 1983-84. Units fAWh 

8) Diesel generators. Any future energy supply system for Eigg 

will almost certainly include electricity, so attention was pziid to 

diesel generator operation. Generator efficiencies were obtained by 

dividing reverse information of electricity consumption by forward 

information on fuel usage. Efficiencies were nearly always below 

manufacture. -Is recommendations because (a) generators are often under- 

loaded, (b) machines run intermittently, and (c) most machines are old. 

9) Transport. An attempt was made to gain more detailed 

information on journeys and fuel usage than the questionnaire alone 

gave. Some islanders were encouraged to keep records of their journeys 

and fuel use, and were provided with log books for this purpose. 

Mwever, no records were kept in detail and the study was abandoned. 

During the interviewing visit three householders were absent, so 

a postal questionnaire was developed for thqm, which is also shown in 

Appendix 1. This is much simpler than the f irst version, yet still 

obtained almost the same level of information. Two replies were 

received from the three questionnaires sent out. It is suggested that 
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this simplified version might be more applicable for further studies. 

one household could not be interviewed, for personal reasons. 

However a visit to the house allowed an estimate to be made of energy 

consumption, based on personal experience and Estate records. The same 

was done for the house not covered by the postal questionnaire. 

Results 

The individual house results, and those f rom the post office, 

school, telephone exchange,, surgery and church were summed to give 

total island energy usage for the year. April 1982-Ap--il 1983. Figures 

3.3 to 3.5 and table 3.4 show the overall energy supplies and usage for 

the island during this year. The demand for space heating is by far the 

largest single demand (47% of primary supply), followed by diesel 

generator fuel (18%), local transport (10), cooking (8%) and the one 

commercial fishing boat (4%). Agricultural machines (excluding 

transport for agricultural activities) use only 1.6% of primary supply. 

The pie charts shown on f igures 3.4 and 3.5 split fuel supply, 

Primary energy usage and end usage into categories, and the relative 

percentage of each fuel and type of end-use can easily be seen. Figure 

3.4 includes waste energy in all diagrams, whereas figure 3.5 excludes 

waste from the primary and end-use charts. The reduced areas of these 

therefore represent waste energy. Wasted energy (that lost to the 

environment without any gain to the user) makes up 49% of total energy 

supply. The greatest losses are from the 15 diesel generators (total 

nominal capacity 104 kVA). These are on average only 17 (+/-3)% 

efficient in producing electricity. Although not fully Utilised during 

the year of the survey, the two hydrO turbines managed to produce 9% of 

the island's total electricity. other large losses are from vehicles, 

and flue losses from ranges, stoves and open f ires. Vehicles have an 

average fuel consumption of 30 litres/100 km: on the mainland 10 

litres/100 km would be expected from similar vehicles. 
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Table 3.3 shows fuel and prices on Eigg compared with those on 

the mainland. Prices on Eigg are about 20% higher on average than the 

mainland. The average electricity cost to householders is 0.160 : FAWh 

(excluding labour costs of the operator) compared with typical mainland 

values of 0.05 JAWh. However, average electricity costs on the island 

including the telephone exchange, is 0.24 fAWh. The telephone exchange 

is the single largest fuel user on the island, being of standard unit 

size with considerable overcapacity. Its fuel consumption was 64000 

kWh/y, with an average of 490 W continuous per line. 

The results from a statistically-average house on Eigg are shown 

on table 3.5. Island averages and standard deviations are shown, from 

which it can be seen that there are large differences between houses. 

The per capita energy supply on Eigg is 19000 kWh/y (2.2 kW 

continuous average). Table 3.6 compares this with other islands, some 

other rural communities and with the U. K. and U. S. A. mainland averages. 

The table excludes the primary fuel used to generate electricity, so 

electricity use can be compared irrespective of method of generation. 

It can be seen that islands have a much higher per. capita energy 

consumption than mainland Britain. For the island of Coll, the per. 

capita use is higher than the U. S. A, the largest energy using country 

in the world. These higher values are, to a large extent, accounted for 

by lower efficiencies of energy transformations and insulation 

standards. It is equally interesting to compare per capita energy use 

in developing countries with those of the U. K. and U. S. A. For example, 

in Tanzania, the usage is only 5% of that in the U. K. This highlights 

the importance of assessing energy demands carefully if the energy 

planning model developed in this thesis is to be applied to other areas 

of the world. 
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3.4 OONCLUSIONS 

one problem with the type of energy survey presented in this 

chapter is that it does not indicate the 'true' demand for energy. Fuel 

prices on Eigg are high, comfort levels relatively low, energy 

efficiency and insulation levels often low, and many householders would 

use considerably more energy (their 'true' demand) if it were cheaper 

and more available. Considerable modification has to be made to the 

energy demands found by the survey to make them more representative of 

this true demand (sections 5.3 and 5.4 discuss this further). Although 

Eigg has a higher per capita energy consumption than the U. K. mainland, 

ituses energy far less efficiently, giving lower comfort levels for 

the amount of energy used. It is therefore concluded that the survey on 

Eigg, as far. as its usefulness for the energy planning strategy is 

conce. -ned,, was too detailed, and attempted to obtain too much 

informtion. 

A simpler- method was the postal questionnaire shown in 

appendix 1. A detailed energy survey would be justified for communities 

whete comfort levels (with regard to energy usage) arre al. ready 

satisfactory, and therefore are unlikely to change with cheaper, more 

available supplies. But it is not worth using it in communities where 

it will not find the true energy demand. It is more useful to develop 

methods to determine energy demands other than by survey, and this is 

done in sections 5.3 and 5.4. The one advantage of the personal survey 

was the insight it gave into likely levels of demand given cheaper 

energy, and to gain a closer contact with the community. 
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CHAPTER 4 ECONOMIC AND THERMODYNAMIC ASSESSMENT OF ENEIGY 
SYSTEMS FOR SMALL COMMUNITIES 

This chapter presents the two methods of analysing energy 

systems for small, rural communities which are used in this thesis: 

namely economic analysis, and thermodynamic analysis. 

Section 4.1 describes in detail the computer-based economic 

assessment model, which uses the economic theory developed in section 

2.1. An example is given of running the model for a small community. 

Section 4.2 describes and discusses the methodology of 

thermodynamic optimisation and assessment of the same energy systems 

analysed by the economic model. Using the concepts second law 

efficiency, exergy and energy quality developed in section 2.2, a 

diagramatical method for exergy analysis is presented. 

The literature review of section 4.2 investigates various other 

methods of thermodynamic assessment,, particularly exergy economics, and 

shows how these differ from the type of analysis used in this work. The 

review of section 4.1 describes three other models for economic 

assessment of energy systems, comparing them with the model developed 

in this thesis. 



Section 4.1 Methodology for Economic Assessment of Energy Supply 
Systems for Small Communities 

4.1.1 INTR01XJCTION AND MODEL OVERVIEW 

Before installing any energy supply equipment, a careful 

economic analysis should be carried out to determine whether such an 

installation would be cost-effective. This is particularly important 

when there are several possible ways of supplying the energy demand, in 

which case the best way must be chosen. 

This section describes an economic and technical feasibility 

study model for analysing domestic energy supplies to small communities 

of up to about 30 houses. The model currently includes those ene. rgy 

supplies most likely to be found in remote rural communities or small 

islands, both renewable and non-renewable. Its modular construction 

allows easy modification to study other equipment. 

The model outputs are cost per year of running the system, and 

performance data for all equipment in the simulation. The results are 

in a form which suggest improvements to system design after each run of 

the simulation: those supplies which, on the basis of cost, were seldom 

required can be excluded from further simulations; those which were 

over- or under-rated can be changed accordingly. 

The model is split into four main programs (with a fifth 

optional), and four smaller programs which generate input data for the 

main programs, if required. Figure 4.1.1 shows a flow chart for using 

all the programs, and these are summarised herre: 

COSTCALCS: This program calculates the cost per kilowatt-hour of 

energy from all primary ene. -gy supply equipment in the community: 

hydro-electric turbines, wind turbines, solar panels, diesel 

generators, cooking ranges, heating stoves and gas water heaters. 

HOUSECOSTS: The principle aim of this program is to calculate the 

cost per kilowatt-hour of energy in its final form (space heat, 
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cooking, hot water or electricity) for each house, from all equipment 

supplying the house. 

COSTSORT: This program sorts the final-form energy unit costs for 

each house (from MJSECOSTS) into the order ready to be used by COMSIM. 

COMSIM: This is the actual community simulation program. on an 

Ir)urly basis (for a whole year), the program reads energy demand data 

for electricity, water heating, cooking and space heating, for each 

house or house heating zone, from f iles. It then attempts to satisfy 

the demands with the available supplies, using supplies in the order 

taken from COSTSORT. The order is such that renewable energies are used 

to replace the most expensive non-renewables first. 

RECALCS: The cost per kilowatt-hour figures obtained by COSTCALCS 

and HOUSECOSTS depend implicitly on the amount of energy from each 

piece of equipment used during a simulation. Assumptions about usage 

are made in COSTCALCS and HOUSECOSTS, but if these prove to be 

inaccurate after studying the simulation results, RECALCS modifies the 

relevant unit costs prior to re-running the simulation. The use of this 

program is optional. 

The four other optional programs, used to generate input data 

fo. - the main programs are: 

1) HYPRED: Uses the hydrological model described in section 5.2 to 

predict daily streamflows from catcliments suitable for hydro power. 

2) DIACALC: Calculates the optimum supply pipe diameter for hydro 

turbines using the method of section 5.2. 

3) WINDPRED: Simulates daily wind speeds (to calculate wind energy 

availability) from annual mean or- mean monthly wind speeds, using the 

f irst method described in section 5.1. 

4) SOLPRED: Simulates hourly solar radiation (used to calculate 

available solar energy) from daily total radiation. 
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4.1.2 SYMBOLS AND UNITS 

Symbol Description Units 

A Solar panel surface area m2 
Ca Annual cost : F/y 

Specific heat J/(kg k) 

U Unit ener. y cost 9 J/kWh 
COP Coefficient of performance 

D Energy demand kW 
Ea Annual energy transmitted by grid kWh/y 
Hs Static head m 
I Equipment capital cost Jf 
L Pipe length m 
M Annual maintenance cost f/y 
N Equipment lifethw y 
Pa Power output used per year kWh/y 
Pi Power input to central heating kW 
Pt Hourly potential power output kW 
P y Yearly potential power output Wýýy 
Q Strreamf low m /s 
Qf Yearly fuel cost f /Y 
R Remaining potential power output kW 

a Constant m3sl. 
75 

b Constant 
d Pipe diameter m 
f Power usage factor 

i 2 
9 on Gravitational accelerat M/S 
h House or list number 
hf Friction head loss m 
m Mass of water kg 

7_ r Discount or interest rate Y 

9- Water density kg/m3 
rz Efficiency 2 0 Global solar radiation w/m 

suffices and superscripts 

C Central heating system 
e Energy supply equipment 
9 Electricity grid 
h Heat pump 
m Number of non-renewable energy sources 
p Number of renewable sources 
s List number 
t Time (hour) 

N Non-r-enewable energy sources 
R Renewable energy source 

The units used by the model are kW, kWh, kWh/y and fAWI-u It was 

felt that these were easier to understand than more usual SI units. All 

equations are modified to allow for these units. 
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4.1.3 LITERATURE REVIEW 

Much work has been done on energy planning, with different 

levels of complexity and detail. The criteria also vary, and planning 

covers many topics including: economic studies, substitution of non- 

renewable fuels by renewables, and thermodynamics (see section 4.2). 

Since this thesis studies small communities, only references dealing 

with this level are covered. Similarly, only models studying a range of 

energy supplies, rather than a single type of supply, are covered. 

It is highly likely that many other models exist (for example the 

model SOSIE, developed in France (Matarasso & Valette 1984) is known to 

exist, but the reference does not allow more than its basic aims to be 

understood), but these, developed by under- or post-graduates, 

university departments or consultancy companies, are often not properly 

referenced and so are not found by usual methods of literature search. 

SIENA 

SIENA was developed by the University of Milan (Castelli 1984), 

and is now the model adopted by the Fbod and Agriculture Qýganisation 

project "Development of Integrated Farm Energy Systems". 

The model studies energy requirements for farms, covering what 

are called 'stationary user-points'. These are electricity and heat (at 

two temperature levels) demands for such processes as: crop drying, 

milking, space heat for animal rearing, feed processing, and farm-based 

light industry. SIENA studies both renewable and non-renewable energy 

sources, including import to, and export from the farm of electricity. 

Three model operation modes exist: (1) maximisation of Internal Rate of 

Return (section 2.1), (2) maximisation of use of renewable energy, or 

(3) maximisation of renewable energy usage for a preset IRR. 

Energy demands for the farm's user points are determined by 

detailed energy survey (Pellizzi & Castelli 1984) as monthly mean and 

the maximum daily and minimum daily level,, for each month of the 
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simulation year. These are converted to daily mean levels using a 

random number process. A similar procedure is used to obtain solar 

radiation, streamflow and biomass potential, but SIENA uses the first 

method of section 5.1.4 of this thesis to determine daily wind speed. 

Details of each piece of energy supply equipment used in the 

simulation must be input, and these include: minimum and maximum plant 

size and step change to be studied (for example lOkW to 20kW, with step 

size 2kW for a wind turbine), unit power costs at rated output (f/kW 

not J/kWh) of energy equipment (but unit energy costs for imported 

electricity of combustible fuels in f/kWh or f /kg respectively) and 

money interest and energy inflation rate (section 2.1). 

A simulation of SIENA uses a daily time step, attempting to meet 

the energy demand on each day by the renewable supplies, and if this is 

not possible, using non-renewable sources. Renewable energies are used 

in a preset order, based on their versatility, but irrespective of unit 

cost. Thus solar panels (only able to produce heat) would be used 

before a hydro turbine (which can produce heat or electricity). A 

simulation considers all combinations of equipment sizes specified, by 

changing each rating one step at a time. A result-set is determined for 

each combination, showing the percentage of heat and electricity 

covered by the renewables, total plant cost, cost savings compared with 

using all conventional energy, internal rate of return, payback time 

and net present value (see section 2.1). 

SIENA has some advantages over the model proposed in this 

thesis: it needs less accurate data, monthly averages as opposed to 

hourly values, and it can be run on a micro computer, making it 

possible to run it 'on site'. However, it also has some disadvantages: 

1) In assessing system cost, SIENA takes no account of total 

output from any piece of equipment. The yearly cost (f/y) is used, 

rather than unit cost multiplied by output (fAWh x kWh/y). This fails 

85 



to show that large investments might be made in a piece of equipment 

for fairly little energy production. It is also impossible? using this 

strategy, to know which demands renewable sources should supply in 

preference (substituting for the most expensive non-renewables) to give 

maximum cost savings. Finally, without knowing unit energy costs, it is 

impossible to compare renewable energy supplies with imported energy. 

While this is unimportant if the aim is to maximise renewable energy 

usage, it would be important if the aim is to minimise system costs. 

2) There is no correlation between the various stochastically 

predicted meteorological parameters, or between these parameters and 

energy demands. For example a run of sunny days (predicted by the 

model) might also correspond to a high demand for crop drying, whereas 

the opposite is usually the case. 

3) Chapter 6 of this thesis shows that there are considerable 

differences between using a daily simulation time step and an hourly 

step, particularly for wind and solar power. The use of the longer time 

step of one day by SIENA might lead to errors. 

4) Using equipment in order of 'versatility', rather than cost, 

can give sub-optimal results. For example, if large investment is made 

in a hyd--O turbine producing cheap energy, to use more expensive energy 

supplies in preference does not make the best use of the investment. 

5) SIENA does not easily allow the use of several conventional 

energy sources, usually studying only one heat production plant, and 

one source of electricity (other than imported electricity). While this 

is not important for a single farm, it would be unrealistic for larger- 

communities in which several different sources might be used. 

Fbý- these reasons the SIENA method was not used in this thesis. 

SIKKE 

The SIKKE model was developed by the Riso National Laboratory in 

Denmark (Nielsen 1986). It aims to study several alternative energy 
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sources (used in combination) to supply domestic energy to small 

villages (less than 200 inhabitants). 

Its data inputs for energy demands are obtained either from 

standard (hourly) time series, scaled accordingly, which are available 

in Denmark, or from recorded values. Like SIENA, these data are 

combined to give total electricity and heat demands for the whole 

community. Meteorological data are similarly obtained from standard 

time series for the 'reference' year in Denmark (available from the 

Danish Building Research Institute). 

The model can study nine renewable and non-renewable energy 

sources, including heat storage. Devices are used in the order 

specified by the user, including which are used for base load, and 

which for peak load. After a yearly simulation, the model shows the 

output of each device used to supply heat or electricity, the capacity 

factor (useful output/total potential output), the yearly cost of the 

system, and its net present value for different money interest rates. 

It is unclear exactly how these latter values are obtained, but most 

likely they are determined by a similar process as in SIENA, namely 

using the yearly cost of each device. 

Using an hourly time step, and standard demand data, this model 

overcomes two of the disadvantages of SIENA, while the use of a user- 

specified order of preference for energy sources is better than a pre- 

determined order, assuming the correct order of preference can be 

chosen by the user. A more detailed description of the model's strategy 

would be needed before closer comparison could be made between SIKKE, 

SIENA and the model of this thesis, but its brief description implies 

that it overcomes some of the problems of SIENA. 

MERDA 

The MERDA model differs from the others, which use linear 

programming methods and economic optimisation, in that it is a system 
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dynamics model. Cause-effect relationships are represented by 

differential equations, solvable by numerical analysis. The model is 

used to study improvements in agriculture and energy supplies (often 

inter-related) for small rural villages in the Third World, with the 

emphasis on self-reliant development, and uses a system dynamics 

approach because no single criterion for optimisation fo-r such villages 

could be found. The success of improvements could be judged by: 

adequate nutritional standard,, adequate health, enhanced money income, 

greater self-sufficiency in energy, and greater attraction of living in 

the rural environment. 

MERDA was developed at the University of Strathclyde (IFIAS 

1981). A simple example of its method is shown by figure 4.1.2. 

Differential equations for each link are determined, allowing the 

effect on all other parameters of a change in one or more individual 

parameters to be calculated. Note that f igure 11 contains not only 

energy balances but also population and money balances. Any of these 

can be optimised by the model. 

Population 
+, 0- 

Power demand Wood harvest 

Power import Wood import 
ý- 

Bank balance -- 

FIGURE 4.1.2 Causal loop diagram of MERDA model 

The economic planning model of this thesis does not determine 

any other effects than reduction of cost (or maximisation of renewable 

energy usage) for a given energy demand level. Therefore there is only 

one parameter to optimise, and the type of analysis used by MERDA would 

be unnecessarily complicated. However, MERDA is reviewed to show other 

ways in which energy systems can be optimised. 
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4.1A DESCRIPTION OF THE MODEL 

The source code for the four main models is contained in a 

separate volume of the thesis, available from the author. 

4.1.4a Data requirements and computer needs 

Data requirements can be split into two types: those input by 

the user while running each of the programs, and those held in computer 

files and read automatically by the programs. Data for the four 

optional programs are described in Chapter 5. 

User-Input Data 

For COSTCALCS, the user. is asked, in turn, for details on the 

following energy supply equipment: hydr-o turbines, wind turbines, solar 

air or. water heating panels, diesel generators, coal, wood or kerosene 

fired cooking ranges, coal or wood fired heating stoves and gas wate-r 

heaters. The user need not specify all types of equipment; and he need 

only input data for one of each different device (different fuel cost, 

output or efficiency). HOUSECOSTS later. asks which type of device a 

house uses. For all types of equipment: capital cost, annual 

maintenance costs, equipment lifetime, rated power output (forr all 

equipment other than wind turbines) and fuel cost (if applicable) are 

asked for. In addition, fo-. - all equipment other than wind turbines and 

solar. panels, the user is asked forr average device efficiency. 

The capital cost is that related only to the plant or device 

itself. Electrical connection or distribution system costs are not 

included, but the figures should include things such as: transport of 

the equipment to the site, installation costs and related civil 

engineering costs (dams and pipework fo-r hydro turbines, foundations 

for wind turbines, sheds for diesel generators, etc. ). 

When specifying hydr. 0 turbines, data are required forr: catchment 

number (relating to a file containing streamflow figures for that 

catchment),, static head of the river, supply pipe length and supply 
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pipe diameter. If wind turbines are specified, the user is given the 

option of selecting from eleven commercially available machines, for 

which performance data are held in a file. He may also chose other 

machines, in which case he is asked for their performance: cut-in and 

cut-out wind speeds, and power output at 4,6,8,10,12,14 and 16m/s 

wind speeds. When specifying solar water or air heating panels, the 

total panel area must be input. 

For H(XJSECOSTS, the user- must input the following data: 

1) The number of houses in the community (up to 30). 

2) The number of types of electrically driven heat pumps: their 
output rating, COP, capital cost and lifetime. 

3) The number of electricity grids in the community. The capital 
cost and lifetime of each grid is required, and which machines supply 
each grid. A generator can only supply one grid. 

4) The number of houses on each grid. 

For each house on each grid in turn, the userr is then asked for: 

1) The number of space heating zones in the house, and their type 
(kitchen, living room, bedroom or general room). He is asked if the 
house has a central heating (CH) system. If it does, the system capital 
cost, rating and lifetime must be input, and which zones it supplies. 

2) If the house has electrically-driven heat pumps. Note that: 
a) The heat pump must supply the CH system if a house has one, and must 
therefore be an air-to-water machine. b) only one heat pump can be 
specified for a house having a CH system. c) The heat pump can only 
give domestic hot water if the house has a CH system. If the house does 
not have a CH system, it can have one air-to-air. heat pump in each 
zone, if required. Heat pumps are assumed to be driven by all the 
electricity generators supplying the house. 

3) Whether the house has any of the solar panels specified in 
COSTCALCS. If it has air heating panels, they must have their own air 
distribution system. Capital cost and lifetime of the hot air system 
will be asked for, and which zones are supplied by it. Solar water heaters will automatically supply the CH system if a house has one; if 
not the panels can only give domestic hot water, not space heat. 

4) Whether the house has any of the cooking ranges, heating stoves 
or gas water heaters specified in COSTCALCS, in which zone they are and if they supply the CH system, if the house has one. A house can only have one range of each type, and only one stove of each type per zone. 
Gas water heaters automatically supply the CH system if it exists. 

If the number of houses on all grids is less than the number of 

houses in the community, or if no grids are specified, the user- is 
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asked whether each house has electricity from non grid connected 

machines. A similar set of questions to those above follow, except that 

if a house has no electricity supply, it cannot have heat pumps. 

The only data required by COSTSORT are: the unit costs of butane 

gas, propane gas, coal and wood fuel (in cost per kilowatt-hour of the 

primary fuel), if each house has a butane or propane gas cooker, and if 

each zone in the house has a coal of wood fired open fire. 

COMSIM, finally, requires only the level of electricity demand 

for each house. The level can be: 1) 60 W average daily demand; 

2) 160 W daily average; 3) 280 W daily average; 4) 560 W average; 

5) 820 W average; or 6) No electricity demand. 

Data on Computer Files 

The following info--mation applies to the model run with an 

hourly simulation time step: mean daily or mean weekly data can be used 

if the model is run with these time steps. All files should contain 

hourly data for the whole year, but COMSIM can repeat data which are 

the same each day or week. 

Energy demand data are required in the following files: 

1) Five files containing electricity demand (kW) for the five levels 
of demand mentioned above. This demand should not include electricity 
used for cooking, hot water or space heating. 

2) Af ile containing hot water demand for each house. 

3) Af ile containing cooking demands for each house. 

4) Four files containing space heat demands for each of the four 
types of zone mentioned above (see chapter 5.3). 

To assess renewable energy potential, COSTSORr and COMSIM both 

require hourly values of wind speed (m/s) and total solar radiation 
(W/m2) for the year simulated. Files are also required containing 

hourly streamflows (m3/s) for each catchment producing hydro powere 

Performance data for the 11 wind turbines that can be selected 

is the final requirement. This contains cut-in and cut-out wind speeds, 
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and power outputs at 4m/s to 16m/s wind Epeed for eacn turbine. 

Each program in the sequence requires the output files from the 

previous program. It would be difficult to construct the necessary 

files other than by running the programs. 

COMPUTER NEEDS 

All programs were develcped ma DEC mainframe VAX/VMS 11/785 

single-processor con-puter. Using the VAX meant that programs could be 

deve1cped without disk space or running time limitaticns. Future work 

should lead to versions of the model suitable for use on micro 

corrputers. The language used throughout is VAX 11 PASCAL (cnly slightly 

different from standard PASCAL), which is an easy language to learn. 

Its structured nature allows easy program develcpment and de-bugging. 

Table 4.1.1 shows the disk space used by the four main programs 

(source and executable files) and the data files (including data files 

generated ly the programs). The size dEpends on: the number of houses, 

the time-stEp and length of the energy demand files and the number of 

Energy sLpply devices. The values here are for the 27 houses on Eigg. 

File Disk Space 
COSrCALCS 32.3 
HOUSECOSTS 78.3 
=SORT 104.5 
COMM 93.7 

Elec. derrzrid 5x6.1 = 30.5 
Hot water denimd 1.5 

File Disk Space 
Cooking demmd 18.4 
Epace heat denmd 4x158.2 = 632.8 
Catchmmt streamflow 5x6.1 = 30.5 
Wind turbine performmce 1.5 
Meteorological data 385.5 
Intermediate files 549.9 
Results files 30.2 

T9-89.6 

Table 4.1.1 Disk space requirements for program and data files (kbytes) 

The running time of the programs depends a) on the number of 

houses in the community, and b) the number of different supply devices 

being ocnsidered. A typical run Of COSTCALCS, HOUSECOSTS and CoSTSORT 

for the island of Eigg (27 houses) takes about cne hour for data input, 

and negligible corrputer time. A run of COMSIM, using an hourly time 

step, needs about 1.5 hours of central processor unit (cpu) time, while 

a similar run using a daily time step takes about 5 minutes CPU time. 
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4-lAb The program COSICALCS with exariple nn 

This program calculates the unit costs of energy from each of 

the types of enercy sipply equipment in a simulaticn. This is the cost 

of energy as output by the equipment, and does not include distribution 

costs. The method used to calculate unit costs is a net present value 

technique described fully in section 2.1, and is cnly summarised here. 

The amual cost of an energy supply device is: 

Ca, e ý-- Eir(, +r)n/((, +r)n - 1)] +m+ Qf cf (1.1.24) (4.1-1) 

The potential yearly output (Py) from a device comes from: 

P (4.1.2) 
Y Pt 

where Pt = hourly power output at time t, 
8760 = number of hours in the year. 

For specific devices eqn. 4.1.2 has the following forms: 

1) For hydro turbines the equations of section 5.2 are used. Thus 

the total Potential power throughout the year is given ly 

47,60 1.75 4.75) P= : ýegqQjHs - (aLQ L/D (4.1.3) 
t y %-I 

where Qt = streamflow at time t, 
-4 3 1.75 

cmd a= ccnstmt, value 8.04xlO ms 

If the streamflow exceeds the value for rated output, the turbines' 

output is set at its rated value. 

2) For wind turbines hourly power output is from interpolation of 

the turbine performance characteristics 'knowing the hourly wind speed. 

3) Flor solar panels, the yearly potential power comes from 
$760 

Py = 2QAýt (4.1-4) 
t. 1 

where rZ = collector efficiency, 
A= panel area, 

ýt = global radiaticn at time t. 

The values of , from Duffie & Beckman (1980), are 50% for water 

heating panels and 40% f6r air heating panels. 

4) For all ranges, tieating stoves, diesel generators and gas water 

heaters, the potential power output is sinply the hourly rated power 

output multiplied ly the number of hours per year. 
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The cost per unit output depends on the amount of energy from 

each device used in a year (seldom the same as the potential output) 

So actual output is estimated as a prcporticn of the potential 1: Y: 

PaPf (4.1.5) 
y 

where Pa = power output used Izy the ccnsumer, 
and f= prcporticn of potential power used. 

The factor f has the initial values shown below, but cm be modified. 

Device Usage factor Device Usage factor 

Hydro turbines 0.80-1.00 Ranges 0.70-1.00 
Wind turbines 0.80-1.00 Heating stoves 0.70-1.00 
Solar panels 1.00 Gas water heaters 0.08 
Diesel generators 0.40 Heat punps 0.25 

Table 4.1.2 Usage factors for enercN supply equipment 

Finally the cost per unit output is calculated by: 

Cu, e = Ca, e/Pa, e 
(4.1.6) 

Table 4.1.3 Shows an exarnple run of COSTCALCS. The program 

itself only prints the unit costs (although it retains the ratings, 

efficiencies and annual energy outputs in files to be used by other 

programs). other data are shown for information cnly. 

1hergy supply Lhit Capital Fuel 
device Type cost cost cost Rating Eff. Life 

(6/kWh) (J) (f/kWh) (kW) (%) (Y) 

Hydro turbines 1 0.0065 10000 - 11.0 90 40 
2 0.0088 8500 - 8.0 90 40 
3 0.0127 5500 - 3.0 90 40 

Wind turbines 1 0.0491 59000 - 60.0 - 25 
2 0.0466 22000 - 22.0 - 25 

Water solar panels 1 0.0503 800 - 2.5ný 50 20 

Diesel generators 1 0.1700 1700 0.028 3.5 18 15 
2 0.1740 1100 0.028 1.9 18 15 

Wood fired ranges 1 0.0181 1900 0.009 2.5 70 30 
2 0.0209 1700 0.009 1.5 70 30 
3 0.0190 1700 0.009 2.0 70 30 

Wood fired stoves 1 0.0265 600 0.009 1.5 55 40 
2 0.0254 900 0.009 2.5 55 40 

Table 4.1.3 Output from nn of COSTCALCS 
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4. lAc The program HOUSECOSrS with exaxrple nn 

Tnis program uses unit cost data from COSTCALCS to calculate, 

for each house in the community, the unit Costs of enercy in its final 

form, which is either: electricity, hot water, cooking or space heat. 

Me user-input data needed are described in sub-sectim 4.1.4a. 

So only the methods of calculation, and the conditions relating to 

supplies are presented here. Figure 4.1.3 shows a flow chart for the 

program. The letters A, B cmd C show routes through the program. 

Central Heating Systems 

The advantages of specifying a central heating (CH) system are 

that a) it acts as a partial heat store, smoothing out short-term 

fluctuatims in Energy sLpply, b) it allows solar water panels, rcmgest 

heating stoves and gas water heaters to supply space heating to several 

or all of the zones in a house. 

The annual cost, Ca, c, of the CH system is calculated by eqn. 

4.1.1 (maintenance and fuel costs being zero). The system rating is 

kiown, aid it is assumed that the CH runs at its rated power for 25% of 

the year (f--0.25). The unit Cost Of the system, Cu'c, from eqn 4.1.6 is 

Cu, c -4 Ca, c/Pa, c (4.1.7) 

7he Lnit costs of a direct hot water system are small corrpared 

with those of a CH system, so no cost is assigned to a direct system. 

Electricity Grids 

An electricity grid is defined as any two or more houses sharing 

cne or more electricity generators through a common electrical 

ccnnecticn. Each hydro turbine can cnly supply cne grid, but there can 
be cne of each type of wind turbine per grid, and several of each type 

of diesel (up to a maximum total of 10). A house not cn a grid can have 

cne hydro turbine, cne wind turbine and/or cne diesel generator. 

Tne likely average power transmitted b y the grid is calculated 

using the yearly machine output figures from COM=S. The user inputs 
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the grids' capital cost (including any SWitCh gear, transformers, 

synchronisation equipment, etc. ) and lifetime. If the yearly cost of 

the grid is Ca, g (eqn. 4.1.1) and the yearly energy transmitted by the 

grid is Ear the grid's unit cost is 

CU, 9 ý- Ca, 9 
/Ea (4.1.8) 

This unit cost is added to the unit energy costs from each 

generator on the grid to give the cost per unit of electricity 

delivered to the house. Unit costs of electric appliances are small 

conpared with the costs of electricity sipply, so are not amsidered. 

Final-form Uhit Biergy Cc>sts 

For electricity generators, if the hoUse has a CH system the 

unit cost of the system is added to the delivered electricity unit cost 

to give a final cost of hot water and space heat from the CH system. 

Each generator can supply electric appliances, hot water (which must 

come via the CH system if one exists), electric cooking md space heat 

(which can be both direct, in which case its cost is the same as for 

electric appliances, and from the CH system). If no CH system is 

specified, CU, C is zero, as is the grid cost if the house is not grid 

ccrmected. So final-form end costs from each device are: 

1) Electrical appliances Cu, e+ Cu, g (4.1.9) 
2) Hot water Cu, e + Cu, g + Cu, c (4.1.10) 
3) Cooking Cu e+ CU, 9 (4.1.11) 
4) Space heating (direct) Cu', 'e + cu, g (4.1.12) 

(via CH) Cu, e + cu, g + Cu, c (4.1.13) 

For ranges and heating stoves similar equations are used, but 

the range or stove can only give direct space heat to the zone it is 

in. If there is a CH system, ranges and stoves can only give domestic 

hot water via the system. If no CH is specified, they have the Cption 

to give direct hot water. Thus the unit costs of final-form enercH are: 

1) Cooking (ranges cnly) Cute (4.1.14) 
2) Space heat (direct to zcne) Cute (4.1.15) 

(via CH) Cu e+ Cu, c (4.1.16) 
3) Hot water (via CH) Cu"e + Cut C (4.1.17) 

(direct) Cut e 
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Gas water heaters can only give space heat if a CH system has 

been specified, and if it has the heater must supply its hot water via 

the system. If a CH system is not specified, the heater can only give 

direct hot water. For the former case, hot water and space heating 

costs come from eqn. 4.1.16, while eqn. 4.1.18 is used in the latter. 

Solar air panels can only supply space heat, and they must have 

their own air distribution system. Thus eqn. 4.1.16 is used, but Cu, c 

relates to the cost of the air distributicn system. 

Heat Punps 

Two types of electrically driven heat pun-ps (HP) can be studied: 

air-to-air (for space heat to a single zcne) or air-to-water which must 

supply a CH system, giving hot water and space heat to all zCnes the CH 

supplies. Heat punps for domestic hot water cnly are not studied. 

After inputing capital cost, life time, COP and output rating of 

each type of HP in the simulation, their unit costs come from eqn 

4.1.1. The user is asked if a house has a HP, and if so which type. 

If there is no CH, the generator cost Cu "ý Cu, e + Cu, g, else 

Cu ý Cu, e + Cu'g + Cu'c. The unit cost of the HP is Cu'n. Because the 

heat punp increases the effective energy output from the generator, Cu 

must be decreased accordingly. So unit costs from the heat purrP are: 

Hot water (via CH) = Cu h+ (Cu, e+ Cu, g+ Cu c) 
/COP (4.1.19) 

q)ace heat (via CH) ` Cu'h + (Cu, 
e + Cu, g + Cu'c)/COP (4.1.20) 

Epace heat (direct) = Cu, n + (Cu, 
e + Cý, g)/COP (4.1.21) 

If the generator cost is high, as with diesels, unit costs from 

the HP will be less than direct heating. But if the cost is low, for 

example for hydro turbines, the HP output cost may be higher than 

direct heating because its unit cost is greater than the generaticn and 

distribution costs divided ly the COP (see exarrples below). 

Tables 4.1.4 and 4.1.5 show outputs from a run of HOUSECOSTS. 

Table 4.1.4 gives details of a house on electricity grid cne, with a CH 
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sytem and an air-to-water HP with unit cost 0.0282 f/kwh output. Table 

4.1.5 gives details for a house which has an air-to-air HP (unit cost 

0.0225 f/kWti) in zone 2, and one (unit cost 0.0375 f/kWli) in zone 3. 

H, Vdro turbines 1 and 2, wind turbine 1, 
1 diesel type 1 and 2 diesels type 2: are on grid 
Hydro turbine 2,1 diesel type 1: are cn grid 2 

House 1 is cn grid 1 and is supplied ty: 

Hydm turbine 1 with prices: 
Elec. appliances = 0.0069 
Hot water frcm CH = 0.0257 

Elec. cooking = 0.0069 
Space heat frorn CH = 0.0257 

Hydm turbine 2 with prices: 
Elec. eppliances = 0.0091 
Hot water frcm CH = 0.0279 

Elec. cooking = 0.0091 
Space heat from CH = 0.0279 

Wind turbine type 1 with prices: 
Elec. appliances = 0.0445 Elec. cooking =0 . 0445 
Hot water from CH = 0.0632 Space heat from CH = 0.0632 

Diesel generator type 1 with prices: 
Elec. appliances = 0.1708 Elec. cooking = 0.1708 
Hot water from CH = 0.1896 Space heat from CH = 0.1896 

Diesel generator type 2 with prices: 
Elec. appliances = 0.1747 Elec. cooking = 0.1747 
Hot water from CH = 0.1935 Space heat from CH = 0.1935 

House I is also supplied by 

A wood fired range type 1 giving: 
oooking =0 . 0181 Direct space heat = 0.0181 
Hot water from CH = 0.0369 Space heat from CH = 0.0369 
Pznge is in zcne 1 

A wood fired stove type 2 giving: 
Direct space heat = 0.0265 Space heat frOln CH = 0.0453 
Hot water from CH = 0.0453 
Stove is in zcne 2 

House 1 water solar panel type 1 giving: 
Hot water from CH = 0.0690 Space heat from cH = 0.0690 

CH system supplies zcnes 3 and 4. 
Zcne 1 is type 2 Zcne 2 is type 4 
Zcne 3 is type 1 Zcne 4 is type 3 

Hydro turbine 1 drives BP supplying CH = 0.0504 
Hydro turbine 2 drives HP supplying CH = 0.0515 
Wind turbine type 1 drives HP supplying CH = 0.0692 
Diesel gen. type I drives BP supplying CH = 0.1324 
Diesel gen. type 2 drives HP supplying CH = 0.1343 

Table 4.1.4 Exanple results fran HWsEcOM srxxving data passed 
to COSMRT. Uftits f/kWh 
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House 6 is not on a grid and is supplied by: 

Hydro turbine 3 with prices: 
Elec. appliances = 0.0127 
Direct hat water = 0.0127 

Elec. cooking = 0.0127 
Direct space heat = 0.0127 

Wind turbine type 2 with prices: 
Elec. appliances = 0.0467 
Direct hat water = 0.0467 

Diesel gen. type 2 with prices: 
Elec. ppliances = 0.1743 
Direct hot water = 0.1743 

House 6 is also supplied ly: 

Elec. cooking = 0.0467 
Direct space heat = 0.0467 

Elec. cooking = 0.1743 
Direct space heat = 0.1743 

A wood fired range type 2 giving: 
oooking = 0.0209 Direct space heat = 0.0209 
Direct hot water = 0.0209 
Minge is in zcne 1 

Zcne 1 is type 2 
Zme 3 is type 4 

Zcne 2 is type 4 

Hydro turbine 3 gives dir. heat from HP in zcne 2=0.0280 
Wind turbine type 2 gives dir. heat from HP in zcne 2=0.0412 
Diesel gen. type 2 gives dir. heat from HP in zone 2=0.0923 

Hydro turbine 3 gives dir. heat from HP in zcne 3=0.0444 
Wind turbine type 2 gives dir. heat from HP in zcne 3=0.0609 
Diesel gen. type 2 gives dir. heat from HP in zcne 3=0.1247 

Table 4.1.5 Exanple results from HWSEC= showing data passed 
to COMWRT. Uftits J/kWh 

4. lAd Ilie program COSTSORr with exwrple run 

This is the largest and most conplex of the programs making up 

the model. It determines the order in which energy supplies are used 

when running COMSIM, but keeps specific data about each piece of 

equipment as this is also used ly COMSIM. The program asks whether each 

house has prcpane or butane gas cooking, and whether each zcne in each 

house has a coal or wood fired cpen fire. It then carries out a sorting 

procedure summarised cn figure 4.1A overleaf, and described below. 

The sorting procedure puts the most expensive non-renewables 

first into a data file, so that they can be substituted first by 

rEnewables. The sorting procedure takes the following seven steps: 
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STEP 1: For each house, all the non-renewable energy equipment 

supplying electricity, hot water and cooking demands is sorted, with 

the cheapest first. Thus the f irst-stage sorted results, for house 1 

described above, are shown cn table 4.1.6: 

Demand House Cost Machine Type Rating CH/Dir. Zcne 
(J/kWh) (kW) 

Elec. Ppp. 1 0.1708 Diesel 1* 3.5 
1 0.1747 Diesel 2 1.9 

Hot Water 1 0.1324 Dies HP 1.01' 2.0 CH 
1 0.1343 Dies HP 2.01' 2.0 CH 
1 0.1896 Diesel 1 3.5 CH 
1 0.1935 Diesel 2 1.9 CH 

cooking 1 0.0380 Prcp Gas - - 
1 0.1708 Diesel 1 3.5 
1 0.1747 Diesel 2 1.9 

Notes: *-Although there are two dies els of type 2 supplying 
house 1, cnly one is listed here. 

t -Numbers after decimal point is Hp typ e; rating is HP 
rating, but dies el rating is also recorded. 

I-Gas cookers and cpen fires do not have output ratings. 

Table 4.1.6 Exanple of first-stage sorted ncn-renewable sources 

STEP 2: The corresponding renewable energy sources which supply the 

same demands as those on table 4.1.6 are put into the same order. Thus 

the sorted renewable energy sqppýies for house 1 are (table 4.1.7): 

Demand House Cost Machine 'jype Rating CH/Dir. Zone 
(J/kWh) (kW) 

Elec. Tpp. 1 0.0069 Hydro 1 11.0 
1 0.0091 Hydro 1 8.0 
1 0.0445 Wind 1 62.0 

Hot water 1 0.0257 Hydro 1 11.0 CH 
1 0.0279 Hydro 2 8.0 CH 
1 0.0369 W. Range 1 2.5 CH 
1 0.0453 W. Stove 2 1.5 CH 2 
1 0.0504 Hydro, HP 1.01 2.0 CH - 
1 0.0515 Hydro HP 2.01 2.0 CH - 
1 0.0632 Wind 1 62 0 CH - 
1 0.0690 Wat S. P. 1 4: 1m2 CH - 
1 0.0692 Wind BP 1.01 2.0 CH 7 

Cooking 1 0.0069 Hydro 1 11.0 -- 
1 0.0091 Hydro 2 8.0 - 
1 0.0181 W. Range 1 2.5 -1 
1 0.0445 Wind 1 62.0 -- 

Notes as for table 4.1.6 

Table 4.1.7 Exarrple of first-stage sorted renewable sources 
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STEP 3: A similar f irst-stage sorting process as in steps 1 and 2 is 

done for space heating, but data for this include the zone to which 

energy is supplied. Fbr exarrple a range supplies direct space heat to 

the zone it is in, but might also supply several other zones via the 

CH. Electricity generators always give direct space heat to all zcnes 

in a house, but they must also supply the CH system if there is cne. 

In exaxrple of first-stage sorting of space heating for house 1 

(table 4.1.4) is shown on table 4.1.8, but showing only zones 1 and 3. 

Space heating: 
House cost Machine lype ]Rating CH/Dir. zcne 

(J/kWh) (kW) Supplied 

Mn-Renewable Supplies 

1 0.1708 Diesel 1* 3.5 Dir 1 
1 0.1747 Diesel 2 1.9 Dir 1 

1 0.0467 Cc>al F. Dir 3 
1 0.1324 Dies HP 1.01 t 2.0 CH 3 
1 0.1343 Dies HP 2.01t 2.0 CH 3 
1 0.1708 Diesel 1 3.5 Dir 3 
1 0.1747 Diesel 2 1.9 Dir 3 
1 0.1896 Diesel 1 3.5 CH 3 
1 0.1935 Diesel 2 1.9 CH 3 

Renewable Supplies 

1 0.0069 Hydro 1 11.0 Dir 1 
1 0.0091 Hydro 2 8.0 Dir 1 
1 0.0181 W. Range 1 2.5 Dir 1 
1 0.0445 Wind 1 62.0 Dir 1 

1 0.0069 Hydro 1 11.0 Dir 3 
1 0.0091 Hydro 2 8.0 Dir 3 
1 0.0257 Hydro 1 11.0 CH 3 
1 0.0279 Hydro 2 8.0 CH 3 
1 0.0369 W. Ran ge 1 2.5 CH 3 
1 0.0445 Wind 62.0 Dir 3 
1 0.0453 W. Stove 2 2.0 CH 3 
1 0.0504 Hydro HP l-Olt 2.0 CH 3 
1 0.0515 Hydro HP 2.01t 2.0 CH 3 
1 0.0632 Wind 1 62.0 CH 3 
1 0.0690 Wat S. P. 1 4. im2 CH 3 
1 0.0692 Wind HP 1-01t 2.0 CH 3 

Notes: As for table 4.1.6 
§ -Program remembers which zcne the stove or range is in. 

Table 4.1.8 First-stage sorting of space heating supplies 
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If, during first-stage sorting, there is no renewable source for 

a particular demand, the corrputer prints, for exanple 

N: ) renewable source available for cooking for house 4 

and places a zero unit cost in the apprcpriate space in the file. 

Renewable sources without ncn-renewable backup are sorted later. 

STEP 4: Cnce all first-stage sorting is complete, seccndary sorting 

starts. The lists are sorted by conparing the first value (the cheapest 

supply) from each list, and placing these in decreasing cost order. 

Taking values from tables 4.1.6 and 4.1.8, and those for house 6 from 

table 4.1.5, the sorted first values are in the order of table 4.1.9. 

Array 
Index House- oost Machine lype Rating CH/Dir. Zcne Demand 

Mý. (J/kWh) (kW) 

160.1743 Diesel 2 1.9 - Elec. 

260.1743 Diesel 2 1.9 Dir - Mt W. 

360.1743 Diesel 2 1.9 Dir 1 Spa H. 

460.1743 * Diesel 

510.1708 Diesel 

6 1 0.1708 

7 1 0.1324 

8 1 0.0467 

9 6 0.0467 

10 6 0.0440 

1.9 

3.5 

Diesel 1 3.5 

Dies HP 1.01 2.0 

Coal F. -- 

Coal F. - 

But. Gas - 

Dir 

Dir 1 

CH 

Dir 3 

Dir 2 

Spa H. 

Elec. 

! I)a H. 

Hot W. 

Spa H. 

Spa H. 

Cook. 

11 1 0.0380 Prcp Gas Cook. 

Notes: *-When several demand types have the same cost, they are 
placed in the order: electric appliances, cooking, hot 
water and space heat. See text below for explanaticn. 

Table 4.1.9 Exarrple of second-phase sorting for two houses 

STEP 5: Having sorted the first values in each list, all other values 

in the list are put into a three dimensional array containing unit 

costs in order, demand type supplied by the equipment, and all 

equipment data needed ly COMSIM. Using, for exarrple, index nos. 7,8,9 
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and 10 from table 4.1.9, the array has the form shown cn table 4.1.10. 

Array 
Index 

7 

8 

0.1324 
House 1 
Dies BP 
Bqt. data 
Hot water 

0.1343 
Bouse 1 
Dies BP 
Eqt. data 
not water 

0.1324 
House 1 zn. 3 
Dies HP 
Bqt. data 
Space heat 

0.0467 
House 1 zn. 3 
Coal fire 
Eqt. data 
Space heat 

0.0923 
House 6 zn. 2 
Dies HP 
Eqt. data 
! J? ace heat 

0.1896 
House 1 
Diesel 
Ecft. data 
Hot water 

0.1343 
House 1 zn. 3 
Dies HP 
Bqt. data 
Space heat 

0.1935 
House 1 
Diesel 
Eqt. data 
Hot water 

House 1 zn. 3 

9 0.0467 
House 6 zn. 2 
Coal fire 
llqt. data 
Space heat 

10 0.0440 
House 6 
But. gas 
Eqt. data 
Cooking 

0.1743 
Muse 6 
Diesel 
Bcft. data 
Cooking 

0.1743 
House 6 zn. 2 
Diesel 
Eqt. data 
Space heat 

iiqt. data 
Epace heat 

Table 4.1.10 Seomd-stage sorting of nm-rEnewables. Units J/kWh 

STEP 6: The lists of renewable energy sources corresponding to each 

index number are written to an array in the same order as their 

equivalent non-renewables. Taking index numbers 7 to 10 from table 

4.1.10, the corresponding renewable supplies would be as table 4.1.11. 

7his sorting of renewables ensures that when OOMSIM atterrpts to 

use the renewables in their sorted order, they will automatically 

substitute for the most expensive ncn-renewables. 

STEP 7: A final sorting procedure is carried out before the arrays are 

written to external files. If there are my renewable sources without 

ncn-renewable back-up, they are not sorted by the above steps. They are 

now sorted into increasing cost order for the first values of each list 

(the cheapest first: the cpposite order to above). The reason is that 

without ncn-renewable back-tV, the cheapest way of using the renewables 

is for them to supply those demands which they do most cheaply. 
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Array 
Didex 

7 

B 

0.0257 
House 1 
Hydro 
B: lt. data 
Hot water 

0.0069 
House 1 zn. 3 
Hydro 
Eqt. data 
Epace heat 

House 

Eqt. data 
Hot water 

Ho*u*s*e**i zn-3 
.o: oo. 

Eqt data 
Space heat 

0.0467 
House 6 zn. 2 
Wind 
Eqt. data 
Epace heat 

9 0.0127 
House 6 zn. 2 
Hydro 
E)qt. data 
Epace heat 

10 0.0137 
House 6 
Hydro 
Bqt. data 
Oooking 

0.0279 
House 1 
Hydro 
Eqt. data 
Hot water 

0.0091 
House 1 2n. 3 
Hydro 
Bqt. data 
Epace heat 

0.0280 
House 6 zn. 2 
Hydro HP 
Ecit. data 
space heat 

0.0211 
House 6 
W. rmge 
E)qt. data 
Cooking 

0.0369 
House 1 
W. range 
Bqt. data 
Hot water 

0.0257 
House 1 zn. 3 
Hydro CH 
E)qt. data 
Space heat 

0.0412 
House 6 zn. 2 
Wind HP 
Eqt. data 
Epace heat 

0.0467 
House 6 
Wind 
Bqt. data 
Cooking 

Table 4.1.11 Seocnd--stage sorting of renewables. Uh its f /kM 

Note that each list contains details of unit costs, details of 

equipment, details of which house (or which zone in a house) is being 

supplied and which demand the equipment is supplying (electricity, hot 

water, cooking or space heat). The equipment data (referred to on 

tables 4.1.10 and 4.1.11) are the same as those shown on table 4.1.9: 

namely equipment type, rating, whether enercH is via central heating or 

direct, zone in which equipment is situated (if applicable) and zcne 

supplied ly equipment (for space heat cn1y). Therefore COMSIM receives 

all the informaticin it requires from reading the lists. 

As mEntimed in the notes for table 4.1.9, when several types of 

demand have the same price, they are sorted in the order: electricity, 

cooking, hot water and space heat. There are generally fewer devices 

which can supply electricity than there are to provide hot water and 

space heat, and generators can put surplus enercH into hot water tanks 

or central heating systems. This order of sorting prevents generators 
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from being unable to meet electricity demands because of having put too 

much of their output into hot water tanks or central heating systems. 

'Ihe method of sorting in COSTSORT puts all energy sources into 

an order which, when they are used in this order by COMSIM, will 

automatically make the most eccnomic use of the sources. It will also 

give the greatest cost savings, 1W always using the cheapest supplies, 

to substitute for the most expensive cnes, first. 

4.1Ae The program COMSIM with exarrple run 

OOMSIM is the program which runs the community simulaticn. For 

each time step (in this case each hour) the following steps take place: 

1) The lists of energy supplies sorted by COSTSORT are read and 
used one ty ane in the order of index number in which they were written 
(the most expensive ncn-renewable, with its renewable, list first). 

2) The program obtains from these arrays the house or zone, and 
type of demand the sLpplies are used for. 

3) The demand level for the hour is obtained from files. 

4) The cheapest renewable supply in each list is 'called' first, 
and its potential output assessed. If this supply has been called 
before, either ly being in a previous list, or by occurring earlier in 
the same list, its potential is the remaining potential from the supp ly 
after attenpting to meet a previous demand. If it has not been called, 
its output becomes its maximum potential for that hour. 

5) The program attenpts to cover the demand using the first 
renewable. If the supply covers the demand, the demand becomes zero and 
the remaining potential from the particular source becomes its initial 
potential minus the demand it has supplied. 

6) If the supply does not cover the demand, the demand is reduced 
by however much it can cover, and the potential from the particular 
supply becomes zero. 

7) r1he next cheapest renewable in the list is called, and Steps 4 
to 6 repeated until all renewables have been called. 

8) Each ncn-renewable supply in the correspcnding list is called, 
using the cheapest first, and steps 4 to 6 are repeated until all non- 
renewables have been called. 

9) Having called all supplies, if the demand is not zero a 
shortfall is recorded, having the level of the remaining demand. 

10) The next list is read, and steps 2 to 10 repeated. 
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11) The performance of each supply in the list is. recorded. This 
is: the prcporticn of the total demand cn a stpply for that hour which 
the supply meets, the output from the supply used, and the potential 
output from the supply for that hour. 

12) Cnce all lists have been read and analysed, the program moves 
to the next hour z! nd rEpeats all steps until the end of the simulaticn. 

Ihese stEps are summarised in the flow chart for COMSIM shown cn 

figure 4.1.5 overleaf, and more details are given below. 

STEP 1: The ordered lists from COSTSORTS are read at the start of the 

program into intemal files. The lists ccntain all information needed 

to determine: whether equipment is used by an individual house or 

whether it is cn a grid; if there is more than one diesel generator on 

a grid, which -one is being used at any one time; and which zone the 

ranges or heating stoves are in (this is inportant to determine which 

source is supplying the central heating (CH) system in another zone). 

STEPS 2 and 3: As each list is dealt with in the order determined by 

COSTSORT, the program reads which house (or zcne) is being supplied ty 

the equipment, and reads the correspcnding enercy demand Dt from files. 

STEP 4: Each energy source in the renewable part of the list is 

considered in turn, starting with the cheapest. A supply can be 

'called' several times during each hour: an electricity generator cn a 

grid would be called by each house on the grid, and for each of the 

four types of energy demand, and a range or stove might be called by 

several lists to supply hot water, space heating or cooking. A supply 

can be called more than once from the same list, for exanple a 

generator could be called to supply direct space heat, then again for 

space heat from a CH system, and finally space heat from a heat puirp. 

If a supply has been called before, its Output potential pt 

would have been reduced ly however much energy it has already supplied. 

If it has not previously been called, its output is its maximum 
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potential output for that hour depending on: the relevant hourly 

meteorological parameter (read from a file for each hour) for wind and 

solar power, the hourly value of streamflow for hydro turbines, or the 

total annual wood potential (set by the user as a limit within the 

program) for wood ranges, stoves or cpen fires. All equipment (excEpt 

cpen fires and gas cookers) is limited by its maximum rated output. The 

program retains the hourly potential for use in step 11, and it also 

sums the potential throughout the sirnulaticn for use at the end. 

STEPS 5 and 6: The program coirpares the potential supply with the 

demand, and calculates either the remaining potential, Rt, or the 

remaining demand, Dt using the following algorithm: 

If Pv >= Dt, then Rt = Pt - Dt and Dt =0 (4.1.22) 
If Pt < Dt, then Rt=O andDt=Dt-pt (4.1.23) 

The value Rt becomes Pt for the supply, and the modified value of Dt 

becomes the new Dt, for all subsequent calls during this hour. 

The program records: hoW Much energy from the supply is used 

during the hour,, the demand on the supply (summed for each time it is 

called) and sums the total energy output from the supply during the 

year. RiercH output from a supply may be slightly more than the demand, 

as surplus enercH can be put into hot water storage in CH systems. 

STEP 7: rMe next renewable supply in the list is called, and steps 4,5 

and 6 repeated until all renewables in the list have been called. All 

renewables, and all ncn-renewables (see step 8), in a list are always 

called regardless of the level of demand, even if the demand is zero. 

Step 8: A similar procedure to steps 4 to 7 is carried out for all ncn- 

renewables in the correspcnding list. Me initial output potential from 

all non-renewables is their output rating, as no limitations cn fuel 

supplies are assumed. If there is more than cne diesel generator of the 

same type (and hence the same unit cost) on a grid, they are each 
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called in successicn after the first of the type has been called. 

STEP 9: If all potential supplies for a particular demand have been 

called, and the demand is not zero, an energy shortfall is recorded. 

The amount of the shortfall, and the number of hours when shortfalls 

arose, are calculated for each type of demand throughout the year. 

Shortfalls cannot be carried forward to subsequent hours (although hot 

water and space heat can be taken from storage). Cnce a shortfall is 

recorded for the hour, it is set to zero and does not affect the demand 

in the next hour. 

STEP 10: Steps 2 to 9 are repeated for each list in the arrays written 

ly CO=Rr (until the program has atteiTpted to satisfy all demands for 

all houses for the current hour). 'Tne renewable sources without non- 

renewable back-Lp are studied cnce the other lists have been finished, 

and steps 2 to 7, and step 9 are repeated for these renewables. 

STEP 11: Cnce all lists have been ccnsidered, the conputer has in its 

memory: the total enercH demand (also including surpluses put into hot 

water storage) cn each piece of equipment in the simulaticn (this can 

be from several houses or zones, and for more than cne type of demand: 

a diesel generator on a grid may supply electricity, cooking and hot 

water to several houses, and space heat to many zcnes in those houses), 

the maximum output potential of the equipment for that hour, and the 

total output used in meeting, or atterrpting to meet, the demand. 

A routine thEn takes place to determine what percentage of the 

total demmd each piece of equipmcnt met during the hour. This is split 

into five categories: 

1) Demand exceeded potential supply ly 60% - 100%, 
2) Demand exceeded potential supply by 20% - 60%, 
3) Demand equalled potential supply to -20% - +20%, 
4) Potential supply exceeded demand ly 20% - 60%, 
5) Potential supply exceeded demand hy 60% - 100%. 

ill 



Cne unit (for one hour) is placed into the apprcpriate category for 

each hour of the simulaticn. in the same way as for energy shortfalls, 

energy surpluses cannot be carried forward to the next hour. Cnce a 

surplus is recorded, its value is set to zero, and does not effect the 

potential output during the next hour. 

STEP 12: All steps are repeated for the next hour, and so on until the 

end of the simulation. At the end of each hour the program resets the 

boolean value "equipment called? " to false so that the maximum hourly 

potential output is obtained the first time the equipment is called 

during the next hour. Briergy shortfalls or surpluses are set to zero, 

and the hourly demmd cn, or output from, all supplies are also set to 

zem, prior to being recalculated for the next hour. 

Central heating systems 

COMSIM deals with CH systems by ccntrolling their water 

terrperature, between the limits 6CPC and 8OPC. Energy cannot be drawn 

out of the system if the teiTperature is below 6CPC, and enercH cannot 

be stored if it exceeds 8CPC. 

if Pt is the energy supplied to the system during hour t, Dt is 

the demand for space heat or hot water from the system, and Tt-1 the 

water tenperature at the start of hour t, the teriperature at time t is: 

Tt = Tt_l + ((Pt - Dt)/nCp) (4.1-24) 

where m= mass of water in systern 

Me following ccnditiais apply: 

if Tt > 80, Rt = Pt - Dt - (MCp(SO - Tt_, )) 
Dt =0 
Pi = Pt - Rt 

and Tt = 80 (4.1.25) 

If 60 < Tt <= 80, Rt =0 
Dt =0 

and Pi = Pt (4.1.26) 

If Tt < 60 md Tt_l > 60, Dt Dt - Pt - (n*Cp (Tt_l - 60)) 
Rt 0 

and Pi pt (4.1.27) 
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If Tt < 60 and Tt_l <= 60, Rt =0 
and Pi = pt (4.1.28) 

Pi is the input from the supply to the store. Therefore the 

initial dem, -nd on the supply is Dt + Pi. Me value Rt becomes the value 

Pt for successive calls of the supply. If the CH system is called more 

than once, the value Ti becomes Tt-l in the above equations. The 

nodified value of 1Dt is carried forward to the next supply in the list. 

Results 

An exanple run of COMSIM is presented below, showing the various 

outputs at the end of a yearly simulation. It shows how results can be 

used to inprove the system, but no cptimisation is attenpted. The 

simulation was for six houses, but equipment results are cnly shown for 

houses 1 and 6 described above. Table 4.1.12 shows results for house 6. 

Demand exceeded supply by: Supply exceeded demand by: 
Wit: hours 60/100% 20/60% +20/-20% 20/60% 60/100% 
Utiit: kWh/y Total enercy used potential 

Hydro 30 769 2406 3782 1803 
17410 26280 

Wind turbine 150 2 2121 19 6468 
typ e2 460 7480 

Diesel 0 0 00 8760 
type 2 0 16640 

Wood fired 0 171 109 174 8306 
range 610 13140 

Butane gas 0 0 41 0 8719 
cooking 30 UNSPECIFIED 

Coal cpen fire 0 0 118 0 8642 
in zone 2 40 UNSPECIFIED 

Demand on HP in zcne 2=0 k=/y, potential from HP = 21900 kWh/y 
Demand on BP in zcne 3=0 kM/y, potential from HP = 13140 kM/y 

Total hours all possible supplies for house 6 failed to meet: 
Electricity demand = 0, energy shortfall =0 km/y 
Hot water demand = 0, energy, shortfall =0 kM/y 
Cooking demand = 0, energy, shortfall =0 km/y 
Space heating demand = 0, energy shortfall =0 km/y 

Table 4.1-12 Performance results of equipment supplying house 6 
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Table 4.1.13 shows results for the equipment supplying house 1 

(the electricity generators also supplied house 2). 

Demand exceeded supply ly: apply exceeded demand by: 
Lbit: hours 60/100% 20/60% +20/-20% 20/60% 60/100% 
W it: kWh/y Total enerc 

.y 
used Potential 

HYdro 1: 270 622 2200 3814 1854 
53900 85120 

Wind turbine 72 0 2193 is 6480 
1 cn grid 1 300 20310 

Diesel type 10 0 12 8757 
no. 1 cn grid 1 15 30660 

Diesel type 20 0 00 8760 
no. 1 cn grid 1 0 16640 

Diesel type-2 0 0 00 8760 
no. 2 cn grid 1 0 16640 

Water solar 0 0 4288 0 4472 
panels 0 1220 

Wood fired 1 54 42 100 8563 
range 510 21900 

Prcpane gas 0 0 14 0 8746 
cooking 20 UNSPECIFIED 

Wood stove 0 0 00 8760 
in zcne 2 40 21900 

Coal cpen fire 0 0 00 8760 
in zcne 3 0 UNSPECIFIED 

Demand cn heat punp =0 kWh/y, Potential from HP = 17520 kWh/y 
CH system was called cn: 8760 hours, Demand cn CH = 2990 Wh/y 

Total hours all possible supplies to house 1 failed to meet: 
Electrical demand =0 hours, energy shortfall =0 )wn/y 
Hot water demand =0 hours, energy shortfall =0 kyAb/y 
Cooking demand =0 hours, energy shortfall =0 km/Y 
Space heating demand =0 hours, energy shortfall =0 kM/y 

Table 4.1-13 Performance results of equipment supplying house 1 

The results from tables 4.1-12 and 4.1-13 show that most of the 

equipmEnt is over-rated. 7he following chmges could be made: 

1) Remove the type 1 diesel and cne of the type 2 diesels from grid 
1, and de-rate the remaining diesel to about 0.8 kW. 

2) Remove solar water heating panels from the simulaticn. 
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3) De-rate the ranges in houses 1 and 6 to about 1.5 kW and 1.0 kW. 

4) Possibly remove gas cooking from house 1 and house 6. 

5) Remove the wood stove and coal fire from zcnes 2 and 3 of house 
1, and the coal fire from zone 2 of house 6. 

6) Remove diesel supplying house 6 from simulaticn. 

COMSIM finally prints the total yearly system costs for all 

equi, ", Dn*ent in the simulatim. 7hese are shbýAn cn table 4.1.14. 

Hydra, turbines = 620 Diesel generators 650 
Wind turbines = 910 Coal fired ranges 0 
Air solar panels 0 Kerosene fired ranges 0 
Water solar panels 0 Cc)al fired stoves 0 
Wood fired ranges = 810 Ccel fired cpen fires 0 
Wood fired stoves = 340 Prcpme gas cooking 100 
Wood fired cpen fires = 260 Butme gas cooking 0 
Hydro-driven heat punps = 0 Dies. -driven heat purrps 0 
Wind-driven heat purrps = 0 

Total System Oost = 3780 fly 

Table 4.1.14 Total energy costs for a year. units: f /Y 

7he results of table 4.1-14 suggest the following irrprovements: 

1) Attenpt to substitute hydro and wind power for diesel 
generators (possibly hy ocnnecting turbines cn grid 1 to grid 2). 

2) REplace prcpane cooking with cheaper wood burning ranges. 

3) REplace coal cpen fires by CH systems or m)od burning stoves. 

To have stoves or fires in every zone in a house may be 

inpractical because of the time needed to light and tend them. 

Therefore a better, although slightly more expensive, cpticn could be 

to give each house a CH system, and this might also irrprove the cost- 

effectiveness of the heat punps. 

An advantage of this model is that equipment which is never used 
does not affect the system cost. Therefore it is possible to include as 

ma, iy supplies as required, sirrply leaving out those with no demand from 

subsequent simulations. Note also that there would be little point in 

running RECALCS at the end of the above simulation, as the ratings are 

so far from being correct. RECALCS would only be run cnce correct 

ratings and types of equipment were better established. 
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4.1.5 DISCUSSICU 

The model always makes the most economical use of the enercH 

supplies available in a simulaticn, subject to cne of the two possible 

model strategies. However, there are some limitations to this 

methodolocH when applied to practical systems: 

a) No lower limits are set on the outputs of nca-renewable sources. 

Diesel generators, in particular, run very inefficiently below about 

80% of their ouput rating. The model could be modified to give lower 

limits on outputs, but studying simulation results can be used as a 

reascnable check cn output levels. 

b) No limits are set for minimum running time for any supply. Coal 

and wood fires, once lit, would probably bum all day or all evening; 

they would not be repeatedly lit and extinguished as the demand 

changed. The model could be modified to set minimum run times for 

various sTplies. 

c) No priority of energy use is given amng houses sharing a conumn 

energy supply (houses on an electricity grid). However, it has been 

found both on Lundy island and Fair Isle (both of which have a wind 

turbine with diesel backup supplying a grid to several houses) that 

ccnsumers are careful not to overload their systems, and limit their 

demands to the available supply (3)afield & Paddy 1934 and Sinclair et 

al 1984). Therefore this limitaticn is not ccnsidered too inportant. 

The choice of an hourly time step in this work was chosen as a 

conpromise between accuracy and practicality in terms of computing 

time. Inaccuracies occur particularly when averaging wind and solar 

power over an hour, as the output from these can vary ansiderably cn a 

much shorter (less than 5 minute) basis. Similarly using electricity 

demands averaged over an hour cuts out most of the short-term demand 

fluctuations (such as boiling a kettle) which renewable supplies, in 

particular, might find difficult to cover. lihe capability of a chosEn 
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system could be tested over short periods, given sufficient data, by 

running the model for a few days using a short time step, since it is 

easy to change the time step and simulation time in the model. Chapter 

6 shows considerable differences between an hourly time step and the 

daily and weekly steps tested in the model, so the compromise of the 

hourly step is considered to give reasonably accurate results, bearing 

in mind that short-term demand fluctuations would most probably be met 

by the diesel generators. 

Although the sensitivity of the model to changes in data inputs 

(small fluctuations in fuel costs, equipment costs or ratings) could be 

tested, this would be time-consuming with a model of this complexity. 

Unless the variations are sufficient to change the order of supplies 

determined by COSTSORT, there would be no effect on equipment usage and 

performance, and the effects on overall system cost would probably be 

small. It is, however, important to test the performance of the system 

if renewable energy supplies are limited, and this was done when the 

model was applied to the island of Eigg (see Chapter 6). 

The model is not in itself an optimisation model, as it does not 

improve the system during a simulation. It is in fact a study model, 

assessing the performance of any system, but giving results which 

suggest optimisations. The user must then make optimisations by 

modifying the system, and re-running the model to assess the new 

system's performance. 

Despite the above limitations, the model presented here is 

considered to have advantages over other models of a similar type (see 

sub-section 4.1.3) both in terms of its accuracy and in terms of its 

methodology. Therefore it is concluded that the model is suitable for 

assessing energy supply systems for small communities, and would give 

results accurate enough to determine which equipment to install. 
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Section 4.2 Thermodynamic Analysis and Optimisation of Energy 
Supply Systems for Small Communities. 

4.2.1 INTRODUCTION 

A full introduction and discussion of the underlying principles 

and objectives of thermodynamic analysis are given in section 2.2, so 

are only summarised briefly here. The aim of this type of analysis is 

to determine how effectively the potential of an energy supply is being 

used to supply an energy demand. The potential of an energy supply can 

be calculated as its exergy, which is its potential to produce work. By 

defining second law (exergy efficiency) as exergy of demand divided by 

exergy of supply, a measure of how effectively the supply is being used 

can be determined. 

This section presents a diagramatical method for studying second 

law efficiency. Energy quality (defined in section 2.2) is plotted 

against energy quantity, so the area represents exergy. These diagrams 

give good insight into values for second law efficiency. They show how 

both high quality renewable energies (hydro and wind energy), and low 

quality renewable energy (solar energy) can be used to replace 

thermodynamically inefficient energy transformations. 

The energy qualities in this work are chosen to represent the 

basic form of the energy supply: combustible fuels are sources of high 

temperature heat,, wind and hydro power are sources of shaft power and 

solar energy is a source of low temperature heat. 

Exergy analysis is beginning to become established as a method 

of system comparison. other researchers have used different techniques: 

exergy economics, resource allocation, entropy management and net 

energy analysis. A review of this work is presented, and its methods 

compared with those of this section. 

Several examples of exergy analysis are taken from a paper 

summarising the analysis method, written by Twidell and Pinney (1985). 
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4.2.2 SYMBOLS AND UNITS 

Symbol Description Units 

B 
C 

Exergy 
Unit cost 

i 

.0 
Yearly total cost F/y 
Yearly energy demand J/y 

E Yearly energy production J/y 
F 
P 

'Free energy' 
t E 

i 
J/y e nergy ra 

Q Heat energy 
R Energy service 

AS Entropy change J/K 
T Temperature K 

dt Time increment - 
fd Demand factor - 
fe Environmental quality factor - 
q Energy quality - 

rz Efficiency - 

Subscripts 

B Exergy 

a Actual yearly supply or demand 
c Component 

cap Capital 
d Demand 
e Energy 
fu Fuel 
h Hot source 
i Initial 
in Input 

loss Lost 
m Mechanical 
0 Atmospheric or dead state 

out Output 
q Heat 
r Maximum or rated level 
s supply 
w 'Transformation': other than heat or mechanical 

4.2.3 LITERATURE REVIEW 

The theoretical background to thermodynamic analysis is 

presented fully in section 2.2. This review covers only the application 

of such analysis to practical energy systems. 

Thermodynamic analysis falls broadly into four categories: 

1) exergy efficiency analysis, 2) exergy economics, 3) resource 

allocation and entropy management and 4) net energy analysis. This 
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review attempts to place different research work into its nearest 

appropriate category. Since this thesis covers the f irst two methods, 

these are reviewed in more detail. A good review of much of the current 

work on exergy is given by the American Chemical Society (1980). 

Exergy efficiency analysis 

One of the most thorough coverages of this type of analysis is 

that of Ahern's (1980) book "The Exergy Method of Energy System's 

Analysis". Although this concentrates mainly on engineering power 

cycles, it gives a good introduction to the fundamentals of energy, the 

physical basis for exergy, and a brief history of exergy development. 

The book presents a useful method for analysing energy 

production cycles,, such as steam turbines. 'This- calculates exergy 

losses by determining entropy change, using the basic equation 

Bloss = TodSC (4.2.1) 

which is particularly easy to apply to systems for which tabulated 

entropy values are available. The equation used by Ahern to calculate 

overall system efficiency is the same as the definition of second law 

efficiency in this work. 

A useful and easily read paper applying exergy analysis to an 

electricity generating steam turbine plant is that of Gaggioli & Wepfer 

(1983). This shows that components often considered highly efficient, 

for example boilers (energy efficiency 90%), are only 50% efficient in 

exergy terms. This paper differs in its method from that of this 

thesis, in that it assesses the exergy of energy supplies before they 

undergo any transformation; this thesis assesses exergy after a primary 

conversion (see section 2.2.5). The paper concludes that much work 

currently done on energy conservation might instead concentrate on 

exergy conservation, as this is where large potential savings exist. 

Gaggioli & Wepfer (ibid) is one of several refences which use 

exergy flow diagrams for an entire country, of a type f irst introduced 
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by Cook (1971). Reistad (1980) shows exergy flows in the USA in 1970, 

and calculates that the second law efficiency for the USA is about 10%, 

as opposed to its energy ef f iciency of 50%. He concludes that such 

diagrams highlight where research efforts should be concentrated to 

improve exergy efficiency. Wall (1980) constructs such an exergy 

diagram for Sweden in 1975, but extends it to include production of 

some of Sweden's main industries. An example of this type of exergy 

flow diagram, for the island of Eigg, is given in the next section. 

A detailed exergy analysis of heating systems is given by Borel 

(1976). This otherwise thorough paper is spoilt by assuming (as do 

several other authors) that the exergy of a heat source can be 

calculated by the Carnot equation 

B -2 Q[ (Th - TO) /Thl (4.2.2) 

Section 2.2.5 shows this to be true only for infinite sources. 

Few references deal with renewable energy sourcest or energy 

quality, in other than superficial fashion. Wall (ibid) investigates 

their contribution to the Swedish energy system, but gives a "quality" 

(undefined) to solar energy of 90%. The Watt Committee on Energy (1979) 

also ascribe energy qualities of a sort to various energy sources, but 

they do not show how they determine the values. 

One reference dealing in detail with renewable energy sources 

and their quality is Twidell & Pinney (ibid). This uses the same 

definitions as section 2.2, but with a different quality for solar 

energy. The paper develops the concept of energy quality further, by 

defining "service" and other factors for renewable energy supplies 

(described below). over a period of, for example, one year, the 

environmental quality factor, fe, is defined as 

fe = Ea/Er (4.2.3) 

where Ea actual energy produced in the year 
and Er potential energy produced if device ran continuously 

at its rated output. 
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A good hydro turbine might have fe ý 1.0, but wind and solar 

supplies typically have values fe 'ý 0.3 (solar energy at best could 

never exceed 0.5). Similarly the demmd factor, fd, is 

. fd = Da/Dr (4.2.4) 

since energy quality is defined as q= B/E, it follows that 

Bs = qsfeEr (4.2.5) 

& Bd = qdfed (4.2.6) 

(subscripts s and d referring to supply and demmd) 

In an ideal system, with no exergy loss, Bs = Bd, so 

qsfeEr = qdfdEd (4-2.7) 

or qd = qsfeEr/fgd (4.2.8) 

Finally service, R, is defined as 

R= qsfefd (4.2.9) 

md the success of any system is assessed ly conparing R with qd. 

Mese ideas are still in aa early stage of deve1cpment, md rnore 

w: )rk is needed before their usefulness cm be determined. Mey could be 

extended to cover ncn-renewable supplies, but care. is still required in 

the definiticn of the fundamental quality of renewable enercy supplies. 

Exergy eccnomics 

The main objective of exer%r economics is to determine the cost 

of commercial and other products by basing costs cn exergy rattler than 

enercN. This gives a raticnal basis for product pricing and evaluatim 

of operating decisicns. Cne of the first, and most frequently cited 

authors on this subject is Georges cu- Roegen (1971). His work is 

summarised (Georgescu-Roegen 1975) by a paper in Which he states the 

principle that all acticns, of man or nature, must involve an increase 

in global entropy; implying that all processes, including eccnomic 

activity, lead eventually to exhaustion of resources. He further 

dispels the myths, long held by eccnomists, that (a) the price 

mechanism can always overcome resource Shortages, or (b) technologists 
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or engineers will always find replacements for depleted resources or 

increase indefinitely the productivity of any kind of enercH. 

Much of his paper deals with limits to eccnomic 'growth' 

(referring mainly to consumption). He gives eight suggestions for 

limiting growth, one of which is to avoid all inefficient uses of 

energy, until the direct use of solar power or controlled nuclear 

fusicn are achieved. 

Practical exanples of exergy eocnomics are given I: y Gaggioli & 

Wepfer (1980). Their equatim for unit exer%r costs is 

CB -2 (PinCfu + Ccap)/Pout (4.2.10) 

wtiere Cfu = unit fuel cost, 
Pin = energy input to device, 

Ccap = capital cost 
and Poýt = yearly energy output. 

Since energy efficiency, QeI is defined as r? e = Pbut/Pin# 

CB ý-- Cfu/qe + Ccap/Pout (4.2-11) 

This equation, although practically very useful, has one 

drawback. Energy efficiency can often only be determined by 

measurement, not calculated theoretically. Me use of equaticn 4.2.11 

requires prior Rnowledge of the ccnver-tor's efficiency. 

Gaggioli & Wepfer apply eqn. 4.2.11 to several energy systems, 

and conclude that exergy accounting should be developed further, and 

validated, to show how errors occuring with rmre ccnvEnticnal cnergy, 

accoLmting can arise. 3)a a later paper (Gaggioli & WEpfer 1983), their 

ideas are developed to coastruct thermo-eccnomic flow diagrams. 

A useful reference, wtAch discusses ccnventicnal eanomic ttieoyy 

in a thermodynamic ccntext, is that of Ayres & Nair (1984). They 

discuss the link between information theory and entropy (covered in 

more detail ly Tribus (1980)), showing that a decrease in entrcpy of a 

system necessarily gives an increase in the information about the 

system. They conclude that much effort is needed to prevent a 
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catastrcphy arising because of depleted coal md oil reserves (sources 

with high negentrcpy), suggesting the foundation of an 'information 

resource' to replace fossil fuels: fusicn power or photovoltaic systems 

being possible altematives. 

Borel (ibid) calculates exer%r cost by 

CB 'ý Cyl f (16 + Bq + l3w) dt 

utere total yearly costs (capital, fuel, etc. ), 
mechmical exergy output, 

!q heat exercN output 
and Bý , transfonnatim' exercN: uork other than 

nemanical sources. 

He deve1cps this to give the price of heat, Cq, as 

(4.2.12) 

Iýn = mechmical exergy output, 
!q= heat exercy output 

and Bý =, trmsfonnatim I exercy: uork other than from heat or 
nemmical sources. 

Cq -ý CB(T - To) /T (4.2.13) 

Borel uses equation 4.2.13 to show that heat costs are variable, 

depending an output terrperature, whereas exergy cost is a fixed value. 

Heat cost is aily the same as exercy cost at infinite terrperature. Mis 

analysis also shows that heat is more valuable in winter, When To is 

lower, than in su=ner. 

Much other work has been done cn exergy eccnomics, which crmot 

be covered IW this brief review. Two general works, however, are worth 

menticning for their non-technical introductim to the subject: Ross 

(1978) or Gallagher (1979). Further references can be found in the 

articles reviewed here. 

Resource allocation and entrqpy managenwnt 

This subject is reviewed only very briefly. Its airn is to show 

how resources (energy, minerals, food, etc. ) should be used to give 

maximum (thermodynamic) benefit. 

In this category comes the work by Sorensen (1985a and 1985b), 

who plans enerW systems based cn satisfying a society's 'goals'. 7hese 

goals are the basic energy requirements needed ty various activities, 

such as biological ly-accep table surroundings (buildings, heating, 

etc. ), food, health, commercial and social activities. Nine types of 
I 
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energy, from low tenperature heat to electricity md shaft power, and 

including food, are used in different proportims to satisfy the goals. 

Energy goals are converted into 'free energy' values (a 

siriplified definiticn of exercy), ly using the Camot coefficient 

D[(T - To)/Tl (4.2.14) 

Assessing the free energy, by the same process, of various renewable 

end ncn-renewable energy supplies, Sorensen shows how these can be used 

to satisfy goals, and therefore suggest which technologies should 

receive more investment. 

Both Sorensen's references suffer from poor definitian of 'free 

energy' (section 2.2 showed that eqn. 4.2.14 can only be used for 

fossil fuels with care). However, tney do represent one of the first 

attenpts to plan energy systems on exergy rather than energy 

principles. 

Two further papers cover this subject: Berry et al (1973) and 

Tinnis (1981). The first uses 'free energy' (but without defining it or 

showing how it is calculated) to determine how much free energy is 

needed (in terms of that ccntained in the raw materials) to manufacture 

a car. The second, very specifically, indicates howprocesses can be 

inproved by atterrpting to minimise entrcpy producticn. 

Net energy analysis 

This is covered only very briefly to complete the review of 

thermodynamic methods of system analysis. Net energy analysis 

calculates either how much energy is output from a system after the 

energy needed to build and run it has been accounted for, or the net 

exergy remaining after exergy needed to build and run the system has 

been subtracted. Good reviews of the techniques can be found in 7homas 

(1977) or IFIAS (1974), and exanples of its application are found in 

Oaum (1978) or Butera (1980). 
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4.2.4 MEMODOLOGY AND EKAMPLES 

Tne metnods and equations for calculating exergy and energy 

quality are developed and discussed fully in section 2.2. Table 4.2.1 

summarises ne qualities of energy supplies and demmds needed for the 

study of the island of Eigg. 

&PP IY Quality Demand Quality 

Hydro electricity 100.0 Electricity 100.0 
Wind electricity 100.0 Transport 100.0 
Diesel fuel 70.8 Cooking (frying) 42.9 
Prcp an e gas 70.7 Cooking (boiling) 22.2 
Coal 70.7 Hot water 18.4 
Butane gas 70.6 Space heat 4.4 
Kerosene 70.5 
Petrol 70.5 
Wood 67.4 
Solar heat 18.4 

Table 4.2.1 mernrxJýynamic quality of energy supplies and denonds 

Since energy quality is defined as exergy/energy, the exergy of an 

enerW supply or demmd can be calculated Rnowing the amount of enerW 

and its quality. 

Exergy diagrams 

One type of diagram, originally used by Cook (ibid), is shown cn 

figs. 4.2.1 and 4.2-2. These relate to the island of Eigg, with energy 

results coming from the enercy survey (chapter 3) and exer%r calculated 

by the equations of section 2.2. To compare exergy flows with their 

correspcnding enercy flows, fig. 4.2.1 should be studied in ccnjuncticn 

with fig. 4.2.2 (showing results for Eigg expressed in ener%r terms). 

Several ccnclusicns can be drawn from these two diagrams: 

1) The first law efficiency of the system is about 50%, whereas the 
seccnd law value is only 19%. There is clearly a poor match, in exer(N 
terms, between sLpply and demand. 

2) Diesel and petrol conversions have low energy efficiencies, 
whereas they have the best exercH efficiency (except for hydro). 

3) Gas, coal, wood and kerosene have high first law ccnversicn 
efficiencies, but their exerW efficiencies are cnly about 10%. 
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This type of diagram, althougti undoubtedly useful, is time- 

ccnsuming and difficult to draw. in addition, two diagrams (of exergy 

and energy) are required to make conpariscns between first Md seccnd 

law efficiencies. Therefore another method for showing exergetic 

performance (from an original idea by Twidell (1983, personal 

communicaticn)), which by a single diagram shows both exergy aid energy 

efficiencies, is develcped below. 

Since enercy quality is defined as exer%r/enerc? y, the area of a 

diagram of energy quantity against quality represents exergy. These 

diagrams can be used to show the primary ccaversicn process for energy 

sources, discussed in section 2.2 (figure 4.2.3 shows propane 

combusticn), or they can be used to show the ccnversicn of Energy from 

its initial form to its required end form (figures 4.2.4 and 4.2.5). 

Quality 
1.0 

2.9 GJ --L-, Exercy lost in 
0.7 

[I 

combustim process 

ExerW of supply at adiabatic 
7.1 Gi 

ý--flame 
tenperature 

01-0 Riergy, (GJ) 

FIGURE 4.2.3 Exergir loss in combustim of prcpane gas 

Quality 
1.0 

0.7 Wasted exergy 
7.10 GT 

Exergy from boiler at 8CPC 
0.2 

1.68 W 0.35 Gj final form exergy at 2CPC 
0.0441 

0 Diergy (Gj) 11 10 0 

Wasted energy 2 Gi 

FIGURE 4.2.4 Exergy loss for boiler supplying space heat 
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Quality 
1.0 

Exergy from propane f uel 7.1 Gj 
0.7 

Exergy from heat pump at 8CPC 

0.2 "1 al form exergy at 200c 

0.044. 
0 10 20 30 Energy (Gi) 

FIGURE 4.2.5 Exergy loss in ideal heat engine-driven heat pump 
supplying space heating 

These diagrams have the advantage that they allow both f irst and 

second law efficiency values to be calculated. First law efficiency is 

determined from the x-axis, second law efficiency from the area 

(exergy) of the demand or end-form divided by the area of the supply. 

Forexample, first law efficiency for burning propane (fig. 4.2.3) is 

100%, for a boiler (f ig. 4.2.4) it is 80% (but note how first law 

values can exceed 100%: fig. 4.2.5 showing 340% for a heat pump). 

Second law values for these processes (efficiencies are determined 

using final-form energy, not output from the systems) are 71% for 

propane combustion, 5% for the boiler, and 23% for the heat pump. 

Finally as an example of the use of these diagrams, they can be 

used to show exergy losses for the island of Eigg during the year of 

the survey (approximate f igures only), f igure 4.2.6. Several 

improvements to the energy system on Eigg are suggested by studying 

figure 4.2.6: 

1) There is almost no high quality energy sources used to cover high 
quality energy demands. Hydro and wind turbines would improve this 
situation, and eliminate the energy inefficient low to high quality 
energy conversions currently needed. 

2) High quality fossil fuels are currently used to supply low 
quality cooking and hot water demands. This would be improved by using 
lower initial quality wood fuel. 

3) Better exergy efficiency could be achieved by using low quality 
solar energy to supply low quality space heating demands. 
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4.2.5 DISCUSSION 

This section has shown how the methods of thermo(ý, hamic 

analysis, develcped theoretically in secticn 2.2, can be used in a 

practical ccntext to plm md inprove Energy systems. 

The use of enercN quantity against quality diagrams are shown to 

be a good way of visualising thermodynamic inefficiencies; better and 

easier to draw than the more pcpular exercH flow diagrams. 7hey clearly 

highlight the two inportcmt points of thermodynamic theory, namely: 

1) That when the quality of energy is increased (for exanple 

electricity generatim), there are always large ener%r losses. 

2) That if high quality supplies are used to supply low quality 

demmds ty a direct process, there are always high exercgy losses. 

The one disadvantage of sucri diagrams is that, unless drawn 

carefully, they do not show which enercy source supplies which demand. 

However, despite this, they give far better insight into the processes 

and losses involved in enercy conversions, and therefore they represent 

a better method for assessing thermodynamic performance, than sinply 

calculating efficiencies without the use of diagrams. 
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This chapter develcped two conpletely different methods of 

energy systems' analysis which can be used to study energy systems for 

small comntnities from entirely different vieupoints. 

Section 4.1 described the computer-based eccnomic assessment 

model develcped for this project. The model calculates unit energy 

costs (f, /kWh) for each type of energy supply, and uses these as the 

parameter by which to choose between different supplies. It's strategy 

is to use the cheapest supplies first, substituting for the most 

expensive non-renewable supplies with the Cheapest renewables. This 

strategy was shown to always make the best possible use of equipment in 

a small community, and is a more rational method than those used by 

other energy modellers. 

Secticn 4.2 described and discussed a diagramatical method for 

assessing the thermodynamic performance of the same energy systems 

analysed by the economic model. Using the ccncepts exergy and energy 

quality develcped in secticn 2.2, the diagrams allow easy calculaticn 

of second law efficiency, the parameter by which thermod1hamic 

performance is judged. 

The develcpmEnt of the eccnomic assessmEnt model allows energy 

systems to be assessed and improved from what is currently the most 

widely-accepted viewpoint, that of system Cost. Thermocyhamic ana3l3sis 

of the same systems, on the other hand, represents a completely 

different method of systems' analysis, which could be used if the 

decisicn parameter was not cost but maximum use of the thermodynamic 

potential of enerW resources. 

Ppplying both assessment methods to the small island of Eigg 

(chapter 6) allows direct conpariscn of the two methods, with a view to 

determining whether attenpts to maximise the use of thermodlhamic 

potential leads to eccnomic inprovements, or vice-versa. 
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CHAPTER 5 COMMUNITY ENEIRGY PLANNING MODEL INPUTS 

Energy planning requires two types of data inputs: energy 

demands and available energy supplies. This chapter outlines ways of 

obtaining these for the small Scottish island of Eigg. 

Section 5.1 describes how a typical meteorological year was 

chosen for the island. It also details methods for predicting daily 

mean wind speed from a yearly or monthly average, and hourly solar 

radiation and air temperature from mean daily values. 

Section 5.2 describes a methodology for simulating river flows 

from small catchments, as a result of knowing daily rainfall. It shows 

how these flows can be used to determine hydro-electric power 

potential, including optimum turbine and supply pipe sizing. 

Section 5.3 compares three different methods for obtaining 

hourly space heat demands for typical, rural or island houses, and 

applies the methods to a house on Eigg. 

Section 5.4 shows how energy demand data were obtained for Eigg, 

using data from the energy survey of the island (chapter 3), results of 

house heat modelling (section 5.3) and electricity demand data from the 

small community of Abertridw in Wales. This section also summarises 

available energy sources on the island. 



Section 5.1 Selection and Prediction of Meteorological Data for 
a Typical Year an the Island of Eigg 

5.1.1 INTRODUCUON 

Meteorological data are required for community energy planning 

for two reasons: to estimate renewable energy potentials and to 

determine domestic space heating demands, a function of both air 

tenperature and solar radiation. 

A year is the most suitable simulation period for the energy 

planning model (section 4.1), as met. conditions generally recur on a 

yearly basis, but a year must be chosen which is 'average' in its met. 

cr-nditicns, so that typical performances are determined. 

An irrportant ccnditiai regarding met. data is that they must be 

intemally ocnsistent: each of the irrportant parameters, wind speed, 

air tenperature and global radiation must correspcnd correctly to each 

other. To attenpt to match together parameters measured at different 

places, and maybe at different times, leads to considerable 

inaccuracies (Met. office, Edinburgh 1984, perscnal cormmmicaticn), end 

may unfairly bias the apparent performance of renewable supplies. 

Therefore the best way of obtaining ccnsistent data is to record all 

parameters at the same place and at the same time. 

The energy planning model was develcped to be applicable to many 

other areas than Scotland. But when applied to other areas, 

particularly in the Third World, the nearest met. station might be 

several hLmdred kilometers away. However, during energy plmning work, 

some measurements are likely to be made in the area being studied, even 

if these are cnly averages made over a day or lcnger. 7herefore methods 

were developed to allow short-term data to be simulated from longer 

average values. Daily wind speed from mean monthly or yearly values, 

end hourly global solar radiaticn and air temperature from mean daily 

values ccm all be simulated using the methods of this secticn. 
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Since only the minimum of data is assumed to be available, all 

the methods in this section are kept as simple as possible. This 

simplicity has to be balanced against accuracy when using the methods 

to generate data for energy plaming. 

5.1.2 SYMBOLS AND UNITS 

Symbol 

A 
c 
Dfn 
D(V) 
F(V) 
H 
N 

a 
b 
c 
f (v) 
f (n) 
k 
n 
r 
t 
v 
v 

ot 

ws 

Suffices 

c 
d 
h 

max 
min 
n 
p 
s 

Description Units 

Integer variable 
Probability coefficient 
Number of days in a month days/month 
Number of days in bin of wind speed v days 
Probability of wind speed <= v S/M 
Hour of the day 
Day of the year 
Yearly sum of wind speed cubed m3/s3 
Air temperature K 

Solar radiation coefficient 
Solar radiation coefficient 
Shape parameter m/s 
Probability of wind speed having value v s/M 
Probability of wind speed being in 'bin' n- 
Weibull shape parameter - 
Number of bins each side of current value - 
Ratio of hourly solar radiation to daily total - 
Time step or increment day, rad. or - 
Wind speed m/S 
Mean wind speed M/S 

Declination of sun at solar noon 
Site latitude 
Mean hourly global solar radiation rate 
Daily total global solar radiation 
Constant 
Gamma function 
Hour angle 
Sunset hour angle 

Current value 
Daily value 
Hour h 
Maximum 
Minimum 
Number of 'bins' away from current value 
Predicted value 
Number of days remaining in month 

0 
0 

W/ms 
wh/m2day 

0 
0 
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5J. 3 SELECTION OF A 'TYPICAV YEAR FOR THE ISLAM OF EIGG 

With the excepticn of rainfall, and wind speed during February 

to October 1985, no meteorological data are recorded an the island of 

Eigg. There are recorded, however: maximum and minimum daily air 

terrperatures cn the nearty island of Mum (6 km north of Eigg), hourly 

wind speed on the island of Tiree (50 km to the south-west, but 

separated from Eigg I: y sea cn1y), aid hourly total solar radiation at 

Dunstaphnage near oban (about 65 km south east, on the Scottish 

mainland). These sites are considered near enough to Eigg to assume 

that their average data can rEpresent Eigg's values. 

However the climate can vary significantly between Scottish 

islands, even those close to each other (Rhum has about twice the 

amual rainfall of Eigg). Ebr exarrple a windy (hence cool) day on Tiree 

might coincide with a clear, warm day on Rhum, but with low global 

radiaticn recorded near Oban. There is clearly a mis-match between 

these parameters. The difference between local terrains is also an 

inportant factor: Tiree is very flat and cpen, whereas Rhum is very 

mountainous, and this also affects the measured parameters. It is 

therefore assumed that only monthly mean values from the different 

sites relate to Eigg, since short-term mis-matches are smoothed out, 

and because lcnger-term average met. parameters are likely to be better 

matched them short term cnes; the area covered by all sites being cnVj 

about 5500 km2' much of which is cpen sea. 

To ensure that the energy modelling does not either unfairly 

favour or disfavour renewable energies, it is inportant to choose a 

year which is 'typical' in terms of its met. data. Long term mcnthly 

averages, covering at least 10 years, were available for the four sites 

(Eigg, Tiree, Rium and Oban), and these were used to determine the 10- 

year average daily values for each mcnth of the 'typical' year cn Eigg 

shown on table 5.1.1 overleaf. 
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Global Wind 
rferrperature 

O 
Radyticn speed Rainfill. 

Mcntft C W/M M/S mX107 

January 4.4 19.0 10.1 4.45 
February 4.3 43.3 8.9 3.50 
Marcti 6.1 87.5 8.7 3.16 
April 7.6 155.2 6.6 3.20 
May 10.1 198.8 6.5 2.55 
June 12.5 206.7 6.2 3.33 
July 13.6 180.2 6.0 4.16 
August 13.7 150.7 5.7 4.10 
SEptember 12.4 93.2 8.0 5.60 
October 10.2 53.7 9.0 6.06 
Novenber 6.9 23.3 8.9 5.03 
December 5.5 14.0 9.4 5.42 

Table 5.1.1 Daily mean meteorological data F- 10-year averages 
for the island of Eigg 

For work on house heat demand modelling work (section 5.3) a 

corrputer based simulation model (ESP) was used. This has in its data 

bases at least 15 years of hourly data recorded at met. stations at 

Lerwick in Shetland, and Eskdalemuir in south-central Scotland. 

Therefore an obvious way to obtain ccnsistent hourly data was to choose 

data from these sites which correspcnded as closely as possible to the 

data assumed to apply to Eigg. Although the two sites are a 

ccnsiderable distance from Eigg, the main advmtage of using their data 

was that since all parameters were recorded at the same place cand time, 

they all correspcnd to each other in the correct way. 

Mcnthly average values (similar to those on table 5.1.1) were 

obtained for each month between 1976 and 1980 from both Lerwick and 

Eskdalemuir. These averages were conpared with those assumed for Eigg, 

and the best fitting mcnths were selected to. make up a corrplete year. 

The daily mean values for each month of the derived year on Eigg are 

shown on table 5.1.2 overleaf. Rainfall data were obtained from Eigg 

itself, from the period April 1982 to March 1983. This was chosen 

because the data could be used as a check for the hydrological model 

described in sectim 5.2. 

138 



Global Wind 
Temperature Radrtion speed Rainfqll 

- Month OC W/M M/S mX10 1.1 

January 5.5 6.2 9.4 6.62 
February 4.2 37.0 9.1 1.90 
March 6.8 102.1 8.7 5.50 
April 8.6 156.2 4.4 2.21 
May 7.5 259.9 6.2 2.52 
June 11.9 210.4 4.3 1.16 
July 11.4 175.1 6.0 1.65 
August 11.4 175.1 6.0 6.40 
September 11.0 112.0 6.4 8.02 
October 8.6 39.4 8.9 3.79 
November 8.6 39.4 8.9 8.97 
December 4.0 9.0 9.9 6.04 

Table 5.1.2 Daily mean met. data for 'typical' year on Eigg 

of the parameters above, the most important to match accurately 

is wind speed because wind power potential is a function of wind speed 

cubed, whereas solar power and house heat loss are both linear 

functions of global radiation and temperature. Therefore a bias was 

made towards wind speed when choosing representative months. 

One problem of using data taken from different months is that of 

continuity at the end of each month. This was checked, and only small 

discontinuities (about 20c in temperature) were found. These, though, 

have little effect on overall results. 

only one of the above parameters was testable by direct 

measurement. A logging anemometer was installed on the island which 

recorded the wind speed distribution. An example of results from the 

island, with the distribution for the same period of wind speed from 

the 'typical' year's data is shown on f igure 5.1-1. There is poor 

agreement between the two, possibly because the anemometer's position 

(fig. 3.1) is sheltered from winds from the north and east. Fig. 5.1.2 

compares recorded data and assumed data, with wind speeds from the 

latter modified to simulate the sheltering effects. Better agreement is 

noticed, particularly in the power-generating range (greater than 

4 m/s), but again this neither verifies or disputes the assumed values'. 
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5.1.4 TWO ME7WDS FUR SIMUIATING DAILY MEAN WIND SPEED FROM 
AVERAGE MONTHLY OR YFAMY VAIIJES 

5.1.4a Literature review 

Methods for simulating or predicting wind speed fall roughly 

into two groups: those which assume a probability distributicn functicn 

and fit wind speeds to it, and those which use stochastic methods 

whereby the current wind speed is determined knowing the previous 

history of the wind. Cne other method was found, wherely wind speed at 

a particular site is simulated 'knowing cnly occasicnal values from that 

site, but detailed values from other, surrounding sites. 

Distributim Methods 

A review of some of the distribution metnods is given by 

Elgammal (1982), but a brief review follows here. A distributim often 

used (HEnnessey 1977) is the Wiebull probability density functicn: 

f(v) = (k/c)(v/c)k-lexp-(V/C)k (5.1.1) 

wbere f (v) = probability of wind speed being v m/s, 
k= Weibull shape parameter 

and c= shzpe pararmter. 

The cumulative probability function (probability of wind 

speed > v) comes from integrating eqn. 5.1.1 between vmax md v, as 

F(v) = exp-(v/c)k (5.1.2) 

cmd this cm be used to predict the distributica cnce c and k have been 

determined. Itie snape parameters cai be obtained ty several metriods, 

for exanple Bowden et al (1983) and jUstus et al (1976). 

other distributions have been proposed to fit wind speed, of 

which those suggested by Widger (1976) and Olsscn et al (1975) have 

been shown to be reascnable. 

Stochastic methods 

Only a very brief outline of these methods is given, as they 

often involve complex mathematical expressions. The references give 

wre detailed descriptims. 
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Among others, Bardsley (1980), Hennessey (ibid) and Luna & 

Church (1974) have attenpted to use Monte Carlo methods for fitting 

distributions to wind speed. The problems With Such methods (as also 

for all the previously menticned distributicn methods) are that they do 

not accoLmt for diumal variaticn when estimating hourly wind speeds 

or, more inportantly, for the persistence of wind speed. Halliday 

(1983) shows that for sites in Brit: ain there are long runs (up to 12.2 

days) of 'calms' (wind speeds below 5.0 m/s) and long runs (up to 1.5 

days) of wind speeds consistently above 16 m/s. These are generally 

not represented in simulated results, although Sigl et al (1979) 

developed a metnod for predicting them. Because wind power is a 

fLmcticn of wind speed cubed, failure to account for them leads to an 

under-estimatian of enercN available (Elgammal (ibid) presents results 

for several distributicnal methods, showing how these, in general, give 

lower potential energy values than the correspcnding recorded data). 

Some studies, among which are Chou & Chorotis (1981) and Goh & Nathan 

(1979) have incorporated persistence in their models. 

Finally for methods of simulating wind speeds, Barros & 

Rodriquez Sero (1982) suggest a method wherely weekly average values 

for a year at a particular site can be estimated. This requires 

recordings over 2 to 3 months at the site itself, and detailed data 

over the whole year from other sites. The method they prcpose is 

corrplicated, cand no atterrpt is made to describe it here. However, using 

data from ten staticns spread over a very large area of east and mid- 

west USA they predict weekly mean values over a year to within about 

+/-10% of recorded data at a site for which only 13 weeks data were 

assumed to be available. They speculate that the method could be 

irrproved to cover other areas of the world, and to give 48 hour or 24 

hour predicticns, but as yet this has not been tested. 
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5.1.4b Descripticn of sirrulatian methods 

Both methods presented here were deliberatelv'- develcped to 

require the minimum of data inputs. The seccnd method needs cn ly the 

yearly mean wind speed or monthly mean wind speed, while the first 

method needs in additicn the Weibull parameter k. 

If the input is yearly mean wind speed, both methods assume a 

sinusoidal variation of mcnthly means about the yearly value, with the 

amplitude set by the user. Figure 5.1.3 compares the monthly values 

from data for the island of Eigg (secticn 5.1.3) with those calculated 

by the sinusoidal method, assuming the same yearly mean value as the 

recorded data. Approximate agreement only is observed, showing that 

this is a limiting assunpticn. 

Mean wind 
speed (m/s) 
10.0 

8.0 

6.0 

4.0 

2.0ý 

early rem 
7.35 m/s 

Predicted 
Recorded 

nXith 

FIGURE 5.1.3 oonpariscn of predicted and Recorded Wnthly Mean 
Wind Speed for the 'Iypical' Year on Eigg 

Poth methods predict wind speeds in 'bins' of 1 m/s width each. 

So, for exanple, bin 2 represents a value between 1 m/s and 2 M/s. They 

were develpped for use cn an Ppple II micro conputer, but could be used 

on any machine with a random number generator. The Apple II functicn 

"PR=M MOD (A + 1)" gives a psuedo-random integer between 1 and A. 

Mettiod 1 

% 
Many researchers have used the Weibull distributim as an 

approximatim of ttie wind speed distributim over a sufficiently icng 

period (see Literature Review above). Results from the Netherlands 
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(Wieringa & Rijkoort 1983 and Vermeulen et al 1984) suggest values for 

the Weibull shape parameter k of: 

k=2.20 at sea 
k=1.95 inland at over 10m above ground, aid cn the coast 
k=1.75 inland at heights less than 10m above ground 

It is inaccurate to assume that these values can be applied 

universally, but determining more accurate cnes would require more data 

than are assumed to be available. For Eigg a value of k=2.0 is 

assumed, as a conpromise between the sea value md the coastline value. 

With k=2.0, the Weibull probability density functicn reduces 

to the Rayleigh distribution (Cliff (1977) shows this is reascnable for 

mean wind speeds greater thm 4.7m/s). Ttie mean wind speed is therefbre 

V CF((l/k) + 1) (5-1.3) 

where'T, the gamma functicn, is 
00 'F(x) 

= tx-le7tdt (5.1.4) 

where t= step or time increment. 

When the Weibull distribution is reduced to the Rayleigh 

functim, ttie gamma functiai is 

1"((1/2) + 1) =, ', r-/2 (5.1.5) 

which substituted in equaticn 5.1.3 gives the shape parameter c as 

2VA/W (5.1.6) 

Let Dm be the number of days in a month. The method calculates 

the probability of each wind speed v from 1 m/s to 25 m/s using the 

values of c and k above in equation 5.1.1. These probabilities are 

translated into the number of days in each wind speed 'bin' as 

D(V) = integer (f (v)4n) (5.1.7) 

Following this, it is assumed that the pmbability oi the wind 

speed cn any day being in a particular bin, f(v) is given by 

D(V, S) /EýI, 
s (5.1.8) 

where D(V, s) number of days left in bin v, 
and Dm's number of days left to predict in the mcnth. 

144 



After each step, one day is removed from the bin in which the 

predicted value falls, and one day from the days remaining in the 

mcnth. Ilie total probability for all bins is therefore always 
'A 9 

Zf (v) = 1.0 (5.1.9) 
V-1 

To corrpare probabilities with the random numbers generated ly 

the computer at each step (ie each day), equation 5.1.9 is multiplied 

1000, and integer values taken, so that 
2.4 

2integer(looof(v)) = looo (5-1.10) 
V. 1 

Figure 5.1.4 shows a typical cumulative probability distributicn 

after several days have been predicted. 7he conputer generates a random 

number between 1 and 1000. A value between 30 and 88, say, represents 

bin 5 (hence wind speed between 4 m/s and 5 m/s), and this becomes the 

predicted value. Note that the equal probabilities for bins 9 and 10 cn 

figure 5.1.4 implies no days left in bin 10. A bin with no days left 

cc-rmot be chosen, so if a random number correspcnding to bin 10 occurs, 

the predicted value would be bin 9. 

Cum. probability 

Bin 

FIGURE 5.1A Cumalative probability distributim of wind speeds 

Since this method "forces" the values in anY month to fit the 

Rayleigh distribution, there will only be one bin on the last day of 

each month into which the predicted value can go. However, this value, 

md all others during the mcnth, depends on the sequence in which the 

other bins have been filled, so individual daily values are still 

psuedo-randcm. 
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Method 2 

This method assumes that the probability of the wind speed 

mving from its currc: nt value to the next value falls prcporticnatell) 

with the size of the jurup. No attempt is made to fit the values to a 

distributicn, but the method is such that the mean, at the end of a 

n=t1i, is close to the actual =nthly mean. 

The probabilities of "jurrping" to the next value has the general 

form, assuming the current value to be bin 9 (8 m/s to 9 m/s), -shown cn 

figure 5.1.5. IIhe number of allowable junps either side of the current 

value is set ly the user at the beginning of a sirmlaticn. 

Probability 

12345678/9 10 11 12 13 14... Bin 
oirrent value 

FIGURE 5.1.5 Probability Distributim for Mettiod 2 

The total probability for all bins is always 1.0. The 

probability of jurrping to any box is calculated by the following 

method, where vc is the current value, and N the number of allowable 

jurrps either side of vC. Me probability coefficient Cc for the current 

value is set to 1.0. The coefficient of a bin n jumps away from the 

current bin is given lzy 

Cn =1- (n - 1)IN (5.1.11) 

The coefficients are summed for all bins, md each coefficient 

divided ty the sum to ensure that the total probability is 1.0. Thus 
'Is 

f (n) (n - 1) IN) / (2 Y (1 - (n - 1) IN) + 1) (5.1.12) 
n. 1 

The same procedure as for method 1 is used so that the random 

number determines the new value of wind speed. Mce this is determined, 

the probability pyramid of fig. 5.1.5 is recentralised. over this value, 
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md equaticn 5.1-12 recalculated. However, if the new current value is 

such that the pyramid shape goes outside the allowable range (see 

figure 5-1.6), the out-of-range bins are ignored, a new total area 

calculated, aid another cumulative probability distributicn similar to 

fig. 5.1.4 (but with fewer bins) obtained. The total area is always 

1000, cmd probabilities set accordingly. 

ty 

V123 /4 56789 10 11 12 13 14 ... Bin 
Cut-of- New current 
range bins 

-value 
EIGURE 5.1.6 Re-centralised Probability Distrilbutim showing 

Out-of-range Bins 

Because of the nature of this method, it tends to predict values 

with a mcnthly mean approximating to the actual mean. Wide excursicns 

from the mean are unlikely, as they could cnly arise through successive 

unlikely jumps. However, each run of this method gives a slightly 

different distributim. 

5-1.4c Corrpariscn of sinulated md recorded data 

mie data inputs to both mettiods were the same mmthly means as 

those for the island of Eigg (table 5.1.2). Figures 5.1.7 and 5.1.8 

overleaf respectively corrpare the simulated results from methods 1 and 

2 with the Rayleigh distributicn for the same annual mecm wind speed. 

Method 1 follows the Rayleigh distribution almost exactly, whereas 

method 2 gives a less spread-out distributim centered around the mean. 

Method 1 has almost no sicpificmt autocorrelatim (values above 

about 0.2 show positive correlation), meming that each predicted value 

is independent of all previous values. Method 2 shows some positive 

correlaticn, irrplying that there is some persistence. 
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FIGURE*5.1'. 8 As Fiq5.1.7but with PredictedResults from Method 2 

* 
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Figure 5.1.9 compares both simulation methods with the actual 

distribution 'obtained from the hourly data for Eigg. There is 

reasonable agreement, more so for method I than for method 2, between 

the real and the simulated distributions. More important, though, is to 

compare the available energy figures resulting from the simulated and 

the real results (from the Itýpicall year). These were obtained by 

'365 3 Py = 24 Yvd (5.1.13) 

where 24 = number of hours per day. 

The values Of vd in equation 5.1.13 are the average of each bin 

Ue bin 2 has an average of 1.5 m/s). The results are: 

Method 1=5.88 x 106 m3/s3 
Method 2=4.88 x 106 m3/s3 
Real (recorded) daily data = 6.24 x 106 M3/S3 
P. -al (recorded) hourly data = 7.27 x 106 m3/s3 

As expected, since method 2 does not predict high wind speeds 

often enough, its energy estimates are well below the true values. 

Method 1, however, agrees to within 6% of the energy potential using 

real daily data (Because of the discretisation of days by the method - 

such that windspeeds with a probability of less than 0.5 s/m are not 

predicted - method 1 does not predict high wind speeds either). But 

equally significant is the error between daily mean and hourly mean 

real data, the former underestimating the true potential by almost 15%. 

It is concluded that care must be taken when modelling to 

account for errors between using mean daily and hourly real data, as 

these can be significant. 

Suggestions have been made for improvements to method 2. These 

mainly involve testing real data to obtain a more likely probability 

distribution than that assumed. Both methods should also be tested by 

comparing their autocorrelation, function with typical autocorrelations 

from real data. Lack of time has prevented these improvements being 

made as yet. 
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5.1.5 SIMULATION OF HOURLY GLOBAL SOLAR RADIATION AND AIR 
TEMPERATURE FROM DAILY MEAN VALUES 

Solar Radiatim 

Daily mean global radiation data are easier and cheaper to 

collect than hourly values, and daily data collecticn is more likely to 

be found in Third World countries. Therefore a method, prcposed ly- 

Daffie & Beckman (1980) is presented here, for predicting hourly values 

from daily means. rihis method requires ]mowing only the latitude of the 

site, and the daily mean (or daily total) global radiatim. 

Me declinaticn 8, the mgular positicn of the sm at solar nocn 

with respect to the pime of the equator (north positive) is 

8= 23.4sin (360 (284 + N) /365) (5.1.14) 

where H= day of the year, lst January = day 1. 

Uie sunset hour angle ws is then calculated using 

oos&js = -tanStano (5.1.15) 

where 0= latitude of site, north positive. 

The hour angle (the angular displacement of the sun east or west 

of the local meridian owing to rotaticn of the earth cn its axis at 159 

per hour), is given ty 

w= -159 (12 - 

where H= hour of day. 

(5.1 . 16) 

If the ratio of hourly global radiation to daily total is r., 

this cm be calculated from the above equatims as 

OZ/24) (a+bcosw) [ (cosu-cosws) / (sinL) - (-'>Ircj /360) cosy )] (5-1.17) 
sss 

Viere the coefficients a and b are given by 

a=0.4090 + 0.5016sin (ws - 60) 
b=0.6609 - 0.4767sin(Lis - 60) 

(5-1.18) 
(5-1.19) 

Finally if the daily total radiaticn ýt = 24ýd, where ýd is the 

daily mem rate, the hourly rate of global radiatim is: 

C= ýtrn (5.1 " 20) 
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Air 7miperature 

Two methods are possible for simulating hourly air tenperature 

from daily values: the first requiring the daily maximum and minimum 

teuperatures, the second needing only the daily average. The second 

method, however, requires an estimate of the likely amplitude of daily 

variaticn, so is probably less accurate. Therefore the first method was 

the cne chosen. 

Mowing the maximum and minimum daily temperature, a simple 

sinusoidal variaticn, is assumed, with the maximum occurring at 3 p. m., 

the minimum at 3 a. m. Thus the value at any hour is 

Th = [(Tmax + Tmin)/21 - E(Tmax - Tmin)/2]cos(t -IT/4) (5.1.21) 

where t= time in radians, 00 00 hrs =0 rad, 24 00 rad = 21T rad. 

(For the seccnd method, the arrplitude would be quessed, and Tmax and 

Tmin calculated fmm the daily mean and arrplitude) 

Figures 5.1.10 and 5.1.11 overleaf compare results from the 

radiaticn predicticn method cn a typical low radiatim day (4th Marcii) 

and a typical high radiation day (25th July) and the tenperature 

prediction method on a low tenperature day (8th January) and a high 

temperature day (25th July) with the recorded data for the island of 

Eigg. Quite good agreement is seen for both days of the radiaticn 

predicticn and the terrperature predictim methods. 

5.1.6 DISCUSSICN 

Tne purpose of the energy modelling work in this thesis is to 

determine a methodology for planning, rather than to accurately model a 

particular community. However, the island of Eigg was chosen as an 

exarrple of a small commimity cn which the phrming stratecE could be 

tested, so it was inportant that meteorological data used in the 

modelling were accurate enough to ensure that results were credible. 
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The use of meteorological data from other sites to apply to Eigg 

is ocncluded to be reascnably accurate for use in plaming work; this 

approach, though, might not be possible for other commmities to which 

the planning strategy could be applied. Therefore methods were prcposed 

for simulating daily or hourly met. data from the mininum of recorded 

data; daily wind speeds from meai mcnthly or yearly values, and r=rly 

global solar radiation and air ten-perature from mean daily values. 

These methods are accurate enough for general modelling use, given that 

more accurate data are assumed to be unavailable. Altnough not used in 

community energy plaining work, they were tested in house heat demmd 

modelling work (secticn 5.3). 

The results from any of these methods are not intended to be 

accurate predictions of real values; they only atten-Pt to simulate 

results having the same lmg term statistics. More inportant is that 

they allow reascnably accurate predictions of renewable enercH 

potentials, without the expense, and time involved, of collecting 

detailed data over a 1mg period. 

As a result of this work the energy planning model could be 

zpplied with reascnable accuracy to sites for which cnly the minimum of 

meteorological data is available. To achieve consistency of levels of 

data collecticn, methods Should be develcped to simulate radiaticn and 

air tenperature values from lcnger-term data. No method has yet beEn 

found to simulate temperature, but a method of simulating solar 

radiation from mean monthly values could possibly be developed from 

work by Raja et al (1986). The methods proposed by Barros & Rodriquez 

Sero (ibid) or Gringorten (1966) could perhaps be develcped to apply to 

solar radiaticn, rainfall cand air teirperature. 
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Sectim 5.2 Predictim of Hydro-Electric Power Available from 
small catchnmts using a Hydrological Mdel 

5.2.1 INTRODUCTION 

Hydro-electric power is one of the cheapest and most reliable 

energy sources (chenall & Homer 1985). It produces no atmospheric 

pollution, and careful planning can minimise its effect on the 

landscape. Therefore hydropower is an obvious cption for community 

energy supplies, if it is available. 

The accurate predicticn of potential hydropower is not easy, as 

long-term measurement of streamflow is costly either in terms of 

nrnitoring equipment (V-notch wiers being the most accurate, but not 

easy to install) or in terms of time (various gauging methods have been 

prcposed but need to be done over long time periods). Measurement of 

rainfall, however, is both sirrple and cheap, requiring no specialised 

equipment. So a method to predict streamflow from rainfall figures 

allows power predicticns to be made easily and without expEnse. 

The main aim of this section is to develcp a hydrological 

predicticn model, as this is the most irrportcmt stage in determining 

hydro power potential. Since detailed data cn soil type, foliage cover, 

etc. were not available for the island of Eigg, the model prcposed 

needs cnly daily rainfall and air tenperature; both easily] recorded. 

The overall strategy of the model is similar to that prcposed by 

Porter & McMahon (1981), although it uses different analytical 

relaticnships (where these are more easily applicable, or require less 

data), than those used by Porter. This work ccncentrates on small 

catchments; (less than 5 km2), allowing several sinplifying assunptims 

to be made that: 

1) Rainfall is uniform over the whole area of the catchment. 

2) Vegetation cover is uniform over the whole catchment. 

3) rMe type of soil, and soil depth, are uniform over the uftole 
catchrmnt. 
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4) Water stored in puddles, and water running off the catcnnmt 
surface, flows direct to the stream. 

5) Water from soil storage can flow direct to the strewn. 

Having predicted the dailVII streamflows, a method is required to 

determine the power potential of the stream. The formulae needed for 

this are shown. A graphical method is presented which allows the desicn 

streamflow level to be determined; cptimum hydro turbine size, and its 

power potential, can then be calculated Rnowing the static head of the 

river and the supply pipe diameter. 

The correct choice of supply pipe diameter is in-portant. Too 

small a pipe gives large head (cmd therefore power) losses, while too 

large a pipe would be expensive. A method is presented here of 

determining the cptimum pipe diameter based cn pipe cost (increasing 

with increasing diameter) and power losses (decreasing with diameter). 

5.2.2 symBois AND uNiTs 

Symbol Description Units 

A Catchmant surface area m2 
B Water flowrate into dEpressim storage m/day 
C omstmt m4day/kg 
Cf Field capacity 
D Umber of hours of daylight, in units 1/day 

of 12 hours per day 
E Evapotranspiration rate from foliage m/day 
F Rainfall rate m/day 
G Flowrate from soil storage to groundwater m/day 
Gs Flowrate from groundwater to streamflow m/day 
H Static head m 
Hd Depression storage level m 
Hl Level of soil storage above minimum level M 
Ib Net head m 
Hs Soil storage level M 
I Foliage interception rate m/day 
j 7hroughflow rate from foliage to soil surface m/day 
K IrIfiltraticn rate parameter m/day 
L Pip e len gtti m 
M Surface to depression storage flowrate m/day 
N Soil storage to groundwater and streamflow, rate m/day 
0 Total streamflow, rate Tjday 
Oa Total volume streamflow rate rrý/dqy 
P Daily mem hydro-power electrical output kW 
Pe Level to which soil storage falls in 2 days % 
Ps Saturated vapour pressure m2 Ný 
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Pt Total yearly hydro turbine output kTAh/y 

Q Flowrate from soil storage to streamflow day Z 

Flowrate in supply pipe to hydro plant /S 

Specific gas constant for water vapour J/(kg K) 
Rd DEpressicn storage to streamflow runoff rate m/day 
Re Reynolds nunber 
S Foliage interception storage level m 
Sd Soil depth m 
T Atmospheric air teiTperature K 
U Yearly unit cost of supply pipe Pm Y) 
Uf Hydro system 'cost' f /y 

Ul Value of lost hydro turbine output Vy 

Lhit cost of electricity Omh 

s Yearly cost of supply pipe /y 

Ut Yearly cost of hydro turbine output i/ f. y 
V Soil surface to soil storage infiltration rate m/day 
VS nifiltraticn from soil surface to soil storage m/day 
W Irifiltraticn constant m1day 
x Rainfall to streamflow rate parameter 
y 
Z 

Constant 
jnfiltratian constant m/day 

a Ocnstant 
b Constant day/T 

m2da Ks /k c Cr-nstant g y 
d Pipe diarmter m 
f Pipe friction coefficient 

/ 2 
9 Gravitational acceleration m s 
hf Pipe friction head loss m 5 l 75 O i Constant s . /m . 
k 3Xiterflow rate parameter 
n Diameter step size m 
t Tine d2y 
U Mean fluid velocity in pipe M/s 

q Hydro-power turbine efficiEncy 
1) Kinematic viscosity of water ný/s 
es Saturated water vapour dEnsity kgýý 
ew. Water density kg/M3 
17C, Constmt 

9iffices 

max Maxim= value 
min Min irmm value 

x Day nuniber x 
X-Y Day nun-bear (x-y) 

The units used in this work for rainfall and water flow rates 

are m/day as cpposed to conventional SI unit m3/s. This is often used 

ty hydrologists as it gives figures indrzpendent of catchment area. This 

is inportmt when rates, vegetaticn or soil structure are not uniform 

Of the Whole area. In this work it allows easy application of the 

equatims to different catchment areas. 
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5.2.3 IMERAMBE REVIEW 

This review concentrates only on complete hydrological 

prediction models, as the number of references for individual flow 

processes is very large. Two most useful reviews were found in Fleming 

'(1975) 
and Haan et al (1982), which cover many of the types of model 

available. other models were found in Anderscn & Burt (1985), Chapman & 

DLnin (1975) and Porter & McMahcn (ibid). 

Me two main types of model are empirical or theoretical. Ihese 

both use mathematical relaticnships to represent physical processes, 

but because of the complex nature of real water flow processes, 

theoretical- models often include empirical relaticns, and vice versa. 

Empirical aid theoretical models can be further split into two 

categories: fitted parameter or measured parameter (iarscn et al 1982). 

Fitted parameter models need recorded flowrates in order to determine 

parameters values ccntrolling flowrates and storage levels within the 

model. Measured parameter models, cn the other hand, require parameters 

which can be satisfactorily determined Rnowing cnly the type of 

catchment. These can be obtained either ly measurement or estimaticn. 

CUrrently-Available Models 

only fairly brief descriptions of models are given here: the 

references give more detailed descripticins. 

Fitted parameter models 

Possibly the best Rnown fitted parameter model (rpM) is the 

Stanford WatershedM odel, developed initially by Crawford & Linsley 

(1966). since it is an FPM, it usually requires several years of flow 

measurements for most applications. The water flow processes in the 

model are represented mathematically as flows or stores, with flows 

from any store expressed as a function of the current level in that 

store. It is physically based, but does not require detailed Jýnowledcje 

of physical dimensions or properties. For example, one of the stores 
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, represents tcpsoil storage, but the use of a fitted parameter replaces 

the need to know soil depth or moisture retention properties. An 

iriportc-nt feature of the model is that various flows are not ccnstant 

over the whole catctimEnt area, which is inportant for larger areas. 

Several very sirple fitted parameter models have been prcposed, 

, 
for example Blackie & Eeles (1985). They propose, as the sirrplest 

, model, cne in which 

0= XF 

vtiere 0= catchmEnt streamflow rate, 
F= rain fall rate 

and X= parameter obtained from measured data. 

Equation 5.2.1 can be expanded and applied more specifically to 

intermediatie flow processes, thereby obtaining a more detailed model. 

This very sinple method has been modified (for exanple Meinzer 1942) to 

predict flood levels, but this is of little use in estimating 

streamflow rates over Icng periods of short time stEps. 

There are many other fitted parameter models available, wtiicti 

are beycnd the sccpe of ttiis brief review to describe. However, they 

all suffer from the basic limitation, wtien applied to the island of 

Eigg catchments modelled in ttiis work, that no flow measurements cn the 

island are available. 

Measured parameter models 

These models can be split broadly into two types: stochastic 

models and deterministic models. stochastic models, described by 

DeCoursey et al (1982), generate either input data (rainfall, wind 

speed, etc. ) stochastically, and use these as inputs to a model, or are 

entirely stochastic, generating streamflow Inowing cnlýr the history of 

recorded streamflows. Deterministic models use cnly recorded rainfall, 

wind speed, etc., values as inputs to a model. All models require a 

Inowledge of at least rainfall rates: the difference between measured 

parameter models (MpM) and FPM's is basically that the latter do not 
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require measurements of other flow rates. 

Cne model, the Soil Cmservaticn Service (SCS) TR-20 watershed 

. model (U. S. SCS 1965) is widely used in planning and studying small 

catchment areas. It uses mathematical relatimstiips to determine time- 

,, series streamflows from time-series rainfall data (which can be 

recorded or stochastically predicted), but also requires watershed 

, characteristics and theirpossible variaticns to be input. It thus 

, 
determines results for different combinations of catchment ocnditims, 

, jor example reservoir numbers, size and locaticn, and land use 

practices. r1his strategy, while successful, is too complicated for the 

work on catchments on Eigg, for which only one set of catchment 

ccnditicns IS specified. 

A simpler model, and the one on which this work is based, is 

that described by Porter & McMahon (ibid). This has been applied 

successfully to two large catchments in victoria, Australia. Good 

agreement was obtained between predicted and recorded streamflows, with 

correlation coefficients of 0.75 for daily predictions, and 0.86 for 

n-cnthly values (a coefficient of 1.0 would rEpresent an exact fit, 0.0 

a corrplete lack of fit). All flowrates are represented by mathematical 

expressions, for which constants and rate parameters are easily 

obtained. thfortunately Porter does not give values for the ocnstants 

and parameters, so in some cases more easily applicable expressicns 

were substituted for those used ly him in the model used in this work. 

Since Porter's model is very similar to that prcposed in this work, a 

detailed descripticn is not given here. 
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5.2A DESCRIPTION OF THE HYDROLOGICAL MODEL 

The model presented here has been developed for catchments 

ranging from 1.1 km2 to 3.1 km2. In all cases the soil is assumed to be 

a-peat loam, 0.5m deEp over the whole catchment. The foliage (uniform 

over the whole area) is either heather, moss and scrub, or short- 

crcpped grass. It is assumed that all processes and ccnditicns are 

uniform over the whole area of the catchment, therefore area need not 

be considered in all equations. Water flows in a small catchment are 

shown sinply ty the following figure 5.2.1: 

RAINFAIL 
EVAPOTRANSPIRATICU 

INFILTRATION DLE STORAGE 

.............. . GROUND WATER 

FIGURE 5.2.1 Sinplified picture of Small Catcnment Water Flows 

Figure 5.2.1 cm be shown saiematically by figure 5.2.2 below: 

Evapotraispiratim 
RAINFALL 

miroughfiow 

RLmoff to dEpressim 
storage 

I 

v --I, 
ionfiltratim DEPRESSION ISTORAGE 

Direct 
ISOM SMIU37E runoff outflow 

1xiterflow 
I Flow to stream 

Flow to gromd water 

-- -I FG-ROUND WATER SMEýGýFlow to stream 

TWAL 
SrPY-AMEIDW 

FIGURE 5.2.2 scliematic Diagram of Water Flows in small catctiments 
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some flows are ccntrolled by storage levels. Since the time stEp 

of the model is cne day the assunTpticn is made that the driving level 

throughout any day is the level at the end of the previous day. No 

account is taken of chmge of level during the day being ccnsidered. 

Eacti of the stores md flowrates of fig. 5.2.2 are described cmd 

analysed in detail below. Tne values of various parameters and 

_constants 
are typical values for foliage and soil types for Eigg. 

Parameter sensitivity is tested in sub-secticn 5.2.6. Several of the 

equaticns used in tnis work are eapirical, because of the pmblems of 

develcping malytical relaticnships for corrplex physical processes. 

Evapotranspiraticn 

Evapotranspiration (ET) is water lost from foliage by direct 

evaporation, and by transpiraticn from leaves and stems. ET and 

intercepticn (water collected by foliage) are the most irrportant rates 

in determining total yearly streamflow: all water not lost by ET 

eventually gets into the river, and since total streamflow from the 

river is irrportant in determining the total yearly energy potential, an 

accurate method of calculating ET must be used. 

Pn enpirical relaticnship develcped by Han= (1961) was faLmd to 

,, 
be accurate for a wide range of ccnditicns. It has been tested by Han= 

(ibid) for 16 areas covering 13 States in the USA, where it was found 

_, 
to be consistent to about +/- 5% of measured data. It has also been 

successfully applied by Sartz (1972) aid icnes (1966). 

The evapotranspiraticn rate is calculated W: 

ý,, 
E; c = CDx2ex (5-2-2) 

wtiere C= ccnstant, value 0.14 m4day/kg, 
Dx = number of hours of daylight, or potEntial hours of sunshine 

and ex = saturated vapour density. 

9be saturated vapour dEnsity is calculated by 

qx ý Ps, x/(RTX) (5-2.3) 

wbere R= specific gas cmstcmt for water vapour. 
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Mrrbining eqns. 5.1.2 and 5.1.3 gives the evapotranspiraticn rate as 

Iý Ex = CDX 
2 PsX/Tx (5.2.4) 

wtiere c= ccnstmt, value 3.03X, 0-4 M2 dayKS2/kg. 
and. psx can be calculated from the value of Tx- 

The rate is a function of DX2, the hours of daylight, for the 

following reasons (Hamon ibid): a) because ET only occurs while leaf 

stomata are cpen, which they are caly during daylight hours, b) because 

net global radiaticn. gives the heat required for ET, zrid net radiaticn 

is a linear function of daylight hours (ie the radiaticn is less with 

y light). increasing latitude and corresponding decreasing hours of dj 

The values for daylight hours (taken as ccnstant. during eacti n-cnth) can 

be, obtained from Eaglescn (1970). 

i[nterceptica ]Rate and Storage 

Interception is rainwater which is caught by foliage, and 

$stored' on leaves until lost by evapotranspiraticn. Its rate can be 

calculated enpirically (Blake 1975) for a daily rainfall Fx ly 

Ix = aFx - bFx 2 (5.2.5) 

wtiere a ccnstant, value 0.2288 (no units) 
and b caistmt, value 6.50 day/m. 

Eqn. 5.2.5 is applicable provided that the storage level does not go 

above its maximum. The two types of foliage cover m Eigg are: heather, 

moss and scrub (storage capacity Smax = 2.03xl 0-3m (Blake ibid)) and 

short-crcpped grass (Smax = 1.20X10-3m). 

Rain water enters leaf storage ly intercEpticn, and is lost ly 

evapotrmspiraticn. 7herefore if the level in storage is denoted by s, 

applying a water balance to ttie store gives 

Sx 2-- SX-1 + Ixt - Ext 

wriere t= time step, value 1 day. 

(5-2-6) 

If Sx > Smax or sx <0 (conditions which cannot exist), the 

calculated value of Ix from eqn. 5.2.5 must be modified accordingly. 
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Throughflow 

Throughflow is rain water flowing through the foliage to the 

soil surface. It can be simply calculated as the difference between 

daily rainfall and daily interception as 

Jx = Fx - Ix (5.2.7) 

Infiltration and Soil Storage 

Water is stored in the top, -soil of a catchment before either 

flowing into lower level ground water storage or into a river or 

stream. The rate at which water enters soil storage is the infiltration 

rate. It can be calculated by an equation given by either Philip (1957) 

or Porter &- McMahon (ibid) as 

Vx = Kx +Z (5.2.8) 

where Z= constant, value 2xlO-3 m/day 
and Kx = infiltration rate parameter. 

Generally the level of soil storage does not fall to zero, even 

after long dry periods. After two days it falls to a level Hs, min which 

can be expressed as a percentage of the soil depth using the parameter 

'f ield capacity' (Shaw 1983), such that 

H` SdCf s, min ' 

where Sd = depth of soil 
and Cf = field capacity. 

(5.2.9) 

For the soil on Eigg the field capacity is 0.29 (Shaw ibid). So 

Hs, min ` 0.5xO. 29 = 0.145M. The infiltration rate is highest when the 

soil is 'dry' Ue Hs = Hs, min ý- 0.145m), and zero when the soil is 

saturated (Hs = Hs, max ý 0.25m, the maximum level being 0-5Sd). This 

can be accounted for by using a relative storage level H, where 

Hl = HS - SdCf (5.2.10) 

The infiltration rate parameter Kx of eqn. 5.2.8 is given by: 

Kx = We(yHl, x-lIHl, max) (5.2.11) 

where W= constant, value 3. OxlO-3 m/day 
and Y= constant, value -0.452 (no units). 
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combining equaticns 5.2.8 md 5.2.11 gives the daily infiltratim as 

Vx = We(YH,, X_, 
/Hi, 

inax) +z (5.2.12) 

Tne calculated value of Vx is on ly limited by one ccndition; that if 

the infiltraticn is greater thm the througriflow ix then 

VX = ix (5.2.13) 

Soil Surface to Depressim Storage Flowrate 

Depressicn storage is water stored in puddles, hollows md small 

water channels before it flows into the river. The rate of flow into 

this store is sinply the difference between tne throughflow and the 

infiltratim, and is calculated ly 

MX 2-- ix - VX (5.2.14) 

although mx is subject to the ccnditicn that the soil storage level is 

, 
less than its maxinum (see below). 

Sail Storage Level 

Let the flowrate from soil storage to ground water and 

streamflow (calculated later) be dcnated by Nx. The calculated soil 

storage level cn any day x is given ly 

HS, x= HS, X_j + Vxt - Nxt (5.2 " 15) 

Eqns. 5.2.14 and 5.2.15 are subject to the conditions that Hs, x cannot 

be more than Hs, max or less than Hs'min. If it is, the values of Mx and 

Hs, x are nx)dified accordingly. 

Interflow from Soil Storage to Streamflow and Ground Water 

From soil storage, water can flow both to ground water storage 

and direct to the river (the latter is different to direct runoff from 

soil surface to streamflow, which never enters the soil). 7hese two 

flowrates, combined, are called interflow. 

Interflow is assumed here (in the absence of any other easily 

applicable relaticnstiip) to be a functicn of soil storage level, and to 

fall expcnentially with time. The concept of field capacity has been 

introduced above, aid it has also been assumed that the maximum storage 
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level is 0.5 times the soil depth. The equaticn determining interflow 

rates requires a knowledge of the percentage of the maxirrum level to 

wbich the storage level falls after two days. This cm be given ly 

Pe '""2 Cf Sd/Hs, n-ax 
(5.2.16) 

., max in terms of soil dEpth, becomes whici, expressing H,,, 

Pe =C fSdIO*5Sd = Cf/0.5 (5.2.17) 

The interflow rate equatim uses the relative storage level H, 

given by eqn. 5.2.10. Neglecting the effects of infiltration on tne 

level during the day being ccnsidered, the interflow for my day x is 

Nx = Hl, x_, 
(l - e(kx))/t 

utiere kx is the interflow rate parameter, given ly 

kx E 3n (PeHj, 
nex) - ln (Hj, 

x-1) 
1/2 

Two cmditions apply to the calculated value of interflow: 

if IX-1 = Hs 
th , Nx =0 

min 

or 'f 
,x '( Hs min 

t! Nx = 'Vx + (Hs, 
x- Hs, idn 

(5.2.18) 

(5.2.19) 

(5.2.20) 

(5.2-21) 

Total interflow is split into streamflow Qx (flOw into the 

river) and flow to ground water storage Gx in the following way, with 

ground water flow ccntrolled ly the soil storage level: 

Ground water (this may vary if the interflow is less than the 

calculated ground water flowrate, see eqn. 5.2.26) 

If %x-, < (Hs 
max - Hs, min)/2 

th , Gx =0.061 iý/day (5.2.22) 

If (Hs 
max - Hs min)/2 >= Hs, x_l < 0.57(Hs, nlax - Hs, min) 

then'Gx= 0.062 ifi/day (5-2.23) 

If Hs x-, >= 0.57(Hs, max - Hs, min) 
thýA Gx = 0.003 rri/-Uýý (5.2.24) 

Streamflow 

If NX > Gx 
then Qx = Nx - Gx (5.2.25) 

If Nx <= Gx 
then Gx =0 5Nx (5.2.26) 

cmd Qx = 0: 5NX (5.2.27) 
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Grcund Water to Streamflow 

Water from the ground water storage eventually enters the river, 

althougn often a laig time after it enters the store. it is assumed 

here that the grouid water store acts sinply as a delay of 90 days, so 

Gs, x = Gx-go (5.2.28) 

DEpressim storage, outflow and Direct Rnoff 

The assumption is that all water in depression storage (DS) 

eventually flows into the river without entering the soil. The flow 

from DS is called outflow, and it cnly occurs if the runoff is zero. If 

DS is full or the rate of water into storage is less thai runoff, water 

(direct runoff) will enter streamflow directly, without entering DS. 

If Hd, x is the depression storage level on day x then Bx, the 

rate of water into the store is given ly the following equatim, where 

Hd, max for catchments cn Eigg is 0.040 m (Linsley et al, 1975): 

13x -«2 Hd. max(1 - e(-Mx/Hd, n-ax»/t (5.2.29) 

rMe values of direct runoff and DS level are generally: 

1ýd, x Mx - Bx (5.2-30) 
& Hd, x Hd, X-1 + Bxt (5.2.31) 

but are nodified if Hd, x > Hdlnax or if Mx =0 and Hd, x-l = 0. 

Total Streamflow 

For small catchment areas it can be assumed that cnly cne river 

flows through the catcnment, and that all sources of streamflow are 

close enough to the river to effect the flowrate from the catchment 

with no time delay. So total streamf low is simply the sum of direct 

runoff, outflow, soil storage and ground water storage to streamflow: 

Ox -4 1ýd 
sx+ 

Qx + Gs, x (5-2-32) 

It is also assumed that the volumes of the various stores are 

directly related to catchment area so the above flowrate, with units of 

m/day, is cnmged to m3/day ly multiplying ty catchment area, giving 

Oa, x= A(ýd, x+ Qx + Gs, x) (5.2-33) 
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5.2.5 POWER OUTPUT AND OPTIMUM SUPPLY PIPE SIZE PREDICrION 

Power Output 

The total yearly energy potential of a river is obtained by 

first determining the hydro turbine rating, then summing the energy 

output of the turbine over the year, knowing the daily streamflow and 

the corresponding turbine output. To determine the size of hydro 

turbine to install in a river, the following data are required: static 

head of the river; design flowrate in the turbine supply pipe, supply 

pipe diameter and length, and turbine and generator overall efficiency. 

The static head is determined by direct measurement or from an 

accurate Ordnance Survey map, the supply pipe length depends entirely 

on local terrain, the overall efficiency can be obtained from 

manufacturer's data and the supply pipe diameter can be calculated 

using the optimisation process described later. The design flowrate is 

obtained using a method proposed by the University of Salford (1983). 

Af low duration curve for the river, which shows the percentage 

of the year that the streamf low exceeds certain values, is drawn. An 

example of this is shown, for one of the catchments on the island of 

Eigg, on figure 5.2.3 overleaf. The flowrate which is equalled or 

exceeded for 70% of the year (256 days) is the design streamf low. For 

the Eigg catchment, this value would be 4000 m3/day, or 0.0463 m3/s. 

Having detemined the design flowrate, and knowing the supply 

pipe diameter and length, the friction head loss in the pipe is 

calculated by the following equations taken from Massey (1976). Several 

of them are empirical relationships, but are all well proven. 

The mean flow velocity in the supply pipe is 

u= Qp/(, Td2) (5.2.34) 

and the Reynolds number is obtained by 

Pe = ud/v (5.2.35) 

where )) = kinematic viscosity of water, value 1.14X10-6 m2,1s. 
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In the range of Reynolds number usually found for small hydro 

, turbines (3xlO3 to W05), the Blasius' relationship can be used, where 

f=0.079(Re)-0.25 (5.2.36) 

The friction head loss in a straight, constant diameter pipe is 

hf = 2fLu2/dg (5.2.37) 

Substituting for f in eqn. 5.2.37, giving u in terms of Qp and diameter 

d, and substituting values for g (9.81 m/s2) and )),, leads to 

hf = jQ 
p 

1,75I. /d4.75 (5.2.38) 

where j= constant, value 8.04xl 0-4 sl. 
75/mO. 5. 

If the height of pipe entry above the turbine is H, the net head 

available for generating power (neglecting the dynamic term) is 

Hn =H- hf =H- jQpl* 75L/d4.75 (5.2.39) 

Finally, the power output for any day x, is calculated by 

P, = e,,, 9rZQp'x(H - jQpxl. 75L. /d4.75) (5.2.40) 

and the total yearly energy output is given by 

Its 
Pt = 86400. '2: Px (5.2.41) 

where 86400 number of seconds per day. 

Optimum Supply Pipe Diameter 

The supply pipe cost to a hydro turbine can be a significant 

part of the installation costr and is a function of pipe diameter 

(G. Riva 1985, personal communication). Pipe cost increases with 

diameter, but head (and hence power) losses decrease. Therefore a 

method is required to determ ine the optimum between pipe size and power 

loss. A hydrological engineer would probably know the correct pipe size 

to use from experience, but this method was developed because no simple 

algorithm or empirical method of determining pipe size was found. 

A computer program was written which requires: the maximum and 

minimum supply pipe diameters and their yearly costs (obtained by the 

Net Present Value method of section 2.1), the diameter step size to be 

considered between dmax and dmint the supply pipe length and the unit 
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cost Up of electricity from the turbine (see sub-section 4.1.4b). The 

total potential yearly output of the turbine for dmax is calculated 

using eqns. 5.2.40 and 5.2.41. Tne total value of the output is then 

.. Ut, max - Up Pt, max 
(5-2.42) 

At dmax power losses are assumed to nave zero cost. Tne yearly 

cost of the supply pipe, of length L, would be 

Us, max 2-- UmaxL (5-2.43) 

If the diameter step size is n, the program next considers the 

diameter d= dmax - n, so the value of pt will be smaller than tnat 

using drrjax. If the yearly value at d is Ut, the value of energy lost is 

Ul ý- Ut, mx - Ut (5.2.44) 

Using linear interpolatim between Umax md Um1n the pipe cost is 

Us = L[Unlax - ((Umax-Lýnm)(cýnax - d)/(cýnax - dmln))] (5.2.45) 

This will be less than Us, max from eqn. 5.2.43. Trie 'total cost' of the 

system with diameter d can be calculatedly 

Uf "- us + ul (5.2.46) 

The steps are repeated for each value of d between dmax and 

dmin; the cptimum diameter occuring wtien Uf is a minimum. 

5.2.6 PRESEnATICU OF VALIDATION AND SENSITIVITY RESULTS 

Althougti no direct measurements of streamflow were possible on 

Eigg, two ways of testing the model were available: 1) conparing the 

I=wn power output of a nydro, turbine installed cn the island with the 

predicted output using the methods above and 2) coirparing predicted 

with recorded streamflows for another catchment from Which recorded 

data were available. r1hese tests are shown below. 

Because the madel does not rely cn accurate kiowledge of soil, 

foliage cover, etc., it should be relatively- independent Of these 

parameters in order to be accurate in its predictims. The sensitivity 

of the mcdel to various parameters is also presented in this secticn. 

171 



Eigg Bum Power cutput Predicticn 

This bum is one of two on Eigg which have hydro turbines 

.. 
"installed. It rias a catchment, area of 3.1 km2, with a static head of 

33.5 m, and the turbine is a 4.5 kW (electrical) A. C. machine. The 

streamflow predictim was carried out using daily rainfall (sununarised 

as weekly averages cn fig. 5.2.4) for the period Tpril 1982-Ppril 1983. 

IIhe parameters used in the model (list A) are shown in table 5.2.1. 

Data for the hydro turbine were obtained from Burnett (1984, 

perscnal commmicaticn), who installed it. He estimated that 1/10 of 

the total streamflow passes through the turbine, which has cm overall 

efficiency of 50%. The supply pipe is 50m lcng, of which half has a 

diameter of 0.10m, and half a diameter of 0.15m. 

MatercEpticn: Max. capacity smax = 2.03x, 0-3 m, rate 
ccnstcmts a=0.2288ý, 4b = 6.50 dW/m 

Evapotrais: Ccnstant c=3.03xlO m2day Ks /kg 
Soil storage: Max. level Hs rra = 0.25 m, min. level 

HS, Mjrj =0.146 mx, soil depth = 0.5 m, field 
capacity 0.29, percentage of Hs, n-ax after 
2 days Pe 0.2 

3 M/day, Y= -0.452 Infiltration : Rate ccnstants W=3. OxlO- 
Z=2. OxlO-3 m/day 

Dep. storage: Max. level Hd. max = 0.040 M, level after 1 days' 
fall = O. OlHd, mx 

Table 5.2.1 Parameter list A for Eigg catchment. 

7he predicted streamflows (summarised as weekly mems) are shown 

on figure 5.2.5. This confirms the observation made by inhabitants of 

Eigg that the bum never runs dry. Comparing figs - 5.2.4 and 5.2.5 the 

'flashy' nature of the bum is also seen, there being a quick respcnse 

to chmges in rainfall. 

7he yearly mean power output of 1.67 kW predicted by the nx>del 

compares well with the known average output of the turbine (Burnett 

ibid) of 2.00 kW; within the hcped-for accuracy range of +/- 20%, and 

reasonable bearing in rnind the inaccuracy of the estimaticn of the 

amcunt of total streamflow generating power. 
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Predicted and Recorded Streamflow for the River Divie 

The river Divie catchment area is 165 km2, well outside the 

suitable range of the model in this work, so the assunpticns made about 

small catcliments do not accurately apply. Nonetheless, an atteirpt was 

made to predict daily streamflow using the prediction Model with the 

same parameters as those in table 5.2.1, retaining the same assurrpticns 

as for smaller cataiments. Rainfall values used in the model were those 

recorded for the catchment over the same period as streamflow 

n-easurerwnts. 

The initial prediction results had a standard deviation of 

1.52 m3 Is with both predicted md recorded values having a yearly mem 

of 2.58 m3/s (the evapotrmspiraticn rate having been set in the model 

to ensure this). Cne attempt was made to obtain better agreement 

between recorded and predicted data, ly increasing trie time constants 

of all stores to slow down the respcnse time of the model. The results 

are shown on figure 5.2.6 (the model on ly predicts from the seventh 

week of the year, because of limited data when a lcnger time delay is 

put cn ground water storage). lhere is better agreement than with the 

first predicticn: the standard deviaticn having fallen to 1.31 M3/s. 

Sensitivity ; nalysis 

A test was made on the Eigg catchment described above to 

determine the effects of various parameter changes cn the model's 

predictions. This was done by clianging one or more of the storage 

levels and rate parameters listed cn table 5.2.1 at a time. Keeping all 

ý, other parameters the same, the chaiges are shown cn table 5.2-2. 

The sensitivity results are shown as weekly averages cn figure 

5.2.7. Most of the changes nave little effect on the general shape of 

the strearnflow pattem, but merely chmge its magnitude (small effects 

cnly were noticed in daily values). So it appears that the madel is, in 

general, insensitive to individual parameter changes. 
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List Chc-n(ge 

B Evapotrans. constant c=0.50 m2-dary K s2 /kg 
C Evapotrans. constant c=0.40 

ý2day K s2/k 
D DitercEptim storage capacity Smax = 3xlO m 
E Interception storage capacity Sinax = lxlO-3 m 
F Soil storage percentage so that Pe = 0.3 after 2 days 
G Soil storage percentage so that Pe = 0.1 after 2 days 
H In filt. rate constants W=0.004 ifi/day, Z=0.003 m1day 
I Infilt. rate constaints W=0.002 m/day, Z=0.001 m/dary 
j Dep. storage time const. so Hd = O. lHd max after 1 day 
K Dep. storage tin-e ocnst. so Hd = 0.21-id'rax after 1 day 
L Interception rate constants a=0.30, t=8.00 day/m 
m Biterceptim rate constants a=0.40, b=9.00 day/m 
N Evapotrans. Smstmt c=0.6, interception storage 

f 
capacity 

qnax = 4xlO- m and consts. a=0.40, b=8.00 dayim 

Table 5.2.2 Parameter ctianges for sensitivity aialysis 

5.2.7 DISCUSSION 

7he puipose of ttiis work was to develcp a trydro power predicticn 

method for small catchments which is easy to use and has simple data 

requirements: this has been achieved with the develcpmEnt of a method 

needing only daily rainfall, air temperature and easily obtained 

turbine data, and which is relatively insensitive to parameter changes. 

The prediction method comprises three steps: streamflow 

prediction from daily rainfall, optimum supply pipe diameter 

calculaticins and cptimum hydro turbine sizing knowing mean daily 

streamflows. These steps, taken together, allow the predicticin of daily 

mean power output of a hydro turbine. 

Two ways of checking results were tested, and within the 

limitatioris of these checks the method was shown to be sufficiently 

accurate for use in comrmnity energy plaining work- 

Section 5.4 details five catchments On the island of Eigg to 

which the mettiod was zpplied, allowing power predicticns to be made for 

use in the community EnercN planning model described in sectial 4.1 and 

chapter 6. 
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Section 5.3 Modelling Space Heat Denand for a lypical House on the 
island of Eigg 

5.3.1 INTRODUCUON 

Space heating is often the single largest enercy demmd in small 

communities (Twidell & Pinney 1985, Good et al 1982, Atiku et al 1986 

and Canadian Min. of Energy 1982), and can be more than 50% of the 

total energy demand. Therefore any modelling of community energy 

demands must have an accurate method of assessing space heat needs. 

Space heat demands may be found by energy survey (Chapter 3), 

but the results of a survey may not be accurate because: 

a) Fuel prices may be high, so that houses are under-heated, or 
heated in fewer rooms than if prices were lower. 

b) EnercH supply equipment may have low efficiency, leading to a 
higher apparent demand. 

c) Houses might be poorly insulated or draughty, giving higher 
than necessary demands. 

A thorough energy census found the current demand for space 

heating on the island of Eigg. But for the reascns above the census 

probably under-estimates the demands which would exist if energy was 

cheaper and more readily available and if houses were better insulated 

and draught-p roofed. So to obtain more reasonable demand levels for 

houses cn Eigg (to be used for energy planning), methods of simulating 

the demand are investigated, based cn a knowledge of building size and 

shape, weather ccnditicns and assumed comfort levels. 

A single house, corrprising four heating zcnes, was chosEn to be 

'typical' of the majority of all houses on Eigg. The house was 

'typical' in approximate terms of size of zones, type of ocinstructicn, 

comfort levels, occupancy levels and levels of insulation and draught- 

proofing. The four zones are the kitchen, living room, one general 

room and three bedrooms (treated as cne zcne). 

Cne of the objectives of the community simulation work is to 

investigate the use of renewable energies to provide space heat. 
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Therefore the models should account for three features: 

Correlatims of heat denmd with wind speed and solar radiaticn. 

2) Short-term fluctuaticns of renewable energies with time, so a 
rrodelling time step as short as possible should be used. 

3) 7hermal storage of the building, as this cm smooth out some of 
the fluctuations in renewable energy supplies. 

5.3.2 SYMBUS AND UNITS 

Symbol Description Units 

A Surface area m2 
I Current A 
Q Heat transfer rate w 
R Resistance 

Irngwave radiation rate 
S Air change rate 
T -Air tenperature K 
Te Sol-air tenperature K 

4T Tenperature difference K 
U Overall heat transfer coefficient W/n? K 
V Voltage V 

a Absorption coefficient 
b Constant 1/s 
c Constant 1/m 

Specific heat capactity of air J/4kg K) 
Ccnstant rrtKýj 

e Ccnstmt 1/K 
f Ccnstant 1 ýk2 

i, k Ccnstant W/K 
Constant Ws/; QK 
Ccnstcmt ne-' 

m Ccnstmt ms 
n Ccnstmt 4 VýiK 
P Constant ; /K 
rs External surface resistivity nt w 
u Wind speed M/5 
v R=n volurm m 

Q Air density kg/ný 
C- Duissivity 

Stefan-Doltzmen constant W/ný0 
Global radiation rate W/m2 

Suffices 

c 
0 

sky 
1,2,3,4 

r 
w 

Building elernmt or zcne c 
Extemal 
Sky 
Zone 1,2,3 or 4 
Poo f 
Wall 
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5.3.3 LITERATUM REVIEW 

The three main types of building heat models are: 'steady- 

ý -state' models which do not account for heat storage within the building 

'-fabric, and non steady-state and electrical analogue models which do 

study storage. A good cross-section of model types is to be found in 

CIB (1982) ccntaining 32 papers cn building modelling. 

Steady-State Models 

In the steady-state class many models exist, of greater or 

lesser corrplexity; a typical exanple being Uglow (1980). This describes 

a sirrple model where an overall heat transfer coefficient for each 

element (w-alls, ceilings, etc. ) of the dwelling is determined. Heat 

transfer rates can then be calculated using the basic equaticn 

Qc = UCACAT 
. 

where Qc = heat transfer rate through element C, 
Uc = overall heat transfer coefficient of elermnt c, 
Ac = area of surface c 

and ATc = tenperature difference either side of elenmt. c. 

A ventilation heat loss term can be added to eqn. 5.3.1, and Uglow 

refers to work by Warren (1978) on ventilation rates in houses. The 

m: )del makes mmy sirrplifying assunpticns, that: 

1 1) Air tenperatures are uniform over an element's surface. 

2) Air tenperatures in rooms, and outside, are uniform. 

3) Heat trzansfer does not occur between adjoining elements. 

4) Heat storage effects can be neglected. 

5) Radiative heat transfer is small. 

6) Shading effects cm be igiored. 

However, models of this type have the advantage of being very 

sinple to formulate. Radiative heat transfer can be partially accounted 

for using the function of sol-air temperature (see 5.3.4b below), and 

shading effects can be included with careful selection of tenperatures. 

Because of their sinplicity, two models in this work are this type. 
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Non Steady-State Models and Methods 

Models of the non steady-state type are far more complex than 

the steady-state ones. The heat transfer equations needed to account 

for the effects which steady-state models ignore are complex, and 

methods with varying levels of simplification have been derived to 

solve them. A well-proven model of this type is called Environmental 

Systems Performance (ESP), described in Clark (1983 and 1985). Details 

are given in 5.3.4a. ESP was chosen for this work because of its proven 

accuracy and its ready availability through the Dept. of Architecture 

of Strathclyde University. 

Three main types of non steady-state models exist: response 

'factor 
methods, numerical methods (of which ESP is an example) and 

electrical analogues (see overleaf). Response factor methods can 

further be split into time domain functions and frequency domain 

functions. The fundamental basis of the time domain method is to 

determine the response of a building to a specific unit excitation (for 

example a step change in temperature), then to combine the various 

responses to different excitations (temperature, solar radiation, etc. ) 

to produce an overall response to all driving functions. Stephenson & 

Mitalas (1967) give a good description of this method. 

Frequency domain (or harmonic) methods assume that met. data can 

be represented by series of periodic cycles. The response of the 

building to each driving parameter is calculated, then superposition 

ý, theory used to calculate the response of the building to all driving 

parameters combined. This is the method used by the Chartered Institute 

of Building Services (CIBS) in their "admittance" method (IDuden 1968). 

Both response factor methods, and several numerical methods, are 

covered thoroughly by Gough (1984), to which the reader is referred. 

However,, response factor methods were considered impractical because of 

the difficulties involved in implementing them, and solving the 
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resulting equations, for practical buildings. 

Electrical Analogue Methods 

Electrical analogue methods were far more widely used in the 

1950's than they are today. The principle behind them is that heat 

transfer paths can be represented by an equivalent electrical circuit. 

Resistors are the equivalent of thermal resistance and capacitors of 

-heat storage, while current represents heat flow and voltage difference 

is, the equivalent of temperature difference. General descriptions of 

this method are found in Williams (1952) or Burnand (1951). 

- 
The values of capacitance and resistance required to represent a 

building, as well as model time in comparison with real time, are not 

practical for most cases. Therefore scaling methods were devised, which 

are described in Day & Burberry (1976) or Nottage & Parmelee (1954). 

Cnce the circuit has been formulated, two methods are available 

-for solving it. The first involves the construction of an actual 

electrical circuit, described by Day et al (ibid) or Buchberg (1955). 

These models are quite accurate, but become more complex as heating 

patterns become more complex. The second method is to solve the circuit 

-analytically. While this is easy for simple cases, it is far more 

difficult for practical systems (especially where the heating pattern 

changes during the day). Basnett (1974) and Nottage & Parmelee Ubid), 

though, have developed mathematical methods for circuit analysis. 

The main factors against analogue models are a) the cost of 

building a dedicated analogue computer, b) the complexity of 

,, mathematical solution of the equivalent circuit, and c) the widespread 

availability of digital computers. For these reasons, very few 

references to this method are found nowadays, although one useful 

.., reference was Forrest (1979), who developed and tested a general- 

purpose analogue circuit which was applied to three houses in Scotland. 
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, ý, '- 5.3A DESCRIPTICN OF THE MODELS 

5.3.4a 7he Mvircnmental Systems Performmce Model 

A detailed description of the lhvircnmental Systems Performance 

(ESP) model, together with exarrples, is given in Clark (1983 & 1985). A 

sinplified descripticn is presented here. 

ESP is a ncn steady-state corrputer model, available commercially 

from the Dept. of Architecture of Strathclyde Lhiversity. It needs 500 

Kbytes of memory space to run the program and about 3.8 Mlytes of disc 

storage for results. It conprises 10 separate programs covering such 

things as meteorological prediction, building ccnstructicn and 

dimensicnS handling, casual heat gains profiles and results analysis. 

The building to be studied is divided into a number of zones 

(for example three rooms and a loft space). A representation of the 

-building is then set up by the computer, which puts 'nodes' at 

inportant places within the building: air volumes, surfaces, occupants, 

-windows, etc. Between each node and all other nodes with which it is 

thermally ocnnected, a differential heat transfer equatim is set up. 

The differential (ie infinitesimally small) elements are replaced I: y 

finite Ue measureable) values. The heat balance equaticns also account 

- for heat storage. The equations therefore link all the energy flows 

between nodes in terms of space and time. 

Since many nodes are linked to each other, it is possible to 

express all the equaticns in matrix form, accounting for variaticns in 

both space and time. ESP uses a matrix solutim technique to solve its 

heat balance equaticns, which it does for each time step making up the 

total sin-ulaticn time. 

The matrix, when applied by ESP to a building, might typically 

be, 1000xlOOO values, and the repeated soluticn of such a large matrix 

for each time step of a simulation would be very time consuming. 

r1herefore ESP partiticns the matrix into secticns, so that cnly those 

183 



portions which Change with time need be solved. For a full 

understcmding of the matrix algebra involved, the reader is referred to 

Clark Ubid) or a general mathematics text such as Heading (1963). 

ESP is able to account for the following: 

a) Transient heat ccnducticn through the building, and therefore 
the associated time lag and thermal storage effects. 

b) Time-dcpendent sensible and latent heat gains from appliances 
and occupants (casual gains). 

C) Infiltration and natural ventilaticn. 

d) Longwave radiation exchanges between internal surfaces, and 
between external surfaces and the surroundings. 

e) Shortwave radiatim cnto external and internal surfaces. 

f) Heating or cooling plant type, and positicin and type of ccntrol 
point. 

For this study the effects of wind on heat demand were 

investigated. Initially ventilation and air flow rates were set to 

zero, then a seccnd sirnulaticn run with rates govemed ly the relaticns 

from Warren (ibid) having the general form 

v(b + cu) 

vAnere S= air change rate, 
v= room volume 

cand u= external wind speed. 

(5-3.2) 

The value of c is 2.44xlo-5 m-l for all rooms, and b has the value 

5.08x, 0-4 s-1 for the kitchen, 2.30x, 0-4 s-1 for the three bedrooms 

(treated as one zone), tne general room and the living room and 

6.47X10-4 s-1 for the loft space. All ventilation is to the outside, 

witti no airflow between zcnes. 

The control node for these simulations was the zone air 

temperature. The heating plant was a convective system exchanging 

energy at the zcne air point: there was no cooling plant. Casual gains 

(heat from appliances, lights and pecple) are specified in the form of 

daily profiles. ESP needs these to be split into latent and sensible 

gains, and ccnvective and radiative compcnents. 
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5.3.4b The Sol-air model 

The sol-air model is a steady-state model, so ignoring heat 

storage. Heat transfer through the building structure is calculated 

using temperature differences either side of a wall, floor or ceiling, 

with equations similar to eqn. 5.3.2. However, rather than use external 

air temperature, it uses the function sol-air temperature (ASHRAE 

1981). This is the external temperature which would give the same rate 

of heat transfer through a building element as if the rate had been 

calculated accounting for air temperature and solar radiation effects. 
I 

Sol, -air temperature Te is calculated using 

Te = To + [r. (aý -6 RL) I (5.3.3) 

where rs = surface resistivity (0-05mK/W for walls, 0.04mK/W for roofs) 
a= absorption coefficient (0.45 for walls,, 0.85 for roof), 
ý= global radiation rate, 
E= emissivity of outer surfaces (value 0.9) 

and RL = longwave radiation from a black surface at To- 

Longwave radiation from a black surface (Duff ie & Beckman 1980) is 

RL = &(TO4 - Tsky 4) (5.3.4) 

where e= Stefan-Boltzmann constant, and the sky temperature Tsky can 

be derived from an empirical relationship of Swinbank (1963), found to 

give good agreement with recorded data in the range 70C to 280C 

Tsky = 0.0552TO 1.5 (5.2.5) 

Walls and roofs are treated as black surfaces, and it is assumed 

that RL for walls is zero, since heat gain from the ground to the wall 

is about the same as the loss from the wall to the sky (ASHRAE ibid). 

From eqns. 5.3.3,5.3.4 and 5.3.5 the sol-air temperature for a roof is 

,,: 
Ter = To + dý -e (To' - fTO) 

where d= constant, value 0.034 Km 2 
11 -13 e= constant, value 2.04xlO 

6' -2 and f= constant, value 9.3xlO K- 

For 
I 
walls, with RL zero, the sol-air temperature is 

Tew = To + dý 

where d= constant, value 0.0225 Km2/W. 

(5.2.6) 

(5.2.7) 
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This model uses the same thermal data as ESP with three 

excEpticns: 1) the loft space is not ccnsidered as a separate zcne, but 

an overall heat transfer coefficient for the ceiling, loft and roof 

(per m2 of ceiling) is used (CIBS 1980 and BRS 1975), 2) a similar 

equivalent coefficient is used for the floor, joists and foundations 

(expressed in terms of internal-external air terriperature difference, 

rather than intemal air-soil tenperature difference) cmd 3) no doors 

are ccnsidered: walls are assumed to be ocntinuous excEpt for windows. 

Ceilings and floors account for 20% and 10% respectively of total heat 

loss, so errors caused by using the equivalent coefficients are small. 

Figure 5.3.1 shows the schematicised heat flows in the building. 

t Q20 t Q30 

Q10 

I 

Q21 

I 

Q23 Q43 

Zcn e1 
Heat demand Q, 

Zcn e2 
Deman I 

Zcn e3 

. 
Dem, =nd Q 

Zcn e4 
Demand Q4 

FIGURE 5.3.1 Sinplified Heat Transfer Paths in Building 

The formulae used for heat transfer are all of the type 

Qc ý-- UCACAT 

Q40 ' 

cf (5.3.1) (5.3.8) 

FX)r ventilaticn heat loss, the equaticns are of the type 

oc = Scz vcVT (5.3.9) 

Wiere Sc = air change rate from zone c, given ty eqn. 5.3.2 
and vc = volurre of zone c. 

In both eqns. 5.3.8 and 5.3.9 AT for external elements is the 

internal air tenperature-extemal sol-air tenperature difference. 

Combining eqns. 5.3.8 and 5.3.9, and applying them, as an exarnple, to 

zcne 1, an equaticn of the following form results 

Ql U+ ju)(T, -TO) + k(T2-Tl) - (1 + nu)ý + n( 4 6) To -p To (5.3.10) 

utiere i, j, k, 1, m, n md p are all ccnstants. 
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Equations similar to eqn. 5.3.10 can be formulated for each of 

the zones and solved to give the heat demands in each zone. 

This model uses similar data to those used by ESP; the same 

values for casual gains, the same equations for air change (except for 

the loft) and the same meteorological data. But this model is also 

tested with simulated hourly values of solar radiation, air temperature 

and mean daily wind speed as described in section 5.1. 

5.3.4c The Internal-External Air Teriperature Dif ference Model 

This model is exactly the same as the sol-air one, except that 

air temperatures only are used rather than sol-air temperatures. The 

same building parameters, casual gains and meteorological data are used 

as for ESP, - and this model is also tested with predicted weather data. 

5.3.4d Electrical Equivalent Circuit Model 

This model uses the idea that a heat transfer path can be 

represented by a series of electrical resistors and capacitors. The 

driving temperature differences are replaced by voltages, and heat 

f lows by the currents in the circuit. The electrical equation is 

IR 

The corresponding heat transfer equation would be 

T= QAJA cf (5.3.1) (5.3.12) 

Therefore resistance represents the value of 1/UA for each element. 

Using a similar comparison of equations, capacitors represent the term 

I/mCp, where m is the element mass and Cp its specific heat. 

Figure 5.3.2 overleaf shows the circuit representing the house 

on Eigg. However the circuit was not solved because of a) the time and 

expense involved in building the circuit, and b) the difficulty of 

accounting for varying outputs of the heater (a current source) 

mathematically. Nonetheless, this method is presented here as a 

possible method which falls between the steady-state models and ESP in 

its complexity. 
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5.3.5 DESCRIPTION, DIMENSIONS, THERMPHYSICAL PROPERTIES AND CASUAL 
GAINS OF THE TYPICAL HOUSE 

Descriptiai 

Me house to be studied is divided into four zcnes: 

Zcne 1 is three bedrooms treated as a single zone, with a constant 
tenperature of 159C throughout the day. 

Zcne 2 is the kitchen, in which the teirperature is ccnstant at 210C 
from 7 am to 11 pm, then 150C from 11 pm to 7 am. 

Zcne 3 is a multi-purpose room with ccnstant daily terrperature 150c. 

Zone 4 is the living room, the temperature being 210C from 6 pm to 
10 pm, then 159C from 10 pm to 6 pm. 

(ESP treats the loft as a zcne, but without tenperature ocnstraint) 

The building for all models has the same dimensicns and type of 

ccnstructicn. Since ESP requires the most detailed data and dimensims, 

these are described below. 

Dirriensicns 

Figure 5.3.3 sriows the overall dimensicns of the house. 

I. 0 

to 

Ly X 

8.213 

n 
1.00 I --AV ri Floor-ceiling = 2.2m 

Door height = 2. Om 
Windows: width = 0.5m 

sill height = 0.9m 

3.0 
tcp height = 2.2m 

_, 
ýZcn 

ýe5 

L 9.0 
-I 

]FIGURE 5.3.3 Dimensims of House 

7hernrphysical Prrperties 

All dimensims metres 
Not to scale 

ESP requires the ttiermcptiysical prcperties md dimEnsians of all 

elements making up a zone enclosure. Table 5.3.1 (relating to zone 1) 

lists the prcperties md thicImess of each elemEnt, numbered from the 

Outside in. Door and window heat transfer coefficients are 6.00 W/m2K 

and 5.70 W/m2K respectively. 
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Surface Element Conducýivity Densiýy Specific heat Thickness 
number (Wra K) (kg/r. i (J/kg K) (m) 

1 1 2.900 2650.0 900.0 0.4840 
2 0.420 1200.0 837.0 0.0160 

2 1 0.420 1200.0 837.0 0.0160 
2 2.900 2650.0 900.0 0.3000 
3 0.420 1200.0 837.0 0.0160 

3 1 2.900 2650.0 900.0 0.4840 
2 0.420 1200.0 837.0 0.0160 

4 1 2.900 2650.0 900.0 0.4840 
2 0.420 1200.0 837.0 0.0160 

5 1 0.190 960.0 950.0 0.0400 
2 0.190 950.0 840.0 0.0100 

6 1 1.280 1460.0 879.0 2.0000 
2 1.400 2100.0 650.0 0.1000 
3 10.000 -- 0.1000 
4 0.140 600.0 1210.0 0.0100 
5 0.055 198.4 1360.0 0.0050 

Element Description 
Key: Surface 1,3 41 Stone External 

2 Gypsum plaster walls 
Surface 2 1&3 Gypsum plaster Internal 

2 Stone walls 
Surface 5 1 Glass wool insulation Ceiling 

2 Gypsum plaster 
Surface 6 1 Earth Floor 

2 Concrete 
3 Air gap 
4 Floorboards 
5 Carpet 

Table 5.3.1 Thermophysical, properties of building elements for zone 1 

Casual Gains 

Heat gains from occupants, appliances, lights, etc. can be an 

important proportion of the total heat demand. So a typical casual 

gains profile was determined for each zone. That for zone 2 is shown on 

fig. 5.3.4. The gains are from people, fridge, cooker and lights. 

Casual 
gain/W 

1170 

800 
620 

100 

Hour 

FIGURE 5.3.4 Casual Heat Gains Profile for zone 2 
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5.3.6 PRESERIATION AND DISCUSSION OF RESULTS 

The main objective was to test the two steadyýstate models in 

their simplest form (using predicted weather data) against ESP (which 

always uses real data). March was chosen as a typical month from which 

to show results. other months' results are discussed but not presented. 

All figures are for zone 2, the kitchen, chosen as an example. It is 

assumed that ESP gives the most accurate results, so the success of the 

simple models is judged by their closeness to the ESP values. 

Figs. 5.3.5 and 5.3.6 compare the three models, using predicted 

met. data in the simple models. Hourly results for three days in March 

.I are shown on f ig. 5.3.5. These results, and those from a low-radiation 

month (January) and a high-radiation month (May) can be summarised by: 

1) The air-temperature-only (ATO) model agrees well with ESP in 
March, giving demands on average only 10% higher. It follows the shape 
of ESP's results in January and May, but results are typically higher 
by 20% and 30%. 

2) The sol-air model gives poor agreement with ESP both in shape and 
magnitude during March and May, but agrees well with ESP in January, 
both in shape and magnitude. 

A daily time step was tried in all models to see if this would 

give better agreement between them. The results from March (fig. 

5.3.6), and those from January and may can be summarised as: 

1) The ATO model results for March follow those of ESP, but give 
demands higher by about 20% on average. In January and May they follow 
ESP results, but values are about 15% and 35% higher respectively. 

2) The sol-air model in March gives poor agreement with ESP in 
shape, but magnitude differences are only about +/-15%. It agrees well 
in shape during January, but overestimates the demand by typically 15%. 

-It differs widely in shape during May compared to ESP, but has better 
magnitude agreement than ATO. 

The two simple models were tested with the same real hourly data 

as used by ESP for the typical month of March. The results are shown on 

f igs. 5.3.7 and 5.3.8. There is no immediatelr-noticeable improvement, 

-and 
in fact only small differences (smaller on a daily than an hourly 

basis) are seen between using real and predicted weather data. 
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The importance of casual gains was tested in the ATO model for a 

daily time step in March. The results from fig. 5.3.9 show that casual 

gains are indeed important, being typically 20% of total heat demand on 

a daily basis (sometimes between 50% and 100% on an hourly basis). 

A further objective of this work was to correlate wind speed 

with building heat loss,, to assess the match between available wind 

power and heat demand. ESP simulations were run for the high wind speed 

month of January, in which the ventilation rates were first set to 

zero, then made constant,, then controlled by eqn. 5.3.2. The results 

(fig. 5.3.10) show that wind loading is an important factor, accounting 

typically for 35% of total demand. Similar simulations were run for the 

low-windspeed month of April, and although wind-related losses were 

lower, they were still about 30% of the total heat demand. 

5.3.7 DISCUSSION 

The main aim of this section was to find a suitable means of 

predicting space heat demands for houses found in remote or island 

communities. Three methods were tested for a house on the island of 

Eigg in Scotland; the sophisticated Environmental Systems Performance 

(ESP) model and two steady-state models,, one of which accounting for 

solar radiation. Assuming ESP's results to be the most accurate, 

neither of the steady-state models can consistently reproduce the 

building heat demands. Errors range from +/-10% to +35% both on an 

hourly and a daily time step. This is too high for most modelling work. 

ESP is too large to be easily available as a general planning 

model. Therefore it is concluded that an acceptable model, which could 

be easily and accurately applied, has not been found. Further 

development of electrical analogue methods might give a suitably 

ý-, 'accurate method in between the complexity of ESP and the simplicity of 

the steadr-state models. 
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Section 5.4 Energy Demands and Available Supplies on the Island of Eigg 

5.4.1 IMMODUCTION 

Energy planning of any sort requires detailed knowledge of both 

energy demands and energy sources which can be used to meet those 

demands. The accuracy of supply and demand data is crucial to the 

results of energy planning, since low accuracy data can only lead to 

low accuracy planning results. 

The small Scottish island of Eigg was chosen as an example of a 

small, rural community, on which the energy planning strategy of this 

thesis could be tested. Although a detailed census of current energy 

demands on the island was undertaken (Chapter 3), the results from this 

(for reasons discussed in chapter 3 and section 5.3) are not 

necessarily representative of the energy demands if changes were made 

to the ways of supplying and using energy. Infield & Puddy (1984) and 

Sinclair et al (1984) have shown that in communities where energy 

supplies become more available, and cheaper, the demand increased. 

This section discusses ways for determining reasonable energy 

demand levels for the island of Eigg, which can be used in energy 

planning work. The four types of demand are cooking, hot water, space 

heat and electricity for appliances. These are assessed as final-form 

levels (the demand level at the output of the supply equipment), 

allowing demands to be calculated independently of supply equipment 

efficiency and fuel type. 

Two levels of demand are presented: the current level existing 

on Eigg (that found by the census for the year 1983-1984 but modif ied 

to account for more realistic space heat and electricity demands) and 

the level assumed to occur given cheaper and more available supplies. 

This section also presents results from applying the 

hydrological model (section 5.2) to f ive catchments on Eigg, and 

detemines wood fuel potential on the island. 
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5.4.2 CuRRENT AND IMPROVED ENERGY DEMAND LEVELS FOR THE ISLAND OF EIGG 

I Current energy demands used in modelling work are obtained by 

reference to the energy census of Eigg (chapter 3). However, they 

differ from the census results in that the space heating demands are 

taken from the house heat modelling work of section 5.3 and electricity 

demand levels are taken from another small community. 

Four types of demand are specified: space heat, hot water, 

cooking and electricity. The electricity demand is for appliances only; 

excluding electricity for cooking, water or space heating. Similarly 

hot water does not include that used for space heating from a central 

heating system. 

Space heating 

Space heating demand levels were obtained from modelling a 

typical house on Eigg (section 5.3), comprising four types of zone. 

Temperature levels and ventilation rates in the house were those 

recommended by the Chartered Institute of Building Services (1979a & 

1979b). The demands of each zone are shown in table 5.4.1. 

Total yearly Maximum man Minimum mean 
Zone demand (kWh/y) hourly demand (kw) hourly demand (kw) 

Kitchen 5100 1.502 0.000 
Living room 3650 1.649 0.000 
Bedrooms 6670 2.319 0.000 
General room 2020 0.769 0.000 

Table 5.4.1 Space heating demands for typical house on Eigg 

Every house on the island was visited during the census, and 

this allowed the types of zone in each house to be determined. The 

demand for each house was therefore made up of combinations of the 

demands from the above zone types. For current energy demands, only 

those zones which are at present heated are considered. For the 

improved demand levels, all zones in each house are heated according to 

t he ir type. 
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4. 

Hot water 

Hot water demands were mainly from census results, as these were 

found to be reasonable when compared with those of mainland Britain 

(Leach et al 1979). For houses with very low demand (because water had 

to be heated on the cooker), a more reasonable level was assumed, taken 

from other houses on Eigg having similar occupancy and comfort levels. 

The census obtained only daily total energy demand (kWh/d). This 

is converted to hourly demands by assuming a constant mean hourly 

demand rate between 7 a. m. and 12 p. m. and zero demand overnight. 

Cooking 

These demands were obtained mainly from the census. Cooking was 

done by gas or ranges, and the demand is the sum of these if a house 

had both. A similar process as for hot water was used to assess cooking 

demands for houses where the census demand was unrealistically low. 

The census found approximate hourly mean demands for most 

houses, but where hourly data were not available a typical usage 

pattern was assumed,, based on daily total energy usage and personal 

experience during the census. The hourly pattern for a day is assumed 

to be the same for all d. -: iys throughout the year. 

Electricity 

Although the census found the daily electricity demands for 

those houses on Eigg which have access to an electricity supply (13 

houses have access to diesel generators, and 2 to hydro turbines), it 

would be difficult to convert these to true demands given cheaper and 

more convenient electricity. Even those houses with electricity 

supplies tend to have a limited number of electrical appliances, 

because of the expense and inconvenience of running diesel generators. 

The census established that people would prefer higher demand 

levels and a wider range of appliances. It is assumed for this study 

that if electricity became cheaper and more available,, the demands 
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would become similar to those for houses on the British mainland (this 

is the method suggested by the United Nations (1974)). 

The small (40 houses) community of Abertridw in wales had been 

monitored over a total period of 94 days: demand data being averaged 

over a5 minute period (Slack 1983). These were for appliances only, 

and did not include cooking, water or space heating. Five houses were 

chosen with demands ranging from high to low (table 5.4.2). Only 14 

days of continuously recorded data were available, so the hourly demand 

pattern (obtained by summing and averaging the 5 minute values for each 

hour) is assumed to recur every 14 days. 

- Total yearly Maximum man minimum man 
Level demand (kWh/y) hourly demand (M hourly demand (W) 

LOW 540 0.243 0.000 
Average low 1410 1.160 0.107 
Average 2420 1.674 0.029 
Average high 4930 1.800 0.192 
High 7160 3.720 0.250 

Table 5.4.2 Electricity demand statistics for Eigg 

When modelling the current energy supply system on Eigg, houses 

with existing electricity supplies were given an appropriate demand 

level from those above. For improved demand levels, all houses were 

assumed to have a demand level estimated from personal experience 

gained during the energy census. 

Table 5.4.3 shows total annual energy demands for each house on 

Eigg, comparing assumed demands with those found by the census 

(excluding candles, gas lights and gas fridges). The differences 

between census demands and those used in the model come mainly from 

significant overheating of the houses on Eigg during the summer months, 

caused by cooking ranges f rom which the level of space heating is 

difficult to control. There are also slight differences caused by the 

islanders only running their generators in the evening, whereas 

Abertridw has electricity throughout the day. 
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Modelling Census Modelling Census 
House demand demand House demand demand 

1 40.0 40.3 15 7.2 14.0 
2 15.4 15.3 16 22.8 21.7 
3 13.0 14.9 17 13.0 14.4 
4 19.7 23.5 is 9.0 26.7 
5 18.8 24.6 19 8.3 15.4 
6 11.3 18.2 20 14.3 11.7 
7 12.1 18.1 21 20.5 20.9 
8 8.3 4.7 22 6.3 8.3 
9 10.8 21.1 23 8.3 12.1 

10 21.3 32.0 24 16.3 27.2 
11 13.7 23.7 25 8.6 4.4 
12 6.2 5.5 26 13.8 16.4 
13 8.6 14.0 27 13.7 15.4 
14 13.3 8.1 Total 374.6 472.6 

Table 5.4.3 Current annual energy demands on Eigg. Units kWh/y x 103 

For the improved level of demand (table 5.4.4) each house is 

heated in all zones and has an electricity demand (hot water and 

cooking stay the same). This level is 33% higher than total demand from 

the census, so giving a large improvement in comfort and energy usage. 

Annual energy demands used in modelling 
House Cooking Hot water Space heat Electricity Total 

1 4.2 2.9 33.8 7.2 48.1 
2 4.9 1.3 17.4 0.5 24.1 
3 3.5 2.0 19.5 2.4 27.4 
4 3.3 2.7 19.5 4.9 30.4 
5 3.9 1.2 26.2 4.9 36.2 
6 1.6 2.2 17.4 2.4 23.6 
7 2.2 1.1 24.1 0.5 27.9 
8 1.3 1.9 5.1 0.5 8.8 
9 4.2 1.0 15.8 0.5 21.5 

10 1.6 2.3 15.4 7.2 26.5 
11 0.7 2.8 24.1 1.4 29.0 
12 2.1 0.5 5.1 1.4 9.1 
13 1.7 1.8 15.4 1.4 20.3 
14 2.9 0.4 9.1 4.9 17.3 
15 0.9 0.6 15.8 2.4 19.7 
16 4.8 2.0 17.4 4.9 29.1 
17 6.8 1.1 9.1 0.5 17.5 
18 1.7 2.2 17.4 2.4 23.7 
19 2.6 0.6 9.1 0.5 12.8 
20 8.1 1.1 22.1 2.4 33.7 
21 1.7 2.8 17.4 7.2 29.1 
22 2.3 0.4 10.8 1.4 14.9 
23 0.8 2.4 15.4 2.4 21.0 
24 3.8 1.3 17.4 2.4 24.9 
25 3.4 0.2 5.1 1.4 10.1 
26 4.1 0.9 7.1 1.4 13.5 
27 1.2 2.5 17.4 4.9 26.0 

- - 26.2 9 

Table 5.4.4 Improved annual energy demands on Eigg. Units kWh/y x 103 
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5.4.3 HYDRO-ELECMIC AND WOOD FUEL POTENTIAL ON EIGG 

Hydro-electric potential 

There are f ive burns on the island of Eigg (f igure 5.4.1 

overleaf) which have hydro power potential. Their areas, static heads 

and supply pipe length are shown on table 5.4.5. The method of sizing 

hydro turbines presented in section 5.2 was used to determine the 

approximate sizes of turbine to install, and the annual energy output 

from each catchment. These are also shown on table 5.4.5 (turbine sizes 

were modified to those for which cost data were available). 

Ar a Static Supply pipe Electrical Annual potential 
Catchnent 

El 
head (m) length (m) rating (kW) output (kWh/y) 

Laig - 3.1 33.5 50 11.0 85100 
Cleadale 2.1 25.0 50 8.5 53700 
Lodge 1.6 20.0 100 8.5 48600 
Kildonan 1.6 30.0 300 8.5 55800 
G. P. O. 1.1 20.0 600 3.0 22100 

Table 5.4.5 Details of hydro power on Eigg 

Wood fuel potential 

Various references dealing with woodland in similar climatic 

areas to Eigg were used to determine the likely wood fuel potential on 

the island. Values for potential yield varied from 6 tonnes dry 

wood/ha/y to 12 tonnes dry wood/ha/y (Mitchell 1981 and Gen. Technology 

Systems Ltd. 1981). These f igures relate to about a 12 to 20 year 

rotation of fast-growing, single stem trees, such as Sitka Spruce. 

There are currently about 50 ha of established woodland on Eigg. 

However, the tree stock is varied, and does not consist only of fast- 

growing trees. A further 50 ha of fast growing spruce trees were 

planted during 1983, but these will not mature for several years. It is 

assumed that if the current woodland was used, and replaced immediately 

by faster growing trees, the cons istently-available wood fuel potential 

would be at the lower end of the yields given above, namely 5Ox6 = 300 

tonnes dry wood/y. This has an energy content of 1.35xlO6 kWh/y. 
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FIGURE 5.4.1 Catchment Areas on Eigg 
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This potential compares with 0.14xlO6 kWh/y currently used on 

Eigg, with a unit price of 0.009 f/kWh. This price is high in 

comparison with that suggested by Fraser (1981) of 0.007 : F/kWh for 

commerc ially-deve loped woodland, but wood fuel is only used on a fairly 

ad hoc basis on Eigg. The potential of 1.35xlO6 kWh/y is taken to be 

the maximum possible, and tests were carried out to see the effects of 

limiting this potential, for example while current woodland is 

gradually replaced by fast growing trees. 

5.4.4 DISCUSSION 

The main aim of this thesis is to develop a strategy for energy 

planning, rather that to accurately model the island of Eigg; yet to 

still obtain results useful and relevant to the island. The methods of 

determining energy demands presented in this section keep to this aim, 

giving demand levels which are reasonable, based on personal experience 

of the island, and knowing demands which occur in other areas. 

Implicit in this work is the assumption that the islanders want 

increased comfort and energy usage levels. There is no doubt that many 

people on the island would like improved levels if energy costs could 

be reduced, but to assume that they would like levels of usage and 

availability similar to that, for example, on the mainland of Britain 

is not always justified. On the other hand, to install energy supply 

equipment to only supply energy in the evenings (as many of the diesel 

generators on Eigg do currently) would not be cost-effective. Therefore 

the success of the energy supply systems proposed in this work depends 

to a certain extent on energy demand levels and patterns changing. 

This section has summarised. and applied the methods of sections 

5.2 and 5.3 to the island of Eigg, giving reasonable energy demands and 

potential energy supplies (hydro-electricity and wood fuel) which are 

necessary inputs to energy modelling of the island. 
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' CONCLXJSICNS 

This chapter has brought together methods of obtaining data for 

small communities which are needed for any energy planning work. 

Methods were investigated for each of the following: 

1) Determining meteorological data, important in assessing renewable 
energy potential. 

2) Simulating space heating in buildings, possibly the largest, and 
therefore most important, energy demand in a small community. 

A) Predicting hydro-electricity and wood fuel energy potential, both 
of which can be important and cost-effective energy supplies. 

4) Assessing reasonable levels of energy demand for small communities 
which are needed in any energy planning work. 

Taken together, these methods allow the energy planning model 

developed in this thesis to be applied to many communities, without the 

need for expensive or time consuming data collection over long periods. 

Although more work is needed to verify some of the methods, without 

them it would have been almost impossible to acquire the data needed 

for simulating the island of Eigg with any degree of accuracy. 
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CHAPTER 6 PRESENTATION AND DISCUSSION OF ENERGY PLANNING RESULTS FOR 
THE ISLAND OF EIGG 

The two methods of planning energy systems for small communites 

are applied to the island of Eigg. Economic assessment, using the 

planning 
-model 

of section 4.1, and thermodynamic assessment, using the 

method of section 4.2, of different energy supply systems for the 

island are presented. 

The existing energy system on Eigg (section 3.3) is simulated 

and compared with results from the island energy census, with good 

agreement. One optimisation of this system is run, giving cost savings 

of J4000 per yearin fuel, costs. 

A system for supplying the increased energy demands on the 

island (section 5.4) is specified and improved in 6 simulations, 

showing a logical optimisation process. Hydro and wind turbines and 

solar panels are introduced, and coal is totally replaced by wood fuel. 

The sensitivity of the optimum system to limited renewable 

energy supplies is tested, and the model was also run using daily and 

weekly simulation time steps: these give annual costs 26% and 13% 

higher respectively than simulating with an hourly time step., 

One simulation to-optimise second law efficiency of the system, 

relying heavily on. heat pumps, was run. This gives a second law value 

of 36.6%, against that of the optimum economic system's efficiency of 

17.9%. First law efficiencies vary between 43% and 170% for the higher 

demand systems. 



6.1 IMMDUCrION 

The objective of economic assessment is to determine, using 

currently-available energy equipment, an optimum energy supply system 

for Eigg. The system should be cheaper, but give higher levels of 

comfort (with respect to energy use) than the existing system on the 

island. The objective of thermodynamic assessment is to improve, again 

using currently-available energy equipment, the thermodynamic 

ef f ic iency of energy use on the island. The final aim is to compare 

results, to see if economic improvements suggest thermodynamic 

improvements, or vice-versa. 

Energy demand data for the island are those determined in 

section 5.4. Two levels are simulated: the approximate level of demand 

existing currently on Eigg and an improved demand level, giving over 

30% higher energy usage on average. Potential renewable energy supplies 

are those determined from the 'typical' meteorological year on Eigg 

(described in section 5.1), and hydro potential is assessed by the 

method of section 5.2. 

It is not possible to show all results of each simulation in 

detail or, therefore, to see why equipment ratings are changed, 

equipment removed from the simulation, etc. The reasons for changes are 

presented briefly, but are not justified by showing results. Section 

4.1 gives an example of how optimisations are undertaken. In general: 

fuel sources are substituted, if possible, by cheaper sources, 

equipment ratings changed if the useful output is considerably 

different from the potential output, or if there is an energy shortage, 

and equipment left out of a simulation if it is hardly ever used. 

Similarly it is not practical to test many different energy 

supply equipment ratings and combinations, because of the time needed 

to run each simulation. Therefore, for example, hydro turbine and wind 

turbine rating changes are not tested. 
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6.2 PRESER=CN OF RESULTS 

Data for the various simulations are given in appendix 2: only 

important changes are detailed here. Each simulation incorporates 

improvements suggested by the previous simulation. 

6.2.1 Economic results 

The energy census of Eigg took no account of equipment capital 

cost, so only yearly fuel costs were found. The results in this section 

show total costs (including capital and maintenance costs), and also 

fuel--only costs, as this allows direct comparison with census results. 

Showing fuel costs also allows for the fact that much equipment already 

exists on the island, and therefore has little, if any, capital cost. 

Fuel usage f igures are inputs to equipment, not outputs. These 

are obtained by dividing equipment output by efficiency. 

Simulation I 

This simulation represents, as closely as possible, the current 

energy system on Eigg. Energy demand levels are the lower levels of 

section 5.4. Table 6.2.1 compares simulation and census results. 

Census results 
Fuel Amount used Fuel cost 
type (kWy) (f/Y) 

Propane 11500* 440 
Butane 34800* 1530 
Coal 309300 4330 
Phurnacite 47600 1000 
Wood 140200 1260 
Kerosene 128700 3090 
Diesel 223300 6250 
Hydro, 3500 0 

898900 17900 

Sinulation results 
Amount used Total cost Fuel cost 

(kWh/y) U/Y) (f/Y) 
11100 420 420 
38900 1840 1710 

235300 3890 3290 
21900 390 460 

131200 1480 1180 
37000 1320 890 

394600 11940 11050 
40400 430 0 

910400 21710 19000 

Energy shortfall = 6300 kwh/y 
Notes: *= Cooking and water heating only. 

Table 6.2.1 Results of simulation 1 

The simulation choses cheaper supplies first, so it replaced the 

more expensive fuels (kerosene, phurnacite and coal) by cheaper 

supplies (hydro and butane gas). Fuel used by diesel generators is 

higher from the simulation, probably because they supply the demand 

210 



when cheaper supplies are overloaded. This does not happen on the 

island. The model does not allow for direct gas heating (which on Eigg 

is 44000 kWh/y) so this is replaced in the simulation by other sources. 

System changes 

Since the island could produce about 1.35xlo6 kWh/y of wood 

fuel,, and this easily covers all the solid fuel requirements, all 

ranges (coal, phurnacite and kerosene burning), stoves and open fires 

are converted to burning wood, which is considerably cheaper. It is 

hoped that wood, via ranges, will displace the more expensive gas used 

for cooking. Propane gas is slightly cheaper than butane, so all butane 

cookers and gas water heaters are changed to use propane. Most diesel 

generators are over-rated, so their ratings are reduced accordingly. 

Simulation 2 

This improves the current energy system on the island, using the 

changes suggested as a result of simulation 1. The same demand levels 

are used, and table 6.2.2 gives the results. 

Amount used Thtal Fuel 
Fuel type (kWh/y) cost (J/Y) cost (f/Y) 

Propane 52900 2060 2010 
Butane 0 0 0 
Coal 0 0 0 
Phurnacite 0 0 0 
Wood 478400 6920 4310 
Kerosene 0 0 0 
Diesel 248100 8200 6950 
Hydro 45400 500 0 

824800 17680 13270 

Energy shortfall = 13400 kWh/y 

Table 6.2.2 Results for simulation 2 

Significant savings have been made with this system, being 

J5700 per year for fuel (a 30% saving), or 14030 per year for total 

costs (19% saving) when compared to simulation 1. Compared with census 

results the savings on fuel aref 4600 (26%). Further optimisation of 

this system is possible, but was not attempted. 
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Simulation 3 

This introduces the higher levels of energy demand (33% higher 

compared with census results) of section 5.4. Since many more rooms 

have to be heated, wood burning stoves are introduced to those zones. 

All ranges are uprated, to attempt to displace more propane gas, and a 

range is given to houses which did not previously have one. 

Since all houses now have electricity demands, diesel generators 

are specified for all houses. But to rationalise capacity, and reduce 

capital costs, houses which are close together share a generator. So 

there are five electricity grids each comecting two houses. 

Table 6.2.3 shows the results from this simulation. Costs have 

risen byJ5140 pa for fuel only, compared with the energy survey, and 

total costs by J7010 pa compared with simulation 1 (30% and 32% rises 

respectively). But energy usage has also increased by 33%, representing 

a large increase in the islanders' comfort levels and living standards. 

Amount used Total Fuel 
Fuel (kWh/y) cost (. f/y) cost (fly) 

Propane 44600 
Wood 855600 
Diesel 458400 
Hydro 55300 

1413900 

1700 1700 
11260 7700 
14920 12840 

840 0 
28720 22240 

Energy shortfall = 22100 kWh/y 

Table 6.2.3 Results of simulation 3 

System changes 

There is considerable potential for hydroelectric power from 

five burns on Eigg, so turbines are specified for each burn. The island 

is split into three electricity grids, and all houses receive energy 

from a grid. Three wind turbines are also specified, one for each grid. 

Although the grids are expensive (flOOO per O. lkm for 6.75km, 3.5km and 

5. Okm), they allow diesel fuel to be replaced by much cheaper hydro and 

wind energy, and also allow the diesel generators to be better sized. 
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All houses are given wood-burning ranges, and some range output 

ratings are changed. All houses now have propane cookers, but gas water 

heaters are excluded from further simulations, as they are more 

expensive than other hot water sources. 

Simulation 4 

This introduces the hydro and wind turbines recommended above. 

Table 6.2.4 gives the results, showing a considerable improvement; 

total costs are j 1260 pa (7%) cheaper than is currently paid for fuel 

costs alone, even allowing for a 33% increase in energy usage. 

Amount used Total Fuel 
Fuel (kWh/y) cost (. f/y) cost (f/y) 

Propane 12500 470 470 
Wood 659200 8700 5930 
Diesel 13900 470 390 
Hydro 211000 5020 0 
Wind power 34300 

_2050 
0 

930900 16710 6790 

Energy shortfall =0 kWh/y 

Table 6.2.4 r, 3--sults of simulation 4 

System changes 

The number of diesels is cut, and their ratings changed, to 

reduce the considerable over-capacity. There is a time mismatch between 

wind and hydro energy and demand, with less than 10% of potential wind 

energy, and only 80% of hydro energy, being used by the community. To 

try to improve this, all houses with three or more space heating zones 

are given central heating (CH) systems, to provide some energy storage. 

Ranges are allowed to supply the CH systems, and where a house 

has a stove in its second zone, this also supplies the system. All 

other stoves are removed, cutting the total number in the community 

from 68 to 24. This has a further advantage of making the system far 

more practical: 68 stoves in 27 houses would be almost impossible to 

look af ter. 

213 



Simulation 5 

Table 6.2.5 shows the results of this simulation. Different 

results from those expected occur. on the positive side the wind and 

hydro usage has risen from 9% and 80% of potential to 17% and 84% 

respectively. However, removing wood stoves means that wind and hydro 

turbines are unable to meet the full demand, even with the storage of 

CH systems, and this has had to be met by more expensive diesel fuel. 

The total cost is J4000 pa (27%) higher than simulation 4, but this is 

partly offset by this system being more practical. 

Amount used Total Fuel 
Fuel (kWh/y) cost (J/Y) cost (F/Y) 

Propane 17300 660 660 
Wood 586500 8840 5120 
Diesel 44000 1530 1090 
Hydro 223200 6010 0 
wind power 64400 4120 0 

935400 _H160 6870 

Energy shortfall = 30000 kWh/y 

Table 6.2.5 Results of simulation 5 

System changes 

One further optimisation of this system is run, replacing open 

fires by more efficient, hence cheaper, wood stoves. Several ranges, 

and a few stoves, are ug-rated by 0.5kW, to try to displace the diesel 

fuel used for space and water heating. 

Simulation 6 

This makes the above changes and introduces solar water heating 

panels for all houses. These supply the CH of houses with systems, and 

so give space heating and hot water. For houses without CH they supply 

hot water only. Table 6.2.6 lists the results of this simulation, 

showing a slightly reduced cost compared with the previous simulation, 

more owing to changing open fires than by introducing solar panels. 

Solar panels are generally too expensive, and have little or no effect. 
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Amount used Total Fuel 
Fuel (kWn/y) cost (f/y) cost (F/Y) 

Propane 14800 560 560 
Wood 568700 9020 5120 
Diesel 34900 1200 980 
Hydro 220200 5840 0 
Wind power - 55100 3460 0 
Solar 300 20 0 

894000 20100 6660 

Energy shortfall = 12700 kWh/y 

Table 6.2.6 Results of simulation 6 

The results show that only a small percentage of the potential 

output of the wind turbines is used. For example, the results from one 

turbine are shown on table 6.2.7. Potential supply exceeded demand more 

often than the demand exceeded the supply, implying that a smaller wind 

turbine would be better matched to the demand. Without electricity 

storage, though, it is unlikely that the total amount of wind energy 

used could be significantly increased, especially since typical unit 

costs are 0.024 fAWh for wood and 0.063 f/kWh for wind energy. 

Demand exceeded supply by Supply exceeded demand by 
60%/100% 20%/60% +20%/-20% 20%/60% 60/100% 

Wind turb. 
on grid 1 1421 294 1392 714 4939 

Table 6.2.7 Results for wind turbine. Units: hours 

System changes 

One diesel generator is over-sized so is removed, and solar 

panels are also removed from most houses. 

Simulation 7 

Electric heat pumps are introduced into this simulation, to try 

to use less energy to supply the demand. The heat pumps can be powered 

by any of the generators (hydro, wind or diesel) on each grid. They are 

only specified for houses with CH systems (so they give space and water 

heating). Table 6.2.8 lists the results. 
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Amount used Total Fuel 
Fuel (kWh/y) cost (fly) cost Wy) 

Propane 13200 500 500 
Vqood 606900 9640 5460 
Diesel 9500 330 270 
Hydro 214200 5650 0 
Wind power 33500 2060 0 
Solar 100 10 0 

Hydro-driven HP 210* Ot 
Wind-driven HP 210" Ot 
Dies. -driven HP 0 0 

877400 18610 6230 

Energy shortfall = 100 M/y 

Notes: *= Fuel used to drive HPs included in each generator's total. 
t= Cost of heat pump only, not fuel cost. 
I= Fuel costs included in hydro, wind and diesel totals. 

Table 6.2.8 Results of simulation 7 

This simulation is very successful, having reduced total costs 

(compared with sim. 1) by J 3100 pa (14%) and fuel costs by J 4020 pa 

(22%) compared with census results, even though energy usage is 33% 

higher. Although this system is f 1900 pa (11%) higher than simulation 

4, it is far more practical, and would be much easier to operate. 

There is a big fall in diesel usage, indicating that this had 

been used in previous simulations to supply space and water heating. 

Heat pumps both make energy cheaper, and reduce the amount of energy 

input to the system. The amount of wind energy used is reduced, 

probably because the total demand is reduced. 

System changes 

Several changes are made following this simulation: 

1) All solar panels are removed, as they supply very little energy. 

2) Heat pumps are removed from several houses, as these are more 
expensive than other supplies. other heat pumps are de-rated to 
give better matching of capacity. 

3) Some wood stoves are de-rated, and a few removed. Small energy 
shortfalls will be met by other, more expensive supplies. 

4) Diesel generator ratings are further improved. 
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Simulation 8 

Having made the changes above, table 6.2.9 shows the results. 

nmunt used Total Fue 1 
Fuel (kWh/y) cost (fly) cost Wy) 

Propane 13000 490 490 
Wood 636000 9380 5720 
Diesel 12600 430 350 
Hydro 213400 5650 0 
Wind power 35500 2200 0 

Hydro, -driven HP - 40 0* 
Wind-driven HP - 370 0* 
Dies. -driven HP - 20 0* 

910500 18580 6560 

Energy shortfall = 100 kWh/y 

Notes: *= Fuel costs included in each generator's total 

Table 6.2.9 pesults; of simulation 8 

This simulation makes little difference to the total cost, and 

has in fact increased the fuel cost by J330 pa. But it has improved the 

usage factors of the various equipment, which is important. COSTCALCS 

(see sub-section 4.1.4b) makes assumptions about the proportion of the 

potential output of energy devices actually used. Table 6.2.10 lists 

these, giving values derived from the results of simulation 8. 

Assun, ed usage Real usage factor 
Device factor from results 

Hydro turbines 0.80-1.00 0.80 - 
Wind turbines 0.80-1.00 0.09 
Diesel generators 0.40 0.03 
Ranges 0.70-1.00 0.63 
Stoves 0.25 0.26 
Heat pumps 0.25 0.10* 

Notes: *= Heat pumps with non-zero outputs. 

Table 6.2.10 Assumed and calculated usage factors 

Most usage factors are significantly different from those used 

when calculating unit energy costs. Therefore running RECALCS would 

give different unit costs, changing the total system costs. Assuming 

that equipment lifetimes do not change with usage, the change in system 
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cost- would be from J 18500 pa to f 39000 pa. Although this is now higher 

than that currently paid by the islanders, no account was taken of 

equipment usage factors in previous simulations. In fact simulation 8 

has the best usage factors of all simulations, so is still the best 

system. Unmodified results are retained for comparison in section 

6.2.3, rather than attempting to modify all previous results 

Simulations 9,10,11 and 12 

These four simulations, in turn, test the system of simulation 7 

for limited supplies of renewable energy. Simulation 9 cuts wind energy 

by an average of 20%, simulation 10 cuts hydro potential by 25% and 

simulation 
. 
11 reduces wood potential to 150000 kWh/y (when wood fuel is 

exhausted ranges and stoves burn coal). Finally simulation 12 combines 

all these limitations, to test the system for a 'worst possible' year. 

Tables 6.2.11 and 6.2.12 show results. 

Simulation 9 Simulation 10 
Amount used Tot. cost Fuel cost Amount used Tot. cost Fuel cost 

Fuel (kWh/y) WY) wy) (kWh/y) WY) (Vy) 

Propane 16700 630 630 13900 530 530 
Wood 640700 9940 5770 645200 10230 5810 
Diesel 14700 520 410 14500 500 410 
Hydro 196600 5850 0 188900 5180 0 
wind 27200 2370 0 36500 2270 0 
Solar 100 10 0 100 10 0 

Hydro HP 220 0* 190 0* 
Wind HP 290 0* 310 0* 
Dies. HP 0 0 - 0 0 

896000 19830 6810 899100 19220 6750 

Energy shortfall = 100 kwh/y in both cases. 
*= Fuel costs included in generator's costs 

Table 6.2.11 Results of simulations 9 and 10 

The simulations show how important wood is as a cheap fuel for 

the island. Nonetheless the system copes adequately with the reduced 

energy supplies, giving a total cost only E 9300 pa (43%) higher than 

the current system on Eigg, but f 11200 pa (63%) lower for fuel costs 

only, in the worst possible year. It seems likely, therefore, that this 
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Sinulation 11 Sinulation 12 
Amount used Tot. cost Fuel cost Amunt used Tot. cost Fuel cost 

Fuel (kWh/y) Wy) (Ely) (kWh/y) (f, /Y) wy) 

Propane 12100 460 460 16500 630 630 
Wood 150000 2530 1350 150000 2690 1350 
Diesel 44600 1520 1250 69300 2430 1940 
Hydro 249700 7050 0 222200 7750 0 
Wind 146900 9260 0 118500 10920 0 
Solar 600 30 0 1100 70 0 
Coal 135600 3720 1900 196400 4060 2750 

Hydro HP 770 0* 1330. 0* 
Wind HP 1040 0* 1080 0* 
Dies. HP 30 0* 60 0* 

739500 26410 4960 774000 31020 6670 

Energy shortfall = 100 kW4/y in both cases. 
*= Fuel costs included in generator's costs 

Table 6.2.12 ]Results of simulations 11 and 12 

system would be acceptable, since such limited years are unlikely to 

occur often, and the islanders also benefit from a large increase in 

comfort and energy usage levels. 

When wood fuel is limited, the total energy needed (as inputs) 

by the system is more than 100000 kWh/y less than that required by 

simulation 7. Although this is more expensive, it is more efficient, 

owing to increased use of more efficient wind and hydro turbines. 

Simulation 13 

This simulation uses practical equipment chosen to maximise 

second law efficiency. All houses are given heat pumps and CH systems, 

supplying all zones in each house. This allows them to supply both 

space heating and hot water. All wood stoves and ranges are removed, 

ensuring that maximum use is made of the heat pumps (otherwise they 

would be more expensive than wood fuel). Table 6.2.13 shows results. 

This system, in terms of energy efficiency, is most successful 

in meeting the demand, and is j 3990 pa (61%) cheaper for fuel costs 

than the best economic system. However, because of the relatively high 

unit costs of heat pumps, the total cost is j 2660 pa (14.3%) more 
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ATmunt used Total Fue 1 
Fuel (kWh/y) cost (f/y) cost (. f/y) 

Propane 28200 1070 1070 
Diesel 53500 1830 1500 
Hydro 223200 5560 0 
Wind power 58100 3650 0 
Solar 2700 170 0 

Hydro-driven HP - 8280 0* 
Wind-driven HP - 520 0* 
Dies. -driven HP - 160 0* 

365700 _H240 2570 

Energy shortfall = 5200 kWh/y 
Notes: *= Fuel costs included in generator's costs 

Table 6.2.13 Results of simulation 13 

expensive than the best economic system. Within the limits imposed by 

practical equipment, few improvements are possible in second law 

efficiency, so this is chosen as the optimum thermodynamic system. 

Simulations 14 and 15 

All previous simulations were run using a simulation time step 

of one hour. However these are quite time consuming requiring about 1.5 

hours CPU time, or 5.5 hours real time, each. To reduce this time, and 

to use a similar time step to that used by other modellers (see sub- 

section 4.1.3), simulations 14 and 15 used a daily and weekly (7 day) 

model time step respectively. 

All hourly meteorological parameters and energy demands were 

averaged over the new time step. Demands and supplies were thus average 

rates, converted to total energy by multiplying by the number of hours 

per day or per week. All equipment was the same as for simulation 7. 

Table 6.2.14 shows the results of both simulations. There are 

several points from these simulations, of which the most interesting is 

how they affect yearly system costs. A daily time step gives costs 26% 

higher than an hourly step, while a weekly step gives 13% higher costs. 
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siTnulation 14 Sirmilation 15 
ATnount used Tot. cost Fuel cost Amount used Tot. cost Fuel cost 

Fuel (kWh/y) (fly) (F/Y) (kWh/y) (: F/Y) Wy) 

Propane 4700 200 200 1300 50 50 
Wood 795300 12800 7160 838700 13680 7550 
Diesel 6600 300 180 16100 570 450 
Hydro 242500 7200 0 51700 1350 0 
Wind 27100 1670 0 76500 5210 0 
Solar 0 0 0 0 0 0 

Hydro HP 20 0* 10 0* 
Wind HP 60 0* 550 0* 
Dies. HP - 0 0 - 0 0 

1076200 22250 7540 984300 21420 8050 

Energy shortfall =0 kWh/y in all cases. 
*= Fuel costs included in generator's costs 

Table 6.2.14 'Comparison of daily and weekly model time steps 

Other points worth noting in comparison with simulation 7 are: 

1) Total wind potential decreases with increasing time step. But the 

higher unit costs in simulation 15 change the cost of wind-powered heat 

pumps, giving higher total wind energy usage. 

2) Hydro potential increases with increasing time step. The equation 

determining energy output (section 5.2) is of the form 

P= kQ - cQ2.75 (6.2.1) 

and the term Q2.75 becomes comparaEively smaller as the streamflow is 

averaged over longer periods, as this averaging reduces the higher 

short-term streamflow values. Despite this, hydro energy usage 

increases in simulation 14, but is much lower in simulation 15, being 

replaced by cheaper wind heat pump energy. 

3) Solar energy, although not particularly economic in any 

simulation, is not used at all in the two longer time step runs. 

It is concluded that there are considerable differences between 

the different time steps, both in energy potential and energy usage, 

and these differences are also not predictable in advance. 
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6.2.2 Thermodynamic results 

second law (exergy) efficiency and first law (energy) efficiency 

for 10 of the 15 systems described above are presented here, calculated 

using the energy quality against quantity diagrams discussed in section 

4.2. The thermodynamic reasons for system changes are presented. 

Energy supply and demand qualities are calculated by the 

equations of section 2.2. The energy demands are those shown in section 

5.4, and the amounts of supply are those calculated by the simulation. 

These latter represent energy inputs to equipment, not outputs. Each 

simulation is the same as described above and in appendix 2. 

Exergy diagrams are drawn with various energy supplies centred 

over the demand they are approximately intended to meet. This helps 

show why system changes are made, and explains the efficiency values. 

First law efficiencies are obtained by dividing demand quantities by 

supply quantities (both from the x-axis). Second law efficiencies come 

from the demand area (its exergy) divided by the supply area. 

Current Energy System on Eigg, and Simulation 1 

Figure 6.2.1 shows results for the current energy supply system 

on the island (section 3.3) and f ig. 6.2.2 shows results of simulating 

this system (simulation 1). Good agreement is seen for the two results 

between second law efficiencies (rZ2), and reasonable agreement on first 

law efficiencies (rZ, ); rZ2 for the simulation being slightly lower than 

from census results, because of its the greater amount of diesel usage. 

System changes 

The reasons for the poor r12 value are that (a) converting diesel 

fuel to electricity gives high energy losses and (b) using high quality 

fuels (gas, coal and kerosene) to supply low quality heat demands is 

exergy inefficient. So usage of hydro power to supply electricity is 

increased, and lower quality wood fuel substitutes for fossil fuels. 
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Simulation 2 

Fig. 6.2.3 shows the results of this simulation. Both Q, and Q2 

have improved slightlyo, ý12 from 15.1% to 16.9%, Q, from 40.2% to 45.4%. 

Improvements could still be made, but are not attempted -because all 

further simulations use the higher energy demand level of section 5.4. 

Simulation 3 

Figure 6.2.4 (note the different x-axis scale) shows the exergy 

diagram for the system supplying the new level of demand (33% higher). 

Both Q, and r12 are lower than before, mainly owing to inefficient 

conversions of diesel fuel to electricity, and using combustible fuels 

to supply low quality heat demands. 

System changes 

Wood fired ranges and stoves have fairly high energy losses from 

their flues (this also lowers second law efficiency). High quality 

supplies (wind and hydro electricity) have no associated energy losses, 

so their use is increased. This also minimises the poor conversion of 

diesel fuel to electricity. 

Simulation 4 

This introduces the changes from simulation 3, the results being 

shown on figure 6.2.5. As expected both efficiencies have improved, rzl 

by more than q2. The former has improved from 44.3% to 67.2% (a 52% 

increase), while q2 has improved from 12.6% to 17.6% (a 40% increase). 

Although rZ, might be considered quite acceptable, Q2 remains low. 

System changes 

There is a clear need to improve both the energy ef f iciencY of 

the system, and the match between quality of supply and demand. Little 

is possible to improve energy efficiency, within the limitations of 

practical equipment, but exergy efficiency improvements are possible, 

by introducing low quality solar energy and electric heat pumps to 
.A 

replace the exergy-inefficient electricity to heat transformations. 
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Simulations 5 and 6 

Simulation 5 was an economic optimisation only, and in fact both 

rZ, and Q2 decreased slightly for this system (figure 6.2.6, previous 

page). Simulation 6 introduces low quality solar water heating, but its 

high cost prevented it having more than a small effect on thermodynamic 

performance (f ig. 6.2.7). There are slight improvements compared with 

simulation 4: rZ, from 67.2% to 70.0%, r72 from 17.6% to 17.9%. 

Simulation 7 

This simulation introduces heat pumps into the system, to (a) 

cut down the total energy needed to supply the demand (the heat pumps 

drawing energy from the environment) and M make the transformation 

high quality electricity to low quality heat more ef f ective than by 

direct transformation. Figure 6.2.8 shows this system's exergy diagram. 

Small improvements are seen in comparison with the previous best 

of simulation 6, this time higher for r12 than rZl, the former improving 

from 17.9% to 18.5%, the latter from 70.0% to 71.4%. However, the cost 

of heat pumps makes them unfavourable compared with the direct 

combustion of wood, so they do not have as big an impact as hoped. 

Simulation 8 

This represents the optimum economic system. Small changes were 

made to simulation 7 to produce this system, whose results are shown on 

figure 6.2-9. There is a fall in efficiencies in comparison with 

simulation 7, rZ2 from 18.5% to 17.9% and rZ, from 71.4% to 68.9%, these 

are largely due to a slight fall in heat pump usage, and a subsequent 

increase in wood consumption. 

Simulation 12 

Simulation 12 (fig. 6.2.10) is for the 'worst possible' year on 
Eigg, during which hydro potential, wind potential and wood fuel are 
limited by 25%,, 20% and to 150000 kWh/y respectively. Interestingly 

these limitations make heat pumps cheaper, and their contribution 
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increases considerably. Solar energy contributes slightly more to this 

system than to others. There is a consequent increase both in rZ, to 

80.9% and Q2 to 19.4%, these being higher than any previous simulation. 

Nonetheless, the '72 value remains very low, being limited by the 

simulation choosing equipment with preferential unit costs, rather than 

best thermodynamic performance. This is overcome in the simulation 13, 

in which the community is 'obliged' to make far more use of heat pumps. 

Simulation 13 

By removing all wood burning ranges and stoves, the system has 

to rely much more heavily on heat pumps. Figure 6.2.11 shows the 

results (note that energy supplies do not start at zero on the x-axis, 

having been centralised over the demands they cover), and a large 

improvement is seen in both first and second law efficiency. 

Compared with the best economic system (simulation 8), the 

efficiency increases are: r1l from 68.9% to 171.2% (a 148% improvement), 

and rZ2 from 17.9% to 36.6% (a 104% increase). These come entirely from 

eliminating the exergy-inefficient wood fuel to heat transformation, 

and by increasing usage of the potential of high quality hydro and wind 

energy. Figure 6.2.12 helps to show these improvements, by presenting 

the energy at the output of each device. Therefore heat pumps give hot 

water at the mean temperature of 700C (quality 18.4%). 

The f irst law ef f ic iency value of f igure 6.2-11 shows how this 

can be misleading. The assumption is often that 100% is the maximum 

achievable, but this simulation shows that r? l can have values well over 

100%, so it is not possible to know with what optimum to compare them. 

Second law efficiency, on the other hand, can never exceed 100%. While 

a value Of Q2 of 36.6% ts higher than all other simulations, it still 

shows that thermodynamic improvements are possible, but it is unlikely 

that significant second law efficiency improvements could be made using 

practical, or economical ly-v iable equipment. 
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6.2.3 summary and comparison of economic and thermodynamic results, 
with discussion 

The results of the 15 different simulations are discussed fully 

in the two preceding sections. Table 6.2.15 summarises the results from 

thermodynamic and economic analysis. 

Total Fuel First law Second law 
Simulation cost (f/y) cost (fly) efficiency M efficiency M 

Eigg census 17900 41.7 15.6 
1 21700 19000 40.2 15.1 
2 17700 13300 45.4 16.9 
3 28700 22200 44.3 12.6 
4 16700 6800 67.2 17.6 
5 21200 6900 66.9 17.1 
6 20100 6700 70.0 17.9 
7 18600 6200 71.4 18.5 
8* 18600 6600 68.9 17.9 
9 19800 6800 69.9 18.3 

10 19200 6700 69.6 18.3 
11 26400 5000 84.7 20.0 
12 31000 6700 80.9 19.4 
13 21200 2600 171.2 36.6 
14 22300 7500 58.2 15.3 
15 21400 8100 63.6 18.9 

Notes: Optimum economic system 
optimum therrmdynamic system 

Table 6.2.15 Summary of simulation results 

Discussion 

In general, economic optimisation and thermodynamic optimisation 

complement each other. Total costs fall from simulation 3 to 8, while 

there is a corresponding increase (although not great) in second law 

efficiency. The optimum thermodynamic system (simulation 13) is the 

cheapest system in terms of fuel cost only; it is only 14% more 

expensive than the best economic system on total costs. It would only 

require a relatively small increase in the unit cost of wood fuel 

(assuming other energy sources remained the same) for the optimum 

thermodynamic system to be the same as the optimum economic one. 

Hydro energy, with zero fuel cost but high quality output, is 

both cheap and capable of supplying energy demands efficiently. Its 

use, therefore, optimises both costs and thermodynamic efficiency. 
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While attempting to maximise second law efficiency, the systems 

were still subject to tie economic constraints of the economic planning 

model. Were this not the case, solar energy would make a far greater 

contribution than it does. Since solar energy, by the definition of 

this work, is relatively low quality, its greater use would improve 

thermodynamic performance further. Again if solar energy could be made 

cheaper, or other fuels became more expensive, the optimum economic 

system would again correspond to the optimum thermodynamic system. 

Although sim. 8 appears to be slightly worse than sim. 7 in 

terms of f uel cost and ef f iciency, if the ef f ects of load f actors are 

included (see table 6.2.10), it in fact has lower total costs. These 

effects were not included in all simulations, as it was more important 

to correct equipment ratings first. For comparisoni, allowing for 

equipment load factors, the total cost of the best economic system 

(sim. 8) is about f39000 pa. For sims. I (the existing system) and 13 

(the best thermodynamic system), total costs are about f 29000 pa and 

J37000 pa respectively. This indicates that, per unit of energy 

delivered, sim. 13 becomes the economic optimum. The main cost increase 

is from poor usage of wind energy, and the contribution of wind to 

Eigg's energy system needs further study before any firm conclusions 

can be drawn. It seems likely that lower-rated wind turbines would be 

more suitable for the island, giving considerably lower system costs 

after accounting for equipment load factors. 

Varying the simulation time step of the energy planning model, 

f rom one hour to one day or one week, shows considerable differences 

using the longer time steps. These differences were in general not 

predictable, and could not be assessed and accounted for in advance. It 

is concluded, therefore, that the choice of an hourly time step for the 

model is better than either a daily or weekly step, even allowing for 

the longer time needed to run the model. 
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6.3 CONCWSIONS 

The main conclusions relating to the methods of energy systems' 

analysis used in this work are that: 

(a) Thermodynamic optimisation and economic optimisation in general 

complement each other, when applied to the type of energy supply system 

used on the island of Eigg. 

(b) Thermodynamic performance is increased in two ways; replacing 

energy-inefficient transformations such as diesel fuel to electricity, 

and avoiding exergy-inef f icient transformations such as high quality 

electricity direct to low temperature heat. 

(c) Energy- inef f ic ient transformations of combustible fuels can be 

successfully (both economically and thermodynamically) replaced by 

using high quality hydro and wind generated electricity. 

(d) Exergy-inefficient transformations are improved either by using 

heat pumps, or by using lower quality supplies such as solar energy. 

The former are economically viable, the latter, in this study, is not. 

(e) The combination of economic and thermodynamic analysis can help 

show where ef forts should be made to make energy costs less in order to 

increase thermodynamic performance. 

For the island of Eigg an economically-optimised energy supply 

system has been determined. This gives greater levels of energy usage 

and makes energy more easily available, at an average unit cost lower 

than that currently paid by the islanders. The thermodynamically- 

optimised system for Eigg gives much higher thermodynamic efficiency, 

but at a total cost 15% higher than the best economic system. 

The analysis showed that if the costs of both solar emergy and 

energy from heat pumps could be reducedr it is likely that the 

thermodynamically optimum system would also be the economically optimum 

one. This implies that work on these two would be worthwhile for 

systems of the sort proposed for Eigg. 
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CHAPTER 7 CONCLUSIONS 

The main outcomes and conclusions from this work, 'all of which 

are discussed in more detail in this chapter, are:, 

1) The strategy for planning domestic energy supply systems is 

applicable to many small communities throughout the world. It shows 

which energy supply equipment (both renewable and non-renewable) should 

be used to best supply the energy demand in the community. 

2) Meteorological data, potential renewable energy supplies and 

community energy demandsi all needed for the planning strategy,, can be 

determined using the rethods suggested. 

3) The two methods of energy systems' optimisation, economic and 

thermodynamic, both give valuable insight into how energy systems can 

be improved. Taken together, they show which energy supplies should be 

improved so that the thermodynamically-optimised system is the same as 

the economically-optimised one. 

4) Applied specifically to the small Scottish island of Eigg, the 

planning strategy shows that significant improvements to the islanders' 

energy supply system are possible, improving energy usage (hence 

comfort levels) while decreasing the unit cost of the energy. Hydro- 

electric energy and wood fuel, in particular, are resources which are 

economically viable on the island, and should be developed. 



7.1 The Energy Planning Strategy 

This thesis presents a complete strategy for planning energy 

supply systems for small, remote communities. The strategy includes 

methods for (1) obtaining energy demand data, (2) obtaining 

meteorological data for assessing potential wind and solar energy, 

(3) predicting river flow rate to determine hydro-electric energy 

potential, (4) testing, by computer model, the economic performance of 

a proposed energy system, (5) assessing the thermodynamic performance 

of the system and (6) optimising the energy supply system on a 

thermodynamic or economic basis. 

Energy Demands 

Energy demands for small communities can be determined by energy 

census or survey, and this was done for Eigg. However,, the results of 

such a census do not reflect realistic demand levels if energy prices 

are high, energy efficiency low, or insulation and energy conservation 

measures poor. It was concluded that the detail of the census for Eigg 

would only be worthwhile if the community already had satisfactory 

energy usage levels, and a simpler energy survey questionnaire was 

presented for other communities. The census did, however, give most 

useful personal experience of islanders' comfort levels, making the 

task of determining reasonable energy demands much easier. 

Four types of energy demand were covered by the planning model: 

space heating, cooking, hot water and electricity for appliances. 

Cooking and hot water demands for Eigg were found adequately by the 

energy census. But for the reasons above this was not possible for 

space heating or electricity demands. Therefore other methods of 

assessing these demands were evaluated. 

For space heat demand, three computer based models and an 

electric analoque circuit were applied to a typical (in terms of size, 

construction, etc. ) house on Eigg. It was concluded that no model 
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suf f ic iently accurate and easy, to use could be found, but that the 

equivalent electrical circuit model, solved either analytically or by 

constructing the circuit (although not done by this work), might be a 

suitable method. Energy demands for the typical house were, however, 

calculated using the sophisticated simulation model known as ESP, and 

these were shown to be reasonable compared with census results. But 

this model is too complex for general energy planning work. Electricity 

demands were determined by assuming that, given cheaper and more 

available electricity supplies, they would be similar to those for a 

small community on the British national electricity grid. 

Although there is little doubt that a community's energy usage 

-would change if cheaper and more available supplies became available,, 

the amount by which it would increase is unknown. Further study of 

communities, before and after improvements to their energy systems, is 

needed before the methods suggested can be validated. However, the 

methods allowed reasonable energy demands for Eigg to be determined, 

which otherwise could not have been easily obtained. 

Meteorological Data and Renewable Energy Supplies 

Renewable energy supplies have the advantages of making a 

community more energy self-sufficient, reducing costs and overcoming 

some of the problems of conventional energy sources. To assess 

renewable energy potential, meteorological (met. ) data are needed. 

For Eigg it was possible to use data from other recording 

stations in other areas in Scotland. An typical year, corresponding to 

average values extrapolated from the met. stations nearest to the 

island, was obtained. This method gave reasonable data for Eigg which 

could only otherwise have been determined by long-term monitoring. 

For some communities, though, the above method might not be 

possible. So methods were investigated for simulating short term data 

from longer term averages: air temperature (controlling space heating 
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demand), solar radiation (for calculating solar energy) and wind speed 

(for calculating wind energy potential). Although these methods were 

not used in the main planning model, they were used in the building 

space heating work, and were shown to be suf f iciently accurate for 

general energy planning, eliminating the need for long-term data 

recording in the community being studied. 

Hydro-electricity is a cheap, effective energy source worth 

developing if there is suitable potential. To assess this potential a 

simple hydrological model was developed, allowing daily river flow 

rates to be predicted, knowing only easily-recorded daily rainfall and 

air temperature and minimum information about the catchment area, and 

avoiding the need for costly and difficult direct measurement of river 

flows. The model was shown to be relatively insensitive to most 

parameters, and proved quite accurate (within 20%) at predicting hydro 

potential for small catchments in comparison with recorded results. 

7.2 Energy Planning Methods 

Two different methods were developed for assessing domestic 

energy supply systems for small, remote communities. A computer based 

model, used to test the economic performance of a particular energy 

system and suggest improvements to the system, was constructed,, and 

tested for the island of Eigg. A method of assessing the thermodynamic 

performance of the same systems,, using exergy diagrams, was also used 

to assess systems for Eigg. The two methods were shown to be, in 

general, complementary, with thermodynamic optimisations improving 

economic performance, and vice versa. 

Economic Planning 

The strategy of the economic planning model is to always make 

the best (cheapest) use of the different energy supplies in a 

simulation. The model bases its decision on the order in which to use 
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energy sources by attempting to use the cheapest renewable energy 

source first to substitute for the most expensive non-renewable 

energies. Supplies are chosen on a unit energy cost (. f/kWh) basis, and 

a -sorting procedure determines the order in which they are used. 

Unit costs in the model are determined by the well-established 

net present value analysis. The choice of money interest rate was shown 

to be important; low interest rates favouring renewable energy devices, 

while high rates favour non-renewables. This work used a yearly 

interest rate of 5% pa, representing the likely way in which energy 

projects might be funded on Eigg. It was shown that unit costs are 

determined -independently of general inflation rates. 

The calculation of unit costs depends on the amount of energy 

produced by each supply per year. Initial assumptions are made about 

energy output which can be modified after each simulation. Therefore 

the total yearly cost of a supply is the cost (9/y) independent of 

output. However, using unit energy costs allows direct comparison 

between different energy sources, which cannot be done if yearly costs 

(f/y) are used as the basis for choosing between sources. It is 

concluded that the method of this thesis is the most suitable method of 

ensuring minimum costs. 

The economic planning model for most simulations used an hourly 

time step to simulate a year's system performance. However, two 

simulations were run using daily and weekly time steps, giving 

_ 
significantly different results compared with hourly simulations. The 

differences, additionally, were not predictable prior to the 

I- simulation. Therefore it was concluded that the choice of an hourly 

simulation step was better than the longer ones, even allowing for the 

increased running time of the model. 
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Thermodynamic Planning 

An alternative method of assessing energy systems was developed, 

to allow systems' optimisation independent of economic factors. The 

. function exergy was introduced; this being the amount of useful work 

extractable from an energy source. Exergy can be used to determine 

energy quality, defining quality as exergy divided by energy quantity. 

Second law ef f iciency was defined as being the exergy content of an 

energy demand or energy output divided by the exergy input to meet the 

demand or provide the output. This ef f iciency was the factor used to 

measure thermodynamic performance. 

The -methods of this thesis differed from those of other 

researchers, in that exergy was calculated after an initial 

transformation process chosen to represent the fundamental form of the 

energy source. Therefore the quality and exergy values used in this 

worý more accurately represent practical processes, giving more 

realistic results than if a purely theoretical analysis had been used. 

Energy quality against quantity diagrams were introduced, and 

these were shown to be useful for visualising exergy performance. Areas 

on these diagrams represent exergy, so demand areas divided by supply 

areas give second law efficiency. Since energy quantity is shown on the 

diagrams, energy efficiencies can also be seen. Studying the area 

representing supply exergy in comparison with the area representing 

demand exergy allows inefficiencies to be easily seen. 

Thermodynamic system improvements were tested and simulated by 

,., the economic model, and therefore were only effective if they were 

economically viable. However, in one simulation the cheaper wood fuel 

sources were omitted, 'forcing' the simulation to increase its use of 

heat pumps. This was shown to result in the thermodynamic optimum 

(within practical limits imposed by cost and equipment) energy system. 
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7.3 Planning Results 

:' '' 
The primary aim of this project was to develop a planning 

strategy and show how it could be applied to a community: this aim has 

been achieved. In addition, however, some useful recommendations for 

improving the energy system on the island of Eigg can be made. Although 

more work is needed to verify the assumptions made when choosing data, 

some general suggestions can be made for the island. 

Carparison of Economic and Thermodynamic Results 

Fifteen simulation results of different energy systems on Eigg, 

optimising both economic and thermodynamic performance,, were compared 

by, the criteria cost and second law efficiency. Hydro-electric energy, 

in. particular, was shown to be most successful both economically and 

thermodynamically; its high quality output replaces less efficient 

energy transformations, and its low cost replaces much more expensive 

non-renewable sources. Wood fuel also proved very cost effective on 

Eigg. Its slightly lower quality than other combustible fuels make it 

more suitable for supplying lower quality heat demands, giving small 

improvements in second law efficiency. 

Both wind and solar energy could give good thermodynamic 

improvements: low quality (defined by this work) solar energy being 

good for supplying low quality space heating, high quality wind energy 

replacing fossil fuels. However, their relatively high unit costs, 

compared with wood and hydro energy, limited their contribution to 

Eigg's energy supplies. Heat pumps also give excellent second law 

II. 
efficiency improvements, but again cost reduced their effectiveness. 

The general conclusion of the comparison between economic and 

thermodynamic results is that, at least for the types of energy 

supplies studied by this thesis, the two types of optimisation are 

closely linked. It was shown that if heat pumps, solar collectors and 

wind turbines could be made cheaper or more efficient,, or if other 
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energy supplies became more expensive, the optimum economic energy 

supply system would be the same as the optimum thermodynamic one. 

Results and Recommendations for the Island of Eigg 

The ý , general conclusions for improvements to Eigg's energy supply are: 

--'l) There is good potential for the island to produce far more cheap 

wood fuel than at present, given proper management of wood plantations. 

The wood could be burnt in existing ranges and stoves, giving large 

cost savings by replacing coal and bottled gas. 

2) Hydro power could be developed successfully on the island, giving 

energy supplies which are considerably cheaper and more available than 

the curren_t diesel generators. To fully utilise hydro potential, 

electricity grids connecting all houses should be provided. 

3) Most houses would benefit from the installation of central 

heating systems. 

4) Active solar energy systems, and wind energy, need to be made 

cheaper before they can contribute more to Eigg's energy supplies. Heat 

pumps can make a small contribution to the island's energy system, but 

they also need to be made cheaper to have wider effect. 

5) The above improvements would give greater energy usage (hence 

improvements in living standards) at a total yearly cost per unit less 

III- than that currently paid by the islanders. Fuel costs would be much 

lower, and the island would become much more energy self-sufficient, 

changing from 85% dependence on imported fuels from the mainland to 

only 3% dependence, although extra coal might be needed for some years. 

The above suggestions clearly merit attention, and it is hoped 

that at least some of them could be implemented. The future of many 

small, remote communities depends to a certain extent on improved 

energy supplies, and the methods of this thesis are an excellent way of 

planning these improvements. 
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APPENDIX 1 

Eigg Island Energy Census Questionnaires 

The f irst questionnaire presented here is that used for personal 

interviews of householders on the island of Eigg during the energy 

census (see Chapter 3). Several of the 'sections of the questionnaire 

(including the plan of buildings) were not used, because of time 

constraints during each interview. 

The second questionnaire is that developed for the postal census 

of householders who could not be personally interviewed. This is 

considered to be more suitable, in terms of the amount and detail of 

information it collects, for future. energy surveys or censuses. 

Both questionnaires are shown as they were f illed in during the 

census on Eigg, ' using typical results. This helps show which questions 

were superf luous. 



ICODE 
NO. 121 

Date 

Tim 

UA--ather conditions 

, 
Outside temperature 

ENEMY SURVEY QUESTIONMMRE 

Information supplied for this survey will be kept strictly 
confidential. 

Publication of results will be with prior permission only. 

No connection will be made between named individual or groups and 
: -results. 

Adam A. Pinney, 
Dept. of Applied Physics, 
John Anderson Building, 
University of Strathclyde,, 
GLASGOW G4 ONG. 

Tel. 041 552 4400 
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-1- 

General Introduction Purpose of the survey 

Section 1 Domestic Appliances 

Type Make and 
model 

Rating Age Usage pattern 
Hrs/day 

Total energy 
day (kWh/d) 

Surruer Vinter Sum. W 
Deep freeze 

Fridge E ULCItrVA-W 
A LL A 

Electric 
blanket 

Television 
13 + V4 

C V410-- 

3 

114. 

&A% 0.05 

0. SIB 

O-OS 

0.58 

Tape/radio C., 6--b&-*- bv- -r A LL A u- 0. k3 0.13 

Týaster 

- other 
6. ýý b- t- - 

) 
4 

1 
4- 0.4-3 0.13 

: 1.14 

-I 
F. - Hrs/week 

Sumner Winter 
Washing machine Top Lv-ýL&ý 

14 04,7 Oe CO-CA buu S S 
. 

0. -3 C, 0. -3 6 

Iron 
- 

Electric heater 

Total/day p. 3ct--. sob- 
Total/yea E q? , LS2910 M. 

I 

Do you plan to buy any new appliances in the next year? 
If so, which? 

Section 2 cooking Details 

Yes/No * +0 
it 70 Ott,, 

Model Usage (ixs/day) 
Cooker No. of 6ýe-n 7 ý111 Rating Age (No. of r ings, etc) 

rings Vk-ekdays We eke -EcFs-- 
Butane + I r 

TEEn 
Propane 

, 3. C; Lunchtim, 
Coal _ Afternoon 

Oil Evening 
other 

Cooker type How long does 
fuel last? 

- 

Energy used/day 
(kWh) 

- 

Energy used/year 
(kWh) 

Butane I v I Ii ý. z 
/* 

-it F-*A -". A S- L-Oý 
45.6 5 L. I" 

F-AA Ij a0 

Propanel 
coal ";.. WL% 4). 48 0.48 

4e 48 
r- t'4 - 350 

0. 91. Wood 63.3 1k0 
Oil 

I r- t 
17.9 

t "L 7 
%&0 

other 
. 

%5'. 4 

FL44& LdIJA 1 7- 7 
S. ". 

FL-. t. - 6 *70 
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I -2- 

Section 3 Water Heating (excluding kettles and pans) 

Type Normal 
temp. OC 

Rating T'stat 
setting 

Energy (kWh) 
used/day 

Usage 
Hrs/day 

Tank 
cap. (1) 

sum. Win. SLun. Win. 

Cooker 0 2-J4 

Oil-fired 

Gas-fired 

Electric 

Other 

Water Used 

Clothes 
Bath Dishes washing Cleaning Shower other 

Sumner -7 -2-1 3 
Tirms 
/week 

Winter -7 21 3 

Water 
Sumner 

4-. 20 '210 
- 

-240 30 

used (1) t 
Winter +'z 0 2-10 30 

. Total energy used/day sunver kWh Total energy used/year 
70 C, :: kWh -. 274' . kWh winter 

:: X 

Storage tank insulation Total length of hot water pipe 00*00* 
'Water pipe insulation Hot water pipe diameter 00000* 

Kettle (water heated for cooking, drinking and washing) 

Early 
Mrningl Breakfast Mid-rrorning Lunchtime Af ternoon Supper Evening 

Su-amr 

Winter 

Is the kettle/pan always full? Kettle/pan capacity 

Total water heated/day Total energy used/day 
0 86 Summr ....... Su=er ... kWh 

0 kTAb Winter ....... Winter OP06 

Total energy used/year ....... kWh 
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-3- 
Section 4 Primary Fuel Supply 

How often 10ount delivered How long 
Fuel-type Supplier delivered Summr Winter lasting Cost kWh 

Propane 

Butane E sroý 1 '7 5 ýa c /11-ý C 
32 

"Alm- 

Paraffin 

Diesel 
f. 4 i. A. 

Petrol 
ilt 

/--ýA, b- 2 11ý 472o 

II 
Heating 
oil 

Coal 7060 

Vqood 

Peat 

other 
-- ] 7j; 

ta1 supplied (kWh) 44cqo 

Fuel Bills (where available) 

Tim period Supplier Fuel Amount Cost 
kWh 

supplied 

Propane 

Butane 

Paraffin 

Diesel 

Petrol 

Heating oil 

Coal 

Wbod 

Peat 

other 

Total supplied (kWh) 
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Section 5 Generator 
-4- 

Type 
Fuel 
type ' 

Output 
rating (kw) 

Estimated 
efficiency 

Usage 
Hrs/day 

Fuel used 
per day kWd 

Diesel 
Ei 

v kvn -3 4 Morning Ms . Afternoon 
other 1 '7. G Evening 

I Night. 
- 

DO you share your generator? Please give details 

Section 6 Transport 

vehicle 
Engine 
size (cc) 

Fuel Cost per 
week 

Gallons 
per week 

Distance 
per week 

Miles/ 
gall. 

kutV 
mile 

Car 

Van 

Land Rover -7 

Boat 

Taxi 

Wcycle 13 0 6- uw6l, 2.1; 

Bicycle 

Tractor 

_Other 
Frequency of JourneyAjsage (including agricultural vehicles) 

. 
Vehicle Reason 

Destination or 
distance (miles) FEequency 

Car 
h l 

Van, 
To sc oo 

Land Rover To the harbour 

Boat 

Taxi 
To the shops/ 
post office 

M/cycle 

Bicycle 
Others 

Tractor 

other 

Do you often travel to the inainland/other islands? Ye s/No 
If so, to where and how often? ....... 
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-5- 

Section 7 Building Details 

Type 

Usage pattern 
Days year 

Sunmr Winter 

W 
e 
e 
k 

W 

e 
n 
dI Age 

Croft 
I 
Stone ALk 1) U, All day New Owned 

Morning/evening 2U yrs s 
Shop 

I 
Brick morning/lunch/ 

- - - 
yrs r ReHER 

evening o nly r 

F 

Chalet Wooden I other 01 de r 
-- 
other Block 

Other 

LOf t/Roof 

Roof type Access 
Insulation 
(roof) 

Insulation 
(floor) 

DorTrer 
Windows 

Ease of 
Insulation 

Slate Yes Easy 

Tiles No Moderate 

Corrugated 
i 

Difficult 
ron 

Other 

:.. Building Situation and Accessories 

S ituation 
Shelter 
belt Shutters Conservatory Porch other 

Front 

Back 

L. side 

R. side 

External Building Photograph: 
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-6- 

Floor Details 

Floor level: 

Plan 

Ground El First F-I Second Fý Other 1: 1 

Roan number 1 2 3 4 5 
Kitchen v Living v Dining Bedroom Bathroomv 

- Room type Bedro= other other Store woFk shop 

Usage (h/day) 
sunwr 
Usage (h/day) 
winter 

Windows (no. ) 

lype, 
Size-(m) 
Curtain 
tylpe 
Draught from 
windows y/ Ny? ye. ye. 

Doors (no. ) 

Type 
Size (m) 
Draught- 
proofing? 
Draught from 
doors Y/N? 

Yýu Yle4 ý'eo 

Room te 
Winter C 

Sunner OC_ j 
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-7- 

Roorn number 2 3 4 5 

ness: None Dar i r p 
Moderate 

Bad 

Lights: Number 
F'rescent 
I'descent 

Lantern 
Other 

40 
60 

Rating (W) 100 
other 

Usage (h/day) 

summer 
4- L0 

usage (h/day) 
winter 4- 30 4- 4- 4- 

Space heating: 
Wood 
Peat 

Fuel Propane 
and Butane 

i 
_ Oil 

rat ng ýElectric 
other 

usage (h/day) 
summer 
usage (h/day) 

winter 

7.5 W 

3 

Ceiling týype: 
Insulation 

_ Ease of 
insulation 

Floor type: 
Flags 

Wooden 
other 

None 
Carpet Partial 

All over 

Walls: 
External 
thickness (m) 

Stone 
Brick 

Type Wood 
, Block 

Other 
Cavity 

Internal 
covering 
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--Jgj-rý 

-8- 

Rocm number 1 2 3 4 5 

Internal 
thickness 

Plasterboard 
Type Plaster 

other 
Ease of 
insulation 

Heat/d (kWh) . 17.1; _,; _c_ 
Light/d (kWh) 0. q, + 

I 
O. -JA 

1 

Section 8 General Details 

Occupants Male Female Children 

Number I 

How do you P.. 't 
spend your + day? 

How long 
Al ways have you 

lived on Other 
Eigg? -7 

Did your 
parents Yes 
live on 
Eigg/other No 
island 

Ubrking 
Retired 
Unemployed 

Energy related 
activities: 
insulation, 
etc. 

Section 9 Tourism 

Is this Property used for tourism? Yes/No 

Type B+B Letting Caravan Other 
No. ot rooms 
Usage pattern 
weeks/year 

Will your future plans for tourism, if any, af fect the pattern of your 
energy usage? ........ 
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-. 9- 

Section 10 
-Additional 

Details 

Do you own any animals? 13 OL, -7- 

What type of sewage system do you have? 

Do you collect seaweed or bracken? 

Do You Produce your own mat/dairy produce? N-jo 

Do you have a vegetable plot? (V 0 

DO You have enough information about energy conservation? 

If not, what information would you like? 

Have you taken part, or plan to take part, in any energy conservation 
Ireasures? 

How do you see future progress on the island regarding population, 
industry and tourism? 5 

How do you consider your future in the island? 

How do young people consider their future on the island? 

Have you taken any stepsr or plan to take steps, to obtain: 

a) New industry (please specify)? 

b) Better electricity supply? 

c) Increased tourism? 

d) More shops? 

e) Better roads? 

Are you satisfied with your existing comfort levels, regarding heating, 
transport and electricity supply? 

If not, what changes would you like to see? E 
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-10- 

Energy Summary (All units are kWh. All results refer to energy inputs 
to each process. Energy for water and space heating 
may come from inputs to the range) 

From usage I From fuel 
pattern used 

Energy for cooking/day .................. Su=rer... IS. 5q i IR. 28 
Winter... 16-59 

Energy for damstic water heating/day ... Sumer... 10.4 
Unc. immersion heaters, exc. kettles) Winter... 10.0 
Energy for space heating/day ............ Sumer ... - '313.3 
(does not include free gains) winter ... S9.9 

Energy for electric appliances/day ...... Sumer. 1.96 *- 

(inc. lights but not inversion) Winter..: 
3 

Energy for gas appliances/day ........... Sumer ... 2 
(does not include heaters) Winter ... 

Energy for transport/day ................ Summer.. 46.8 

Winter.. A('. 6 

Energy for agriculture/day .............. Summer. .. S4. I 
Winter... 9 4.1 

Diesel fuel for generators only/day ..... Summer 
Winter::. to 0 C-1- C -k. cap 

Total/day ..... 

Energy for cooking/year ..... 
6 r. "7 0 68 (50 

Energy for dormstic water heating/year.. 3q 10 
Energy for space heating/year., oooooesoo 1 -7-2 0 1 -71 'Z o 
Energy for electric appliances/year ..... c? 
Energy for gas appliances/year. **e***. *e 
Energy 
Energy 

[Diesel 

for transport/year ..... 
for agriculture/year ............. 
fuel for generator/year .......... 

1'7 to 0 

14 -7 To 

0000 

Cost (in this case, free gains are counted as useful energy) 

Fuel Cost per kWh delivered Cost per useful kWh 

Propane 
Butane 0.40 q0 
Diesel 0 0: z e 59 
Petrol O. o, +-2 -0.1 '. 16 
Heating oil 
Coal 0.0 jq 
Wood 0 
Waraffin 
10ther 9-, - LV, ý. A 

0 Oýe 
0.02-8 

0 1 
0. E? '24 
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Date 

Tire 

Weather conditions 

I CODE No. 261 

Outside tenperature 

EMU= SURVEY QUESTIONNAIRE 

Information supplied for this survey will be kept strictly 
confidential. 

Publication of results will be with prior permission only. 

No connection will be made between named individual or groups and 
results. 

Adam A. Pinney, 
Dept. of Applied Physics, 
John Anderson Building, 
University of Strathclyde, 
GLASGOW G4 ONG. 

Tel. 041 552 4400 
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Section 1 Domstic Appliances 
-1- 

Please complete this section if you have any of the following: 

How many hours per week is it used? 
(if the same as generators, put 'As gen. ') 

Sumer Winter 
Deep freeze 

Fridge 

Television B&W or Colour? 

Washing mchine 

Electric heater 

Othe. r (Please specify) 
R 4L. L. 0 , L 14 P. - 

Does the washing maching heat its own water when you use it? Ye slNo 

Yes/16) Do you have a gas fridge? 
If so, how often is it run? 
How long does a bottle of gas for the fridge last? 

Section 2 Cooking Details 

Do you have a cooking range? Yes/& 

If yes, what fuel does it use? CoalEj VqoodFý Oil M Coal & woodE] 

How many mnths is it running? Summer .... mnths Winter .... mnths 

How much fuel does it use in a year? 

Does this include fuel burnt in other stoves or fires? Yes/No 

Do you use a gas cooker? 
Ee )SN 

0 

If yes, how long does a bottle of gas last? Sumrk-. r.. +.. wks Winter.,: ý.. wks 

What size gas bottles does the cooker use? 4.5 KgED 15 kgE] 47 kg [D 

Is the gas cylinder connected to any other appliances? 
Lights &1i Fridge YIN Water heater Y/N Space heater y/N 

Do you use any other sort of cooker? YesO 

If yes,, please specify, and give details of amounts of fuel used per 
year. 
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Section 3 Water Heating (excluding water heated for cooking or drinks) 

%Wch of the following nethods do you use to heat your water: 

Range Y/N Electric immersion YIN Gas cooker 0 Gas heater Y/N 

Is your water heated differently in the summer to the winter Yesl@ 
If Yest please specify: 

If you have a gas water heater, what size gas bottle do you use? .... kg 

How long does a bottle last? Sum-er .... weeks Winter .... weeks 

If you have an electric im-ersion, how many hours per week is it used? 
Sumer .... hours/week Winter .... hrs/week 

If You heat water on the cooker, do you usually boil it? (RNO 

Please say how of ten you use hot water for any of the following: 
(DO not put how much water you use, only the number of times per week, 
except where water is heated on the cooker, in which case please say 
how many gallons per week you use for each purpose) 

Mshing Clothes Personal Household 
Bath dishes washing Shower cleaning cleaning Other 

Tims Swnrer 1 (- -. A. 4. -L" 
er I cz, -Z , -AA--. * 

_ 
2- LýA--. 

p - 

week I-linter, 

DO You have insulation on your hot water tank? Yes/No 

Do you have insulation on your hot water pipes? Yes/No 

Section 4 Diesel Generator 

DO you use a diesel generator? 

If Yes, please give the following details: 

Yesig 

Generator make Output Usage (hrs/day) Fuel used per day 
and type rating MW) sunver Winter or per year (Galls) 

Sum. Win. 
Per day 

I 
Per year 

App ximate cost of diesel maintenance per year ým 
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-4- 
Section 6 Transport 

Please give details of any of the following that you use: 

Engine 
size (cc) 

Fuel 
tvr)e 

Approx. fuel used 
per week or year 

Distance travelled 
per week or year 

Car 

Land Rover 

Tractor 

Bicycle X 

Other 
(please 
specify) 

How often do you travel to the mainland or to other islands? 

Section 7 
_Primary 

Fuel Supply 

Pleas give details of total amounts of each fuel supplied per year, as 
far as possible for the year April 1982 to April 1983: 
(note: if you buy fuel in other amounts than shown, please specify) 

Propane (47 kg) No. of cylinders ....... Cost ....... 

Butane (4.5 kg) No. of cylinders Go ... Cost ....... 
(15 kg) No. of cylinders ....... cost O-O. 

t., Y. ý 

Diesel for (45 gall) No. of barrels 0000000 Cost *00*000 
generator 

Diesel for (45 gall) No. of barrels Goof*** Cost ....... 
transport or tractor 

Petrol (45 gall) No. of barrels 6096000 Cost ....... 

Kerosene (45 gall) No. of drums 00000.0 Cost ....... 

Coal No. of tons 90*6949 Cost ....... 

W)od No. of tons **so. ** cost 0000090 

Other Amount 00*0*09 Cost ....... 

Section 8 General Details 

Number of permanent occupants: Male Female .. 
ý. Children .... 

Do you grow your own vegetables? ýaft 
Do you produce your own meat or dairy produce? Yes/ýý 
Are you satisfied with your existing comfort levels, regarding 
heating, transport and electricity supply? Yes/go 
If not, what other changes would you like to see? Lý7ý 

le---"-a ) "Z --W-t P---L 6ý ( 
Is there anything else for which you use energy,, which has not been 
covered by the questionnaire? 
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APPENDIX 2 

Energy Supply Equipment Data used in Energy Simulation of the 
Island of Eigg 

This appendix gives details of the energy supply equipment used 

in the energy simulations of the'island of Eigg described in chapter 6. 

Equipment costs, output rating, fuel costs and lifetimes are given, ' and 

which equipment is used by each house. ý 

The 'information is given for each_of the four programs making up 

the, planning model: namely COSTCALCS,,, HOUSECOSTS, 
-COSTSORr 

and comsim. 

These are described in section 4.1. 
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ENE1GY PLANNING MODEL ENERGY EQUIPMENT DATA 

Fifteen simulations were run, described fully in chapter 6. 

Some simulations use the same data, and where this is the case data are 

only listed once. Equipment efficiencies are those from table 3.2 

(section 3.2). Equipment costs are from manufacturers or suppliers: 

Ranges and stoves from the Solid Fuel Advisory Service, London and 
Glynwed Appliances Ltd., Ketley, Telford. 

Hydro turbines from Water Power Engineering, Dursley, Gloucester, 
Swift Industrial Developments Ltd., Romsey, Hants and MacKellar 
Engineering Ltd., Grantown-on-Spey, Morayshire. 

Wind turbines from a survey by Taylor (Taylor, J. R. M. & Twidell, 
J-W. 1985 An economic survey of wind generated electricity for heat 
pumps at a community school in the Western Isles. Proc. 7th British 
Wind Energy Association Conference (ed. A. Garrad), Mech. Eng. 
Publications Ltd., London). 

Diesel generator prices from Bass (1985, personal communication). 

Heat pumps from South of Scotland Electricity Board, Edinburgh, K. C. 
Heat Pumps, East Linton, Edinburgh and Myson Heat Pumps, Milton Keynes. 

Solar water heating panels from Hanlon and Saluja & Robertson 
(Hanlon, M. 1982 Experience with domestic solar water heating. In 
Energy for Rural and Island Communities II (ed. J. W. Twidell), Pergamon 
Press, oxford: Salujar G. & Robertson, P. 1982 Active solar systems 
for higher latitudes. In E. R. I. C. II (ibid)). 

Gas water heaters from Scottish Gas, Glasgow. 

Wherever possible costs are those for the year 1983-84, chosen 

as the reference year. Capital cost values are those for new equipment: 

no account is taken of the fact that equipment might already be 

installed. The money discount rate used in all simulations (see section 

2.1) is 5% per annum. 

The simulations treat the 27 houses on Eigg in different orders, 

so each house is given a reference number (which remains constant). 

Electricity demand levels are: 1) 0.276 kW mean, 2) 0.062 kW 

mean, 3) 0.817 kW mean, 4) 0.161 kW mean, 5) 0.563 kW mean and 6) zero 

demand. The zone types are: 1) bedrooms,, 2) kitchen, 3) general purpose 

room and 4) living room (see section 5.3). 
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Simulation 1: Data for this are shown on tables A2.1 to A2.4. 

output Maint. Fuel Aver. 
Type rating Capital cost cost eff. Life 

Equipment no . (kW) cost (j/y) (R/kWh) (%) (Y) 

Hydro turb. 1 4.5 7000 0 0 90 40 
Hydro turb. 2 4.0 6000 0 0 80 40 

Dies. gen. 1 7.0 2450 25 0.028 20 15 
Dies. gen. 2 3.5 1720 25 0.028 18 15 
Dies. gen. 3 2.8 1440 25 0.028 15 is 
Dies. gen. 4 10.5 2840 25 0.028 12 15 
Dies. gen. 5 1.8 1030 25 0.028 14 15 

Coal range 1 1.0 1500 0 0.014 50 30 
Coal range 2 2.0 2000 0 0.021* 70 30 
Coal range 3 1.0 1500 0 0.021* 70 30 
Coal range 4 2.0 1900 0 0.014 70 30 
Coal range 5 1.5 1750 0 0.014 60 30 
Coal range_ 6 1.3 1600 0 0.014 70 30 

Keros. range 1 1.8 1600 0 0.024 70 30 

Wood range 1 2.0 1750 0 0.009 70 30 
Wood range 2 2.5 1850 0 0.009 50 30 

Coal stove 1 1.5 600 0 0.014 65 40 

Wood stove 1 5.0 1500 0 0.009 60 40 
Mod stove 2 1.5 600 0 0.009 55 40 
Wood stove 3 2.0 800 0 0.009 55 40 

Gas water 1 7.0 700 0 0.044 75 20 
heater 

Notes: * Phu rnacite. 

Table A2.1 Data for COSTCALCS for simulat ion 1 

Number of houses = 27 
Number of electricity grids =2 

Supplying Capital Life Number of houses 
Grid equipment cost M (Y) on grid 

1 Diesel 1 100 20 2 
2 Diesel 5 100 20 2 

Central heating systems 

Capital output Life 
lype cost (f) rating (kW) (Y) 

1 1000 3.0 15 

Table A2.2 Data for HOUSECOsTs for simulation 1 
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Elec. Equipment 
House Simul. Zone Supplied demand Range Stove Coal Wood Gas 
ref no. no. type by CH? level fire fire cooker 

2 1 2 no 2 C6 - But. 
4 no yes - 

4 2 2 no 5 C5 - Prop - 
4 no wi 

11 3 2 no 4 Iql But. 
4 no wi 

14 4 2 no 5 Cl But. 
1 5 2 no 3 Kl Prop. 

4 no - wl 
1 yes - 
1 yes - 
4 no - 

3 6 2 no I Kl - Prop. 
5 7 2 no 5 Kl - But. 

4 no yes 
6 8 2 no 1 C6 - But. 
7 

-9 
2 no 6 C6 - But. 
4 no yes - 

8 10 2 no 6 - But. 
9 11 2 no 2 C5 - But. 

10 12 2 no 3 C2 - Prop. 
2 no yes - 

12 13 4 no 6 yes - But. 
13 14 2 no 6 Kl - - But. 
15 15 2 no 2 KI - - But. 
16 16 2 no 3 C4 - - Prop. 

4 no - yes 
17 17 2 no 6 Cl - - But. 
18 18 2 no 6 I%T3 - - But. 
19 19 2 no 6 
20 20 2 no 6 - But. 
21 21 2 no 3 C3 - - But. 

4 no - yes - 
22 22 4 no 6 - yes - But. 
23 23 2 no 6 Cl - - - Prop. 
24 24 2 no I Kl - - - But. 

4 no Cl - - 
25 25 2 no 6 - yes But. 
26 26 2 no 6 Cl But. 

4 no 
27 27 2 no 5 Cl 

Table A2.3 Zone,, equipwnt and electricity demand details for 
HOUSEOOSTS, COGTWRT and COMSIN for simulation 1 
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Range Stove 
House Sinlul. Elec. Type HW via Type HW via Gas water 
ref no. no. CH type from CH/dir CH/dir heater type 

2 1- Grid 1 c6 Dir 
4 2- Grid 1 c5 Dir wi - 

11 3- Grid 2 Wl Dir ZU - 
14 4- Grid 2 Cl Dir 
1 51 Hl & Dl Kl CH zu Cil 

h2 - 
3 6- Dies 2 Kl Dir - - 
5 7- Dies 1 Kl Dir - - 
6 8- Dies 2 C6 Dir - - 
7 9- C6 Dir - - 
8 10 - W3 Dir 
9 11 - Dies 3 c5 Dir 

10 12 - Dies 4 C2 Dir 
12 13 
13 14 - Kl Dir 
15 15 - Hydro 2 Kl Dir 
16 16 - Dies 5 C4 Dir 
17 -17 - Cl Dir 
is is - - - - W3 Dir 
19 19 
20 20 
21 21 Dies 2 C3 Dir - - 1 
22 22 - - 1 
23 23 Cl Dir 
24 24 Dies 3 Kl Dir cl 
25 25 
26 26 Cl Dir TW2 
27 27 Dies 1 Cl Dir 

Table A2.4 Energy equipment for HOUSECOSTS for simulation I 

Simulation 2: Data for this are given on tables A2.5 to A2.8. 

Output Maint. Fuel Aver. 
Type rating Capital cost cost eff. Life 

Equipment no. (kW) cost (i) (. f/y) UAW M (Y) 

Hydro turbines: As sinu lation 1 

Dies. gen. 1 3.5 1720 25 0.028 18 15 
Dies. gen. 2 0.5 340 25 0.028 18 is 
Dies. gen 3 1.8 1030 25 0.028 14 is 

Wood range 1 2.0 1750 0 0.009 70 30 
Wbod range 2 2.5 1850 0 0.009 50 30 
Wood range 3 1.0 1500 0 0.009 50 30 
TAbod range 4 1.0 1500 0 0.009 70 30 
Wood range 5 1.5 1750 0 0.009 60 30 
Vbod range 6 1.3 1600 0 0.009 70 30 

Wood stoves: As simulation 1 

Gas water he ater: As simulation 1 

Table A2.5 Data for OOSTCALCS for simulation 2 
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Number of houses = 27 
Number of electricity grids =2 

Supplying Capital Life Number of houses 
Grid equipment cost Uf) (Y) on grid 

1 Diesel 1 100 20 2 
2 Diesel 3 100 20 2 

Central heating systems 

Capital Output Life 
Type cost (P rating (kw) (Y) 

1 1000 3.0 15 

Table A2.6 Data for HOUSEOOSTS for simulation 2 

Zone type and electricity demand levels are the same as for simulation 1. 

All houses in simulation 2 have propane gas cooking except house 27. 

Range Stove 
House Simul. Elec. Type HW via Type HW via Gas water 
ref no. no. CH type from CH/dir CH/dir heater type 

2 1- Grid 1 W6 Dir 
4 2- Grid 1 ý5 Dir wi 

11 3- Grid 2 Wl Dir 111 
14 4- Grid 2 M Dir - 
1 51 Hl & D2 W4 CH wi Cli 

IN2 - 
3 6- Dies 3 wl Dir - - 
5 7- Dies 1 lil Dir - - 
6 8- Dies 3 h16 Dir - - 
7 9- ;e Dir - - 
8 10 - M Dir 
9 11 - Dies 2 TV5 Dir 

10 12 - Dies 1 Wl Dir 
12 13 - 
13 14 - 
is 15 - Hydro 2 
16 16 - Dies 3 wl 
17 17 - - ýQ Dir 
18 18 - - M Dir 
19 19 - - W2 Dir 
20 20 - - h75 Dir 
21 21 - Dies 3 w4 Dir 
22 22 - - 1 
23 23 - h5 Dir 
24 24 - Dies 3 Wl Dir 
25 25 - ýS Dir 
26 26 - W3 Dir W2 
27 27 - Dies 1 M Dir 

Table A2.7 Energy equipment for HOUSECOSTS for simulation 2 
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House Sirrul. 
ref no. no. 

2 

4 2 

11 3 

14 4 
1 5 

3 
5 

6 
7 

8 
9 

10 

12 
13 
15 
16 

17 
18 
19 
20 
21 

22 
23 
24 

25 
26 

27 

6 
7 

8 
9 

10 
11 
12 

13 
14 
is 
16 

17 
18 
19 
20 
21 

22 
23 
24 

25 
26 

27 

zone Equiprent, 
type Range Stove Wood fire 

2 ?6 
4 - yes 
2 
4 wl 
2 Va 
4 
2 
2 W4 
4 wl 

4 %12 
2 wl - 
2 wl 
4 yes 
2 
2 
4 yes 
2 
2 
2 wl - 
2 - yes 
4 - yes 
2 wl - 
2 
2 
4 yes 
2 W2 
2 m 
2 X2 
2 V5 -- 
2 W4 
4 yes 
4 yes 
2 
2 
4 W2 
2 W5 
2 
4 112 
2 

Table A2.8 Zone and equipment detaýls for H(XJSECOSTS, COSTSORT and 
COMSIM for simulation 2. other data as table A2.3 
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Simulation 3: Data for this are given on tables A2.9 to A2.12. 

Central heating systems and gas water heaters are the same as tables 

A2.6 and A2.7. All houses in simulation 3 have propane gas cooking. The 

CH system of house 1 supplies the same zones as on table A2.3. 

output Maint. Fuel Aver. 
Type rating Capital cost cost eff. Life 

Equiprmnt no. MW) cost (f) (Fly) (: F/kWh) (%) (Y) 

Hydro turb. 1 4.5 7000 0 0 90 40 
Hydro turb. 2 4.0 6000 0 0 80 40 

Dies. gen. 1 3.5 1720 25 0.028 18 15 
Dies. gen. 2 0.5 340 25 0.028 18 15 
Dies. gen. 3 1.9 1090 25 0.028 18 15 
Dies. gen. 4 7.0 2450 25 0.028 18 15 

Wood range 1 2.5 1850 0 0.009 70 30 
R)od range 2 1.5 1750 0 0.009 70 30 
VR)od range 3 2.0 1750 0 0.009 70 30 
Wood range 4 1.8 1750 0 0.009 70 30 

Wood stove 1 1.5 600 0 0.009 55 40 
wood stove 2 2.0 800 0 0.009 55 40 

Gas water 1 5.0 500 0 0.038 75 20 
heater 

Table A2.9 Data for COSTCALCS for simulation 3 

Number of houses = 27 
Number of electricity grids =5 

Supplying Capital Life Number of houses 
Grid equipment cost W (Y) on grid 

1 Diesel 1 100 20 2 
2 Diesel 3 100 20 2 
3 Diesel 4 3000 20 2 
4 Diesel 1 5000 20 2 
5 Diesel 4 2000 20 2 

Central heating systems 

Capital output Life 
Type cost (. f) rating (kW) (Y) 

1 1000 3 20 

Table A2.10 Data for HOUSECOm for simulation 3 
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Range Stove Electricity 
House Sirml. Elec. Type HW via Type HW Via dernand leve 1 
ref no. no. from CH/dir CH/dir for house 

2 1 Grid 1 W4 Dir wi - 2 
4 2 Grid 1 VO Dir Va - 5 

W2 - 
11 3 Grid 2 Wl Dir Wl - 4 

W2 - 
14 4 Grid 2 W2 Dir wi - 5 

5 5 Grid 3 Va Dir Va - 5 
22 6 Grid 3 Wl Dir wi - 4 

%72 - 
6 7 Grid 4 Wl Dir wi - 1 

W2 - 
21 8 Grid 4 W2 Dir wi - 3 
10 9 Grid 5 va Dir wi - 3 
27 10 Grid 5 W2 Dir wi - 5 

W2 - 
1 11 Hydro 1 W4 CH wi - 3 

Va CH 
3 12 Dies 3 Wl Dir wl 

Va - 
7 13 Dies 2 W4 Dir wi 2 
8 14 Dies 2 W Dir 2 
9 15 Dies 2 W3 Dir wl 2 

12 16 Dies 2 Va Dir 4 
13 17 Dies 2 WI Dir wi 4 

W2 
is 18 Hydro 2 Wl Dir wl 1 
16 19 Dies 1 Wl Dir wi 5 
17 20 Dies 2 wi 2 

Va Dir 
18 21 Dies 3 wi 

w Dir 
19 22 Dies 2 Wl Dir wi 2 
20 23 Dies 3 ýO Dir Va 1 

W2 
23 24 Dies 3 W3 Dir wl 

IT2 - 
24 25 Dies 3 Wl Dir Iql 1 

w - 
25 26 Dies 2 W3 Dir 4 
26 27 Dies 2 VQ Dir wi 4 

Table A2.11 Energy equipment for HMSECOSTS, and electricity 
demands for COMSIM, for simulation 3 
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Ref Simul. Zone Mod 
no. no. type Range Stove fire 

2 1 2 W4 
4 yes 
1 va 
3 wi 

4 2 2 va - 
4 - W-2 
3 - wi 
3 - wi 
1 - wi 

11 3 2 Wl - 
4 %r2 

3 wi 
14 4 2 W2 - 

3 - wi 
3 - wi 

5 5 2 wi - 
4 - yes 
1 va - 
1 wi 
3 va 
3 va 

22 6 2 va - 
4 VQ 
3 va 

6 7 2 wi - 
4 va - 
1 wi 
3 Wi 

21 8 2 M - 
4 - yes 
1 lql - 
3 wi 

10 9 2 wi - 
4 - yes 
1 wi 

27 10 2 W2 
4 
1 wi 
3 wi 

1 11 2 W4 
4 

wi - 
3 wi - 
3 wi - 

3 12 2 va 
4 

Ref Sirrul. Zone Wood 
no. no. type Range Stove fire 

3 12 1 wi 
3 va 
3 wi 

7 13 2 m - 
4 - yes 
1 va - 
1 wi 
3 lql 

8 14 2 112 
9 15 2 vo - 

1 va 
3 va 
3 wi 

12 16 2 V2 
13 17 2 wi - 

4 w 
1 va 15 18 2 wi - 
1 wi 
3 va 
3 va 

16 19 2 %1 - 
4 - yes 
1 Ill - 
3 IR 

17 20 2 w 
3 wi 
3 va 

18 21 2 M 
4 lql 
1 wi 
3 va 

19 22 2 I'a - 
3 lql 
3 

20 23 2 IG 
4 1-72 
1 va 
2 wi 

23 24 2 va - 
4 W2 
1 wi 

24 25 2 va 
4 
1 va 
3 va 

25 26 2 va - 
26 27 2 VQ - 

3 - wi 

Table A2.12 zone and equipment data for MJSECOSTS and COSTSORT 
for simulation 3 

266 



Simulation 4: Most equipment remains the same as for simulation 3, 

F 

with a few changes. only the changes are listed here, and the changed 

house order. Tables A2.13 to A2.15 give the data for this simulation. 

output maint. Fuel Aver. 
Type rating Capital cost cost eff. Life 

Equiprmnt no. (kW) cost (f) Cfly) (. f/kWh) M (Y) 

Hydro turb. 1 11.0 10000 0 0 90 40 
Hydro turb. 2 8.0 8500 0 0 90 40 
Hydro turb. 3 8.0 8500 0 0 90 40 
Hydro turb. 4 8.0 8500 0 0 90 40 
Hydro turb. 5 3.0 5500 0 0 90 40 

Wind turbine 1* 60.0 58500 5000 0 - 25 
Wind turbine 2t 40.0 31200 3000 0 25 
Wind turbine 31 22.0 22000 2000 0 25 

No gas water heaters. 

Additional data (see section 5.2 and 5.4): Hydro 1, Laig catchment, static 
head = 30m, pipe length 50m, pipe diameter = 0.25m; Hydro 2, Cleadal( 
catchment, static head 20m, pipe length = 50m, pipe diameter = 0.21m; 
Hydro 3, Lodge catchment, static head = 20m, pipe length = 100m, pip( 
diameter = 0.21; Hydro 4,, Kildonan catchment,, static head = 30m, pip( 
length = 300m, pipe diameter = 0.21m; Hydro 5, GPO catchment, static hea( 

20m, pipe length = 600m, pipe diameter = 0.20m. 
= I. R. D. 60/15 60kW. t= Polenko WPS11 40kW. I= Windfoss 22kW turbine. 

Table A2.13 changed data for COSTCALCS for simulation 4. other 
equipment data as table A2.9 

Nunber of electricity grids =3 

Supplying capital Life Number of houses 
Grid equipment cost U) (Y) on grid 

I HI, H2, wl, 2xDl, 67500 20 17 
2xD2,5xD3. 

2 H3, W2, D1, D3. 35000 20 4 
3 H4, H5, W3, Dl, 2xD4. 50000 20 6 

House order: 
Ref no. Sinul. no Ref no. Simul. no Ref no. Sirmll. no 

1 1 17 10 14 19 
2 2 18 11 15 20 
3 3 19 12 16 21 
4 4 20 13 5 22 
7 5 23 14 6 23 
8 6 24 15 10 24 
9 7 25 16 21 25 

12 8 26 17 22 26 
13 9 11 18 27 27 

Grid 1: simul. nos 1 to 17. Grid 2: simul. nos 18 to 21. 
Grid 3: simul. nos 22 to 27. 

Table A2.14 Data for HOUSECOSTS for simulation 4 
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House Simul. Zone Wood 
ref no. no. type Range Stove fire 

1 1 2 wl -- 
8 6 2 W2 -- 

12 8 2 VC -- 
17 10 2 W2 -- 
18 11 2 W2 -- 

All ranges give direct hot water except house 1 range which supplies CH. 

Table A2.15 changed data for H(XJSECOSTS for simulation 4. All other data 
for HOUSECOSTS, COSTSORT and comsim as tables A2.11 and A2.12 

Simulation 5: All equipment data are the same as for simulation 4. 

Table A2.16 lists the system changes. 

Number of electricity grids = 

Supplying Supplying 
Grid_ equipment Grid equipment 

1 HI, H2, W'I, 2xDl, D3 2 H3, W, Dl, D3 
3 H4, H5, W3,2xD3 

Costs and lifetimes as before. 

Central heating systems 

No. of zones System Output Life 
in house cost M rating (kW) (y) 

3 600 1.4 15 
4 700 1.8 15 
5 800 2.2 15 
6 900 2.6 15 
7 1000 3.0 15 

All ranges in 3 or more zoned houses supply CH system. A wood stove in the 
second zone also supplies CH system. All zones except the f irst two are 
supplied by the CH. Zones taken in the order of table A2.12. Stoves in 
houses with only two zones give direct hot water. 

All other data the same as for simulation 4. 

Table A2.16 Data for HOUSECOSTS for simulation 5 

Simulation 6: Tables A2.17 and A2.18 show the modified data for 

COSTCALCS and HOUSECOSTS (all other data remaining the same). All ranges 

and stoves are only in the first two zones (all other zones being supplied 

by the CH), taking zones in the order of table A2.12. Table A2.18 lists 

only the first two zones of each house. 

Solar panels supply the CH of houses with systems, giving space and 

water heating. Houses without CH receive only hot water from their panel. 
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output Fuel Aver 
Type rating Capital cost eff. Life 

Equiprwnt no. (kW) cost (J) (f/kWh) (%) (Y) 

Solar panel 1 2.5* 750 0 50 20 
solar panel 2 3.0* 900 0 50 20 
solar panel 3 3.6* 1080 0 50 20 
solar panel 4 4.1* 1230 0 50 20 
solar panel 5 4.6* 1380 0 50 20 
solar panel 6 5.2* 1560 0 50 20 

Wood range 1 2.5 1850 0.009 70 30 
Wood range 2 1.5 1750 0.009 70 30 
Wood range 3 2.0 1750 0.009 70 30 
'Kbod range 4 2.3 1800 0.009 70 30 

Wood stove 1 1.5 600 0.009 55 40 
Wood stove 2 2.0 800 0.009 55 40 
Wood stove 3 2.5 900 0.009 55 40 

Panel surface area (m2). All maintenance cos ts 0 f /Y. 

Table A2.17 Additional data for COSTCALCS for simulation 6 

House Sinul. Zone Solar House Simul. Zone Solar 
ref no no. type Range Stove panel ref no no. type Range Stove panel 

1 1 2 wi 6 24 15 2 Va 3 
4 4 

2 2 2 W4 3 25 16 2 m 1 
4 26 17 2 m 1 

3 3 2 wi 4 3 wi 
4 W 11 18 2 wi - 4 

4 4 2 wi - 4 4 - 
4 hT2 14 19 2 VO 2 

7 5 2 W4 4 3 wl 
4 15 20 2 V171 - 3 

8 6 2 W2 1 1 wl 
9 7 2 Va 3 16 21 2 hi - 3 

1 4 W2 
12 8 2 W2 - 1 5 22 2 Iql - 5 
13 9 2 wi - 2 4 W3 

4 w 6 23 2 TVa - 3. 
17 10 2 W3 - 2 4 VQ 

3 - wi 10 24 2 wi 2 
18 11 2 W-2 - 3 4 

4 hT2 21 25 2 M 3 
19 12 2 wi - 2 4 W2 

3 wi 22 26 2 wi - 2 
20 13 2 va - 3 4 W2 

4 VQ 27 27 2 va - 3 
23 14 2 W3 - 2 4 1,72 

4 W2 

Table A2.18 Data for first two zones of houses in HOUSEOOSTS 
for simulation 6 
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Simulation 7: All houses with 3 or more zones have electric heat pumps, 

supplying the CH system. only ho uses with ref. numbers 1,71 11 and 5 

retain solar panels. Small changes are made to the grids. Tables A2.19 and 

A2.20 list the modified data, all other data are as for simulation 6. 

Houses which had solar panels type 4 in simulation 6 now have 

type 1, previous types 5 have type 2, and previous types 6 have type 3. 

output Maint. Fuel Aver. 
Type rating Capital cost cost eff. Life 

Equipment no. WO cost M (fly) (f/kWh) (%) (Y) 

Solar panel 1 4.1* 1230 00 50 20 
Solar panel 2 4.6* 1380 00 50 20 
Solar panel 3 5.2* 1560 00 50 20 

Dies. gen. -13.5 1720 25 0.028 is 15 
Dies. gen. 2 1.9 1090 25 0.028 18 15 

Panel surface area (m2) 

Table A2.19 Changes to equipment data for COSTCALCS for simulation 7 

Number of houses = 27 
Number of electricity grids =3 

Supplying Supplying 
Grid equipmnt Grid equipmnt 

1 Hl, H2, Wl, 2 H3, W2, Dl 
2xDl, D2 

3 H4, H5F W3,2xD2 

Heat pumps 
Output 

Number of zones Heat pump Capital rating Life 
in house type cost (J) (kw) COP (Y) 

3 or 4 1 800 1.5 2.5 15 
5 2 1000 3.0 3.0 15 

6 or 7 3 1140 4.0 3.5 15 

Table A2.20 Data for HOUSECOSM for simulation 7 

SiMulations 9,10,11,13 and 14 all use the same data as 

simulation 7, except that houses with ref. numbers 9,10,, 13,, 14,, 17,19,, 

22,23 and 24 no longer have heat pumps. 
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Simulation 8: optimum Economic System 

Tables A2.21 to A2.23 show the changes made to the system of the 

previous simula tion, simulation 7. All solar panels are removed. 

output Plaint. Fuel Aver. 
Type rating Capital cost cost eff. Life 

Equiprrent no. (W) cost (: F) (. f/y) /kWh) (%) (Y) 

Dies. gen. 1 3.0 1560 25 0.028 18 is 
Dies. gen. 2 1.6 960 25 0.028 18 15 

No solar panels 

Wood stove 1 1.5 600 0 0.009 55 40 
Wood stove 2 2.0 800 0 0.009 55 40 
Wood stove 3 2.5 900 0 0.009 55 40 
Wood stove 4 1.0 550 0 0.009 55 40 

Table A2.21 Changes to equipmen t data for COSTCALCS for simulation 8 

House Sirrul. Zone 
ref no no. type Range Stove HP 

House Simul. Zone 
ref no no. type Range Stove Hp 

1 1 2 wi 2 
4 - 

2 2 2 W4 3 
4 - 

3 3 2 W4 2 
4 - 

4 4 2 wi 2 
4 - va 

7 5 2 W4 2 
4 - va 

8 6 2 va 
9 7 2 wi 

1 - W4 
12 8 2 W2 
13 9 2 wi 

4 - V9 
17 10 2 va 

3 - - 
18 11 2 W2 - 3 

4 - W2 
19 12 1 wi 

3 - - 
20 13 2 va 

4 - W2 
23 14 2 vo 

4 - m 

24 15 2 Iq 
4 

25 16 2 1173 
26 17 2 V9 

3 
11 18 2 wl 2 

4 - W2 
14 19 2 vo 

3 - V9 
15 20 2 wi - 3 

4 - wi 
16 21 2 va - 3 

4 - wi 
5 22 2 wi - 2 

4 vo 
6 23 2 2 

4 
10 24 2 wi 

4 - W2 
21 25 2 vo - 3 

4 - W2 
22 26 2 wi 

4 - m 
27 27 2 va - 3 

4 - W2 

Table A2.22 Modified data for first two zones of houses in 
HOUSECOSTS for simulation 8 
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Supplying Supplying 
Grid equipment Grid equipment 

1 H11 H2, Wl, 2XDl 2 H3, W2j Dl 
3 H4, H5, V8,2xD2 

Costs and lifetimes as before. 

Heat pumps 
Output 

Heat pump Capital rating Life 
type cost U) (kW) COP (Y) 

1 800 1.5 2.5 15 
2 900 2.0 2.5 15 
3 700 1.0 2.5 15 

Table A2.23 Changes to data for HOUSECOSTS for simulation 8 

Simulation 12: All wood f ired stoves and ranges are removed from thi 

simulation, and air-to-water heat pumps installed into all houses an 

uprated. Central heating systems are put into 1 and 2 zone houses, an 

systems in other house are extended to supply all zones. Other data ar 

the same as for simulation 7. Table A2.24 lists the heat pump types fo 

each house, and data on the additional central heating systems. 

Heat pumps 
output 

House ref. Heat pump Capital rating Life 
number type cost (J) (kW) COP (Y) 

8,12,25 1 800 1.5 2.5 15 

14,17,19,26 2 1000 3.0 3.0 15 

9,10,13,15,3 2000 5.5 3.5 15 
22,23 

2,3,4,6,16,4 3500 7.0 3.5 is 
18,21,24,27 

1,5,7,11,20 5 5000 11.5 3.5 15 

Central heating systems 

No. of zones Capital output Life 
in house cost rating (kw) (Y) 

1 400 0.8 15 
2 500 1.1 15 

Table A2.24 Modified data for HOUSECOSIS for simulation 12 
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APPENDIX 3 

The Electrically-Assisted Tricycle 

An electrical ly-ass isted pedal tricycle was lent to a family on 

the, island of Eigg, from 1984 onwards. The purpose of this was to 

introduce the concept of alternative transport to the island, and to 

monitor the performance of the tricycle. Recharging of the tricycle 

also helped put a better load on the householder's diesel generator. 

- The tricycle was borrowed from the Open University Appropriate 

Technology Group, who had tested it on several families in Milton 

Keynes. Before sending it to Eigg, it was modified by the University of 

Strathclyde. Performance monitoring equipment was f itted, and attempts 

were made to make. it both lighter and more rugged. , 
The tricycle was lent to a woman on Eigg who rode a normal, 

pedal - powered, tricyle - already. She has three young children, and the 

electric tricycle can carry two on the back, so it was a good 

substitution. 

This appendix describes the tricycle and its monitoring system, 

and gives an interim report (after, one year's use on Eigg). At present 

no data. are available from the monitoring equipment. 



DESCRIPTION 

The tricycle is a standard model, built by Ken Rodgers of 

Hounslow, Middlesex (fig. A3.1). It has 20" wheels, with 1.375" tyres. 

It has a caliper brake on the front, and a disc brake on the back. A 

five speed derailleur gear block is used, with a range of 77.1" to 

33.8" (a 40 tooth chainring driving a 14 to 32 tooth gear block). The 

gearing was deliberately lowered for the hilly and rough roads on Eigg. 

Behind the seat, and between the wheels, a sheet-steel box is 

fitted, with two backward facing children's seats, and space for 

shopping, etc. The traction battery and instrumentation is f ixed 

beneath these seats. 

The drive motor, supplied by PedalPower of New Jersey, is in 

front of the steering column, and over the front wheel. It drives via a 

friction wheel rubbing directly onto the front tyre, and is controlled 

by two switches: an on-off switch, and the 'clutch', which pulls the 

motor down into contact with the wheel. This latter must be held all 

the time that the motor is driving. The motor was tested on a 

dynamometer at Strathclyde University, and found to have a maximum 

power output of 100 W. This is below that claimed by the manufacturer 

FIGURE A3.1 The Electrically7Msisted Tricycle 
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(250 W), but inside the legal limit for electrically-assisted (as 

opposed to electrically driven) vehicles, also 250 W. The lower output 

is probably a reflection of the motor's age. 

During testing the tricYcle was found to have a useful range of 

about 30 km if the motor is used in conjunction with pedalling. A range 

(untested) of 15 km is claimed using the motor alone, but this seems 

optimistic. It is, however, suspected that both the motor and battery 

are near the end of their useful lives. Its weight (of which the 

battery is the single heaviest item) limits top speed to about 22 km/h. 

Above this speed the motor is ineffectual, and a more realistic average 

speed is about 15 km/h. 

Prior to modification with a view to saving weight, all items on 

the tricycle were weighed. Table AM gives the results. 

Item hb ight (kg) 

Battery 9.09 
3 wheels 4.09 
Rear box assy. 7.27 
Pedals 1.64 
Rear seats 1.73 
Lights 0.34 
Cables 0.45 
Pedal shaft 0.18 
Rear brake 0.30 

Item wbight (kg) 

main fram 5.47 
Front forks 1.21 
Motor 2.64 
Handlebars 1.36 
Saddle 1.18 
Mudguards 0.41 
R. H. rear axle 0.36 
Chain 0.39 
TOTAL - j8.08 

Table AM Weight of components on electric trike 

Modifications were made to the tricycle, notably to the rear box 

and seat assembly, which reduced the weight by about 5 kg. Several 

other modifications, to make it more road worthy and easier to use, 

were made; the total cost of these being about J 130. 

instrurrentation 

The tricYcle was instrumented to allow charge/discharge 

efficiency to be measured. A mileometer was also fitted, allowing 

charge per kilometer to be calculated. To measure charge and discharge, 

two Radio spares (R. S. ) miniature Elapsed Time Indicators were fitted, 

as shown in figure A3.2. These record charge by movement of a column of 
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mercury whose length increases with passing charge. Movement of the 

columnn is given by 

L= aQ (A3.1) 

where L indicator movement in mm, 
Q charge, coulombs 

and a constant, value 0.677 mm/C. 

A circuit was devised which would give full-scale movement of 

the indicator (16.5 mm) in about one year. The circuit was calibrated 

so that simply dividing the movement of the discharge indicator by that 

of the charging one gives the efficiency of the battery. 

Figure A3.2 Tricycle charge/discharge monitoring circuit 

PWGPESS REPORr 

The tricycle was delivered to Eigg in April 1984. This report 

was made af ter 10 months of use. 

In 10 months 203 miles had been covered,, although more had been 

covered during the summer months. The only serious mechanical problem 

was a broken gear cable (probably caused by the relatively poor design 

of the derailleur system). This had been overcome by wiring the 

derailleur into 3rd gear, but almost certainly meant that the tricycle 

was too overgeared for the hills on Eigg. 

Apart f rom that problem, the trike was in reasonable mechanical 

order. There was some rust on the rear box section, but this was not 

serious. Unfortunately the screws holding the lid of the box containing 
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the instrumentation had corroded in place, so it was not possible to 

look at the indicators. These will be checked when the trike is 

returned in the summer of 1987. 

The following are difficulties experienced by the tricycle's 

user. She feels that it is too heavy to pedal uphill when the battery 

is not fully charged. There Are several sections of road on Eigg which 

are either too rough or too steep to ride,, and it is heavy and awkward 

to push on these sections. This is the main reason why it has not been 

used more often. There is also a problem of keeping it charged in 

summer, when the diesel generator is only run intermittently. All of 

her children are now too big to use the rear seats, although the 

youngest was carried at f irst. 

CONCUISIONS 

Much interest was shown in the tricycle, both by islanders and 

holiday makers. There is, therefore, a clear demand for such a vehicle, 

if it could be made more suitable for the island of Eigg. 

It is felt that much of the power of the battery is used solely 
to move the battery and motor itself. A lighter tricycle would see more 
benefit, but might then not be strong enough for the island. If a 
lighter system could be developed, particularly with slightly longer 

range, it would be welcomed on the island. 

The problem of charging in the summer might be overcome by 

using, for example,, a small wind turbine, which could run unattended. 

Because of the high fuel consumptions of vehicles on Eiggr considerable 

fuel savings on the island could be achieved with such a system. 
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INTRODUMON 

Inperiods of very high general inflation rates such that the 

rate varies during the year, or when the annual inflation rate is not 

constant during all years of an investment project, the standard method 

for treating inflation shown in section 2.1 cannot be applied. 

The standard, and well... accepted net present value analysis used 

throughout this thesis assumes a fixed annual rate of inflation of 5%, 

and it was shown (equation 2.1.21) that this cancels out. For 

completeness though, this appendix presents a more formal approach to 

the treatrent of inflation. 

The analysis starts by reconsidering the standard treatment, 

whereby interest and cash flows occur at discrete times (usually at the 

start and end of each year), and with af ixed annual interest (or 

discount) rate. This analysis is extended to consider co ntinuous 

compounding of interest, in which interest accrues instantaneously and 

continuously. Continuous compounding, although yet to be widely 

accepted, is conceptually more sound than discrete analysis. 

The analysis is then extended to cover situations of non-constant 

general inflation rates, such as occur during periods of hyper- 
inflation. This is treated both discretely and continuously. 

The methods presented in this appendix are taken mostly from 

F4-, isman, A. 1971 Managerial and Engineering Economics, Allyn and Bacon 

Inc. r Boston, USA. This gives a very thorough treatment of the subject, 

and the reader is referred to this book for a fuller discussion than is 

presented here. 
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APPENDIX 4 

The Effects of Inflation on Net Present Value Calculations 

The treatment of, inflation in netý present value calculations 

present ed in section 2.1 applies in most practical situations. However, 

it does not apply when either the annual inflation rate varies over the 

lifetime of an investment project, or when the inflation rate varies 

during a year itself. This appendix shows how these two circumstances 

can be accomodated, and expands the analysis to look at continuous 

compounding, a more conceptually sound way of treating' inflation and 

net present value analysis 



FORMAL ANALYSIS OF INFLATIONARY EFFECTS ON PRESENT VALUE ANALYSIS 

This treatment starts by noting the difference between the 

discrete form of analysis (whereby income, expenditure, etc. occur at 

discrete times) used so far throughout this thesis, and continuous 

analysis, whereby interest accrues instantaneously and continuously. 

In the examples used in section 2.1, if an amount C is invested 

at year zero in, for example, a bank giving an annual interest rate of 

r%, in N years time the equivalent amount (present value) V,, using 

discrete analysis, is 

V= C(l + r)N (A4.1) 

If,, however, the interest rate is now assumed to apply continuously, 

and the interest per small time period is q/m, where q is the nominal 

annual interest rate and m the number of compounding periods, equation 

A4.1 becomes 

C(l + q/m)rrO (A4.2) 

In the limit, as m goes to infinity, 

C(eqN) (A4.3) 

It follows from this that the nominal continuous interest rate is 

related to the effective discrete rate by 

eq -1 (A4.4) 

Different inflationary scenarios can now be formally analysed 

both discretely and continuously, starting with the situation already 

considered in section 2.1 of discrete, constant general inflation i and 
interest r. Table A4.1 overleaf shows the situation of investing an 

amount C at the start of a project, but does not consider returns 
(other than interest) on the investment. 
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Amount at Interest Inflation Amount at 
Period start of during during end of 
(years) period period period period 

1 
2 

c 
C(l+r+i) 

rc 
rC(l+r+i) 

ic 
iC(l+r+i) 

C(l+r+i) 
C(l+r+i)2 

3 C(l+r+i)2 rC(l+r+1)2 iC(l+r+i)2 C(l+r+i)2 

(lý +i)N-l - rC(l; r+i)N-1 iC(l; r+i)N-1 C(l; r+i)N C r 

Table A4.1 Effect of Interest and Inflation in Discrete Analysis 

The present value at the end of k periods is therefore 

Vk = C(l +r+ i)k (A4.5) 

or 
Vk(l +r+ j)-k (A4.6) 

and since the present value is simply the sum of the discounted cash 

f lows, 
N 

C= VO + ý: Vk (1 +r+ i) -k (A4.7) 
K-1 

If continuous conpounding is now assumed, eqn. A4.7 becomes 

C= VO +V e7(q + ln(l+i))k (A4.8) k 

The analysis can now be extended to consider the situation where 

inflation rates do not remain constant from period to period, as in the 

case of hype r-inf lation. In such circumstances, the term 'period' need 

not apply to a year, but could apply to nuch shorter periods. 

The general inflation rate i is now not constant, but has values 
il r i2 999 ik in each of the k periods. Looking first at discrete 

analysis, eqn. A4.5 becomes 

Vk = C(l +r+ il) (1 +r+ j2) ... (1 +r+ ik) (A4.9) 

w 
c TT (i +r+ ix) 

Jv- I 
(A4.10) 

Solving for present value, and summing over all periods, leads to 

C= VO +2 Ckl TT (1 +r+ ix)]-l 
)Cal wit I 

(A4.11) 

If continuous compounding is now assumed, eqn. A4.11 becomes 

"i 
V. 

+ Cke-qk-7-, ln(l-ix) 
C= VO Va (A4.12) 

KSO 
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The above analysis has considered only cases with continuous 

compounding of interest* and discrete cash. flow.. Reisman (ibid) further 

extends the analysis to consider both continuous compounding of 

interest and continuous cash flow. He also looks at situations of 

differential inflation, such as when the energy inflation rate is 

higher than the general inflation rate. It is also fairly easy to see 

how the above analysis could be modified to account for non-constant 

interest (or discount) rates. The reader is referred to Reisman's very 

thorough treatment of inflationary effects for a more complete coverage 

of the subject. 
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