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Abstract 

Structural integrity of nuclear assets and their associated infrastructure is key to 

national security, energy generation, and efficient deployment of capital. Furthermore, 

building nuclear infrastructure is inherently complex and it is common to seek extensions 

in asset and infrastructure lifetime as they age.  Therefore, this thesis explores various 

Non-Destructive Evaluation (NDE) techniques to advance the inspection of nuclear 

canisters and their welds for three scenarios: 1) In-situ screening of legacy canisters sealed 

by Resistance Seam Welds (RSWs) while on a racking system with considerable 

accessibility constraints; 2) Ex-situ characterisation of legacy canisters sealed by RSWs; 

& 3) Inspection of fusion welds performed via Gas Tungsten Arc Welding (GTAW) for 

an upgraded canister of the future design at the point of manufacture. 

For the in-situ scenario a unique ultrasonic guided wave, a Feature Guided Wave 

(FGW), was exploited to screen the legacy RSW.  For the RSW, four weld-guided wave 

modes were identified, and the fundamental flexural (F0) weld guided mode was down 

selected. Several Finite Element (FE) models explored applicable transduction strategies 

and documented reflection coefficients from transverse cracks. Multiple experiments were 

conducted on pseudo RSW structures as well as flat plate and cylindrical RSWs. For the 

pseudo weld experiments, it was shown that FGWs, like that of the analytical free plate 

counterparts, could easily be excited in flat plate-like features with traditional transduction 

techniques. For the flat plate RSW experiments, it was shown that reflections from 6.5 

mm wide through wall and 1.00 mm deep defects could be observed with Signal to Noise 

Ratios (SNRs) of 16.33 dB and 8.21 dB respectively. Lastly, it was shown that for 

cylindrical canister like RSWs, reflections could also be observed from 1.00 mm deep 

defects with a SNR of 11.85 dB being reported. This work clearly showed the benefit of 

deploying such a system on-site at Sellafield as full circumferential screening of the RSW 

could be performed giving greater insight to the structural health of the canisters in-situ. 

To address the ex-situ inspection of the legacy canister, an automated robotic eddy 

current system was developed. The data rich platform allowed for a complete digital 



 

 

 

record to be established of the impedance data gathered and is well suited for further 

advancements in eddy current inversion to leverage in the future. The robotic deployment 

of the eddy current array was combined with force torque feedback and enabled major 

sources of noise, resulting from lift-off and wobble, to be reduced. Two different datasets 

were reported on. The first being eddy current scans of canister bodies with known stress 

corrosion cracks. All of the stress corrosion cracks were detected, and the resulting SNR 

of images generated from the impedance data was increased through post processing of 

the eddy current data. The second dataset is concerned with eddy current scans of RSWs. 

These scans make use of the aforementioned FGW, to localise defects and perform 

targeted raster scans in the area of concern. Basic inversion on the EDM notch width was 

shown to give results with 96.4% accuracy, and it was shown that time savings of up to 

~95% could be realised by performing targeted eddy current raster scans. This work 

clearly shows the benefit of performing an ex-situ inspection in this manner due to the 

minimal levels of operator handling and time savings that can be realised on large 

production volumes like that at Sellafield. 

Lastly, inspection of the envisaged canister of the future design at the point of 

manufacture was explored as it would enable operational efficiencies and the ability to be 

able to create a Non-Destructive Evaluation (NDE) digital twin to monitor the structural 

health of the component over its lifetime. Technically, inspecting welded components at 

the point of manufacture is challenging due to the elevated temperature and resulting 

thermal gradients in the component introducing beam bending effects due to refraction 

and positional inaccuracies in the ultrasonic data. A novel thermal compensation strategy 

was developed that leveraged thermal weldment simulations to correct for positional 

inaccuracies. Initially, the thermal compensation strategy was trialled on simulated data 

and the positional accuracy was shown to increase by at least 85%. Experimental results 

also showed a similar trend with a 63.6% improvement in reflector positional accuracy. 

The results show how high-quality ultrasonic images can be generated at the point of 

manufacture and how a similar strategy could be deployed to establish an inspection 

record from manufacture until the asset is retired.  
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Chapter 1 

Introduction  

Sellafield has its history rooted in the founding of the nuclear era dating back to 

the aftermath of the second world war in the 1950s. The site produced the Plutonium-239 

used in the United Kingdom’s first nuclear bomb and was also the location of the world’s 

first commercial nuclear power station [1]. Currently, the site manages the vast majority 

of the United Kingdom’s nuclear waste as well as reprocessing and storing spent nuclear 

fuel produced by exported British nuclear power plant designs abroad. With the recent 

nuclear disaster at Fukushima, Japan in 2011, and changing government policy, it is ever 

more vital to ensure safe and continued storage of nuclear assets to prevent environmental 

and financial loss, and to protect against severe health and safety incidents caused by 

failures in the storage of these assets.  

1.1. Industrial motivation 

In the UK, there are 15 active nuclear reactors that generate approximately 20-25% 

of the country’s electricity [2]. Of these 15 nuclear power plants, many are ageing, and 

half of the current capacity is to be retired by 2025. As a result, the UK government is 

actively pursuing the development of next generation plants to raise output to 

approximately a third of the country’s electricity demand by 2035 [3]. 

Of the 15 active reactors in the UK, 14 are Advanced Gas-cooled Reactors (AGRs) 

with the remaining being the country’s sole Pressure Water Reactor (PWR) [3]. 

Additionally, due to the UK’s role in the development of nuclear weapons, there are 

numerous legacy reactors that were developed for the dual purpose of producing weapon 

grade plutonium and generating civil energy. All these legacy reactors worldwide are now 

decommissioned but are known as MAGNOX reactors. 

 MAGNOX reactors used natural uranium as their fuel source, whilst PWR and 

AGR reactors use uranium oxide (UO2) [4]. All of the aforementioned fuels make use of 
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fission reactions with the Uranium-235 isotope to generate energy. When approximately 

3% of the Uranium-235 has been converted into fission products, the thermal reaction in 

the reactor has reduced in efficiency to warrant the removal of the fuel rods for 

reprocessing [5] to recover the remaining 97%. There are various approaches to nuclear 

fuel reprocessing throughout the world, and they vary from country to country with the 

most successful in terms of tons of fuel reprocessed per annum being the MELOX facility 

[6] in France, and the least being the MOX Fuel Fabrication Facility (MFFF) in the USA 

[7].  

In the UK, to accommodate the two types of nuclear fuel used historically, there 

were two nuclear fuel reprocessing plants: - The MAGNOX Reprocessing Plant and the 

THermal Oxide Reprocessing Plant (THORP). The THORP facility was one of only two 

commercial nuclear reprocessing facilities in the world with the other being the previously 

mentioned MELOX facility in France. The THORP facility was shut in November 2018 

siting ‘a significant downturn’ with many countries opting to store nuclear fuel over 

reprocessing, due to changing public and political opinion following the Fukushima 

incident in 2011 [5], [8], [9]. This loss of business coupled with excessive upgrade costs 

made the continual running of the THORP facility uneconomical. The MAGNOX plant 

has since also followed suits and shut in 2022 [10] . 

This ultimately leaves the UK with no nuclear fuel reprocessing capability. At the 

same time, the UK government’s policy still maintains its preference to reprocess spent 

fuel over disposal, putting the UK in a unique position, with a large stockpile of spent fuel 

due to previous reprocessing government policy, and no facility to reprocess in the future 

due to current policy. Professor Neil C Hyatt from the Immobilisation Science Laboratory 

at the University of Sheffield [11] has critiqued this approach [12]. However the only 

solution at present is to consider longer term storage than initially envisaged [13], placing 

emphasis on ensuring the integrity of the infrastructure associated with the temporary 

storage of  these nuclear assets, as their lifetime is increased beyond the original design 

intent.  
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Sellafield Ltd., in the UK, is the site licensed company controlled by the Nuclear 

Decommissioning Authority (NDA), a government body in the UK created to 

decommission all legacy nuclear infrastructure, with its sole aim to manage the 

decommissioning of the Sellafield nuclear site in the Northwest of England over a 120-

year period. The Sellafield site is the current storage location of all of the stockpiled spent 

fuel that is due to be reprocessed and they are stored in three variants of the same container, 

known as the Special Nuclear Material (SNM) packages, as outlined in Figure 1.  

 

 

Figure 1: SNM variants: 1) Magnox canister; 2) Special material package canister, & 3) 

THORP canister 

There is a wide body of academic work funded by Sellafield that aims to 

understand the structural health of the SNM canisters and their associated infrastructure 

as it ages [14]–[21]. One of these requirements is to understand the structural health of the 

weld that seals the canister body to the lid on the spent fuel canisters in the storage location 

as they are stored longer than initially envisaged. Each of the variants are made from the 

same 0.9 mm nominally thick 1.4404 stainless steel container and each have the same 

circumferential Resistance Seam Weld (RSW) to seal the canister body to the lid.  

Figure 2 illustrates the RSW process, the resulting undulating RSW structure, a 

photograph, as well as a CAD schematic of the cylindrical RSW used on canisters to store 

nuclear material. It can be seen from Figure 2 (d) that the nuclear canister RSW is offset 

from the top of the canister body and can be thought of as a cylindrical lap joint. As the 

fusion and heat-affected zones are at the unification between the canister body and lid, 
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these zones become structurally critical in the resulting component. Being able to inspect 

these structurally important areas for defects after manufacture and while in service is of 

high priority for safety-conscious industries such as the nuclear industry [22]. This topic 

is covered in detail in Chapter 2. 

 

 

 

 

 

(a) (b) (c) 

 

(d) 

Figure 2: Resistance seam welds (a) Welding process, (b) Close-up of weld structure, (c) 

Welded cylindrical RSW canister, (d) CAD schematic and cross-sectional view of RSW 

canister 
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There is a desire to inspect these assets when they are in storage and when they 

have been removed from storage, via various applicable NDE techniques. These two 

scenarios will be referred to as the in-situ and ex-situ inspection scenarios here in. Figure 

3 depicts a schematic of the storage system currently in use at Sellafield. It can be seen 

that access to the canisters can only be given through ports on one side of two concrete 

walls in the storage system. As such considerable accessibility challenges arise for the in-

situ inspection scenario. Successful implementation of a novel NDE inspection regime 

will allow for any welds and canisters with defects to be identified in-situ, characterised 

further ex-situ, and priority given for contents to be reprocessed/repackaged. 

 

Figure 3: A schematic of the storage system used for the SNM packages 

Furthermore, Sellafield has plans to alter the canister design to be more robust 

going forward in order to contain any future spent nuclear fuel for longer time periods 

associated with the current legacy design. This replacement canister design is known as 

the “canister of the future”. Whilst many of the parameters for this design are not yet 

finalised, the material will remain 1.4404 stainless steel, the thickness of the canister will 

be increased to 3-10 mm, and the welding process will be changed to a Gas Tungsten Arc 

Welding (GTAW) process. The canister of the future is annotated in Figure 4. As safety 

and quality is paramount in the nuclear industry, there is a desire to create a “digital twin” 
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and perform inspection at the point of manufacture, as well as throughout the asset’s 

lifetime. It is hoped that by performing inspections from the point of manufacture, defects 

can be corrected for in a more timely and cost-effective manner. 

 

Figure 4: Annotation of the canister of the future 

Therefore, the motivation of this thesis is to develop and further novel Non-

Destructive Evaluation (NDE) techniques capable of inspecting the circumferential weld 

sealing the canisters in-situ and ex-situ for the existing legacy canister design, and at the 

point of manufacture for the canister of the future design. If possible, it would be beneficial 

to leverage any findings to inspect the entire canister body. With multiple tens of 

thousands of canisters expected to be stored over the next 35 years, efficient and accurate 

through-life inspection is essential. 
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1.2. Aims and objectives 

The aims and objective can be summarised as the following: 

1. To understand existing state of the art NDE techniques that are well suited to the 

in-situ, ex-situ, and point of manufacture inspection scenarios. 

2. To develop an NDE technique capable of screening legacy canisters in-situ with 

considerable accessibility constraints. 

3. To improve upon existing NDE techniques capable of characterising a large body 

of legacy canisters ex-situ. 

4. To develop an NDE technique capable of inspecting and overcoming the 

environmental challenges at the point of manufacture. 
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1.3. Outline of thesis structure 

The thesis is structured as follows: 

• Chapter 2 provides an overview of fusion and resistance welding, as well as an 

outline of the currently available NDE techniques suitable for the inspection of 

the legacy canister as well as the canister of the future.  

• Chapter 3 expands upon the overview of Feature Guided Waves (FGWs) given 

in Chapter 2 with application via numerical, simulation, and experimental 

methods. The numerical and simulated results are validated through the 

experiments, and a flexural FGW is shown to effectively screen RSWs for the 

first time. 

• Chapter 4 explores the use of Eddy Current Testing (ECT) via sensor enabled 

automated robotic deployment. It is shown that automated ECT is well suited for 

the legacy canister design for inspecting both the canister as a whole and targeted 

inspection of the RSW. 

• Chapter 5 outlines a compensation strategy used to correct for the thermal effects 

observed in ultrasonic datasets at the point of manufacture. The accuracy of this 

compensation strategy is documented, and it is shown to be able to perform 

accurate inspection at the point of manufacture for the canister of the future. 

• Chapter 6 concludes the main findings of this thesis and documents any potential 

future work. 
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1.4. Contributions to academia and industry 

The contributions produced from the fulfilment of this doctoral degree are as follows: 

• The first use of an ultrasonic FGW on a RSW is demonstrated through numerical, 

simulation, and experimental methods. Numerically, a FGW is predicted through the 

use of the Semi-Analytical-Finite-Element (SAFE) method. The subsequent 

prediction is then validated via time-step Finite Element (FE) models. Finally, the 

FGW is demonstrated experimentally on a simplified “pseudo weld” and 

representative flat and cylindrical RSWs. 

• An automated inspection framework for the intelligent eddy current inspection of 

positionally variant components, due to manufacturing tolerances, has been developed 

where a force-torque sensor is successfully deployed to correct for variations in 

wobble and lift-off experienced. Extensive software infrastructure was developed that 

allows for real-time acquisition and display of the eddy current data to the user, and 

further analysis in post-processing. Particular attention was given to develop the 

software infrastructure to a high standard. This effort assisted in many demonstrations 

on large grants (NEWAM – EPSRC grant no: EP/R027218/1, RoboWAAM EPSRC 

grant no: EP/P030165/1, & Remote Inspection of SNM Cans GC_253) and at the 

BINDT & Material Testing 2022 conferences.  

• The automated eddy current deployment system was tested on two datasets. The first 

being the stress corrosion cracks. All cracks were detected and their SNRs were 

increased through novel post processing. The second datasets were on flat RSW 

samples. This was combined with the previous FGW work to allow for targeted eddy 

current inspection. By combining both the FGW and automated eddy current 

deployment strategy, time savings of up to 95% can be realised. These two datasets 

show the benefits of the former bullet point within a real world environment. 

• Development of a compensation strategy to correct ultrasonic images in the presence 

of thermal gradients at the point of manufacture. It is shown that the proposed 

compensation strategy can increase reflector/defect positional accuracy by 63.6%, 
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providing a significant step towards industrially desirable inspection at the point of 

manufacture. 
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Chapter 2  

Background research 

It is evident that there is a need to understand the structural health of the weld that 

seals the SNM canisters at Sellafield and that these issues present complex commercial 

and academic problems. There is a requirement to understand the structural health of the 

welds that seal the canister lid to the body for three scenarios: 1) In-situ screening of 

legacy canisters sealed by RSWs while on a racking system with considerable accessibility 

constraints; 2) Ex-situ characterisation of legacy canisters sealed by RSWs; & 3) 

Inspection of fusion welds performed via Gas Tungsten Arc Welding (GTAW) for an 

upgraded canister of the future design at the point of manufacture. Therefore, this chapter 

is sectioned in two with the first section providing a comprehensive review of the welding 

techniques used at Sellafield, and the latter section providing a thorough review of relevant 

NDE inspection techniques well suited to the three issues faced at Sellafield. 

Within the welding section, greater emphasis is placed on GTAW and RSW, as 

these welding techniques are either in use at Sellafield already or will be in the immediate 

future. The two processes use differing means to achieve a joint, and as such it can be 

concluded that RSW is well suited to forming a joint between two thin metals (~< 2.00 

mm) while GTAW is well suited to forming a joint between two thick metals (~ ≥ 2.00 

mm) [23]. While the joints formed between the two techniques are different, analogies 

could be made to the various defect types that are commonly associated with each welding 

process. 

The second section presents a literature review of NDE techniques well suited to 

addressing the problems faced by Sellafield within the context of the relevant welding 

processes, and covers guided wave, eddy current testing and bulk ultrasonics. For the in-

situ challenge, accessibility issues are present, and as such guided waves were explored 

in detail. It was found that a sub-category of guided waves known as Feature Guided 

Waves (FGWs) were well suited to screening the RSW on the legacy canister design. For 
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the ex-situ challenge, it was noted that due to the thin nature of the RSWs present, 

conventional ultrasonic methods could not be easily deployed. Eddy current testing was 

therefore opted for due to advances in eddy current array design and the ability of eddy 

currents to saturate the full thickness of the weld and canister body. For the canister of the 

future design, it was noted that the shift to GTAW produced significantly, thicker welds 

which was well suited to conventional ultrasonic testing. Various ultrasonic 

configurations were reviewed, and it was concluded that great benefits would be realised 

by performing ultrasonic inspection at the point of manufacture.  
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2.1. Welding 

‘Welding’ as a term can be defined as the process by which two or more pieces of 

metal are united under the influence of heat to form a junction that is homogeneous. This 

definition encases all welding processes and does not define any method to achieve such 

a structure.  

Generally, welding can be split into two categories – pressure and fusion [24]–

[26]. Fusion welding uses heat and no application of force to liquefy and unite the two 

work pieces as solidification occurs. In contrast, pressure welding is defined as the union 

of two work pieces under high pressure where the junction is formed when the work pieces 

are in a plastic state. It is important to note that no liquefaction occurs in pressure welding. 

Within each family, there are sub-categories ranging from very niche techniques 

like laser [27] & electron beam welding [28] to common techniques like Gas Metal Arc 

Welding (GMAW) [29] & Gas Tungsten Arc Welding (GTAW) [30]. Various differing 

welding techniques that correspond to differing categories and sub-categories are 

illustrated in Figure 5. As the work contained within this thesis is concerned with RSW & 

GTAW, more detail for these methods is given in Section 2.1.1 and Section 2.1.2, 

respectively. All other welding processes are outside the scope of this thesis and readers 

are referred to the “Welding processes handbook” by Klas Wernan [24] for further 

information and discourse. 
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Figure 5: An overview of welding processes categorised by process type 
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2.1.1. Gas tungsten arc welding 

GTAW is a fusion arc process, meaning the heat source is derived via an electric 

arc formed between a non-consumable electrode and material that is to be welded. The 

arc provides enough heat to melt the parent metal and consumable filler material, allowing 

the two parent metal sheets to be combined along a fused joint. A shielding gas, typically 

argon or helium, is used to shield the molten weld pool and protect against oxidisation. 

This differs from gas welding, where gas (usually acetylene) is burned to achieve the heat 

required to melt both the filler and parent material. Prior to the development of arc welding 

in the late 1920s, gas welded joints represented virtually all welds in commercial use. 

Since then, arc welding has gone on to supersede gas welding in almost all industrial use 

cases, due to its greater speed, better quality, wider range of materials that can be welded, 

and its ability to be controlled via automation [31], [32]. 

Arc welding is composed of two subcategories – metal arc welding and gas 

shielded arc welding. The major difference between metal arc welding and gas shielded 

arc welding is that the consumable electrode in metal arc welding is typically coated with 

a flux to provide the shielding gas required to protect against oxidation. For gas shielded 

welding processes, the electrode is always protected by a separate pressurised store of 

inert gas, enabling better protection against oxidation, and welding of non-ferrous metals 

such as aluminium and magnesium. The development of arc welding was primarily driven 

by the aerospace sector following the first world war as they sought to use light weight 

strong metals within their aircraft structures. 

 

𝐴𝐸 =
𝑉𝐼

𝑇𝑠
 

Eq. 1 

  

Within gas shielded arc welding, there are three sub-categories – GTAW, Gas 

Metal Arc Welding (GMAW), and Plasma Arc Welding (PAW). In all three a shielding 

gas is used, however in GMAW, the electrode is consumable, and this typically leads to 

spatter, caused by droplets of molten material, along the finished weld. GTAW and PAW 
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are very similar processes as they both use a non-consumable tungsten electrode. In 

general, PAW can reach far higher temperatures than GTAW due to the construction of 

the weld torch. In GTAW, the electrode is held externally by the torch, while in PAW the 

electrode is held inside the torch housing within a copper nozzle. This copper nozzle is 

designed to focus the electric arc and thus reach temperatures as high as > 28,000oC 

compared to < 19,000oC in GTAW. A comparison schematic between GTAW and PAW 

weld torches is given in Figure 6.  

 

Figure 6: PAW and GTAW weld torch comparison. (a) PAW weld torch, (b) GTAW weld 

torch 

PAW equipment can also perform cutting operations as well as welding operations 

due to the focused nature of the arc and the high associated temperatures. As the 

equipment used in PAW is significantly more complex, the cost associated with PAW is 

higher, leading to reduced uptake with most use cases being limited to exotic welds and 

operational efficiency (i.e. have the same PAW equipment perform both welding and 

cutting operations). This leads to GTAW being more common due to the economic 

advantages associated with equipment, its ability to be automated, and its ability to weld 

a wide range of light weight metals including stainless steel, aluminium, magnesium, and 

copper alloys. 

In order to achieve high quality welds using arc welding processes, it is essential 

that the arc energy as denoted in Eq. 1 is controlled [18], where 𝐴𝐸 is the arc energy (kJ/m), 
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𝑉 is the welding voltage (V), 𝐼 is the welding current (A), and 𝑇𝑠 is the travel speed of the 

weld torch (m/s). In GTAW, a variable constant current power source is used and the 

distance between the non-consumable Tungsten electrode and the workpiece controls the 

arc voltage. In GMAW, a variable constant voltage power source is used while wire speed 

and contact tip to work distance to control arc current [24]. Control of the arc energy is 

typically performed through the use of highly sophisticated modern day power supplies 

[33], [34]. 

Whilst efforts to ensure high quality GTAW welds are usually taken, defects can 

still occur. The reasons why defects occur can be widespread from incorrect sample 

preparation to operator error and are due to process variability. Defects can manifest 

themselves in many differing ways. Figure 7 shows the most common defects associated 

with the GTAW process, including cracking, slag inclusion, porosity, lack of side wall 

fusion, undercut, and incomplete penetration.  
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Figure 7: Common defects associated with GTAW showing undercut, porosity, incomplete 

penetration, slag inclusion, transversal cracking, toe and root cracking, lack of side wall 

fusion and centre-line cracking 

 

There are a range of standards that govern GTAW welds and their inspection [35]–

[42]. Industry standards dictate that inspection is carried out after the final deposition and 

when the sample has cooled to ambient temperature. As businesses seek continual 

improvements as they move towards Industry 4.0 [28], the time lost due to this practice is 

now undesirable and there is a desire to move inspection to the point of manufacture. 

Decreasing the time to inspect, so that inspection at the point of manufacture can be 

realised, is one topic this thesis explores in Chapter 5. 

2.1.2. Resistance seam welding 

Resistance seam welding is a resistance welding process that falls under the family 

of pressure welding. In resistance welding, the work pieces are clamped together between 
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two electrodes. Plasticity is achieved by allowing high current to flow between the two 

electrodes via the work pieces. The highest point of resistance is located at the interface 

between the two work pieces directly under the electrodes, which raises the temperature 

of the junction to a plastic state. Furthermore, the pressure is commonly achieved via 

hydraulic or pneumatic actuators forcing the electrodes on to the two work pieces. This 

allows for a small volume of material to coalesce together and form what is known as a 

weld nugget. The amount of pressure and current applied varies drastically by material, 

thickness, electrode type, and type of resistance welding machine. 

There are many processes that contribute to the wider family of resistance welding. 

These processes are related to each other by what join they form – see Figure 5. For brevity, 

this thesis is only concerned with resistive welded lap joints, and as a result spot and seam 

resistance welding. Spot welding is the most widely used example of lap joining via 

resistance welding. It is most commonly used in the automotive industry with a high 

degree of automation, achieving a high yield and low cost per weld in comparison to other 

welding methods [44]. Spot welding, as the name suggests, fuses together two sheets of 

metal at one point of contact to form a singular weld nugget. An example of a spot weld 

is illustrated in Figure 8. 

 

Figure 8: Spot weld illustration depicting two electrodes, two stock sheets, and a fused 

weld nugget [45] . 
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An analogous process to spot welding is seam welding, where the electrodes 

revolve to form a series of overlapping weld nuggets to create a continuous lap joint as 

illustrated in Figure 9. As resistive spot and seam welding are so similar, they will be 

interchangeably referred to herein. One major advantage that seam welding has over spot 

welding is its ability to form gas tight seals with a high rate of manufacture. For this reason, 

seam welding is commonly used in the manufacture of large pipes and canisters. 

 

Figure 9: Spot V Seam Welding [46] 

By considering a simple spot weld and the basic principles of the heat generation 

associated with the process, a better insight into what factors control the weld quality can 

be obtained. The fundamental and overriding principle in resistance welding is to deliver 

the maximum amount of heat energy to the weld zone in as little time as possible. This 

principle is described mathematically by Joules Law of Heating in Eq. 2: 

 

Q = 𝐼2𝑍𝑡 Eq. 2 

  

From Eq. 2, it can be seen that the amount of heat, Q (W), produced is directly 

proportional to the square of the current, I (A), time, t (s), and impedance, Z (Ω) of the 

circuit connecting the two stock sheets. The time is defined to start and finish at the start 

and finish of the welding process. The current and time can be accurately adjusted via the 

welding control parameters. However, the impedance of the work pieces is fixed for a 

given thickness and material. Overall, the impedance can be further sub-divided into two 
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elements: the volumetric impedance of the material in the circuit, and the interfacial 

impedance at the contacting surfaces. Figure 10 illustrates the various resistive elements 

and shows the change in bulk and contact resistances over the weld process. 

 

Figure 10: Resistive path of weld as well as the change in bulk and contact resistance 

over time 

All materials oppose the flow of current to varying extents [47]. The type of 

current used has an impact on the volumetric impedance that is observed. In Direct Current 

(DC), the impedance is lower, due to the absence of electrical reactance, and the opposite 

is true for Alternating Current (AC). The impedance to direct current is known as the 

materials resistivity and is a proportional function of temperature. The volumetric 

impedance increases with temperature and is the major source of impedance at the end of 

the weld cycle (see Figure 10 (b)). Copper is used as the standard that other metals get 

compared due to its low resistivity, however, it is usually quoted in percentage terms of 

conductivity (the inverse of resistivity) [48]. By default, using this terminology, copper 

has a conductivity value of 100%, whereas steel is approximately 10% as conductive as 

copper. It can thus be extrapolated that for two plates of steel being spot welded together 

between two copper electrodes, the heat generated will be approximately 10 times greater 

in the steel, than in the copper. For this reason alone, it is common for electrodes to be 

made from copper alloys. It can also be concluded that resistance welding of copper stock 

is impractical, due to the heat generation at the fraying surfaces being insufficient to 

produce a well-formed weld [44]. 
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At the interfaces of the electrodes and the two work pieces, the interfacial/contact 

impedance exists. There are a wide variety of factors that influence the interfacial 

impedance from material to pressure, and from contact area to surface condition. However, 

as a rough rule, it has been observed that the interfacial resistance is approximately 

proportional to the resistivity of the work pieces involved. Generally, the interfacial 

impedance is much higher than the volumetric impedance, and varies as a function of 

process defects (e.g. surface contamination, surface condition etc). As is shown in Figure 

10 (b), the interfacial impedance decreases with temperature and is the major source of 

impedance at the initiation of the welding process. 

Both the volumetric (R1, R3, R5, & R7 in Figure 10 (a)) and the interfacial 

impedances (R2, R4, & R6 in Figure 10 (a)) are observed in series, and due to Ohm’s Law, 

it is apparent that the greatest heat generation will occur at the fraying surfaces of the work 

pieces (R4 in Figure 10 (a)). Furthermore, these impedances are dynamic and change 

throughout the welding cycle. This has practical implications for the design of the 

resistance welding machine and can be used to explain the cause of any potential defect 

which may occur.  

A typical resistance seam or spot weld is completed over a cycle of 4 stages: 1) 

Clamping the work pieces between the electrodes at a specified pressure; 2) a timed 

passage of current whilst maintaining the specified pressure; 3) a dwell period at the 

specified pressure; rotation of the electrodes before repeating the previous two steps if a 

seam weld is being attempted; and finally, 4) a release of the fused work pieces from the 

electrodes. The weld schedule is usually provided by the machine manufacturer or 

determined experimentally for niche cases. 

A single-impulse weld schedule is shown in Figure 11 (a) and can be detrimental 

under certain types of operating conditions, particularly when applied to welding of thin 

stock in a seam weld as utilised on the SNM canisters. The heat generated from the 

previous nugget can conduct into the weld zone of the next nugget giving a preheat effect. 

This can result in thermal run off making the weld reach melting point due to the increase 

in bulk resistance associated with temperature – refer to Figure 10 (b). 
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Figure 11: Resistance seam weld schedules: (a) Single-impulse weld schedule, & (b) 

Multi-impulse weld schedule with cool down periods between the weld impulse cycle 

[45]. 

 Due to this issue, multi-impulse weld schedules have been developed. Figure 11 

(b) shows a multi-impulse weld schedule. It can clearly be seen that there is a short cool 

time between the multiple impulses of current. This allows for some of the heat energy to 

conduct away from the weld zone between pulses causing a drop in temperature, and hence 

a drop in volumetric impedance. As a result, this prevents the effects of thermal run off, 

and allows the total impedance to be dominated by the interfacial impedance effectively 

focusing the temperature generation at the fraying surfaces of the work pieces. Better well-

formed weld nuggets are usually obtained in multi-impulse weld schedules from the 

focusing of energy at the interfaces. These observations further underpin the fundamental 

principle of generating the maximum amount of heat in the shortest amount of time 

possible, as noted earlier in the chapter. 

Both the Resistance Welding Manufacturers Alliance Resistance Welding Manual 

[44], and the American Welding Society Welding Handbook [49] provide suggested weld 

schedules for different resistance weld types, materials, and quality. For the welds in the 

SNM packages a multi-impulse weld is utilised to generate a gas tight seam with 

approximately 12-15 nuggets/inch, and this is broadly in line with these guidelines. 
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Defects in resistance seam welding occur in the fusion and/or the heat-affected zone 

and can occur at manufacture or while in service [50], [51]. The heat affected zone in 

welding is a non-molten area of metal that has undergone changes in its material properties 

due to being exposed to high temperatures. Oversized/undersized nuggets [52], 

voids/porosity [53], expulsion [54], and transversal cracking [55] are the most widely 

reported defects and are graphically illustrated in Figure 12. Transversal cracks are the 

most detrimental to the overall structure, and as such a screening technique to detect these 

types of defects in-situ is explored in Chapter 3, while detection of more generalised 

defects is explored ex-situ in Chapter 4. 

Intact Weld 

 

Undersized Nugget 

 

Oversized Nugget 

 

 

Expulsion 

 

Voids/Porosity 

 

Transverse Crack 

 

Weld Area 

 

Side Plates  

 

 

Figure 12: Illustrations of most common RSW defects in a cross-section view 
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2.2. Non-Destructive Evaluation 

To determine the focus of key research areas, it was necessary to perform an 

overview of various NDE techniques suited to the three problems of; 1) In-situ screening 

of legacy canisters sealed by RSWs while on a racking system with considerable 

accessibility constraints; 2) Ex-situ characterisation of legacy canisters sealed by RSWs; 

& 3) Inspection of fusion welds performed via Gas Tungsten Arc Welding (GTAW) for 

an upgraded canister of the future design at the point of manufacture. Given that NDE is 

a wide topic area [56] and the industrial context of this thesis, focus was placed on the 

three specific NDE techniques that are well suited to the problems this thesis seeks to 

address. These are bulk ultrasound, guided ultrasonic waves and eddy current testing. 

Other techniques such as surface acoustic waves, magnetic particle testing, radiographic 

testing, penetrants testing, and thermography were also considered and dismissed as they 

were not well suited for a nuclear environment and/or didn’t have the required detection 

capabilities. These techniques were thought to be best suited to address the challenges 

associated with the canister of the future, in-situ and ex-situ inspection challenges, 

respectively. 

2.2.1. Ultrasonic inspection 

Ultrasonic inspection is the most common NDE method for weld inspection, due 

to its low cost, high accuracy, and its ability to detect volumetric and planar volumetric 

defects. Ultrasonic testing approximately accounted for 27% of the USD 6.3 billion NDE 

market in 2021 [57]. Recent developments in the sophistication of array technology have 

further increased adoption as the same arrays and array controllers can perform several 

inspection modes at once [58]. Ultrasonic waves can be classified as sound waves with a 

frequency greater than or equal to 20.00 kHz. However, for NDE applications it is 

common to use frequencies far greater with 1.00-10.00 MHz to allow detection and 

characterisation of millimetre scale defects.  

There are various ultrasonic inspection modalities from bulk [59], to guided [60], 

to nonlinear [61]. This section is focused on bulk ultrasonic inspection with many of the 
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concepts being applicable to other ultrasonic inspection modes. In the industrial context 

of this thesis, bulk ultrasonic inspection is considered for the inspection problems 

associated with cannister of the future inspection challenge. 

2.2.1.1. Wave propagation in bulk isotropic media 

The theory of bulk wave propagation in infinite isotropic media is well documented 

[60], [62], [63]. Owing to this, only the principal equations of interest are outlined in this 

section. Isotropic solids are only considered as 1.4404 stainless steel has been shown to 

be isotropic in nature [64].  

A common approach taken to deriving the wave equation of an infinite homogenous 

isotropic material is to consider an infinitesimal small parallelepiped whose faces are 

aligned with the global axes directions (1, 2, & 3). Each face of this parallelepiped has 

one direct stress and two shear stresses on it making a total of 18 stresses, denoted by 𝜎, 

acting on the overall parallelepiped. This concept is quite abstract and for clarity it is 

annotated for only three faces in Figure 13. 
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Figure 13: Infinitesimal parallelepiped with 9 components of stress acting on three faces 

We can define the origin position with zero displacement as a vector position, 𝒙 =

(𝑥1, 𝑥2, 𝑥3), and the displaced position to be defined as (𝑥1 + 𝑢1, 𝑥2 + 𝑢2, 𝑥3 + 𝑢3) with 

the total displacement being contained within the vector 𝒖. A nearby point close to the 

origin can be described with an un-displaced position of (𝑥1 + 𝛿𝑥1, 𝑥2 + 𝛿𝑥2, 𝑥3 + δx3) 

and a displaced position of (𝑥1 + 𝑢1 + 𝛿𝑥1, 𝑥2 + 𝑢2 + 𝛿𝑥2, 𝑥3 + u3 + δx3). The change 

in displacement can therefore be written as: 

 

𝛿𝑢1 = 
𝜕𝑢1

𝜕𝑥1
𝛿𝑥1 +

𝜕𝑢1

𝜕𝑥2
𝛿𝑥2 +

𝜕𝑢1

𝜕𝑥3
𝛿𝑥3  

𝛿𝑢2 = 
𝜕𝑢2

𝜕𝑥1
𝛿𝑥1 +

𝜕𝑢2

𝜕𝑥2
𝛿𝑥2 +

𝜕𝑢2

𝜕𝑥3
𝛿𝑥3 

Eq. 3 
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𝛿𝑢3 = 
𝜕𝑢3

𝜕𝑥1
𝛿𝑥1 +

𝜕𝑢3

𝜕𝑥2
𝛿𝑥2 +

𝜕𝑢3

𝜕𝑥3
𝛿𝑥3  

  

The stain, which is the geometrical measure of deformation representing the 

relative displacement between particles in a material, can then be related to the 

displacement. For small displacements, the change in displacement dominates and 

therefore the following can be stated in Eq. 4 for direct strains. 

 

𝜖11 =
𝜕𝑢1

𝜕𝑥1
, 𝜖22 =

𝜕𝑢2

𝜕𝑥2
 𝜖33 =

𝜕𝑢3

𝜕𝑥3
 

Eq. 4 

 

And for the shear strains and small displacements: 

 

𝜖23 =
1

2
(
𝜕𝑢2

𝜕𝑥3
+

𝜕𝑢3

𝜕𝑥2
) , 𝜖13 =

1

2
(
𝜕𝑢1

𝜕𝑥3
+

𝜕𝑢3

𝜕𝑥1
) , 𝜖12 =

1

2
(
𝜕𝑢1

𝜕𝑥2
+

𝜕𝑢2

𝜕𝑥1
) Eq. 5 

 

In the following sections 𝜖𝑖𝑗 is utilised which defines the strain on the ith face 

in the jth direction. Now that the small displacements and strains are related on the 

parallelepiped, the strains can now be related to the stresses using Hooke’s law: 

 

(

  
 

𝜎11

𝜎22

𝜎33

𝜎23

𝜎13

𝜎12)

  
 

=

(

  
 

𝑐11 𝑐12 𝑐13 𝑐14 𝑐15 𝑐16

𝑐21 𝑐22 𝑐23 𝑐24 𝑐25 𝑐26

𝑐31 𝑐32 𝑐33 𝑐34 𝑐35 𝑐36

𝑐41 𝑐42 𝑐43 𝑐44 𝑐45 𝑐46

𝑐51 𝑐52 𝑐53 𝑐54 𝑐55 𝑐56

𝑐61 𝑐62 𝑐63 𝑐64 𝑐65 𝑐66)

  
 

(

  
 

𝜖11

𝜖22

𝜖33

𝜖23

𝜖13

𝜖12)

  
 

 Eq. 6 
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Where C is the stiffness matrix written in Voigt notation where the mapping of 

the tensor index becomes (11 => 1, 22 => 2, 33 >= 3, 23 = 32 => 4, 13 = 31 =>

51, 12 = 21 => 6) due to symmetry. With the fact that we are limiting our study to 

isotropic medium the following substitution can be made:  

 

(

  
 

𝜎11

𝜎22

𝜎33

𝜎23

𝜎13

𝜎12)

  
 

=

(

 
 
 

𝜆 + 2𝜇 𝜆 𝜆 0 0 0
𝜆 𝜆 + 2𝜇 𝜆 0 0 0
𝜆 𝜆 𝜆 + 2𝜇 0 0 0
0 0 0 𝜇 0 0
0 0 0 0 𝜇 0
0 0 0 0 0 𝜇)

 
 
 

(

  
 

𝜖11

𝜖22

𝜖33

𝜖23

𝜖13

𝜖12)

  
 

 Eq. 7 

 

Where 𝜆  and 𝜇  are the Lamé constants of the material, and are related to the 

Young’s modulus, 𝐸, and the Poisson’s ratio, 𝑣, by the following: 

 

𝜆 =
𝐸𝑣

(1 + 𝑣)(1 − 2𝑣)
 

Eq. 8 

𝜇 =
𝐸

2(1 + 𝑣)
 

Eq. 9 

𝐸 =
𝜇

𝜆 + 𝜇
(3𝜆 + 2𝜇) Eq. 10 

𝑣 =
𝜆

2(𝜆 + 𝜇)
 

Eq. 11 

 

The expansion of the matrix in Eq. 7, leads to the following expressions of the 

stresses: 

 

𝜎11 = (𝜆 + 2𝜇)𝜖11 + 𝜆𝜖22 + 𝜆𝜖33, 𝜎22 = 𝜆𝜖11 + (𝜆 + 2𝜇)𝜖22 + 𝜆𝜖33  

𝜎33 = 𝜆𝜖11 + 𝜆𝜖22 + (𝜆 + 2𝜇)𝜖33, 𝜎12 = 𝜇𝜖12 Eq. 12 

𝜎23 = 𝜇𝜖13, 𝜎13 = 𝜇𝜖13  
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Figure 14: 6 Stresses acting along the X1 Direction of the infinitesimally small 

parallelepiped 

From which Newton’s second law can be applied in each of the axes of the 

parallelepiped, to yield Euler’s equation of motion (Eq. 13) [62]. 

 

  

𝜌
𝜕2𝑢1

𝜕𝑡2
= 

𝜕𝜎11

𝜕𝑥1
+

𝜕𝜎12

𝜕𝑥1
+

𝜕𝜎13

𝜕𝑥1
 

 

 

𝜌
𝜕2𝑢2

𝜕𝑡2
= 

𝜕𝜎21

𝜕𝑥2
+

𝜕𝜎22

𝜕𝑥2
+

𝜕𝜎23

𝜕𝑥2
 𝜌 (

𝜕2𝒖

𝜕𝑡2
) = ∇. �⃗⃗� 

Eq. 13 

𝜌
𝜕2𝑢3

𝜕𝑡2
= 

𝜕𝜎31

𝜕𝑥3
+

𝜕𝜎32

𝜕𝑥3
+

𝜕𝜎33

𝜕𝑥3
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Substitution of Eq. 4 & Eq. 5 into Eq. 13 leads to Navier’s Displacement Equation 

of motion shown in Eq. 14. 

 

(𝜆 + 𝜇)∇∇. 𝒖 + 𝜇∇2𝒖 = 𝜌 (
𝜕2𝒖

𝜕𝑡2
) 

Eq. 14 

  

This can be rearranged into another form shown in Eq. 15, which gives a more 

intuitive understanding of the wave propagation with terms being attributed to the 

dilation/compressional and rotational/equi-voluminal portions of the solution. 

 

           Dilatational                 Rotational 

 
 

 
[(𝜆 + 2𝜇)∇(∇. 𝒖)] + [(𝜇∇)𝑥 (∇ ×  𝒖)] = 𝜌 (

𝜕2𝒖

𝜕𝑡2
) 

Eq. 15 

 

Material damping can be accommodated in various ways, but for typical NDE 

applications, a damping model which describes a constant loss of displacement per 

wavelength travelled is used. This has often been used in many ultrasonic models [65]–

[67]. 

Damping of the material replaces the Lamé constants with the following expressions: 

 

𝜆 = 𝜆 +
𝜆′

𝜔
 , 𝜇 = 𝜇 +

𝜇′

𝜔
 
𝜕

𝜕𝑡
 

Eq. 16 

 

Where 𝜇′ & 𝜆′ are the viscoelastic constants and 𝜔 is the angular frequency. If these 

constants are zero, then the material is purely elastic and there is zero damping. From this, 

Eq. 15 can be written as: 
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(𝜆 + 𝜇)∇(∇. 𝒖) + 𝜇∇2𝒖 + (
𝜆′ + 𝜇′

𝜔
)∇(∇.

𝜕𝒖

𝜕𝑡
) + (

𝜇′

𝜔
)∇2

𝜕𝒖

𝜕𝑡
=  𝜌 (

𝜕2𝒖

𝜕𝑡2
) 

Eq. 17 

 

Using Helmholtz decomposition, the three-dimensional vector equation of Eq. 17, 

can be expressed as a sum of the gradient of the compressional scalar potentials, 𝜙, and 

the curl of an equi-voluminal vector potential, 𝝍. 

 

𝒖 = ∇𝜙 + (∇ × 𝝍) Eq. 18 

 

This expression along with the fact that ∇ ×  𝝍 = 0, can be substituted back into 

Navier’s equation of motion (Eq. 14) along with the following identities: 

 

 ∇. ∇𝜙 = ∇2𝜙,     ∇2(∇𝜙) = ∇(∇2𝜙),     ∇. ∇  ×  𝝍 = 0  

  

The resulting equation is: 

 

 

∇ [(𝜆 + 2𝜇)∇2𝜙 − 𝜌 (
𝜕2𝜙

𝜕𝑡2
)] + ∇ × [𝜇∇2𝝍 − 𝜌

𝜕2𝝍

𝜕𝑡2
] = 0 

Eq. 19 

 

Eq. 19 is satisfied if both terms vanish, which gives the following standardised 

equations:  

 

𝜕2𝜙

𝜕𝑡2
= 𝑐1

2∇2𝜙 
Eq. 20 
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𝜕2𝝍

𝜕𝑡2
= 𝑐2

2∇2𝝍 
Eq. 21 

 

Where, 

𝑐1 = (
(𝜆 + 2𝜇) − 𝑖(𝜆′ − 2𝜇′)

𝜌
)

1
2

, 𝑐2 = (
𝜇 − 𝑖𝜇′

𝜌
)

1/2

 

Eq. 22 

 

Or if the material is purely elastic, 

 

𝑐1 = (
𝜆 − 2𝜇

𝜌
)

1
2
, 𝑐2 = (

𝜇

𝜌
)
1/2

 

Eq. 23 

   

If the material is purely elastic, the constants 𝑐1 & 𝑐2 are real valued and equal the 

longitudinal and shear bulk wave velocities respectively. If the material is viscoelastic and 

contains damping, then these speeds are complex. If the damping is light, the real parts 

still approximate to the bulk wave velocities as previously mentioned. 

2.2.1.2. Attenuation of sound 

Isotropic solids with no attenuation can be defined entirely by their density, and 

either their Young’s modulus and Poisson’s ratio, or their longitudinal and shear ultrasonic 

velocities. Ideal materials of this kind do not exist in nature, and therefore there is a need 

to describe the physical phenomenon of attenuation. There are various mechanisms that 

lead to attenuation of sound waves in materials, and it is not possible to incorporate every 

single mechanism into our mathematical understanding [68]. As a result, a general 

modelling approach is typically taken in which the amplitude of the sound wave decays 

in an exponential fashion according to the model used. The theoretical derivation provided 

in Chapter 2.2.1.1 allows for attenuation through damping but does not specify the model 

use to achieve this. Therefore, material damping that causes attenuation can be specified 
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in several ways. In each case the damping values are defined independently for the 

longitudinal and shear waves. Common ways of specifying damping are: 

• Hysteretic structural damping in which a constant damping loss per wavelength 

travelled is specified and is expressed in units of Nepers per wavelength or dB per 

wavelength. A neper is an exponential decay constant as defined in Eq. 24. 

 

𝐴𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛2 = 𝐴𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛2𝑒
−𝛼𝑛 Eq. 24 

 

The amplitude of the wave, 𝐴, decreases by the factor of 𝑒−𝛼𝑛 if 𝛼 is in nepers per 

wavelength and location 2 is n wavelengths downstream from location 1. This means 

that as the frequency of the wave is increased, the attenuation also increased per unit 

distance travelled as the wavelength decreases. Hysteretic structural damping is the 

de-facto description and is compatible with the derivations presented in Section 2.2.1.1. 

• Hysteretic damping (per meter) damping is an adaptation of hysteretic structural 

damping where the bulk attenuation is defined as a loss per unit distance at a given 

frequency for convenience. It is common to have to convert this to attenuation to a 

loss per wavelength to conform the derivations presented in Section 2.2.1.1. 

• Kelvin-Voigt viscous damping is defined by a dashpot damping model, where the 

damping force is proportional to the particle velocity. This results in a model that has 

higher attenuation as a function of frequency than in hysteretic damping. Unlike 

hysteretic damping, the loss per wavelength is now no longer constant but increases 

linearly with frequency. Modern composites and polymer materials are materials that 

experience considerable viscoelastic damping [59], and as this thesis is primarily 

focused on inspecting 1.4404 stainless steel, this damping model is out of the scope of 

this thesis. 
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2.2.1.3. Wave refraction, reflection, and mode conversion 

When an ultrasonic wave intercepts a distinct interface between two media of 

differing physical properties, a change in direction is observed. This change in direction 

is what is known as refraction. In general, highly dissimilar materials produce greater 

refraction angles while the opposite is true for similar materials. Snell’s Descartes [62] 

law as depicted in Eq. 25 describes this phenomenon, where 𝑐1 & 𝑐2 are the ultrasonic 

wave speeds of medium 1 and 2 respectively, θ𝑖 is the angle of incidence, and θ𝑟 is the 

refracted angle. 

 

𝑆𝑖𝑛(θ𝑖)

𝑐1
=

𝑆𝑖𝑛(θ𝑟)

𝑐2
 

Eq. 25 

 

Additionally, if refraction occurs at a solid interface below the critical angle, it is 

accompanied by mode conversion. Figure 15 shows a schematic of a longitudinal 

incidence wave mode converting and refracting into a shear and longitudinal wave. Like 

with all waves undergoing refraction critical angles can occur where the refracted angles 

of the longitudinal and shear waves reach 90o. The critical angle of the longitudinal wave 

mode is widely exploited within NDE to allow for inspection with just the shear wave 

alone in the component [69] . 
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Figure 15: Schematic showing a longitudinal wave reflecting, refracting and mode 

converting at an interface between two media. 

 

For normal incidence, the amount of energy transmitted between the two media is 

governed by their associated acoustic impedance (𝑧 = 𝜌𝑐). Acoustic impedance can be 

thought of analogously to electrical impedance [70] and is a measure of how ease sound 

propagates through each medium. Like electrical impedance, the sound wave will take the 

path of least resistance and most of its energy will be transfers to the medium of lowest 

impedance. For normal incidence, the reflection coefficient at an interface can be 

described by Eq. 26, and the transmission coefficient at a boundary can be described by 

Eq. 27. 

 

𝑅 =
𝑧2 − 𝑧1

𝑧1 + 𝑧2
 Eq. 26 

𝑇 =
2𝑧2

𝑧1 + 𝑧2
 

Eq. 27 
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The aforementioned applies well to a boundary with two distinct media of differing 

material properties. For media that exhibit a gradual change in material properties, 

solutions to the Eikonal equation are required [71] or discretised ray-tracing algorithms 

are utilised [72]. 

While there are other niche ultrasonic wave types, such as Rayleigh waves, guided 

waves, and non-linear acoustics, the large majority of ultrasonic testing makes use of bulk 

ultrasonic waves to infer structural health using the properties described in this section. 

2.2.1.4. Phased arrays 

Phased array ultrasonic transducers containing numerous piezoelectric elements 

housed within a single housing have become increasingly popular in many Non-

Destructive Evaluation (NDE) applications due to their flexibility, quality, and reduced 

inspection times [58], [73]. Flexibility in the acquisition of data is ensured since the same 

array can be used for various differing inspections, while flexibility in post-processing 

arises from the variety of imaging algorithms that can be applied to the rich ultrasonic 

datasets acquired by arrays. 

Individual element generation parameters such as the voltage, delay, or excitation 

signal can be controlled independently allowing for a wide array of inspection modes to 

be performed. Beam forming, where a sub-aperture of many elements is fired in sync with 

one another, is the simplest inspection mode and produces a plane wave. Plane wave 

imaging algorithms can be used to create images from the datasets they use with the 

advantage of high Signal to Noise Ratios (SNRs) and framerates [74]. If a specific location 

is to be inspected, the beam can be focused onto a single point by varying the time delays 

between the elements in the array. Synthetic aperture techniques can be used to create 

focused images from these datasets [75]. Likewise, ultrasonic beams can be steered to 

specific locations across a series of angles to form sectorial images of the component 

under inspection [76]. These three inspection modalities are illustrated in Figure 16. 
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Figure 16: Illustrations of standard array imaging techniques, where elements are 

represented by white/greyed rectangles and focal laws/time delays between elements are 

represented by green rectangles. (a) Plane wave inspection where all elements in the sub-

aperture are fired simultaneously, (b) Focused inspection where element in the sub-
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aperture are fired with a gaussian delay distribution, & (c) steered inspection where 

elements are fired with an increasing delay. 

 

More recently, Full Matrix Capture (FMC) datasets have become increasingly popular 

as the cost of array electronics continues to decrease and the speed of computation 

increases. FMC datasets are a complete set of time domain data that is acquired from all 

combinations of transmit/receive elements, to create an 𝑁2 matrix of A-scan data.  

As complete information about the wavefront is captured in FMC datasets, they have 

widely become the de facto standard to which imaging algorithms are applied [77]. It is 

often necessary for these imaging algorithms to incorporate some element of a priori 

knowledge in order to accurately detect and characterise any present defects. One such 

imaging algorithm is the Total Focusing Method (TFM) [78]. In TFM, a priori knowledge 

of the ultrasonic velocity within the component is used in a forward model to create a 

Time of Flight (ToF) map from each transmit/receive pair to each pixel in the imaging 

domain. The amplitude corresponding to each of the times in the ToF map is extracted, 

and the results from every transmit/receive pair in the FMC dataset are then summed. This 

creates an image that is synthetically focused across the entire domain, leading to 

increased defect detection and improved characterisation [79]–[82]. Issues occur when 

inspecting welds, especially so in austenitic welds, where large grains in the weld and 

HAZ, create larger amounts of attenuation and scatter. Typically, the images formed from 

these components have large amounts of noise present and supressing these issues is an 

active area of research [80]–[83]. 

The TFM is mathematically described in Eq. 28 for a single homogenous domain, 

where 𝑥𝑠𝑥
 and 𝑦𝑠𝑦

 are the 𝑥 and 𝑦 coordinates of the transmitting ultrasonic array element, 

𝑥𝑟𝑥 and 𝑦𝑟𝑦 are the 𝑥 and 𝑦 coordinates of the receiving ultrasonic array element, 𝑥𝑖 and 𝑦𝑖 

are the 𝑥 and 𝑦 coordinates of the imaging domain, 𝐴𝑠𝑥,𝑦𝑟𝑥,𝑦
 is the amplitude associated of 

the transmit and receive pair under consideration, c is the ultrasonic velocity of the domain 

and 𝐼(𝑥𝑖 , 𝑦𝑖) is the image pixel value at each 𝑥 and 𝑦 coordinate of the imaging domain. 

Additionally, the TFM is visually depicted in Figure 17. 
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𝐼(𝑥𝑖 , 𝑦𝑖) = |
| ∑ ∑ 𝐴𝑠𝑥,𝑦𝑟𝑥,𝑦

(

 
 

(√(𝑥𝑠𝑥 − 𝑥𝑖)
2
+ (𝑦𝑠𝑦

 − 𝑦𝑖)
2

+ √(𝑥𝑟𝑥 − 𝑥𝑖)
2
+ (𝑦𝑟𝑦

− 𝑦𝑖)
2

)

𝑐

)

 
 

𝑁

𝑠𝑥,𝑦=1

𝑁

𝑠𝑥,𝑦=1 
|
| Eq. 28 

 

Figure 17: Illustration of the Total Focusing Method (TFM). 

 

Bulk ultrasound from a phased array can be used for a wide range of NDT activities, 

including weld inspection, thickness measurements, corrosion mapping and inspection of 

pressure vessels. It is apparent that bulk ultrasonic inspection offers a lot of benefits due 

to its maturity, and wide array of post processing techniques that can be used to perform 

inversion of the physical internal structure of the component [82], [84]. However, 

inspection of thin metal presents various issues such as ringdown [85], frequency choice, 

and guided wave effects dominating the propagation [86]. Due to this, industry standards 

recommend that bulk ultrasonic inspection of welds is carried out on thicknesses of ≥ 8.00 

mm [37]. In the industrial context of this thesis, it is therefore useful to consider bulk 

ultrasonic inspection for the challenges associated with the cannister of the future as 

thicknesses are predicted to as high as 10.00 mm – see Figure 4.  
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2.2.2. Guided waves 

The propagation of bulk waves in unbounded media, as described in Section 

2.2.1.1, is solely dependent on the material properties, and as such their acoustic velocity 

is constant. In contrast, when waves are transmitted along bounded structures, frequency-

dependent dispersive characteristics can be observed due to the resulting interference 

occurring from successive reflections at each boundary. For a plate structure, this 

phenomenon is illustrated in Figure 18. These waves are therefore guided by the structure 

in which they are present in, and as such they are referred to as guided waves and wave 

guides respectively [60]. The way in which these wave structures interfere, and move can 

then be categorised into several different families. Typically, their vibrational patterns 

become increasingly complex as the frequency is also increased. Dispersion curves are 

commonly used to characterise and understand more about guided waves. 

 

Figure 18: Schematic of guided wave propagation resulting from total internal reflection 
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The vast majority of guided waves are dispersive meaning that their phase and 

group velocities are a function of frequency. Phase velocity describes the speed at which 

an individual phase within a broadband wave packet moves at and is described by Eq. 29 

 

𝑉𝑝ℎ =
𝜔

𝑘
 Eq. 29 

 

Where 𝜔 is the angular frequency and 𝑘 is the real wavenumber. To describe the 

speed at which a guided wave packet travels at, the term group velocity is used, as shown 

in Eq. 30. 

 

𝑉𝑔𝑟 = 
𝜕𝜔

𝜕𝑘
 

Eq. 30 

 

For isotropic free plates, guided waves can be classified into three families: 1) anti-

symmetric Lamb waves, 2) symmetric Lamb waves, and 3) shear horizontal waves. All 

Lamb waves are characterised via their mode shapes about the mid-plane of the plate 

structure. Symmetric Lamb waves are characterised by a vibrational pattern 

predominantly in the radial plane parallel to the direction of propagation. Anti-symmetric 

modes are characterised by a vibrational pattern that is predominantly out of plane. Both 

symmetric and anti-symmetric modes are denoted by 𝑆𝑖  and 𝐴𝑖  (𝑖 = 0,1,2,3… ) , 

respectively. The third family of plate guided wave modes are shear horizontal and they 

are characterised by a vibrational pattern in the 𝑥1-𝑥2 plane perpendicular to the direction 

of travel.  
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2.2.2.1. Lamb waves 

The equations that describe bulk longitudinal and shear motion in an infinite 

isotropic solid can be expanded upon to derive the equations that govern Lamb wave 

propagation and their dispersive properties. The approach defined by Rose [60] is used 

herein. Lamb waves comprise of both shear and longitudinal motion giving rise to 

elliptical particle motion. Eq. 20 & Eq. 21 from Section 2.2.1.1 can be rewritten to give 

Eq. 31 and Eq. 32 for purely isotropic media: 

 

∇2𝜙 −
1

𝑐𝐿
2

𝑑2𝜙

𝑑𝑡
= 0 Eq. 31 

∇2𝜓 −
1

𝑐𝑠
2

𝑑2𝜓

𝑑𝑡
= 0 Eq. 32 

 

The equations can then be further simplified to ignore motion in the 𝑥2-direction 

due to the elliptical motion associated with Lamb waves: 

 

∂2𝜙

∂x1
2 +

∂2𝜙

∂x3
2 =

1

𝑐𝐿
2

𝑑2𝜙

𝑑𝑡
, governing longitudinal waves Eq. 33 

∂2𝜓

∂x1
2 +

∂2𝜓

∂x3
2 =

1

𝑐𝑇
2

𝑑2𝜓

𝑑𝑡
, governing shear waves Eq. 34 

 

Another important point to note is the elliptical motion allows for plane strain to 

be assumed so that the displacements and stresses can be written as the following: 

 

𝑢1 = 𝑢 =  
𝜕𝜙

𝜕𝑥1
+

𝜕𝜓

𝜕𝑥3
 Eq. 35 

𝑢2 = 𝑣 = 0, Eq. 36 
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𝑢3 = 𝑤 = 
𝜕𝜙

𝜕𝑧
−

𝜕𝜓

𝜕𝑥
 Eq. 37 

𝜎31 = 𝜇 (
𝜕𝑢3

𝜕𝑥1
+

𝜕𝑢1

𝜕𝑥3
) = 𝜇 (

2𝜕2𝜙

𝜕𝑥1𝜕𝑥3
−

𝜕2𝜓

𝜕𝑥1
2 +

𝜕2𝜓

𝜕𝑥3
2) Eq. 38 

𝜎33 = 𝜆 (
𝜕𝑢1

𝜕𝑥1
+

𝜕𝑢3

𝜕𝑥3
) + 2𝜇

𝜕𝑢3

𝜕𝑥3
= 𝜆 (

𝜕2𝜙

𝜕𝑥1
2 +

𝜕2𝜙

𝜕𝑥3
2) + 2𝜇 (

𝜕2𝜙

𝜕𝑥3
2 −

𝜕2𝜓

𝜕𝑥1𝜕𝑥3
) Eq. 39 

  

General plane wave solutions in the form defined in Eq. 40 & Eq. 41 can then be 

assumed. These solutions describe travelling waves in the 𝑥1 -direction and standing 

waves in the 𝑥3-direction.  

 

𝜙 = Φ(𝑥3)𝑒
𝑖(𝑘𝑥1−𝜔𝑡) Eq. 40 

𝜓 = Ψ(𝑥3)𝑒
𝑖(𝑘𝑥1−𝜔𝑡)  Eq. 41 

  

The following solutions can also be assumed for the expressions in the thickness 

direction to give: 

 

Φ(𝑥3) = 𝐴1 sin(𝑝𝑥3) + 𝐴2 cos(𝑝𝑥3) Eq. 42 

Ψ(𝑥3) = 𝐵1 sin(𝑔𝑥3) + 𝐵2cos (𝑔𝑥3) Eq. 43 

 

Where 𝐴1, 𝐴2, 𝐵1, & 𝐵2 are arbitrary amplitude constants, 𝑝2 =
𝜔2

𝑐𝐿
2 − 𝑘2 and 𝑞2 =

𝜔2

𝑐𝑇
2 − 𝑘2. With all this result, Eq. 35-Eq. 39 can be rewritten as Eq. 44-Eq. 47. Note that 

the time dependent of the plane wave solution, 𝑒𝑖(𝑘𝑥−𝜔𝑡), is omitted for simplicity. 
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𝑢1 = 𝑖𝑘𝜙 +
𝑑𝝍

𝑑𝑧
 Eq. 44 

𝑢3 =
𝑑𝜙

𝑑𝑧
− 𝑖𝑘𝝍 Eq. 45 

𝜎31 = 𝜇 (
2𝑖𝑘𝑑Φ

𝑑𝑥3
+ 𝑘2Ψ +

𝑑2Ψ

𝑑𝑥3
2) Eq. 46 

𝜎33 = 𝜆 (−𝑘2Φ +
𝑑2Φ

𝑑𝑥3
2) + 2𝜇 (

𝑑2Φ

𝑑𝑥3
2 − 𝑖𝑘

𝑑Ψ

𝑑𝑥3
) Eq. 47 

 

It is then possible to split the functions into odd and even functions about 𝑧 = 0 

corresponding to the sine and cosine terms giving rise to symmetric and antisymmetric 

solutions. Symmetric motion about the mid plane of the plane is described through 

cosine terms in the 𝑢1 displacement and sine terms in the 𝑢3 displacement. The opposite 

is true for antisymmetric waves. This leads to the following displacement terms:  

 

Symmetric waves  

𝑢1 = 𝑖𝑘𝐴2 cos(𝑝𝑥3) + 𝑞𝐵1 cos(𝑔𝑥3) Eq. 48 

𝑢3 = −𝑝𝐴2 sin(𝑝𝑥3) − 𝑖𝑘𝐵1 sin(𝑔𝑥3) 
Eq. 49 

Antisymmetric waves 
 

𝑢1 = 𝑖𝑘𝐴1 sin(𝑝𝑥3) − 𝑞𝐵2 sin(𝑔𝑥3) Eq. 50 

𝑢3 = 𝑝𝐴1 cos(𝑝𝑥3) − 𝑖𝑘𝐵2 cos(𝑔𝑥3) Eq. 51 

  

The stresses can also similarly be rewritten as:  

 

Symmetric waves  

𝜎31 = 𝜇(−2𝑖𝑘𝑝𝐴2 sin(𝑝𝑥3) + (𝑘2 − 𝑔2)𝐵1 sin(𝑔𝑥3)) Eq. 52 
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𝜎33 = −𝜆(𝑘2 + 𝑝2)𝐴2 cos(𝑝𝑥3) − 2𝜇[𝑝2𝐴2 cos(𝑝𝑥3) + 𝑖𝑘𝑔𝐵1 cos(𝑔𝑥3)] Eq. 53 

Antisymmetric waves 
 

𝜎31 = 𝜇[2𝑖𝑘𝑝𝐴1 cos(𝑝𝑥3) + (𝑘2 − 𝑔2)𝐵2cos (𝑔𝑥3)] Eq. 54 

𝜎33 = 𝜆(𝑘2 + 𝑝2)𝐴1 sin(𝑝𝑥3) − 2𝜇[𝑝2𝐴1 sin(𝑝𝑥3) − 𝑖𝑘𝑔𝐵2 sin(𝑔𝑥3)] Eq. 55 

  

The boundary conditions for Lamb waves in that the stresses, 𝜎31 & 𝜎33, must be 

equal to zero at ±ℎ, can then be applied. This can be applied to equations Eq. 52-Eq. 55 

to give a pair of equations with two unknown constants each, i.e. 𝐴2 & 𝐵1 for symmetric 

modes, and 𝐴1 & 𝐵2 for antisymmetric modes. Each system of equations for each wave 

mode can then be non-trivially solved by assembling them in a matrix format and taking 

the determinant. For symmetric waves this is shown in Eq. 56 & Eq. 57. 

 

[
−2𝜇𝑖𝑘𝑝𝑠𝑖𝑛(𝑝ℎ) 𝜇(𝑘2 − 𝑔2) sin(𝑔ℎ)

−𝜆(𝑘2 + 𝑝2) cos(𝑝ℎ) − 2𝜇𝑝2 cos(𝑝ℎ) 2𝜇𝑖𝑘𝑔𝐵1 cos(𝑔ℎ)
] [

𝐴2

𝐵1
] = [ 

0
0
 ] Eq. 56 

 

−4𝑘2𝑝𝑞𝜇 sin(𝑝ℎ) cos(𝑔ℎ)

+ (𝑘2 − 𝑔2)(𝜆𝑘2 + 𝜆𝑝2 + 2𝜇𝑝2) sin(𝑔ℎ) cos(𝑔ℎ) = 0 

 

Eq. 57 

  

Eq. 57. can then be further simplified as is stated in Eq. 58. Note that the 

denominator can be further simplified with the use of Lame parameters, 𝜆 and 𝜇, and their 

relationship to the longitudinal and shear velocities as defined in Eq. 23 in Section 2.2.1.1. 

This simplification is given in Eq. 59. 

 

tan(𝑔ℎ)

tan(𝑝ℎ)
=

4𝑘2𝑝𝑔𝜇

(𝜆𝑘2 + 𝜆𝑝2 + 2𝜇𝑝2)(𝑘2 − 𝑔2)
 Eq. 58 
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tan(𝑔ℎ)

tan(𝑝ℎ)
=  −

4𝑘2𝑝𝑔

(𝑔2 − 𝑘2)2
 

 

Eq. 59 

 

A similar process can be followed for antisymmetric waves to give the 

expression in Eq. 60. 

 

tan(𝑔ℎ)

tan(𝑝ℎ)
=  −

(𝑔2 − 𝑘2)2

4𝑘2𝑝𝑔
  

 

Eq. 60 

 

 The dispersion relationships documented in Eq. 59 & Eq. 60 can only be solved 

numerically [60], [65] and it has been shown that there are an infinite number of wave 

numbers that satisfy them. If  the wavenumber value is real, imaginary or complex, various 

real-world applications can be inferred. If the wavenumber is complex, the time harmonic 

element of the dispersion relationship, which was omitted from the above derivation, can 

be written as the following: 

 

𝑒𝑖(𝑘𝑥1−𝜔𝑡) = 𝑒𝑖(𝑘𝑟𝑥1−𝜔𝑡)𝑒−𝑘𝑖𝑚𝑥1  Eq. 61 

  

This gives rise to three distinct regimes of 𝑘𝑖𝑚  that describe different types of 

Lamb waves. If  𝑘𝑖𝑚 > 0,  this, then describes an evanescent Lamb wave that 

exponentially decays with distance. If 𝑘𝑖𝑚 < 0, this, then describes a Lamb wave that 

grows exponentially with distance. For 𝑘𝑖𝑚 = 0, this describes all Lamb waves useful to 

NDE. 

In order to predict the dispersive properties of these guided waves various 

analytical solvers are available [87]–[89] and perform solutions to the equations covered 

in this subsection. 
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2.2.2.2. Shear horizontal guided waves 

Another family of guided waves have also been shown to exist called shear 

horizontal waves. These waves can be similarly derived but assume no displacement in 

the 𝑥1 and 𝑥3 directions and neglect any compressional scalar potential (𝜙 = 0).  This 

leads to Eq. 20 from Section 2.2.1.1 vanishing and & Eq. 21 being rewritten as: 

 

𝜕2𝜓

𝜕𝑡2
= 𝑐𝑇

2 (
𝜕2𝜓

𝜕𝑥2
2) Eq. 62 

 

A similar general plane wave solution to that of subsection 0 can also be taken in 

Eq. 63, where 𝑘𝑥1
 is the wavenumber in the propagation direction: 

 

𝜓 = Ψ(𝑥3)𝑒
𝑖(𝑘𝑥1𝑥1−𝜔𝑡) Eq. 63 

 

The component related to the thickness direction, 𝑥3, can be assumed to take the 

form of: 

 

Ψ(𝑥3) = 𝐴𝑠𝑖𝑛(𝑘𝑥3
𝑥3) +  𝐵𝑐𝑜𝑠(𝑘𝑥3

𝑥3) Eq. 64 

 

Where like subsection 0, 𝐴 & 𝐵 are arbitrary constants and 𝑘𝑥3
 is the through 

thickness wavenumber. Applying the boundary conditions at 𝑥3 = 𝑇 & 𝑥3 = 0 yields: 

  

𝐴𝑐𝑜𝑠(𝑘𝑥3
𝑇/2) − 𝐵𝑠𝑖𝑛(𝑘𝑥3

𝑇/2 )   =  0 Eq. 65 

𝐴𝑐𝑜𝑠(𝑘𝑥3
𝑇/2) + 𝐵𝑠𝑖𝑛(𝑘𝑥3

𝑇/2 )   =  0 Eq. 66 
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The system of equations represented by Eq. 65 & Eq. 66 can be solved to give: 

  

cos (𝑘𝑥3
𝑇/2) sin (𝑘𝑥3

𝑇/2) = 0 Eq. 67 

  

Which can only be satisfied if: 

 

𝑘𝑥3
=

𝜋𝑛

𝑇
      (𝑛 =  0,1,2,3, … ) Eq. 68 

 

 The wavenumber can be related to the shear bulk wavenumber as stated in Eq. 

69. This in combination with the fact that the wavenumber from the shear waves can be 

described as (𝜔/𝑐𝑇) leads to Eq. 70 

 

𝑘𝑥3

2 = 𝑘𝑇
2 + 𝑘𝑥1

2  Eq. 69 

𝑘𝑥1
2 = (

𝜋𝑛

𝑇
)
2

− (
𝜔

𝑐𝑇
)

2

 

 

Eq. 70 

  

 From the expression given in Eq. 70, and the fact that 𝑘𝑥1
=

𝜔

𝑐𝑝
, the frequency, 𝑓, 

thickness, 𝑇, dependent phase velocity of shear horizontal waves can be found from Eq. 

71. 

 

𝑐𝑝(𝑓𝑇) =  ±2𝑐𝑇 (
𝑓𝑇

√4(𝑓𝑇0)2 − 𝑛2𝑐𝑇
2
) 

 

Eq. 71 

 

This expressing can then be derived further to give an expression for the group 

velocity of the wave pulses to as shown in Eq. 72. 
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𝑐𝑔 = 𝑐𝑇
√1 −

(
𝑛
2)

2

(𝑓𝑇0𝑐𝑇)2
  

 

Eq. 72 

  

As with Lamb waves, in order to predict the dispersive properties of these guided 

waves various analytical solvers are available [87]–[89] and perform solutions to the 

equations covered in this subsection. 

2.2.2.3. Dispersion curves 

The phase and group velocity solutions for a 1.00 mm thick 304 stainless steel 

plate are shown in Figure 19. For each guided wave family there are an infinite number of 

modes that exist, and they are sequentially numbered in the order they appear in the 

dispersion curves from low to high frequency. The SH0 wave mode is unique in the fact 

that it is completely non-dispersive and has a constant group and phase velocity over its 

entire frequency spectra when propagating on a flat plate. All other modes for a flat plate 

in free space have differing amounts of dispersion across their frequency range. However, 

it is common to use certain transduction techniques to excite only one mode, or at least as 

few modes as possible, at a frequency where the dispersion effect is minimal. 
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Figure 19: Dispersion plots of a 1.00 mm steel plate in free space – (a) phase velocity 

dispersion plot, & (b) group velocity dispersion plot. 
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To show the effect of dispersion, Dispersion Calculator [89] was used to simulate 

the signal of the fundamental symmetric, anti-symmetric, and shear horizontal modes after 

200.00 mm propagation on 1.00 mm 304 stainless steel plate from a 5 cycle Hann 

windowed 1.50 MHz excitation signal, with results shown in Figure 20. It can be seen that 

there is a large amount of dispersion in the symmetrical wave mode, while there is little 

in the anti-symmetric mode and none in shear horizontal mode. This result is mirrored in 

the group velocity denoted for these modes in Figure 19 where the larger the gradient of 

change in the group velocity corresponds to a larger dispersion effect. 

 

Figure 20: Illustrations of the dispersion effect. (a) 1.50 MHz 5-cycle Hann windowed 

excitation signal, (b) Fundamental anti-symmetric mode after 200.00 mm of propagation 

in 1.00 mm steel plate, (c) Fundamental symmetric mode after 200.00 mm of 

propagation in 1.00 mm steel plate, & (d) Fundamental shear horizontal mode after 

200.00 mm of propagation in 1.00 mm steel plate. 

 As alluded to earlier, most practical guided wave systems tend to use modes with 

little or no dispersion to make signal interpretation easier [90]. With that said, dispersion 

effects can be compensated for as the underlying physics is well understood [91]. Many 

guided wave systems now exist including evaluating pipeline corrosion [92], the quality 

of adhesive bonds [93], and tomographic inspection [94]–[96]. 
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2.2.2.4. Mode Shapes 

Mode shapes of guided waves are the distributions of the wave field quantities, 

such as displacements, stresses, or power flow, over the cross section of the waveguide 

itself. The displacement mode shape is by far the most common field variable that is used, 

as it allows classification of the guided wave, and insights into suitable transduction 

techniques to generate the wave mode under consideration. 

The displacement mode shapes of the fundamental symmetric, anti-symmetric, 

and shear horizontal wave modes at 0.50 MHz for a 1.00 mm 304 stainless steel plate are 

shown in Figure 21. The displacement mode shapes are obtained from Eq. 48-Eq. 51 for 

Lamb waves and Eq. 63 for shear horizontal waves. It is observed that the fundamental 

anti-symmetric mode is dominated by out-of-plane displacement in the 𝑥2 direction with 

a low amount of in-plane displacement in the 𝑥1  direction. In contrast to this, the 

fundamental symmetric mode is dominated by in-plane displacement in the 𝑥1 direction, 

while the fundamental shear horizontal mode is dominated by in-plane displacement in 

the 𝑥3 direction. It is also important to note that the mode shape of a guided wave may 

vary with frequency. An example of this is observed in the fundamental symmetric mode 

where the in-plane displacement in the 𝑥1 direction becomes more confined to the outer 

surfaces as the frequency is increased and eventually acts like a Rayleigh wave [97]. 

Furthermore, the stress mode shapes are also important to consider with respect to 

NDE applications, where high stress concentrations in the cross-section give a good 

indication of sensitivity to defects in that region [98]–[101]. Exact sensitivities of different 

wave modes to different defects can be determined through either experiments or 

simulation. Figure 22 shows the stress mode shapes of waves propagating in a 1.00 mm 

304 stainless steel plate in free space at 0.50 MHz. It is observed that the fundamental 

anti-symmetric mode has two significant stress components in the 𝜎𝑥1𝑥1
 axial stress, and 

𝜎𝑥2𝑥1
shear stress. It can also be seen that the fundamental symmetric mode is dominated 

by the 𝜎𝑥1𝑥1
 along the propagation direction and that the fundamental shear horizonal 

wave mode is dominated by 𝜎𝑥3𝑥1
 shear stress component. The differing signs associated 
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with the stresses indicate that they are in compression or tension for negative and positive 

stresses respectively. 

 

 

 

Figure 21: Displacement mode shapes of the fundamental wave modes at 0.50 MHz in a 

1.00 mm steel plate – (a) displacement mode shape of the fundamental anti-symmetric 

mode, (b) displacement mode shape of the fundamental symmetric mode, (c) 

displacement mode shape of the fundamental shear horizontal mode, & (d) schematic of 

the steel plate with illustrated co-ordinate system.  
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Figure 22: Stress mode shapes of the fundamental anti-symmetric, symmetric, and shear 

horizontal wave modes at 0.50 MHz is a 1.00 mm thick plate. 

2.2.2.5. Attenuation of guided waves 

Attenuation of guided waves, is for the most part, accurately described with the 

same models and theory associated with bulk waves as given in Section 2.2.1.2. Like with 

bulk waves, a perfectly elastic system in a vacuum will experience zero attenuation. 

Attenuation models have been developed to cover two different scenarios: 1) materials 

that have their damping defined in their viscoelastic material properties [102], [103]; and 

2) multi-layered structures that radiate/leak energy from one medium to another [104], 

[105]. Both of these scenarios can be described through an exponential decay of the wave 

amplitude as it propagates. This exponential decay is typically described through a 

complex wave number as is shown in Eq. 73, where the real component corresponds to 

the wavenumber of the propagating wave ( 𝑘′ = 2𝜋/𝜆)  and the imaginary part 

corresponds to the attenuation in Nepers per meter.  

 

𝒌 = 𝒌′ + 𝑖𝒌′′, 𝒊 = √−1 Eq. 73 

 

From the introduction of the complex wave number, the general one dimensional 

wave equation can be expanded and allow for the separation of the harmonic propagation 

and the exponential decay to be clearly shown in Eq. 74. 
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𝑢 = 𝐴𝑒𝑖(𝒌𝒙−𝜔𝑡) = 𝐴𝑒𝑖𝒌′𝒙−𝜔𝑡𝑒−𝒌′′𝒙 Eq. 74 

 

In order to model materials that have damping present, it is common to define a 

complex 4th order stiffness tensor as is given in Eq. 75, where the subscript refer to the 

components that comprise the overall vector. Materials that exhibit large damping are 

carbon or glass fibre reinforced plastics.  

 

𝑪𝒊𝒋𝒌𝒍
∗ = 𝑪𝒊𝒋𝒌𝒍

′ − 𝑖𝑪𝒊𝒋𝒌𝒍
′′ , 𝒊 = √−1 Eq. 75 

 

 The aforementioned hysteretic and Kelvin-Voigt models summarised in Section 

2.2.1.2 can also be used to accurately describe attenuation losses due to damping in guided 

waves. However, these models rely entirely on the viscoelastic definition of the materials 

stiffness vector and neglect any leakage of guided waves in layered structures [106]–[108]. 

A waveguide immersed with in a layered structured can experience attenuation in the form 

of leakage, as energy from the guided wave is transmitted across the interfaces into the 

surrounding medium. This phenomenon is graphically illustrated in Figure 23, and Snell’s 

law can be used to define the angle of leakage as in Eq. 76. 

 

𝜃𝑙𝑒𝑎𝑘 = sin−1 (
𝑉𝑚

𝑉𝑝ℎ
) 

Eq. 76 

 

𝑉𝑚 is the bulk velocity of the surrounding material, and 𝑉𝑝ℎ is the phase velocity 

of the guided wave. It can be seen that the leakage angle becomes imaginary if the phase 

velocity is smaller than the bulk velocity of the surrounding medium. Due to the leakage 

angle becoming non-real it is rendered physically meaningless and represents a non-leaky 

guided wave in a layered structure. It can be said that a guided wave in a layered structure 
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will not leak if its phase velocity is less than the bulk velocity of the surrounding material. 

Additionally, if the waveguide is undamped, the guided wave will propagate with zero 

attenuation, and the term ‘non-leaky’ can be used to describe such a mode. 

 

Figure 23: Illustration of the energy leakage associated with guided wave propagation 

in layered structures. 

 

2.2.3. Feature guided waves 

Guided waves are predominantly defined by the geometry of the overall structure 

and as such it is common to represent their dispersion properties as a function of frequency 

thickness – see Figure 19. However, if the cross-sectional topology changes sharply 

around a structural feature (i.e. a stiffener or weld), an energy trapping effect is observed, 

in which a guided wave propagates only along the structural feature itself. These structural 

features act as local waveguides and confine the guided wave energy within them, making 

them useful for inspecting these structural features. This subsection of guided waves are 

referred to as Feature Guided Waves (FGWs) and were first observed via experimentation 

on fusion welds [109], [110]. The initial work exploited a compressional longitudinal 

mode and showed that FGWs maintain their energy confinement enabling longer 
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inspection of their structural feature when compared to comparable guided waves in their 

flat plate counterparts. Following on from the initial discovery, a shear type wave mode 

was also found to be confined within the same fusion weld geometry, and had the 

additional benefits of being non-leaky and almost non-dispersive in nature [111]. [112]. 

This phenomenon can be explained due to the change in geometry of the local feature, 

creating guided wave modes that possess similar mode shapes but different phase 

velocities to that of the adjacent structure, due to the total internal reflection of the wave 

as it propagates along the feature [62]. An illustration of this effect is provided in Figure 

24. Details of what feature guided waves exist is a structure are calculated by the Semi-

Analytical Finite Element (SAFE) method and this is covered in Section 2.2.3.1. 

 

 

Figure 24: Illustration of the energy trapping effect cause by the total internal reflection 

due to the difference in phase velocities between the structural feature and surrounding 

plate [111]. 

 

FGWs have been demonstrated to exist in many structures including fusion welds 

[111], [113]–[115], bends [116]–[118], seal fins [119] and stiffeners [112]. For the 

purpose of this overview, a fusion weld will be used to demonstrate the fundamental 

concepts associated with FGWs. Fan & Lowe [113] initially discovered four fundamental 

mode shape categories (flexural, torsional, longitudinal, & shear horizontal) for a fusion 
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weld and these are shown in Figure 25. Like conventional guided waves, the fundamental 

FGWs were classified by their vibrational pattern shown in their displacement mode shape. 

It can be seen that the mode shapes of the weld guided longitudinal, flexural, and shear 

horizontal modes are similar to the fundamental symmetric, anti-symmetric, and shear 

horizontal wave modes found in a flat plate. While the reported torsional wave mode has 

no flat plate counterpart and is more akin to axial pipe guided wave modes. 

 

 

Figure 25: Modes shapes of the fundamental weld guided modes at 100.00 kHz: (a) 

longitudinal mode, (b) torsional mode, (c) shear horizontal mode, and (d) flexural mode 

where arrows represent the displacement vector observed in the cross-section [111]. 

 

Figure 26 shows the dispersion curves for the fundamental weld guided modes 

contrasted with the fundamental guided wave modes for a 6.00 mm thick steel plate 

denoted by dashed lines. It is observed that the fundamental shear horizontal and 

longitudinal weld guided modes propagate at a slower speed compared to the fundamental 
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shear horizontal and symmetric flat plate wave modes, respectively. They are therefore 

trapped within the weld and exhibit very low attenuation as they are non-leaky. 

Conversely, the fundamental flexural wave mode has a higher phase velocity than the 

fundamental anti-symmetric flat plate wave mode, and therefore is not trapped and 

represents a leaky wave mode.  

 

Figure 26: Phase velocity dispersion curves for fundamental fusion weld guided waves 

modes for a 6.00 mm thick steel plate [111].  

  

FGWs are highly attractive for quick timely inspection of defects in and around 

key structural features over long distances, as their associated energy trapping effect 

allows for long wave propagation than is typically associated with conventional plate 

guided waves. Niche applications for guided waves exist and range from thickness 

mapping [120] to guided wave tomography [94], [95] and from focused guided waves 

[121], [122] to surface wave inspection [123]–[125]. However, guided wave testing in 

general is deployed primarily as a screening tool to locate defective regions [90] and this 

restriction also applies to FGWs. While novel techniques have been developed to increase 

the type and size of defects that can be detected [115], screening of key structural features 

remains the primary goal of FGW testing. In the context on the in-situ inspection challenge 

as outlined in Chapter 1, it is clear that a FGW on the RSW would provide a great benefit 
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and allow for full circumferential screening on the weld and identify any potential 

defective canisters for repackaging and containment. 

 

2.2.3.1. Semi-analytical finite element method 

In order to understand the dispersive multi-modal nature of waveguides it is 

essential that modal studies are performed. Proper understanding of these factors allows 

for suitable wave modes, operational frequencies, and transduction techniques to be 

selected. For simplistic waveguides such as a plate or a cylinder, analytical solutions that 

describe their dispersion characteristics exist. For waveguides with irregular cross-

sections, analytical solutions bespoke to that geometry need to be developed and this is 

often a prohibitively complex exercise to perform. To overcome this difficulty, numerical 

methods have been developed that can be applied to both simple and complex irregular 

cross-sections. One such method is the Semi-Analytical Finite Element (SAFE) method 

which was originally developed in the 1970s [126], [127]. It has since gained increasing 

popularity as the technique is applied to more complex and industrially relevant problems. 

The SAFE method has been used to develop inspection techniques for railway tracks [128], 

[129], beams [130], stiffeners [131], as well as damped leaky irregular waveguides [132], 

[133]. 

The SAFE method solves the quadratic eigenvalue problem [134] of a solid with 

a constant arbitrary cross-section and assumes a harmonic oscillation along the direction 

of propagation. As a result, the SAFE method only requires the discretisation of the 2D 

cross-section while still providing three displacement components. Castaings and Lowe 

[133] developed the SAFE method to incorporate leaky guided waves along an elastic 

waveguide with an arbitrary cross-section radiating into a solid of infinite extent. 
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Figure 27: Schematic of a 2D SAFE model of waveguide immersed in an infinite 

surrounding medium and absorbing or perfectly matched layers (PML) 

 

By considering a wave propagating in a solid waveguide of constant cross-section 

that does not vary along its length, as shown in Figure 27, the mathematics behind the 

SAFE method can be understood. The harmonic displacement within the waveguide is 

given by Eq. 77 

 

𝑢𝑖(𝑥1, 𝑥2, 𝑥3, 𝑡) = 𝑈𝑖(𝑥1, 𝑥2)𝑒
𝐼(𝑘𝑥3−𝜔𝑡), 𝐼 = √−1 Eq. 77 

  

Where 𝑘 is the complex wavenumber, 𝜔 = 2𝜋𝑓 is the angular frequency, 𝑈𝑖 is 

the initial displacement, 𝑡 denotes time, and the 𝑖 = 1, 2, 3 subscript denotes the 
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coordinate index as illustrated in Figure 27. For a general material, the equation of 

dynamic equilibrium is given by Eq. 78. 

 

∑ [𝐶𝑖𝑗𝑘𝑙

𝜕2𝑢𝑗

𝜕𝑥𝑘𝜕𝑥𝑙
] + 𝜌𝜔2𝑢𝑖 = 0, 𝑖 = 1,2,3

3

𝑖,𝑗,𝑘=1

  
Eq. 78 

 

Where 𝐶𝑖𝑗𝑘𝑙 is the stiffness tensor and 𝜌 is the density. By substitution of Eq. 77 

into Eq. 78, the quadratic eigenvalue problem can be stated in Eq. 79. 

 

𝐶𝑖𝑗𝑘𝑙

𝜕2𝑈𝑗

𝜕𝑥𝑘𝜕𝑥𝑙
+ 𝐼(𝐶𝑖3𝑗𝑘 + 𝐶𝑖𝑘𝑗3)

𝜕(𝑘𝑈𝑗)

𝜕𝑥𝑘
− 𝑘𝐶𝑖3𝑗3(𝑘𝑈𝑗) + 𝜌𝜔2𝛿𝑖𝑗𝑈𝑖 = 0 

Eq. 79 

 

Where 𝛿𝑠𝑟 is the Kronecker delta (when 𝑠 = 𝑟, 𝛿𝑠𝑟 = 1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 𝛿𝑠𝑟 = 0) and 

with summation over the indices 𝑗 = 1, 2, 3 and 𝑘,= 1, 2. This equation can be solved by 

various means, but the simplest solution is to make use of commercial FE solvers [135]. 

In order to do so the input formalisation must be in the form stated in Eq. 80. 

 

∇. (𝑐∇�̃� + 𝛼�̃� − 𝛾) − 𝛽∇�̃� − 𝛼�̃� + 𝜆𝑑𝑎�̃� − 𝜆2𝑒𝑎�̃� = 0 Eq. 80 

 

In Eq. 80 all matrix coefficients can be complex valued, and �̂� =

(𝑈1, 𝑈2, 𝑈3, 𝑉1, 𝑉2, 𝑉3) represent the set of variables to be solved for, with 𝑉𝑖 = 𝑘𝑈𝑗. The 

complete implementation is given by Predoi et al. and Zuo et al. [136], [137], as well as 

being summarised in Appendix A. 

To describe the infinite surrounding material immersing the waveguide, absorbing 

regions or Perfectly Matched Layers (PMLs) are used to limit the computation domain. 
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Both techniques have been applied throughout literature with PMLs showing an increase 

in computational efficiency [133], [137]. 

For the case where an absorbing region is used, the viscoelasticity of the stiffness 

matrix increases with length whilst maintaining the same mass density and elastic 

properties as the medium in which it is attached to. This is described mathematically in 

Eq. 81. 

 

𝐶𝑖𝑗𝑎 = 𝐶𝑖𝑗
′ [1 + 𝐼𝛼 (

(𝑟 − 𝑟𝑎)

𝐿𝑎
)

3

] + 𝐼𝐶𝑖𝑗
′′, 𝐼 = √−1 

Eq. 81 

 

Where 𝐶𝑖𝑗𝑎 is the stiffness tensor of the absorbing region itself, 𝐶𝑖𝑗
′  is the stiffness 

of the medium the absorbing region is attached to, 𝐶𝑖𝑗
′′ is the viscoelasticity of the material 

that the absorbing region is attached to, 𝑟𝑎 is the inner radius of the absorbing region, 𝐿𝑎 

is the radial length of the absorbing region, r is the radial position within the absorbing 

region (𝑟 > 𝑟𝑎), and 𝛼 is the coefficient used to define the viscoelasticity at the outer limit 

of the absorbing region. Typically, the 𝛼 coefficient must be optimised in order to reduce 

reflections from the boundaries, while also avoiding sharp changes in acoustic impedance 

which may also generate additional unwanted reflections [138]. As a rough rule of thumb, 

for effective absorption, the length of the absorbing region should be 2-3 times the longest 

wavelength of any radiated wave throughout the entire frequency spectra of the problem 

under consideration, and 𝛼  can take on values between 1 and 4 for high and low 

frequencies, respectively [138]. 

An alternative approach to absorbing regions are PMLs. In PMLs the acoustic 

impedance matches perfectly with that of the material is joined to [139], [140]. This allows 

for almost all propagating waves of non-tangential angles of incidence and non-zero 

frequencies to be absorbed, due to their similar acoustic impedances. By introducing the 
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PMLs, the real coordinates of the physical equations are extended into the complex 

domain allowing standing waves to be absorbed [141]. 

 The aim of SAFE method is to determine propagating waves within the waveguide 

under consideration. To this effect, the eigenvalue solutions of the SAFE method are the 

complex wavenumbers with the real elements representing the angular wavenumbers and 

the imaginary components representing the attenuation coefficients, due to leakage into 

the surrounding material. The SAFE method is a frequency domain problem, and in order 

to document the entire dispersive characteristics of each wave present, it is necessary to 

repeatedly solve the SAFE model over a frequency range of interest. 

 By solving the SAFE model repeatedly for each frequency, many solutions are 

generated and thus the need to intelligently examine the solutions arises. An important 

parameters is exploited: the Poynting vector. Poynting theorem has its origin in 

electromagnetism and describes the power flow associated with an electromagnetic field 

[142]. Auld adapted this theory for acoustics and formulated the acoustic Poynting vector 

which described the power flow density of an acoustic wave [62]. The Poynting vector is 

a highly useful quantity and can be used for investigating guided wave energy, field 

normalisation, and excitability [60]. The Poynting vector is a complex value and can be 

calculated by Eq. 82. 

 

𝑷 = −
𝒗∗𝜎

2
 

Eq. 82 

   

Where 𝒗∗ is the conjugate of particle velocity vector and 𝜎 is the cartesian 3x3 

stress tensor. The velocity vector and stress at each nodal location are returned in the 

SAFE method, therefore calculating the Poynting vector at each nodal position can easily 

be accomplished prior to solving, generating a power flow distribution over the cross-

section of the SAFE problem. In relation to FGWs, it is useful to look at the time averaged 

power flow in the axial direction of propagation which is given by Eq. 83. 
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𝑃𝑥3
= −𝑅𝑒 [(

𝐼𝜔

2
) (𝑈1

∗𝜎31 + 𝑈2
∗𝜎32 + 𝑈3

∗𝜎33)] Eq. 83 

 

where 𝜎31, 𝜎32 𝑎𝑛𝑑 𝜎33  are the components of axial stress; 𝑈1
∗, 𝑈2

∗ 𝑎𝑛𝑑 𝑈3
∗  are the 

complex conjugates of displacement. To obtain the averaged domain axial power flow, it 

is necessary to integrate over the domain of interest according to the following, where S 

denotes the cross-sectional area. 

 

𝑃𝑥3
̅̅ ̅̅ = ∫

|𝑃𝑥3
| 𝑑𝑠

∫ 𝑑𝑠
𝑠

𝑠

  Eq. 84 

 

Suitable FGW modes are identified where the average power flow is higher in the 

feature of interest than that of the surrounding structure [137]. The power flow ratio that 

describes this scenario can be calculated by the following formula: 

 

𝜂 =
𝑃𝑥3
̅̅ ̅̅

𝑔𝑢𝑖𝑑𝑒

𝑃𝑥3
̅̅ ̅̅

𝑡𝑜𝑡𝑎𝑙

 Eq. 85 

 

Another noteworthy difference in problems suited to SAFE modelling is group 

and energy velocity. As previously stated in Eq. 30, group velocity describes the speed at 

which a guided wave packet travels at. This definition only applies in undamped 

waveguides free of attenuation and leakage. In the presence of attenuation and leakage, 

the energy velocity must be used to describe the speed at which a wave packet travels at. 

The definition of energy velocity, 𝑉𝑒, is stated in Eq. 86, and it is dependent on the power 

flow in the wave propagation direction and the energy density of the wavefield [60]. 
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𝑉𝑒 =
∫ 𝑷
Ω 

�̂�𝟑𝑑Ω

1
T∫ (∫ 𝑒𝑡𝑜𝑡Ω𝑇

𝑑Ω)𝑑𝑡
  

Eq. 86 

 

Ω denotes the domain of interest, �̂�𝟑 is the unit vector in the propagation direction, 

1

T
∫ (. )𝑑𝑡 =< (. ) >
𝑇

 is the time average integral over one period, T , 𝑷  is the real 

component of the time averaged Poynting vector given by Eq. 82, and 𝑒𝑡𝑜𝑡 is the total 

energy density of the system which is the sum of the potential and kinetic energy. Eq. 87 

& Eq. 88 describe the time averaged kinetic and potential energy components respectively, 

where 𝐶𝑖𝑗𝑘𝑙  is the elastic stiffness tensor. Like the Poynting vector, the potential and 

kinetic energy can be calculated at each nodal point after the SAFE method has been 

executed, enabling the dispersive energy velocity to be understood for any FGW. 

 

< 𝑒𝑘 >𝑡=
𝜔2

4
𝜌𝒖𝑇𝒖 

Eq. 87 

< 𝑒𝑝 >𝑡=
1

4
𝝐𝑇𝐶𝑖𝑗𝑘𝑙𝝐 

Eq. 88 
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2.2.4. Eddy current testing 

Eddy current testing is the most widely used of all the electromagnetic NDE 

techniques [143]. Eddy currents occur when a conducting material is in the presence of a 

time varying magnetic flux density and sets up its own magnetic flux via an eddy current 

to oppose the flux that caused them. The secondary magnetic field associated with the 

eddy current not only opposes the primary magnetic field, but also reduces the range of 

the primary magnetic field when compared to an undisturbed case. This effect is shown 

in Figure 28. 

 

Figure 28: Eddy current generation and detection with and without a defect being present 

 “Near-field” is the term used to describe the range of the primary magnetic field. 

However, the electromagnetic perturbation allows for a diffuse electromagnetic wave to 

also propagate that can allow for interactions with defects that are out with the range of 

the near-field. This region is known as the remote-field. 

Frequency of the excitation signal dictates the skin depth of the eddy current and 

the resulting sensitivity to defects. There are various eddy current configurations that 
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interact in the near-field or remote-field and make use of a single-frequency, multi-

frequency, or pulsed excitation signal.  

In the context of this thesis remote-field testing is ill suited to the inspection 

problems under consideration given the size of the SNM packages [144]. Again, pulsed 

eddy current testing is not well suited to the challenges of this thesis as it is typically used 

on thicker components to infer wall-thickness and is less mature than other eddy current 

techniques [145]. As a result, single-frequency and multi-frequency excitation near field 

eddy current testing are only explored in this thesis. Furthermore, eddy current arrays that 

exploit the near-field have gained traction in recent year, and as a result an overview of 

array technology is also given. Finally, eddy current testing is non-contact and therefore 

alleviates the problems associated with coupled techniques and smooth surface finishes in 

the case of piezoelectric ultrasonic testing. 
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2.2.4.1. Electromagnetic Theory 

In 1865, James Clerk Maxwell formulated the four underlying equations that 

describe electromagnetism [146] – Ampére’s Law, Faraday’s Law, Gauss’ Law for 

electrical charges, and Gauss’ Law for magnetic monopoles . In this section these 

equations are stated in their differential form. Ampére’s Law is stated in Eq. 89, where 𝑯 

is the magnetic field, 𝑱 is the current density, and 𝑫 is the electrical displacement field: 

 

∇ ×  𝑯 = 𝑱 +
𝜕𝑫

𝜕𝑡
 

Eq. 89 

 

Faraday’s law is denoted in Eq. 90, where E electric field, and 𝑩 is the magnetic 

flux density. The electric field is related to the electrical displacement field by two 

constitutive equations: 1) 𝑫 = 𝜖𝑬, where 𝜖  is the electrical permittivity; & 2) 𝑱 = 𝜎𝑬 

where 𝜎 is the electrical conductivity. Likewise, the magnetic flux density is related to the 

magnetic field via 𝑩 = 𝜇𝑯  for conductive materials, where 𝜇  is the magnetic 

permeability, which in turn is the product of the material’s relative magnetic permeability, 

𝜇𝑟, and the magnetic permeability of free space, 𝜇0. 

 

∇ ×  𝑬 = −
𝜕𝑩

𝜕𝑡
 

Eq. 90 

 

 Gauss’ law for electrical charges is given in Eq. 91 where 𝑞 is the electric charge 

density. 

 

∇ . 𝐃 = 𝑞 Eq. 91 
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Finally, Gauss’ law for magnetic monopoles is stated in Eq. 92. 

 

∇ . 𝐁 = 0 Eq. 92 

 

Faraday’s law states that a time varying magnetic field will always be 

accompanied by a non-conservative spatially varying electric field, and vice versa. It also 

states that a changing magnetic field will induce an electrical current in a nearby conductor 

which is referred to as an “eddy current”. The direction of the current flow in the eddy 

current is such that its corresponding magnetic field will act to oppose the changing 

magnetic field that produced it according to Lenz’s law [147]. From the time derivative 

within Faraday’s law, it can be seen that the amplitude of the eddy current is proportional 

the rate of change of flux, hence electromagnetic induction becomes increasingly effective 

as the frequency of the field is increased.  

Typically, sinusoidal time varying currents are used in practical set ups, and thus 

it is useful to consider the time-harmonic solution of Maxwell’s equations to gain further 

insight into electromagnetic wave propagation. Complex notation can be used to 

describe the time varying electrical and magnetic fields, 𝐄 = 𝑬0𝑒
𝑖𝜔𝑡 & 𝐇 = 𝐇0𝑒

𝑖𝜔𝑡, 

where 𝜔 is the angular frequency and complex amplitude of 𝑬0 & 𝑯0, respectively. 

Substitution of these expressions in to Eq. 89 and Eq. 90 yields Eq. 93 & Eq. 94 

where 𝑘𝑒
2 = 𝑖𝜔𝜇(𝜎 + 𝑖𝜔𝜖). 

 

(∇2 + 𝑘𝑒
2)𝑬 = 0 Eq. 93 

(∇2 + 𝑘𝑒
2)𝑯 = 0 Eq. 94 

 

For all frequencies relevant to electromagnetic NDE (typically 10.00 kHz-MHz), 

𝜎 is generally much greater than 𝜔𝜖, inferring that the electromagnetic wavenumber, 𝑘𝑒, 

is complex and has both imaginary and real parts of magnitude, 𝑘𝑒 = √−𝑖𝜔𝜇𝜎. As a result, 
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the solutions to Eq. 93 & Eq. 94 for a plane wave propagating into a conductor in the z-

direction are given in Eq. 95 & Eq. 96.  

 

𝐄 = 𝐸0𝑒
𝑘𝑒𝑥𝑒𝑖(𝑘𝑒𝑥−𝜔𝑡)𝒆𝒙 Eq. 95 

𝐇 = 𝐻0𝑒
𝑘𝑒𝑥𝑒𝑖(𝑘𝑒𝑥−𝜔𝑡)𝒆𝒚 Eq. 96 

 

These electrical and magnetic field waves propagate orthogonal to one another and 

are transversely polarised with respect to the propagation direction. From these solutions, 

it is observed that the amplitude of this wave decays exponentially as it propagates through 

the conductor. The skin depth can thus be defined and is stated in Eq. 97 where 𝑓 =
𝜔

2𝜋
. 

 

𝛿 =
1

𝑘𝑒
=

1

√𝜋𝑓𝜇𝜎
 

Eq. 97 

The skin depth describes the distance in the conductor where the amplitude of the 

propagating wave falls to 
1

𝑒
 (~37%) of its original value. It can be seen that the skin depth 

is inversely proportional to the square root of 𝜎, 𝜇, and 𝑓. The skin depth is therefore much 

smaller for materials that are highly conductive and magnetically permeable, as these 

materials allow for larger amplitude eddy currents to be formed, and as a result create a 

greater flux to oppose the flux that produced them. This is somewhat offset in practice by 

lowering of the frequency of the excitation flux.  
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2.2.4.2. Eddy Current Arrays 

One of the biggest enhancements in eddy current technology over the past decade 

is the development of eddy current arrays [148]. Eddy current arrays allow for increased 

productivity and enhanced probability of detection for surface inspection. When compared 

to manual single coil eddy current inspection, staff costs and complexity associated with 

any scanning fixture present a high economic barrier, which is significantly reduced with 

eddy current arrays [149]. Other visual surface inspection techniques such as dye 

penetrant and magnetic particle inspection require development and set up time, disposal 

of waste, and provide data that can only be displayed through photographic means 

allowing for subjectivity in operator interpretation.  

Eddy current arrays can allow for instantaneous clean inspection of the components 

surface in a data-rich digital format. The coils can often be flexibly mounted and 

conform to undulations in the component surface to allow for more accurate results 

[150], [151]. Moreover, robotic deployment for the eddy current arrays allows for 

repeatable results with less noise [152] while maintaining the flexibility of being able to 

program a robot for various inspections of differing components. Furthermore, the 

probability of detection is enhanced in arrays through the various transmit and receiver 

pairs that can be deployed.  

Figure 29 shows an example eddy current array being with axial and transversal 

transmit receive combinations. As can be seen in Figure 29 (b) for the axial configuration, 

coils in the array are excited in one column and reception of the impedance data is 

performed across the array in the second column. Conversely, the transversal 

configuration documented in Figure 29 (c) shows coils being excited and reception of the 

impedance data being performed within the same vertical column of coils.  
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Figure 29: Eddy current array transmit and receive configurations. (a) Generic Eddy 

current array layout with two vertical columns of coils. (b) Axial transmit and receive 

configuration where x (in blue) correspond to the transmit/receive pair centres of the 

excited eddy current channels in the test part. (c) Transversal transmit and receive 

configuration where x (in green) correspond to the transmit/receive pair centres of the 

excited eddy currents in the test part resulting from the first/odd column of coils, and 

where x (in orange) correspond to the transmit/receive pair centres of the excited eddy 

currents in the test part resulting from the second/even column of coils. 

The coil firing sequence is changed between the axial and transversal configurations 

to achieve greater sensitivity to differing defect orientations. With reference to the 

coordinate system in Figure 29, a larger change in impedance would be observed for a 

defect that is aligned with the X-axis for a transversal configuration over that of an axial 

configuration. This is due to the defect more severely intercepting the eddy current that 

exists between the two transmit and receive coils in the transversal configuration over that 

of the axial configuration. This greater compression of the eddy currents caused by the 

defect presence will have a large effect on the electromagnetic field and by proxy the 

sensed change in impedance. The opposite can be said to be true for a defect aligned in 



 

77 

 

the Y-direction. For further reading, Ye et al. [153] provide a thorough theoretical and 

experimental investigation of this phenomenon. 

Additionally, Eddy current modelling has lagged ultrasonic modelling, due to the 

complex mathematics describing the physics of eddy currents testing. As a result, 

inverting physical characteristics of a component from the impedance data acquired is less 

mature when compared to ultrasonic testing. Due to increases in computational power, 

advances in inversion techniques are being made [154], but again in comparison to 

ultrasound lacks a standardised dataset or protocols such as FMC and the MFMC file 

format [155] for these techniques to be performed on. Overcoming, these issues is key for 

further uptake of eddy current array testing, but there is optimism that this will be achieved 

in the short-medium term. 

In the industrial context of this thesis, eddy current array testing is well suited to the 

ex-situ inspection challenge. The vast majority of eddy current arrays make use of the 

near-field allowing for the resulting eddy current to saturate thin-walled components such 

as the resistance seam welds on the legacy canister. As arrays allow for higher scanning 

rates and greater area coverage, this is also of value as there are a large quantity of 

canisters already in storage. Finally, the ability to robotically deploy eddy current arrays 

is well suited to the nuclear industry as exposing staff to unnecessary radioactive doses is 

desirable when inspecting nuclear assets such as the SNM packages.  
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2.2.5. NDE in Welds 

The history of NDE in general has been driven by the need to improve quality 

control on production lines. At first the introduction of NDE was done as a reactionary 

measure but overtime as techniques have become better understood NDE has been 

introduced in a proactive manner. The first such example of NDE occurred in Hartford, 

Connecticut, USA. Following a boiler explosion in March of 1854, the State of 

Connecticut passed the “Boiler Inspection Law” that mandated annual visual inspections 

from certified inspectors. This is widely viewed as the first example of NDE in relation to 

how it is used today [156]. 

NDE as an industry remained quite primitive, primarily relying on visual and 

penetrant testing, until the first and second world wars required a step change in quality 

control for manufactured goods. In the 1920s in the USA, Dr H. H. Lester at Watertown 

Arsenal [157] began work on radiographic inspection of castings, welds, and armour plate 

to improve the quality of materials used by the army [158]. At roughly the same time, the 

first electro-magnetic technique was developed by Dr Elmer Sperry and H. C. Drake to 

detect discontinuities in railroad tracks [159]. Finally, at the tail end of the 1920’s S. Y. 

Sokolov in Russia, first conducted experiments on cast iron and steel samples in which 

ultrasonic waves were used to detect for flaws [160]–[163]. These three methods – 

radiography, electromagnetic, and ultrasonic – would come to dominate NDE and NDE 

in welds specifically as the technology matured over time. 

Radiographic testing makes use of gamma rays or X-rays in the electromagnetic 

spectrum as they attenuate through the inspection medium, and advances in these 

techniques have been widely tied to the development of more powerful sources and 

sophisticated acquisition hardware. Like ultrasonic NDE, the advancements in 

radiographic NDE is closely tied to advances medical radiographic testing [ref].  

Radiographic testing primarily makes use of X-rays produced via cathode ray tube as it is 

portable proving that there is access to power infrastructure. The limiting factor in 

radiographic testing was initially the power of the source. In 1912, X-rays sources could 
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operate up to 100,000 volts [164]. By 1922, the power of these sources had increased to 

200,000 volts, and by 1931, General Electric produced a 1,000,000-volt X-ray source 

allowing for thick steel components to be inspected [165]. At the same time, in 1931, the 

American Society of Mechanical Engineers (ASME) approved X-ray inspection of fusion 

welds in pressure vessels. Today, computed tomography X-ray machines, can acquire a 

full 3D volumetric data of the component under inspection with various standards specific 

for welding [166], [167]. Radiographic testing tends to be less commonly used to inspect 

welds due to health and safety concerns, and the associated down time when performing 

on-plant inspection.  

Moreover, eddy current testing has also been used to predominantly inspect the 

surface of components due to the exponential decay in signal strength from the surface. 

The theory governing eddy current testing is covered in subsection 2.2.4, and it is highly 

complex. Due the complexity associated with electromagnetic and eddy current testing, 

this has limited development of this technique to recent times. While portable ultrasonic 

flaw detectors were available in the 1960s, equivalent eddy current kit was not available 

till the late 1980s. Much of the modern developments can be attributed to Dr Friedreich 

Foerster, who developed the impedance plane display and formulated the Law of 

Similarity [159]. The impedance plane display especially aided the adoption of eddy 

current testing as it allowed for a standardised display of complex eddy current signals for 

the first time. Inverting out physical features from eddy current signals is an active area 

of research and eddy current arrays are increasingly being commercialised. Various 

standards for eddy current inspection of welds now exist [39], [168]. 

Finally, ultrasonic NDE of welds is the most commonly used NDE method today 

due to its ability to screen the entire internal volume and lack of health and safety concerns. 

A lot of ultrasonic NDE has its roots from sonar applications where various militaries 

around the world made use of differing technique to maps the battlefield effectively.  In 

the 1940s an ultrasonic Pulse-echo system was developed in the UK by D. O. Sproule 

[169] while a pitch-catch system was developed in the USA by F. Firestone [169].  From 

these initial single element demonstrations, rapid increase of use followed in the welding, 
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aerospace and foundry industries. The following research centred on accurate defect sizing. 

C. Abrahams established the -6dB or -20dB drop method to identify the longitudinal and 

vertical extents of reflectors [159]. Krautkramer in Germany developed the distance gain 

amplitude system to compare reflector amplitudes at different depths [170]. While in the 

USA, a similar approach was developed called the Distance Amplitude Correction (DAC) 

[171]. These two approaches enabled reproducible reporting of ultrasonic inspection. In 

1977, Silk developed the Time-of-Flight Diffraction (TOFD) technique to display the top 

and bottom edges of defects to allow for more accurate sizing [172]. In the 1980s, the first 

industrial ultrasonic phased array transducer was developed which allowed for beams to 

be focused and steered. It also enabled a huge amount of data to be gathered and display 

in various formats. The theory underpinning ultrasonic wave propagation along with the 

benefits of phased array transducers is covered in subsection 2.2.1.  Today, TOFD and 

phased array inspection are by far in a way the most common ways to inspect welded 

components, and various different standards exist on how to use these techniques 

appropriately [36]–[38], [173]. 
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2.3. Summary 

This literature review has explored the welding techniques that form the overall 

desired structures to be inspected in line with the industrial challenges faces by Sellafield 

in the storage of their SNM packages. Currently, there are areas for improvement in their 

approach to determining the weld quality in their current legacy design as well as their 

inspection approach being undefined for the canister of the future. 

For the in-situ inspection challenge severe accessibility challenges limit the 

problem scope and thus techniques that provide inspection of inaccessibly. Guided waves 

were therefore a key focus due to their ability to provide large coverage from a single 

excitation point. During the literature review, Feature Guided Waves (FGWs) were found 

to be an ideal candidate for screening of the RSW while in-situ and were down selected 

for further study and examination. 

For the ex-situ inspection challenge, accessibility issues were not present so other 

NDE methods were considered. The thin thickness of the RSW and canister body was a 

deterrent to using conventional ultrasound and therefore surface inspection modalities 

were considered. It was found that eddy current technology allowed for inspection of the 

RSW and potentially the canister body as the eddy currents themselves could saturate the 

thin canisters. 

For the canister of the future inspection challenge, thicker walls are envisaged 

opening up the potential of conventional bulk wave ultrasonic inspection. An opportunity 

was identified to bring the inspection process to the point of manufacture to create an NDE 

digital twin from the point of construction to the end of its design life. 

This chapter has highlighted the potential for several techniques to be used to 

address the SNM package weld inspection problems faced by Sellafield. These techniques 

are explored in detail in the following chapters. 
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Chapter 3 

In-situ inspection using feature guided 

waves 

 

As demonstrated from the literature review in the previous chapter, it is clear that 

exploitation of a FGW in the RSW of the legacy SNM package would be highly beneficial 

to ensure the structural health of the RSW joint and expand coverage to the entire 

circumference of the weld in-situ. Additionally, it was demonstrated that the theory behind 

FGW discovery and exploitation is complex, and care must be taken to ensure that the 

theory is applied in the correct manner. This chapter is therefore sectioned in to two where 

the first replicates previously published work covering modal and time step FE 

simulations of a fusion weld. Through this literature replication confidence was gained in 

deploying the theoretically complex SAFE method, and further adaptation to the RSW 

along with subsequent experimentation was de-risked. 

The second section explores adapting the SAFE method, FE simulations, and 

experimentation to the RSW used in the legacy SNM canister design. The SAFE method 

revealed four suitable wave modes. An anti-symmetric flexural RSW guided mode was 

down-selected due to its ease of excitation, intense energy concentration around the RSW, 

low dispersion and attenuation. Simulations and experimental tests were conducted on 

transversal defects reported in the literature to be the most common and detrimental to 

overall structural integrity. Three-dimensional FE simulations were conducted to explore 

the sensitivity of the flexural FGW to transversal cracks of differing dimensions. 

Experimental results on simplified and realistic geometries to transversal crack defects of 

≥ 1.00 mm deep show the efficacy of using this method to efficiently screen nuclear 

canister RSW joints for such defects in-situ.   
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3.1. Literature replication 

One of the most recent publications in the study of FGWs was done be Yu et al. 

[115]. In this work, the widely exploited shear horizontal FGW associated with a fusion 

weld was expanded upon and made use of higher order FGW shear modes at a frequency 

of 500kHz in combination with a novel signal processing technique. The SAFE method 

and time step finite element analysis was carried out to document the dispersive nature of 

the weld guided shear horizontal waves and their reflection coefficients to certain defects. 

It was found that the SH1 and SH3 weld guided waves modes had reflection coefficients 

of 9.99% and 7.41% respectively. The SH1 wave mode was selected for experimentation 

due to its’ higher reflection coefficient. The novel signal processing technique 

superimposed different signals at multiple locations to significantly increase the reflection 

of the SH1 wave mode. The larger reflection allowed the detectable defect size to 

drastically decrease. 

Operating at high frequencies presents two challenges when it comes to guided 

waves and FGWs in particular. For guided waves in general, working at higher 

frequencies induces many modes in the waveguide. As a result, the received signals are 

complex to interpret, and thus a need to deploy niche signal processing techniques arises. 

The signal processing technique deployed by Yu et al. [115] makes use of a laser Doppler 

vibrometer to collect the received signals. Given the tight space constraints for the 

envisaged for deployment at Sellafield, the use of a laser Doppler vibrometer is not 

feasible. Therefore the signal processing technique used by Yu et al. [115] cannot be 

leveraged in our study.  

For FGWs, a higher number of solutions are generated by the SAFE method when 

operating at high frequencies, and care must be taken in identifying and classifying wave 

modes correctly. This latter point is of importance in relation to performing the SAFE 

method on the RSW geometry used at Sellafield, as proper mode identification and 

classification is key for accurate experimentation. 
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Additionally, the work performed by Yu et al. [115] explored the reflectivity of 

certain modes to a 2 mm deep 5mm wide transverse crack positioned 500 mm axially 

away from the source on the top surface of the weld via computational three-dimensional 

explicit finite element (FE) simulations. Several displacement monitors on the weld 

allowed for a 2D-FFT to be performed [174] and enabled the calculation of reflection 

coefficients for various defects. It was shown that at 500.00 kHz the weld guided SH1 and 

SH3 modes had reflection coefficients of 9.96% and 7.41% respectively. Following on 

from this, the SH1 weld guided mode with its greater interaction with defects, was 

exploited in the novel signal processing technique. In the context of the in-situ inspection 

problem faced at Sellafield, performing a similar reflectivity study is of benefit to 

document the response from differing defects prior to experimentation. 

For the in-situ inspection challenge, accurate SAFE results for correct mode 

selection and understanding of wave mode sensitivity to various defect geometries are 

similarly important. Thus, the SAFE and FE results documented by Yu et al. [108] were 

initially replicated prior to adapting the work for a RSW. 

3.1.1. Modal analysis of the fusion weld using SAFE 

approaches 

3.1.1.1. SAFE modelling 

To predict what FGWs are present with in a fusion weld waveguide, the SAFE 

method was applied. The fusion weld waveguide with a height of 13.46 mm in the centre 

and width of 17.20 mm is shown in Figure 30. It is acknowledged that this example is 

significantly thicker than the geometry of the legacy canister design., however, it still 

represents a useful case to document  prior to exploring FGWs in the legacy canister RSW. 
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Figure 30: Schematic of the fusion weld model complete with PML regions 

 

A PML region of 20.00 mm was used in order to absorb leaking plate waves and 

to subdue any radiative modes. The PML was defined via a continuous parabolic function 

as shown in Eq. 98, where 𝛾1̂ = 3 + 12𝑖 is the absorption rate of the PML; 𝑑𝑥1 is the 

interface between the weld side plates and PML regions; and 𝐿𝑝𝑚𝑙 is the length of the 

PML region. 

 

𝛾1(𝑥1) = {

1                   , if |𝑥1| ≤ 𝑑𝑥1

1 + 𝛾1̂ (
|𝑥1| − 𝑑𝑥1

𝐿𝑝𝑚𝑙
)

2

, if |𝑥1| ≥ 𝑑𝑥1

 Eq. 98 

 

The domain was meshed with 1600 quadratic triangular Lagrangian elements with 

local refinement around the weld region. Moreover, the model was solved from a 

minimum frequency of 50.00 kHz to a maximum frequency of 1.00 MHz in steps of 10.00 

kHz with the following elastic constants being employed: 𝜌 = 7932.00
𝑘𝑔

𝑚3 , 𝐸 =

216.92 𝐺𝑃𝑎, 𝐺 = 84.3 𝐺𝑃𝑎 [109], [115]. The SAFE method was implemented on the 

commercial FE package, COMSOL [175] using the guidelines by Zuo et. al [137]. 

3.1.1.2. Identification and categorisation of SAFE solutions 

Through the SAFE method numerous complex wavenumber solutions were 

produced, and the need to classify what wave mode family they belong to arose. 
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According to Eq. 83, the time averaged power flow in the axial direction (i.e. the acoustic 

Poynting vector in the wave propagation direction) for every solution was calculated at 

each nodal position of the mesh. This can be used in combination with Eq. 84 to calculate 

the average power flow over the entire waveguide and the fusion weld feature within the 

same waveguide. With the axial power flow for the entire waveguide and the fusion weld 

feature calculated, it was then possible to filter modes by the ratio of the two as defined 

by Eq. 99. A weld guided solution was identified when a peak in this power flow ratio 

was observed, as it demonstrates that the wave energy is significantly higher in the weld 

than the surrounding plates. 

𝜂 =
𝑃𝑥3
̅̅ ̅̅

𝑔𝑢𝑖𝑑𝑒

𝑃𝑥3
̅̅ ̅̅

𝑡𝑜𝑡𝑎𝑙

 Eq. 99 

Upon filtering, various weld guided modes were identified. Figure 31 shows 

contour plots of the axial power flow and displacement mode shapes of various identified 

weld guided modes. As is evident, different wave modes have differing energy 

concentration effects in both the weld and Heat Affected Zone (HAZ). It is clear that 

different modes with their unique energy concentration effects would be useful to 

interrogate and screen differing parts of the weld and HAZ. To classify these wave modes 

and give insights into relevant transduction techniques, the displacement mode shapes 

were used. Shown in Figure 31 is the displacement mode shapes characterised by the 

orthogonal displacement components along the centre line in the 𝑥2 direction. Figure 31 

(a) shows a mode that is dominated by displacement in the 𝑥1 direction and was denoted 

as a shear horizontal weld guided mode (SH-type). Additionally, Figure 31 (b) shows a 

wave mode that is dominated by displacement in the 𝑥2 direction and was denoted as a 

flexural weld guided mode (F-type). Moreover, Figure 31 (c) shows a wave mode that is 

dominated by displacement in the 𝑥1 direction but is rotational in nature so was deemed 

the torsional weld guided mode (T-type). Finally, Figure 31 (d) shows a mode shape that 

is dominated by displacement in the 𝑥3 direction and was termed as the longitudinal weld 

guided mode (L-type). 
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Figure 31: Axial power flow contour plots and displacement mode shapes for various weld guided modes: (a) Shear horizontal 

weld guided mode at 400.00 kHz, (b) Longitudinal weld guided mode at 320.00 kHz, (c) Torsional welded guided mode at 380.00 

kHz, & (d) Flexural weld guided mode at 410.00 kHz. The colour coding represents the relative amplitude of the axial power flow 

of each guided mode (blue: low to red: high). 
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In the work performed by Yu et al. [115], the shear horizontal wave mode family 

was selected to be further exploited due to the large body of work published in the 

literature on this wave mode [109], [113], [114]. To further exploit this type of wave mode, 

a series of shear horizontal weld guided modes are documented in Figure 32. Figure 32 

shows contour plots for the axial power flow and displacement mode shapes for a series 

of shear horizontal weld guided waves. It can be seen that these modes propagate with 

their energy confined along the centre line of the weld thickness (𝑥2 direction – see Figure 

31). The fundamental shear horizontal weld guided wave mode discovered by Fan and 

Lowe [113] is not shown in Figure 32, but is denoted as the SH0 weld guided mode, while 

the SH1-6 weld guided modes are shown. It is observed from the displacement mode shape 

that when the order of the SH weld guided mode is odd, an antisymmetric motion is 

observed, and when the order is even, a symmetric motion is observed. Noteworthily, 

these two patterns lead to out of phase and in phase displacement at the weld cap and root, 

which instantly gives insight into transduction strategies that could be used to excite 

different modes preferentially. 
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Figure 32: Axial power flow contour plots and displacement mode shapes for the shear horizontal weld guided modes at 1.00 MHz. 

(a) SH1 weld guided mode, (b) SH2 weld guided mode, (c) SH3 weld guided mode, (d) SH4 weld guided mode, (e) SH5 weld guided 

mode, & (f) SH6 weld guided mode 
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To best exploit the identified SH weld guided modes, the phase and energy 

velocity as well as the attenuation dispersive properties calculated from the SAFE 

method were examined and are shown in Figure 33. All modes except the fundamental 

shear horizontal weld guided mode can be seen to exhibit a cut-off frequency when the 

phase velocities asymptotically tend to infinity. Additionally, all modes except the SH0 

and SH1 weld guided modes, generally propagate with high attenuation at their cut-off 

frequencies, indicating larger energy leakage from the weld which is averse to long 

range inspection. It was therefore concluded that to best exploit these family of SH weld 

guided wave modes, modes that exhibit little dispersion and attenuation above their cut-

off frequencies should be selected. 
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Figure 33: Dispersion characteristics from 50.00-750.00 kHz of the identified shear 

horizontal weld guided modes (a) Phase velocity of identified shear horizontal weld 

guided modes, (b) Energy velocity of identified shear horizontal weld guided modes, & 

(c) Attenuation of identified shear horizontal weld guided modes. 
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3.1.2. Evaluation of modal analysis via 3D finite element 

analysis 

In the work performed by Yu et al. [115], several FE models that studied effective 

transduction strategies and reflections from defects were solved. These FE models were 

replicated on the accelerated high-fidelity GPU-based FE package, Pogo [176], while 

PogoPro visualised the field outputs and MATLAB performed the analysis of the time 

and field histories. The same cross-sectional geometry in the SAFE analysis was used with 

the overall domain being 900 mm × 340 mm × 13.46 mm. Absorbing Regions with 

Increasing Damping (ALID) [177] were applied at the boundaries to limit the 

computational domain and absorb any leaking waves. The domain was meshed with 

C3D8R 8-node brick elements with an element size in the transverse direction of 0.50 mm 

in the weld region and 1.00 mm in the adjacent plates and absorbing regions. Likewise, a 

0.50 mm element size was applied to all regions in the lateral and axial directions. The 

meshing was accomplished in ABAQUS [178] and imported into Pogo. A schematic of 

the model domain and a close-up of the mesh is shown in Figure 34.  
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Figure 34: Schematic of the 3D FE model of a welded steel plate with containing 

absorbing layers with increasing damping (ALID) at the domain extremities; shear 

excitations at the weld cap and root, along with monitors along the weld bead; colour 

coding denotes the relative amplitude of the resultant displacement of propagating weld-

guided modes (blue: low to red: high) [115] 

The models were excited by selecting a node at the top and bottom of the centre 

of the fusion weld and applying an oscillating shear force in phase and out of phase for 

each model respectively. The oscillating shear force took the form of a sinc function with 

a cut off frequency of 1.30 MHz to achieve a broadband excitation as defined in Eq. 100. 

 

𝑓(𝑥) = 2𝑓𝑐𝑠𝑖𝑛𝑐(2𝑓𝑐𝑥) =
2𝑓𝑐 sin(2𝑓𝑐𝑥)

𝑓𝑐𝑥
 

Eq. 100 
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 Several displacement monitors logged the displacement on the central position on 

the upper surface of the weld in the 𝑥1 direction from 𝑥3 = 100 𝑚𝑚 to 𝑥3 = 700 𝑚𝑚 in 

steps of 1 𝑚𝑚 . The resulting array of displacements was analysed using a two-

dimensional Fast Fourier Transform (2D-FFT) [60], [174]. It should be noted that the data 

was Hann windowed in both the space and time dimensions prior to performing the 2D-

FFT to suppress discontinuities caused by the signal not being an integer number of 

periods for all wavenumbers present. Figure 35 shows the sinc excitation signal in the 

time and Fourier domain as well as the normalised wavenumber-frequency spectra on a 

dB scale for the models subject to in phase and out of phase shear forces respectively. 

 

Figure 35: Excitation signal properties and normalised wavenumber-frequency spectra: 

(a) Time domain representation of sinc function (b) Single-sided Fourier domain 

representation of sinc signal (c) Normalised wavenumber-frequency spectra of 

measured wave signals along the weld subject to out of phase shear force, & (d) 

Normalised wavenumber-frequency spectra of measured wave signals along the weld 

subject to in phase shear force at the cap and root of the weld 

 

  It is also evident in Figure 35 (c) and (d) that it is not difficult to achieve selective 

excitation of differing SH weld guided waves. From Figure 35 (c), it can be seen that a 

series of odd order SH weld guided waves (𝑆𝐻1, 𝑆𝐻3, 𝑆𝐻5, 𝑆𝐻7) are generated by an out 
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of phase excitation on the weld cap and root. While, in Figure 35 (d), it can be seen that a 

series of even order SH weld guided waves (𝑆𝐻0, 𝑆𝐻2, 𝑆𝐻4, 𝑆𝐻6, 𝑆𝐻8) are generated by 

an in phase excitation on the weld cap and root. It is also observed that Figure 35 (c) and 

(d) additional modes are excited and these are thought to be the torsional wave modes 

previously described in Section 3.1.1.2 due to their similar mode shapes. None the less, it 

is clear that the dominant waves excited are the SH weld guided modes and that this 

transduction technique is well suited to experimental deployment. 

Following on from the successful generation, it was useful to explore the 

sensitivity of these modes to defects. To this extent, a zero-width crack that was 5.00 mm 

long in the transverse 𝑥1 direction and 2.00 mm deep in the 𝑥2 direction was made in the 

mesh by disconnecting adjacent nodes in the axial direction where 𝑥3 = 500.00 𝑚𝑚 . 

Like the previous models, displacement monitors logged the displacement on the central 

position on the upper surface of the weld in the 𝑥1 direction from 𝑥3 = 100.00 𝑚𝑚 to 

𝑥3 = 400.00 𝑚𝑚 in steps of 1.00 𝑚𝑚. The model was excited using the same singular 

nodes at the top and bottom of the weld cap and root respectively with a 5 cycle Hann 

windowed 500.00 kHz toneburst signal. The 2D-FFT method was used to calculate the 

reflection coefficient to the defect by making use of the amplitude noted at the 

corresponding positive and negative wavenumbers as they represent the incident and 

reflected waves respectively – see Figure 36. It is noted that the frequency-wavenumber 

spectra was normalised against the maximum amplitude modulus across the full spectra 

on a dB scale. With transmitted and reflected wave modes separated, it is then possible to 

calculate the reflection coefficient according to Eq. 101 [112]. 

 

𝑅(𝑓0) = 10
𝐴𝑟−𝐴𝑖

20   Eq. 101 

 

Where 𝐴𝑟  𝑎𝑛𝑑 𝐴𝑖  are the reflected and incident amplitudes in dB space for a 

positive and negative wavenumber of identical magnitude. Figure 36 shows the 
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normalised frequency-wavenumber spectra and it was calculated that SH1 and SH3 weld 

guided waves had a reflection coefficient of 9.99% and 7.34% respectively at 500.00 kHz. 

It is evident from Eq. 101 that this calculation could be repeated over the full frequency 

spectrum and obtain a reflection coefficient at all frequencies excited if necessary. 

 

Figure 36: Normalised wavenumber-frequency spectra of measured wave signals along 

 Through the use of the 2D-FFT method, it has been shown that the SH1 weld 

guided wave mode has a greater sensitivity to defects and was thus selected for 

experimental investigation in the work performed by Yu et. Al [115]. 
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3.1.3. Summary of literature replication 

This literature replication has demonstrated that the SAFE method and relevant FE 

models can be used to predict the existence of FGWs within a fusion weld and study how 

they interact with differing defects. All of the FGW modes reported in the literature were 

replicated in this section as demonstrated in Figure 31 and Figure 32. Moreover, their 

dispersive properties were also accurately determined in Figure 33. Finally, accurate 3-

dimensional FE models and post processing showed that similar reflection coefficients 

could be obtained. The weld guided SH1 and SH3 wave modes reported a reflection 

coefficient of 9.99% and 7.34% respectively. In the literature, these reflection coefficients 

were reported to be 9.96% & 7.41%, which represents an error of less than 1%.  

This extensive effort has validated the complex simulation tools and post 

processing techniques required to predict the existence of FGWs and was based lined to 

state-of-the-art literature published with in the last three years. The modelling performed 

was theoretically complex and this thorough approach was vital to ensuring that adaptation 

to the inspection of the RSW used at Sellafield was successful.  
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3.2. Feature guided wave analysis of the RSW 

3.2.1. Modal analysis of the RSW joint using SAFE 

approaches 

3.2.1.1. SAFE modelling 

In order to discover and exploit a FGW confined to the RSW sealed legacy canister 

used at Sellafield, the SAFE method was performed. AS previously demonstrated, the 

SAFE method solves the quadratic eigenvalue problem of a solid with a constant arbitrary 

cross-section and assumes a harmonic oscillation along the direction of propagation. As a 

result, a number of eigenvalue roots must be specified prior to the solving the model. The 

eigenvalue search was performed with a centre root search around 𝑘 =
2𝜋𝑓

𝑐𝑇
, and the 

number of roots was gradually increased to 700 until no additional modes of interest were 

returned, thus indicating convergence had been met. The SAFE method applied to a flat 

plate was used for this cylindrical structure. It has been shown within literature [60], [179], 

[180] that the dispersion relationships for flat plates match that of circumferential 

propagation under certain geometric conditions. These conditions include the inner to 

outer radius ratio being approximately equal to one and the thickness to radius ratio being 

less than 10%. The proposed canister structure fits well within these criteria; therefore, 

the solutions produced by this flat plate analysis were applied to the curved canister 

structure. 

A schematic of the simplified RSW cross section used in the SAFE model is shown 

in Figure 38 where the weld’s length is extended along the 𝑥3  direction which is 

perpendicular to the 2-dimensional domain of the problem. The model contains three 

distinct regions. The central region is the RSW, which has a thickness and width of 1.53 

mm and 6.50 mm, respectively. Either side of the RSW are the un-welded stock sheets 

which are 0.90 mm thick, separated by a very small (0.05 mm) air gap. This simplified 

geometry was extracted from an X-ray CT scan of a RSW sample, shown in Figure 37, 
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where undulations in the weld were noted to occur ~6.00 mm in the axial direction. Finally, 

at the perimeter of the model, there is an 11.00 mm wide Perfectly Matched Layer (PML). 

This is in line with the guidance given by Zuo et al. [137], where the minimum angular 

wavenumber in the frequency range of interest is the dominant factor in determining the 

PML length. By introducing the PMLs, the real coordinates of the physical equations are 

extended into the complex domain allowing standing waves to be absorbed. Therefore, 

standing non-propagating waves are not present in the solutions generated by the SAFE 

model. Nyugen et al. provide further information on how PMLs are practically 

implemented within SAFE modelling [140]. 

 

 

Figure 37: Isometric view of CT scan of RSW coupon 

 

The entire geometry was assigned the elastic moduli associated with 1.4404 

stainless steel [181] (𝜌 = 7958.00
𝑘𝑔

𝑚3 , 𝐸 = 194.62 𝐺𝑃𝑎, 𝐺 = 75.2 𝐺𝑃𝑎). The mesh was 

composed of 1710 quadratic triangular Lagrangian elements, and the model was solved 

from a minimum frequency of 50.00 kHz to a maximum frequency of 1.00 MHz in steps 

of 10.00 kHz to ensure resolution and accuracy over a suitable frequency window.  
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Figure 38: Schematic of SAFE model geometry (a) Plan view of RSW component with 

cross-sectional arrows. (b) 2-Dimensional cross-sectional view of the discretised SAFE 

model geometry detailing the RSW and stock sheets. Stock sheets either side of the weld 

are separated by a 0.05 mm air gap. (c) Detailed view of the 2-Dimensional cross-

sectional discretised SAFE model geometry detailing relevant dimensions taken from the 

CT scan. 
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3.2.1.2. FGW mode selection 

To select a suitable FGW mode and operational frequency for inspection, the modal 

solutions generated by the SAFE method were investigated. The axial component of the 

time averaged power flow in the 𝑥3 direction was calculated at the nodal points of the 

mesh for every solution via Eq. 83 and Eq. 84. Suitable FGW modes are identified where 

the average power flow is higher in the feature of interest than that of the surrounding 

structure as detailed in Eq. 99. 

Figure 39 shows the power flow ratio, produced by Eq. 99, for all eigenvalue 

solutions given from the SAFE model at 100.00 kHz. It can clearly be seen that when 

there is strong energy confinement in the RSW, the power flow ratio peaks and 

subsequently can be used to filter out solutions that are not weld guided as established by 

Zuo et al. [137]. By leveraging this property in combination with a proprietary algorithm, 

automatic detection of unique FGW modes and their corresponding dispersive properties 

was performed across the entire frequency spectrum of this problem. 

 

Figure 39: Power flow ratio at 100.00 kHz with 700 eigenvalues 
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Figure 40 shows the axial power flow, normalised orthogonal displacements, and 

vibrational pattern (indicated by arrows) that contribute to the through thickness mode 

shapes of the four-wave modes identified from this analysis at various frequencies. These 

details allow the identified wave modes to be classified based on the dominant 

displacement of their mode shape and vibrational pattern. For instance, Figure 40 (c) 

shows a mode shape dominated by the shear displacement component and was hence 

classified as the fundamental Shear Horizontal (SH0) weld guided mode. Figure 40 (i) 

shows a mode shape dominated by the axial displacement component and was classified 

as the fundamental Longitudinal (L0) weld guided mode. Figure 40 (f) shows a mode 

shape dominated by the shear displacement component but has a rotational vibrational 

pattern and was denoted as the fundamental Torsional (T0) weld guided mode as a result. 

As torsional wave modes predominantly exist only in pipes, this result is more 

characteristic of a pipe rather than that of a plate. Lastly, Figure 40 (l) shows a mode shape 

dominated by the vertical displacement component and was termed the fundamental 

Flexural (F0) weld guided mode.   
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Figure 40: Axial power flow contour plots, vibrational pattern (indicated by arrows) & 

mode shapes of weld guided wave modes predicted by the SAFE method (a) SH0 like power 

flow at 400.00 kHz (𝛼 =  0.15 𝑁𝑝/𝑚), (b) SH0 like mode power flow at 900.00 kHz (𝛼 =
 0.015 𝑁𝑝/𝑚), (c) SH0 like mode shape at 400.00 kHz, (d) T0 like mode power flow at 

600.00 kHz (𝛼 =  0.27 𝑁𝑝/𝑚) , (e) T0 like mode power flow at 900.00 kHz ( 𝛼 =
1.89𝑥10−4𝑁𝑝/𝑚), (f) T0 like mode shape at 600.00 kHz, (g) L0 like mode power flow at 

270.00 kHz ( 𝛼 =  0.54 𝑁𝑝/𝑚) , (h) L0 like mode power flow at 400.00 kHz( 𝛼 =
 0.47 𝑁𝑝/𝑚), (i) L0 like mode shape at 270 kHz, (j) F0 like power flow at 60.00 kHz (𝛼 =
 0.077 𝑁𝑝/𝑚), (k) F0 like power flow at 900.00 kHz (𝛼 =  0.00 𝑁𝑝/𝑚), (l) F0 like mode 

shape at 60.00 kHz. The colour coding represents the relative amplitude of the axial power 

flow of each guided mode at particular frequencies (blue: low to red: high) 
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Figure 40 also shows how the attenuation of the identified wave modes is characterised 

by changes in the axial power flow over the frequency spectrum of this problem. Figure 

40 (a), (d), (g) & (j) show points of relatively high attenuation of the fundamental SH0, T0, 

L0, and F0 weld guided modes, respectively – see Figure 41. While Figure 40 (b), (e), (g) 

& (k) show points of relatively low attenuation of the fundamental SH0, T0, L0, and F0 

weld guided modes respectively. It can be seen that as the attenuation decreases, a stronger 

energy trapping effect is observed on the aforementioned contour plots. Figure 41 shows 

the variations in phase velocity, energy velocity, and attenuation of the wave modes 

identified with analytical solutions superimposed for a free plate of the same thickness as 

the weld. The F0, SH0, and L0 weld guided modes are shown to be highly similar to that of 

the A0, SH0, and S0 analytical free plate solutions for both phase and energy velocity. 

However, greater differences are observed in their energy velocity dispersion curves due 

to the presence of increased attenuation for the leaky weld guided modes compared to that 

of their analytical counterparts. A trend also observed in the literature [113], [133] and the 

work reported within this study is that any plate-like feature with a consistent but different 

thickness to that of the surrounding structure possesses similar FGWs to that of their 

analytical free plate counterparts. Therefore, it is expected that well documented 

traditional guided wave transduction techniques can also be utilised to successfully create 

the FGW of choice. Furthermore, it is hypothesised that this trend will hold for other 

components with similar plate-like features. 

The attenuation dispersion curve shown in Figure 41 (e) is quite different from what 

one may expect when considering the analytical equivalents shown in Figure 41 (f). This 

result may appear counterintuitive initially, but several other FGW studies have reported 

similar attenuation characteristics. Manogharan et al. [117] reports a fundamental shear 

horizontal bend guided mode in which attenuation decreases as frequency increases - a 

trend that is also observed in this study. While Ramdhas et al. [116] report an 

antisymmetric bend mode that also exhibits low attenuation. Furthermore, Castaings and 

Lowe [133] report a highly unique attenuation dispersion curve for a weld guided S0 mode 

that exhibits zero attenuation except from two distinct peaks. Their work demonstrates 
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and explains that due to the Snell Descartes Law [62] the weld guided S0 mode cannot 

radiate as either the SH0 or A0 mode of the adjacent plates at particular frequencies. This 

is due to the phase velocity of the SH0 mode of the adjacent plates being larger than that 

of the S0 weld guided mode, and the A0 mode of the adjacent plates having a mode shape 

that is too dissimilar to that of the S0 weld guided mode. By using the same logic and 

applying it to the work present within this study, it can be said that the F0 weld guided 

mode, with its’ low phase velocity can only radiate as the A0 mode of the adjacent plates. 

Moreover, the F0 weld guided mode and A0 mode of the adjacent plates possess highly 

similar mode shapes and therefore, the low attenuation characteristic of the F0 weld guided 

mode in Figure 41 (e) is expected and confirmed with variations in the axial power flow 

illustrations shown in Figure 40. 

As has been highlighted in the previous paragraphs, the F0 weld guided wave mode 

possesses the highest axial power flow confined to the RSW region. On average, the power 

flow ratio of the F0 weld guided is 5.25 times higher than the next highest wave mode 

identified implying that it would also have the largest reflection from defects. Due to the 

manufacturing process, this result was not unexpected as the geometry change is most 

significant in the weld's vertical axis, giving rise to a more substantial energy trapping 

effect. For experimental applications, a frequency of 1 MHz is recommended due to the 

abundance of commercially available transducers with this centre frequency and the lower 

dispersion characteristics observed at higher frequencies. In summary, the F0 weld guided 

wave mode, with its high energy confinement in the RSW along with its low attenuation 

and low dispersion at higher frequencies, made it the most suitable candidate for screening 

of nuclear grade RSWs.  
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Figure 41: Dispersion characteristics of identified weld guided modes and their analytical 

counter parts for a free plate of the same thickness as the weld (1.53mm, ρ=7958 kg/m3, 

E=194.62 GPa, G=75.2 GPa, 𝛼𝐿 = 0.002 𝑁𝑝/𝜆, 𝛼𝑇 = 0.004 𝑁𝑝/𝜆) (a) Phase velocity 

of all weld guided modes, (b) Phase velocity of F0 weld guided mode (c) Energy velocity 

of all weld guided modes, (d) Energy Velocity of F0 weld guided modes, (e) Attenuation 

of all weld guided modes automatically detected from the SAFE solutions, (f) Attenuation 

of conventional analytical solutions for a free plate of the same thickness as the weld. 

Where (•••) represent conventional analytical solutions of the S0, SH0 & A0 modes 

propagating along a free plate of the same thickness as the weld.  
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3.2.2. Evaluation of modal analysis via 3D finite element 

analysis 

3.2.2.1. SAFE and FE comparison 

Several three-dimensional explicit FE simulations were performed on the accelerated 

high-fidelity GPU-based FE package Pogo [176] to further verify the predictions from the 

SAFE method, investigate suitable transduction techniques, and gain insight into defect 

sensitivity. PogoPro visualised the field outputs while MATLAB performed the analysis 

of the time and field histories.  

Figure 42 shows a schematic of the FE model domain and a snapshot of the 

displacement field magnitude, where the flexural FGW confined to the RSW can be 

clearly seen. Figure 42 also depicts energy radiating from the FGW on the RSW and a 

faster plate-guided wave in the un-welded side sheets. Other similar publications have 

noted similar results [114] and also note that low attenuation of a FGW is accompanied 

by an angle of radiation of ~90o [133]. 

The FE model used the same geometry described in Section 3.2.1, and the overall 

domain was 128.30x1.85x550.00 mm. The internal utility, pogoMesh, discretised the 

domain and the resulting mesh comprised of 43,747,000 C3D6R 6 node triangular prism 

elements with an average size of 0.2.0 mm. The C3D6R element was chosen due to its 

ability to mesh complex structures and due to the fact that it has been extensively used 

within literature to effectively simulate such problems [182]–[184]. The mesh size of 0.20 

mm was chosen as it was smaller than 1/20th of the shortest wavelength in the medium 

[185]. In addition, a 50.00 mm Absorbing Region with Increasing Damping (ALID) [177] 

was applied at the boundaries of the plate to limit the extent of the domain and effectively 

apply an unbounded boundary condition. A high-performance computer that contains two 

Nvidia GeForce RTX 3090 graphics cards solved each model in approximately 10 minutes. 
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Figure 42: 3D FE model schematic from a 5 cycle Hann windowed 1 MHz excitation 

signal showing the displacement field magnitude of the FGW travelling up the RSW 

surrounded by absorbing layers with increasing damping (ALID) 

 

The initial models were excited at a broad range of frequencies utilising a sinc function 

with a cut-off frequency of 1.3.0 MHz. The properties of the sinc function are shown in 

Figure 35 (a) and (b). This function was applied on a singular node in the 𝑥2 direction on 

the upper surface of the welded pocket to successfully launch the F0 weld guided mode. 

Several displacement monitors logged the displacement on the central position on the 

upper surface of the weld in the 𝑥2  direction from 𝑥3 = 100 𝑚𝑚 to 𝑥3 = 500 𝑚𝑚 in 

steps of 1 𝑚𝑚 . The resulting array of displacements was analysed using a two-

dimensional Fast Fourier Transform (2D-FFT) [60], [174]. It should be noted that the data 

was Hann windowed in both the space and time dimensions prior to performing the 2D-

FFT to suppress discontinuities caused by the signal not being an integer number of 

periods for all wavenumbers present. The resulting spectra comprised of wavenumber-

frequency data and is shown in Figure 43 normalised by the maximum modulus on a dB 

scale. 
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The wideband excitation of the sinc function is clearly shown, and good alignment 

with the predictions from the SAFE model is observed. Additionally, other studies have 

shown that the excitation technique utilised in this model to generate such anti-symmetric 

flexural Lamb-like wave modes is well suited to experiments that employ the angle-

incidence method as their transduction technique [186], [187]. 

 

Figure 43: Normalised wavenumber-frequency spectra of FE simulation with no defect 

present excited by a broadband sinc signal with a 1.3 MHz cut off frequency. The SAFE 

solutions are overlayed on top of the spectra in black. 

To further confirm the energy concentration effect, the same model was run with 

a 5 cycle 1 MHz Hann windowed excitation signal and studied in depth. The entire 

displacement field history at each nodal point was logged as well as the displacement time 

histories at the monitor points from 𝑥3 = 100.00 𝑚𝑚 to 𝑥3 = 500.00 𝑚𝑚 in steps of 

1.00 𝑚𝑚. Figure 44 shows an A-scan taken in the centre of the simulated plate at 𝑥3 =

225.00 𝑚𝑚  and clearly show the flexural weld guided mode as the dominant mode 
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excited. The propagation time of ~68𝜇𝑠 agrees with the SAFE energy velocity of 3068.40 

𝑚/𝑠 to cover a 225.00 mm transit.  

 

Figure 44: A-scan of the displacement field at x3 = 200 mm  

Figure 45 (a) shows the displacement field of a 𝑥1,2 cross-sectional plane at a position 

of 𝑥3 = 225 𝑚𝑚  at 68 𝜇𝑠  in time. The strong energy concentration effect of the 

fundamental flexural weld guided mode can be observed along with the radiated A0 wave 

in the stock side sheets. Moreover, Figure 45 (b) plots the variation in the displacement 

field at the centre of the upper stock sheet. It can be seen that the displacement field 

exhibits a periodicity outwith the central welded region of 2.309 mm. As shown by 

Castaings and Lowe [133], this periodicity is indicative of the wavelength of the acoustic 

field being radiated from the FGW as it propagates along the feature. For a wavelength of 

2.31 mm at 1 MHz this gives a speed of 2309.39 m/s which approximately matches the 

phase velocity for the A0 mode for a 0.90 mm steel sheet at 2306.51 m/s. These results 

confirm that the high energy concentration and low attenuation properties of the flexural 

weld guided wave mode predicted from the SAFE modelling in Section 3.2.1.1 & 3.2.1.2 

are indeed observed in these initial time step FEA models and are in line with previously 

published literature. 
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Figure 45: Displacement field at x3 = 200 mm at 68 μs from −30 ≤ x1 ≤ 30mm (a) 

Contour plot of the entire x1,2  plane displacement field from −30 ≤  x1 ≤ 30mm  (b) 

Normalised displacement field across the centre of the upper stock sheet from −30 ≤
 x1 ≤ 30mm indicated by the dashed white line in Figure 45(a).   
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3.2.2.2. Defect reflectivity 

With successful models predicting and showing the presence of the fundamental 

flexural weld guided mode within the RSW, it was necessary to evaluate its sensitivity to 

defects. Therefore, various transversal cracks were introduced into the model by 

disconnecting adjacent nodes perpendicular to the crack extent. This location 

corresponded to a half circumferential transit of ~225.00 mm and was viewed as the 

maximum distance a defect could be from the transducer.  

The same central node on the upper surface of the welded pocket was excited with 

a 5-cycle Hann-windowed 1.00 MHz toneburst signal. Likewise, displacement monitors 

logged the displacement from 100.00 mm to 200.00 mm in steps of 1.00 mm. An 

expansion of the 2D-FFT method previously defined in Eq. 101 was employed to generate 

the images denoted in Figure 43. As can be seen, both positive and negative wavenumbers 

are present within the spectra representing transmitted and reflected waves, respectively. 

With transmitted and reflected wave modes separated, it is then possible to calculate the 

reflection coefficient according to Eq. 101. Table 1 summarises the reflection coefficients 

obtained from several FE models where the crack width and height were modified. It can 

be concluded that the crack depth is the dominant factor when determining the reflection 

coefficient. Deeper cracks consistently produced significantly higher reflections. This 

trend is illustrated visually between Figure 46 (b) & (c) in the frequency wavenumber 

spectra. 
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Table 1: Crack dimensions and their corresponding reflection coefficients 

Crack Dimensions Reflection Coefficient 

Full Width, Full Depth – 6.5x1.53 mm 19.11% 

Full Width, Half Depth – 6.5x0.765 mm 11.45% 

Half Width, Full Depth – 3.25x1.53 mm 16.33% 

Half Width, Half Depth – 3.25x0.765 mm 7.82% 

 

 

 

Figure 46: (a) Schematic of FE model utilised to study the interaction of the Fo RSW 

guided mode with defects, (b) Frequency-wavenumber spectra for a 5 cycle Hann-

windowed 1.00 MHz excitation and 6.50x1.53 mm (full width full depth) crack at 225.00 

mm (c) Frequency-wavenumber spectra for a 5 cycle Hann-windowed 1.00 MHz 

excitation and 6.50x0.77 mm (full width half depth) crack at 225.00 mm 
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3.2.3. Experimental validation 

Several experiments were undertaken to initially verify the successful generation 

of the predicted flexural FGW and subsequently evaluate the efficacy of using this FGW 

to screen for defects. A flow chart of the experiments conducted with the hypotheses they 

were testing and the findings they generated is illustrated in Figure 47.  

 

Figure 47: Experimental flow chart showing the series of experiments undertaken 

Firstly, a machined aluminium pseudo weld was manufactured and experimented on. This 

simplified geometry removed the possibility of any unforeseen interactions with the 

undulating nature of the RSW and the propagating wavefront (See Figure 2(b)), while also 

removing any challenges associated with wave propagation within the core material [188]. 

Then, with further confidence developed in the experimental approach, additional 

experiments of increasing complexity were conducted on flat and cylindrical stainless 

steel RSWs representative of the welds utilised on nuclear canisters.  
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3.2.3.1. Pseudo weld 

A simplified weld was machined from 6082-T6 aluminium with the geometry 

shown in Figure 48. 

 

 

Figure 48: Pseudo weld 3rd angle projection schematic in mm 

 

This component was manufactured to test the previously mentioned hypothesis 

raised initially in Section 3.2.1.2, that FGWs like that of their flat plate counterparts would 

be generated in a component where the thickness changes abruptly to a consistent value 

at the topological feature of interest. These experiments also confirmed if the angle-

incidence technique was a viable transduction method in creating Lamb-like FGWs, as 

theorised in Section 3.2.2. To prove these two points, the material used was not of concern 

and aluminium was selected due to its’ low attenuation and scattering properties. The 

geometry was also further simplified to remove the presence of air gaps in the side plates 

due to time and economic constraints. Therefore, it was expected that only Lamb-like 

wave modes would be created in the centre 5.00 mm thick pseudo weld region. 
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Figure 49: Pseudo weld experimental set up 

A Perspex wedge with a 30-degree angle was machined and is shown along with 

the experimental set-up in Figure 49. As this experiment was intended to show that Lamb 

waves are only generated in the pseudo weld, the angle of the wedge was not optimised. 

A commercially available Olympus, 1-inch diameter, piezoelectric transducer (Part No: 

A301S-SU, Item Number U8421001) was pulsed with a 5-cycle Hann-windowed wave at 

500.00 kHz using the Wavemaker Duet pulser from Macro Design Ltd. Gel couplant [189] 

was applied between the transducer and wedge as well as between the wedge and sample. 

Two displacement monitoring zones were set up: one on the pseudo weld and the other on 

the thicker side plates. The displacement in both zones was monitored using a Polytec 

MSA-100-3D laser Doppler vibrometer, animated and is available via the supplemental 

data in [190]. From Figure 50 it is clear that there is a strong wavefront generated only 

within the pseudo weld region. Only noise is present in the thicker side sheets. Figure 50 

shows A-scans from the pseudo weld and thicker side sheets normalised to the maximum 

value observed across both signals. Again, it can be seen that a strong wavefront is 

generated in the welded region with only noise present in the thicker side sheets. This 

result gives a strong indication that a flexural FGW had been successfully generated. 
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Figure 50: A-Scans from pseudo weld and side sheets (a) A-scan on 5.00 mm thick pseudo 

weld (b) A-scan on 15.00 mm thick side sheet 

To further confirm and expand our findings, the same piezoelectric transducer was 

pulsed with a 5-cycle Hann-windowed wave packet from 200.00 kHz to 900.00 kHz in 

steps of 100.00 kHz. For each frequency, the Polytec MSA-100-3D laser Doppler 

vibrometer monitored the centre line displacements along the weld from 200.00-300.00 

mm in front of the transducer location in steps of 0.30 mm. Each signal was normalised 

and superimposed at each location, creating one array of displacements for all frequencies. 

The resulting array was analysed using the aforementioned 2D-FFT method and compared 

to the Lamb wave analytical solutions for a 5.00 mm thick aluminium free plate generated 

by the computational solver, Disperse [87], in Figure 51. 

Figure 51 shows strong alignment between the experimental data and analytical 

solutions. It is noted that due to the frequency-thickness product at 500.00 kHz with the 

unoptimised wedge angle, multiple Lamb wave modes are excited. Furthermore, the 

amplitude observed in the spectra increases as the dispersion curves approach the wedge's 
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excitation curve and the transducer's centre frequency. This result confirms that the angle-

incidence method is a suitable transduction technique to excite flexural Lamb-like FGWs. 

 

Figure 51: Frequency-wavenumber spectra for superimposed data on the pseudo weld 

These observations also have broader implications that could be exploited. For 

example, other similar structures that contain flat plate-like features could use the 

dispersion relationships from analytical solvers (i.e. Disperse [87], GUIGUW [88], 

Dispersion Calculator [89]), avoiding the need to run a complex SAFE model to predict, 

excite and launch FGWs of their own. Hence, this approach could be applicable to I-beam 

structures and other similar metallic extrusions. 
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3.2.3.2. Resistance seam weld 

3.2.3.2.1 PFTE wedges 

With confidence in the transduction technique, further vibrometry and pulse-echo 

experiments on flat and curved canister-like RSW samples were conducted. A pulse-echo 

experimental set-up was chosen to be integrated as it is believed to best mimic a real-

world inspection scenario where access to complex equipment, like a laser Doppler 

vibrometer, is cost-prohibitive. To facilitate these experiments, two wedges were 

manufactured with and without a curved bottom surface from PTFE with a 30-degree 

angle to conform to the angle-incidence transduction formula – see Eq. 102. The wedges 

are shown in Figure 52. 

 

Figure 52: Schematic of PTFE wedge (a) PTFE wedge for flat RSW samples, (b) PTFE 

wedge for curved canister-like RSW samples 

PTFE was chosen due to its low longitudinal wave speed of ~1,400.00 m/s and the 

low F0 phase velocity of 2524.00 m/s at 1.00 MHz, making any resulting wedge easily 

manufacturable. The angle-incidence method is described mathematically in Eq. 102, 

where 𝑣𝑙 is the longitudinal speed of sound of the wedge, 𝑣𝑝ℎ is the phase velocity of the 

guided wave being excited, and 𝜃 is the wedge angle. 

𝜃 = sin−1 (
𝑣𝑙

𝑣𝑝ℎ
) Eq. 102 



 

120 

 

Both wedges feature a polyurethane-based AptFlex F48A absorber (see Figure 55) 

from Precision Acoustics [191] to limit any amount of reflected sound within the wedge 

interfering with the signal from the sample itself.  

To confirm the performance of the wedge and absorber, a simple A-scan into air 

was performed. A commercially available Olympus, 0.5-inch diameter, dual-element 

piezoelectric transducer (Part No: DHC703-RM, Item Number: U8452055) was excited 

with a 1.00 MHz 5 cycle Hann-windowed wave packet in a pulse-echo configuration. This 

dual-element transducer was selected due to its’ lower ring down in a pitch-catch 

configuration when compared to an equivalent single-element transducer in a pulse-echo 

configuration. In addition, the effects of any electromagnetic interference present in the 

pulser’s electronic systems are also significantly reduced with the transmit and receive 

channels separated. The receiver had 40.00 dB amplification, and A-scans with 64 

averages at a sampling rate of 100.00 MHz were acquired via a standard oscilloscope 

(Tektronix DPO 4054B). Gel couplant [189] was applied between the transducer and 

wedge as well as between the wedge and sample. 

Figure 53 shows A-scans of the excitation signal, the received A-scan from the flat 

wedge, and the received signal from the curved wedge, along with a snapshot of the 

experimental set up. Reverberations are denoted for the first 60𝜇𝑠. As a result, multiple 

peaks are expected to be observed from any interaction with defects, back wall reflections, 

and full circumferential transits. These reverberations are not expected to be an issue to 

effectively screen RSW joints and highlight areas for further in-depth inspection via other 

NDE modalities, as it is envisaged that there will always be sufficient spatial resolution 

from the transducer to the defect location. This is also shown to be the case with other 

similar studies in literature [119]. The reverberations observed may be further suppressed, 

if necessary, via more advanced transducer and wedge design and are the subject of future 

work. 
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Figure 53: Illustration of simple wedge A-scan experiment, (a) Normalised 1.00 MHz 5 

cycle Hann windowed excitation signal, (b) Normalised A-Scan from flat bottomed wedge 

held in air, (c) Normalised A-scan from curved bottom wedge held in aid, (d) Photo of 

simple experimental set-up 

3.2.3.2.2 Flat plate resistance seam welds 

To confirm the dispersive relationship of the RSW joint, a further vibrometry 

experiment was undertaken on flat RSW samples. The RSW samples comprised of two 

0.90 mm thick long 1.4404 stainless steel sheets fused together to a standard used in 

fabricating canisters. Due to size and economic constraints, the sample used in this 

experiment was only 200.00 mm in length. A series of displacement arrays generated by 

the Laser Doppler vibrometer were gathered from 200.00 kHz to 900.00 kHz in steps of 

100.00 kHz from 50.00 mm to 150.00 mm in front of the transducer in steps of 0.30 mm. 

As before, each signal was normalised, superimposed, and analysed via the 2D-FFT 

technique. Figure 54 shows the resulting frequency wavenumber spectra normalised 

against the maximum amplitude in a dB scale. 
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Figure 54: Frequency-wavenumber spectra for superimposed data on a flat RSW sample 

 

It can be seen in Figure 54 that the predicted SAFE results are offset from the 

experimental data, and the experimental data more closely aligns with the analytical 

solution for the fundamental antisymmetric 2.10 mm steel free plate. The thickness of the 

analytical solutions was iteratively changed while keeping the material properties constant 

until good agreement was observed between experimental and analytical datasets. This 

shift is thought to be due to the undulating nature of the RSW (see Figure 2 (b)), which 

could not be modelled by the SAFE method. However, even with this slight shift, it can 

be seen that one flexural mode is excited in the RSW. 

With the real-world dispersion relationship better understood, experiments were 

conducted on flat 0.9-meter long RSWs with and without defects. For the defective 

samples, the defects were represented by a 6.50 mm wide (x1 direction) by 0.50 mm tall 
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(x3 direction) through-thickness and 1.00 mm deep (x2 direction) transversal EDM notches 

in separate samples at an axial position of 500.00 mm. The receiver had 40.00 dB 

amplification, and A-scans with 64 averages were acquired at a sampling frequency of 

100.00 MHz for both defective and defect free flat RSW samples. Gel couplant [189] was 

applied between the transducer and wedge as well as between the wedge and sample. The 

experimental set up is shown in Figure 55. 

 

 

Figure 55: Experimental set up on a defect-free RSW sample 

 

 Figure 56 shows the resulting A-scans, with strong reflections observed in both 

the through wall and 1.00 mm defective time series at ~375.00 𝜇𝑠  along with a 

significantly dampened back wall reflection. It is also noted that the back wall is observed 

in the defect free time trace to occur at ~700.00 𝜇𝑠, giving a velocity of ~2,500.00 m/s in 

agreement with the predicted velocities stated in Section 3.2.1.2. All signals were 

normalised to the maximum amplitude observed after the first 60.00 𝜇𝑠 reverberation 

zone detailed in Section 3.2.3.2.1.  

The signal to noise ratios (SNRs) for both defective time series was calculated by 

computing the ratio of the summed squared magnitude of the signal to that of the noise. 

First, an envelope was calculated over the entire signal using local maxima separated by 
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900 samples. The signal was taken to be the signal amplitude between where the envelope 

value drops to 25% on either side of the maximum envelope value reported at ~375 𝜇𝑠. 

While the noise was taken to be an equal number of samples as the signal beginning 150 

𝜇𝑠. SNRs of 16.33 dB and 8.21 dB were reported for the through wall and 1.00 mm deep 

defects, respectively. Measurements were also attempted against 0.50 mm and 0.25 mm 

deep defects, but the reflection was not readily distinguishable from the noise floor. This 

serves to indicate a practical limit of the technique that may be addressed in future work. 

Furthermore, the results reported in Table 1 also indicate that the “half depth” defects 

modelled are close to the practical limit of the hardware used in this experiment. However, 

defects of ≥ 1.00 mm can be clearly seen in the defective time series, demonstrating the 

efficacy of using this flexural FGW mode to screen for defects on flat RSW plates. 

 

 

 Figure 56: Normalised A-Scans on defect-free and defective flat plate RSW samples (a) 

Normalised A-scan for a defect-free flat RSW sample, (b) Normalised A-scan for a through 

wall defective flat RSW sample, (c) Normalised A-scan for a 1.00 mm deep defective flat 

RSW sample. 
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3.2.3.2.3 Cylindrical resistance seam welds 

Expanding upon the flat plate experiments, cylindrical RSWs were experimented 

on with and without a defect. Like with the flat RSW samples, a 6.50 mm wide by 0.50 

mm tall by 1.00 mm deep transversal EDM notch was created to represent a crack in one 

location of the cylindrical samples, as it was shown to be the smallest detectable defect. 

Care was taken in the position of the transducer relative to the EDM notch to avoid 

mistaking a full circumferential transit as a defect located diametrically opposite the 

transducer location. As a result, the transducer was positioned at approximately a quarter 

of the circumference from the EDM notch. The same 1.00 MHz Olympus transducer (Part 

No: DHC703-RM, Item Number: U8452055) was pulsed with a 5 cycle 1.00 MHz Hann-

windowed wave packet, and A-scans were collected with 64 averages at a sampling 

frequency of 100.00 MHz and 40.00 dB of amplification. Gel couplant [189] was applied 

between the transducer and wedge as well as between the wedge and sample. 

 

Figure 57: Experimental Set up on cylindrical RSW 
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Figure 58 shows the acquired A-scans for defect-free and defective cylindrical RSWs. 

In the defect-free time series, a full circumferential transit is observed at ~180 𝜇𝑠. In the 

defective time series at ~115 𝜇𝑠, a strong reflection is observed from the EDM notch and 

is accompanied by a large reduction in the full circumferential transit. Like in Section 

3.2.3.2.2, the SNR of the defective time series was calculated. An envelope was calculated 

over the full signal using local maxima separated by 450 samples. The signal was taken 

to be the signal amplitude between where the envelope value drops to 25% on either side 

of the maximum envelope value reported at ~115.00 𝜇𝑠. While the noise was taken to be 

an equal number of samples at the signal beginning at 180.00 𝜇𝑠. A SNR of 11.85 dB was 

reported and is in good agreement with the SNR reported to the same 1.00 mm deep defect 

in Section 3.2.3.2.2. Additional samples with defects at different positions were not 

possible due to sample availability but will be considered as part of future work. 

It is also noted that to provide full circumferential coverage, two inspection 

locations are required. If only one inspection location is utilised, ‘blind spots’ are created 

by the transducer ring-down time from the wedge into the sample and from a defect 

diametrically opposite from the transducer location, which could appear as a full 

circumferential transit. 

Regardless of these two limitations, it is clear from the acquired data that this 

technique could be used to screen the quality of RSWs whilst in storage and facilitate 

further detailed inspection of any defective welds identified.  
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Figure 58: A-Scans on defect-free and defective Cylindrical RSWs 

  



 

128 

 

3.3. Summary 

This chapter has practically deployed the SAFE method to two differing 

geometries. To develop confidence in the use of the SAFE method an extensive literature 

replication on a fusion weld was undertaken. Initial mode identification revealed the same 

four modes reported in the literature along with successive higher order FGWs. The 

dispersion properties calculated from the SAFE method was also studied and the same 

dispersive properties were observed. The SAFE results were validated through FE 

simulations and the interaction with defects were studied. Reflection coefficients for the 

SH1 & SH3 weld guided modes were reported to 9.99% and 7.34% respectively and were 

within 1% of the values reported in the literature. 

The second section of this chapter explored the use of FGWs for the targeted screening 

of nuclear grade RSW joints through the SAFE method. Four weld-guided wave modes 

were identified. Through down selection, the fundamental flexural (F0) weld guided mode, 

with the average power flow ratio being on average 5.25 times higher than the next highest 

wave mode, was selected for further study. Several FE models were developed and 

confirmed the prediction from the SAFE model that a flexural FGW would exist within 

the RSW. Furthermore, the FE models also investigated the defect sensitivity of the F0 

mode to transversal cracks concluding that the defect depth was the primary driver behind 

strong reflections. Several experiments were conducted on defective and defect-free 

pseudo RSW structures, flat plate and cylindrical RSWs. For the pseudo weld experiments, 

it was shown that FGWs, like that of the analytical free plate counterparts, could easily be 

excited in flat plate-like features with traditional transduction techniques. For the flat plate 

RSW experiments, it was shown that reflections from through wall and 1.00 mm deep 

defects could be observed with SNRs of 16.33 dB and 8.21 dB being respectively reported. 

Lastly, it was shown that for cylindrical canister like RSWs, reflections could also be 

observed from 1.00 mm deep defects with a SNR of 11.85 dB being reported. These results 

show the potential of using flexural FGWs to screen RSW joints.   
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Chapter 4 

Ex-situ inspection via automated real time 

eddy current testing 

Unlike the in-situ inspection covered in Chapter 1, there are no accessibility 

constraints regarding the legacy canister sealed with RSWs when they have been removed 

from their storage racking. This in turn opens up more inspection modalities that can be 

used to scan both the RSW and the canister body. As covered in Chapter 2, the thin nature 

of the RSWs make it well suited to near field eddy current testing. 

This chapter presents a robotically deployed real time eddy current array 

inspection system to address the ex-situ inspection of the legacy SNM canister. The data 

rich platform allows for a complete digital record to be established of the impedance data 

gathered and is well suited for further advancements in eddy current inversion to leverage 

in the future. The robotic deployment of the eddy current array is combined with force 

torque feedback and enables major sources of noise, resulting from lift-off and wobble, to 

be reduced. The software infrastructure associated with the eddy current data acquisition 

is configurable so that different arrays can be used, while the software infrastructure 

regarding the robotic path planning and control is configurable for different components. 

Two different datasets are reported on. The first being eddy current scans of 

canister bodies with known stress corrosion cracks. All of the stress corrosion cracks were 

detected, and the resulting SNR of images generated from the impedance data is increased 

through post processing of the eddy current data. The second dataset is concerned with 

eddy current scans of RSWs. These scans make use of the FGW, documented in Chapter 

3, to localise defects and perform targeted raster scans using the eddy current array in the 

area of concern. For an operator such as Sellafield, automated and targeted inspection of 

assets is of value given the health and safety concerns associated with operator handling 

of radioactive goods, and the large number of assets that are required to be inspected. 
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4.1. Introduction 

The global NDE market size has been valued at USD 6.3 billion in 2021 with a 

predicted compound annual growth rate (CAGR) of 13.66% from 2022-2029 to hit a total 

market value of USD 16.66 billion [57]. This high level of growth can be attributed to the 

rise of “NDE 4.0”, in which greater connectivity across the manufacturing supply chain is 

sought through the integration of connected sensors of which NDE techniques play a role 

[43]. To deliver this level of interconnectivity, it is now commonplace to see automated 

robotic delivery of NDE [192]–[195]. 

The vast majority of the NDE market is based around volumetric inspection of 

high value infrastructure and components, like automotive/aerospace components or 

public rail infrastructure, primarily through the use of radiographic and ultrasonic testing 

[57]. Due to this popularity, the automation of volumetric techniques is the most mature 

in the NDE industry. Further growth in the automation of volumetric NDE is expected to 

lag behind other NDE techniques, as innovation has shifted towards more novel and 

complex delivery of volumetric NDE as well as incorporating advanced imaging and post 

processing techniques. Examples of these trends include performing volumetric 

inspection at the point of manufacture for high value components [196]–[201], performing 

aerial Unmanned Aerial Vehicle (UAV) based volumetric inspection [202]–[205], 

optimising the amount of data gathered [206], [207], and deploying machine/deep learning 

in the analysis of the datasets generated [84], [208], [209].  

By contrast, the automation of surface inspection is far less mature and from 2022-

2029 it is predicted to have the highest CAGR of any NDE technique due to the increased 

adoption of Eddy Current Testing (ECT) [57]. Of the ‘big 5’ NDE techniques, eddy 

current, magnetic particle, and penetrant testing have been shown to be able to detect 

surface breaking flaws, where others in the ‘big 5’ (bulk ultrasound and radiographic) 

struggle [143]. 

Eddy currents are induced in a sample according to Faraday’s Law of Induction 

[210] when a coil carrying an alternating current produces an alternating magnetic field 
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and the conductive sample lies within this magnetic field. The induced eddy current in the 

sample is of opposite phase to that of the coil and sets up its own magnetic field to oppose 

that of the coil. The eddy current density, 𝐽(𝑧), decays exponentially with depth 𝑧 in an 

isotropic material, and the sensed impedance is directly proportional to the current density 

[211]: 

 

𝐽(𝑧) = 𝐽0exp (−
𝑧

𝛿𝑠𝑑(1 + 𝑖)
)  Eq. 103 

 

In the presence of a defect, the current density is altered and this change in current 

density can be sensed as a change in impedance in the component. The magnitude of the 

eddy current density decays exponentially and when it falls to 1/𝑒 of its surface value, the 

depth at which this occurs is known as the standard depth of penetration, 𝛿𝑠𝑑. The standard 

depth of penetration is dependent on the frequency of the voltage in the coil, the magnetic 

permeability, and the electrical conductivity of the component, and is widely viewed as 

the deepest depth a meaningful change in impedance can be sensed. Due to the exponential 

decay associated with eddy currents, they are ideally suited to detecting surface breaking 

defects. This is in direct contrast with bulk ultrasound where the front wall echo typically 

masks any shallow defects within a component. With correct eddy current probe design 

and frequency selection, an eddy current can be created that has a standard depth of 

penetration greater than or equal to the thickness of some thin-walled components, like 

the canisters used in the storage of low-level nuclear waste. 

Magnetic particle testing is restricted to the use of ferromagnetic metals and 

requires the component to be magnetized/de-magnetized frequently. While penetrant 

testing is not restricted to any material but it requires the component to be coated in a 

penetrant and developer, which is frequently undesirable. Both magnetic particle and 

penetrant testing are subject to great operator error and do not produce discrete data points 

as a sensor is rastered across the component’s surface making automation unfeasible. 
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However, these drawbacks do not exist for ECT, and hence ECT is well suited for 

automation. As society moves towards Industry 4.0, automation is becoming increasingly 

important in surface inspection in the immediate future.  

In comparison to volumetric techniques, ECT does not suffer from the health and 

safety concerns associated with radiographic inspection. Additional technical 

requirements may also prohibit the use of other inspection modalities. For example, multi-

angle accessibility requirements and part size limitations may make computed 

tomography radiographic testing unfeasible. While for ultrasonic inspection, 

environmental factors may deter the use of couplant. ECT has a significant advantage as 

single sided access is all that is required, and no couplant is needed to perform an 

inspection.  

Reuse and sustainable business practices are the main drivers behind the increased 

adoption of ECT, as detecting surface breaking flaws that occur in operation is becoming 

increasingly important to prolong the safe operation of key assets for industries such as 

nuclear and aerospace. Furthermore, due to the lower market size, robotic delivery of ECT 

is far less common with only a few primitive integration efforts being reported in the 

literature [212]–[215]. To keep pace with the high throughput demands of modern 

production/maintenance lines, increased robotic deployment of ECT is necessary and vital 

to capitalise on this demand. 

This chapter presents, for the first time, the automated deployment of an eddy 

current array, via a flexible robotic cell complete with force-torque control, to scan a 

canister typical of the ones used in the storage of spent nuclear fuel. Previously this was 

not able to be performed due to the immaturity and variation seen in eddy current array 

designs, and the lack of technology capable of integrating these two technologies.  
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Table 2 shows a comparison between previously published papers that feature 

robotically deployed inspection via an eddy current array and this work. Real-time 

adaptive control of a 6-axis robotic arm (KUKA Quantec Extra HA KR-90 R3100 [216]) 

and an external rotary stage (KUKA DPK-400 [217]) with force-torque compensation was 

accomplished using a framework described in previous work [31]. Force-torque 

compensation allowed for constant lift-off of the eddy current array during the inspection. 

This was intentionally done as it has been shown that robotically delivered eddy current 

inspection offers far less noise when compared to that of manual eddy current inspection 

[152]. A commercial 32 element padded eddy current array from EddyFi (Part No: ECA-

PDD-034-500-032-N03S [218]) with a centre frequency of 500.00 kHz and an operating 

frequency range of 100.00-800.00 kHz, along with a 64 element Eddyfi Ectane 2 

controller [219] were used to perform scans of a 1.4404 stainless steel nuclear grade 

canister body as well as the welds that seal the canister to the lid. Extensive software 

infrastructure coupled with the Eddyfi Ectane 2 Software Development Kit (SDK) 

allowed for the impedance data to be logged and analysed in real time. All data was stored 

in a proprietary binary file format to allow for further post-processing in MATLAB.  

It is envisaged that studies like this will progress eddy current testing to match the 

level of flexibility and quality enjoyed in the post-processing of ultrasonic datasets [78], 

[155]. 
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Table 2. Comparison between previously published robotically deployed eddy current 

inspections and this work 

 

Mackenzie et 

al., 2009 

[212] 

Summan et 

al., 2016 

[213] 

Morozov et 

al., 2018 

[214] 

Zhang et al., 

2020 [215] 
This Work 

 

Adaptive Motion 

 

     

 

Eddy Current Array 

 

     

 

Image Compensation 

 

     

Where  denotes yes and  denotes no. 
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4.2. Hardware & experimental summary 

Figure 59 shows the experimental hardware used in the automated deployment of 

the eddy current system. In order to scan cylindrical components, a mechanical chuck on 

top of a KUKA DPK-400 external rotary stage that has an angular resolution of 0.009o
 is 

used. It is noted that the robotic framework has the ability to scan flat samples by moving 

the array relative to the sample, as well as the ability to scan cylindrical samples by moving 

the sample relative to a stationary array. The padded eddyfi eddy current array (Part No: 

ECA-PDD-034-500-032-N03S) is mounted in a bespoke 3D printed housing which is in 

turn secured to a IP-65 rated gamma force-torque sensor from ATI Industrial Automation 

[220]. To move the sensor to the start of the motion path for inspection, the eddy current 

array, 3D printed housing and force-torque sensor assembly, are mounted to the flange of 

a KUKA KR-90 robot. Both the KR-90 and DPK-400 external rotary stages are controlled 

via a KRC 4 controller [221]. 

  

Figure 59. Eddy current inspection hardware with force (Fy) and torque (Tx) 

compensation annotated. 
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The eddy current array is deployed to the motion path start point via a LabVIEW 

program using a framework similar to previously published work [31]. Force and torque 

in and around all three axes shown in Figure 59 are sensed via the force-torque sensor and 

are transmitted to a LabVIEW program via the robot controller using the Kuka Robot 

Sensor Interface (RSI) [222]. The transmission of the force and torque characteristics 

allowed for: 1) the adaptive motion of the eddy current sensor during inspection; 2) the 

balancing of the eddy current probe and the subsequent triggering for the acquisition of 

the impedance data to begin; and 3) the triggering of the movement of the array relative 

to the sample, or the sample relative to the array. It is important to note that the force-

torque sensor was calibrated with all hardware mounted prior to any automated inspection 

through a program provided by the manufacturer. The calibration enabled the net force 

and torque values being applied to the eddy current array and mounting assembly to be 

correctly sensed and subsequently transmitted to the LabVIEW control program for 

adaptive motion to be performed. 

The KR-90 robot presented the eddy current array onto the surface of the component 

under inspection, and a target force and torque of 10 N & 0 Nm was met in the Y-direction 

and X-axis respectively for 3 seconds. Once this time period had past, the balancing of all 

coils within the eddy current array was performed when the probe was stationary. After a 

further 3 seconds, the impedance data acquisition along with the movement of the array 

relative to the sample, or the sample relative to the array, was triggered. This achieved the 

moment of the sample relative to the array or vice versa enabling a raster scan to be 

performed. 

During the inspection, a Proportional Integral (PI) control system was used to monitor 

and correct both the force in the Y-direction and the torque around the X-axis at the 

previously mentioned target force and torque values. It was found that P and I values of 

0.1 and 0.0 gave an adequate control response. Control of the eddy current probe’s 

orientation in this manner allowed for minimal variations in the lift-off of the eddy current 

array throughout the inspection providing excellent coupling. Other previously published 

literature has shown that lift off can be reduced via advanced signal processing and 
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elaborate probe design [42]. These efforts are often particularly involved and particular to 

one sample/defect type. As a result, these lift-off compensation strategies are complex to 

deploy and benefit from. The approach used in this work of utilising a force-torque sensor 

in combination with a padded ECT array provides experimental flexibility and passively 

compensates for any lift-off variation at the point of acquisition giving wide reaching 

benefits. 

The acquisition of the impedance data was stopped when the specified motion path 

had been completed. A singular scan can be summarised by the following process: 

1. A connection with the eddy current Ectane device is made 

2. The eddy current array is set up with the following parameters: 

a. Probe type 

b. Probe configuration (axial and/or transversal – See Section 4.2.1) 

c. Frequencies 

d. Voltages 

e. Gain 

f. Repetition rate 

3. The robot and external rotary axis are set up with the following parameters: 

a. Linear speed of the KR-90 robot 

b. Approach speed of the KR-90 robot 

c. Angular/linear movement of the external rotary stage/KR-90 robot 

d. Angular/linear scan speed of the external rotary stage/KR-90 robot 

e. Target force for the KR-90 robot to apply the array onto the component. 

4. The KR-90 robot places the probe against the component and the target force is 

reached 

5. The target force is maintained for 3 seconds 

6. The balancing of the eddy current array is performed 

7. Wait a further 3 seconds 

8. The acquisition of impedance data and the movement is triggered 
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9. Once the motion path has completed, the acquisition of impedance data is stopped 

10. The KR-90 robot moves the eddy current array to a predetermined safe position 

11. The acquired impedance data is saved to a binary file for post-processing in 

MATLAB 

4.2.1. Eddy current c-scan acquisition 

Figure 60 shows a generic eddy current array layout along with illustrations of the 

transmit and receive pairings for the axial and transversal configurations. Depending on 

the probe geometry, there may or may not be an equal number of transversal and axial 

transmit and receive pairs. Each pairing in each configuration generates a data point of 

complex impedance data. The probe is linearly scanned perpendicular to the coil columns 

as noted in Figure 60, and the data points are logged into a complex 2D-array. The 

resulting complex arrays can then be post-processed, and the vertical component of the 

post-processed complex array can be plotted in a C-scan format to show any defective 

signals with maximum Signal to Noise Ratio (SNR).  

 

Figure 60. Eddy current array transmit and receive configurations. (a) Generic Eddy 

current array layout with two vertical columns of coils. (b) Axial transmit and receive 

configuration where x (in blue) correspond to the transmit/receive pair centres of the 

excited eddy current channels in the test part. (c) Transversal transmit and receive 
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configuration where x (in green) correspond to the transmit/receive pair centres of the 

excited eddy currents in the test part resulting from the first/odd column of coils, and 

where x (in orange) correspond to the transmit/receive pair centres of the excited eddy 

currents in the test part resulting from the second/even column of coils. 

As can be seen in Figure 60 (b) for the axial configuration, coils in the array are 

excited in one column and reception of the impedance data is performed across the array 

in the second column. Conversely, the transversal configuration documented in Figure 60 

(c) shows coils being excited and reception of the impedance data being performed within 

the same vertical column of coils.  

The coil firing sequence is changed between the axial and transversal 

configurations to achieve greater sensitivity to differing defect orientations. With 

reference to the coordinate system in Figure 60, a larger change in impedance would be 

observed for a defect that is aligned with the X-axis for a transversal configuration over 

that of an axial configuration. This is due to the defect more severely intercepting the eddy 

current that exists between the two transmit and receive coils in the transversal 

configuration over that of the axial configuration. This greater compression of the eddy 

currents caused by the defect presence will have a large effect on the electromagnetic field 

and by proxy the sensed change in impedance. The opposite can be said to be true for a 

defect aligned in the Y-direction. For further reading, Ye et al. [153] provide a thorough 

theoretical and experimental investigation of this phenomenon. 

It is also evident from Figure 60 that the centres of excitation are not aligned 

between the axial and transversal datasets in the X-direction. Moreover, for each coil 

column within the transversal dataset, the data centres are also misaligned. This positional 

misalignment is corrected for within the LabVIEW program and ensures that the resulting 

complex array for each dataset have the same spatial grid. 

Key to the positional compensation is the acquisition rate of the eddy current array 

and the angular speed of the rotary stage, so that each acquisition point aligns with an 

integer number of divisions of half the array coil column pitch, Δ𝑥. The acquisition rate 

and number of divisions between half of the array column pitch are set by the user, and 

the coil pitch is defined by the geometry of the array. These three variables are used to set 
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the angular speed of the rotary stage. For example, if an eddy current array has a column 

coil pitch of Δ𝑥 = 7.00 𝑚𝑚, an acquisition rate of 50.00 Hz, and 50 divisions, the linear 

speed would need to be  (
7

2
 ×

1

50
) / (

1

50 
) = 3.5 mm/s . This linear speed can then be 

converted to rotational speed by dividing by the diameter of the canister at 150.00 mm to 

give the angular speed of the rotary stage at 1.34 deg/s. Whilst individual datapoints are 

not positionally-encoded, the positional location is extrapolated from setting the angular 

speed relative to the eddy current probe geometry and acquisition rate as mentioned above. 

By doing so, it ensures that data is acquired at both the axial and transversal data centre 

points in the x-axis as the array is linearly scanned. 

In order to ensure a common spatial grid, the first and last impedance data points 

corresponding to a distance of half the coil pitch are discarded within the axial complex 

array. By discarding the first set of data points that cover half the coil pitch, the axial 

complex array in the x-direction is synced with the first/odd column of the transversal 

dataset. Moreover, by discarding the last set of data points that cover half the coil pitch, 

the axial complex array in the x-direction is synced with the second/even column of the 

transversal complex array. This discarding of data is shown graphically in Figure 61 (a). 

The resulting data is then linearly interpolated in the y-direction to align with the y-

coordinates of the transversal complex array. 

The transversal C-scan array is similarly compensated by separating out the 

first/odd and second/even columns into separate arrays. Impedance data corresponding to 

a distance of a full coil pitch is discarded from the start of the odd array. Conversely, the 

opposite operation is performed on the even array where impedance data corresponding 

to a distance of a full coil pitch is discarded from the end of the array. This process is 

graphically illustrated in Figure 61 (b). Once all data is discarded, the odd and even arrays 

are interleaved together to make one C-scan array that is on the same positional grid as 

the axial C-scan array.  

Once all data has been collected and positionally compensated, oversampling via 

interpolation is undertaken in the vertical direction of the array. No oversampling is 
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performed in the horizontal scan direction as this is controlled adequately through setting 

the rotational speed and acquisition rate of robot as described in the previous paragraphs. 

The oversampling is performed via linear interpolation of the raw impedance data. It was 

found that this linear interpolation was fast to implement and produced negligible errors 

with a maximum error of 2.12% and an average of 0.55% across both the axial and 

transversal datasets at 250.00 kHz. 

By performing data compensation in this manner, a common spatial grid is 

established for each dataset configuration, enabling like for like comparison and further 

advanced post-processing techniques such as mixing of datasets. 

 

Figure 61. Illustration of complex impedance data positional compensation performed 

between axial and transversal configurations. (a) Axial complex array positional 

compensation. (b) Transversal complex array positional compensation 
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4.2.2. Software infrastructure 

Extensive software infrastructure to control the eddy current Ectane device, as well 

as receive and process the acquired impedance data in real time was developed and is 

documented in Figure 62. Literature has previously well documented the robotic software 

infrastructure required [31], [32] and as a result the work presented herein will focus on 

the eddy current software development effort. 

 

Figure 62. A flow chart showing the data transfer between different software and 

hardware elements 

In total 3 programs were developed: 1) A C program that houses the Eddyfi Ectane 

2 Software Development Kit (SDK); 2) A LabVIEW program that receives, post-

processes and plots impedance data in real time as well as saving the data in a binary file 

format; and 3) A MATLAB reviewer program that reads in the binary file for further post-

processing. 
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Both the C and LabVIEW programs are state machines. States within the C 

program are evaluated through a switch statement within a main while loop. In addition 

to the main while loop, the C program contains two threads that each have local host 

Transmission Control Protocol (TCP) connections. The first listens for standardised 

comma separated string commands from LabVIEW and the other sends 32-bit impedance 

data from the Ectane device to the LabVIEW program. The same infrastructure with 

reverse logic is mimicked within the LabVIEW program through JKI state machines [223]. 

The standardised comma separated string that is sent from LabVIEW is done so in the 

following format: 

state, IPAddress, configuration, acquisitionRate, gain, 
freq1, voltage1, freq2, voltage2, freq3, voltage3,  
freq4, voltage4, freq5, voltage5  

As can be seen, there are 15 variables housed within the standardised string command. 

The first of which is the state that the C program should execute, and these are summarised 

below. 

1. Do Nothing 

2. Connect to Device 

3. Set Up 

4. Balance 

5. Acquire Data 

6. Stop Data 

7. Disconnect from Device 

The second is the IP address of the Ectane device in order for the C program to connect 

to the Ectane device. Third is the configuration of the probe (i.e. will axial and/or 

transversal datasets be acquired? What probe is being used?). Next is the acquisition rate 

and gain of all Ectane channels. The final ten are the voltages and frequencies of each 

Ectane channel. As the Ectane device can acquire 5 datasets at different voltages and 

frequencies each of these must be specified even if some are unused. 
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The raw impedance data is received in the LabVIEW program as a series of 32-bit 

numbers and is immediately queued to be sequentially analysed in two additional threads. 

Using a 6 core, 2.60 GHz Intel i7-8850H processor, it was found that the queueing of the 

received data was performed in 1ms. Like previously, these threads are implemented via 

two JKI state machines.  

The first thread takes each 32-bit number and separates out the first and last 16-bits of 

data as these correspond to the imaginary and real impedance components. Additionally, 

the first thread reformats the impedance data into geometric order as the coils are pulsed 

in a pseudo-random fashion to prevent crosstalk caused by mutual inductance. Moreover, 

the first thread compensates for offset in coil excitation in the X-direction. Further details 

of this coil excitation compensation are provided in Section 4.2.1. It was found that this 

process was executed in 1ms on a 6 core, 2.60 GHz Intel i7-8850H processor. 

The second thread within the LabVIEW program is responsible for interpolation in the 

Y-direction between axial and transversal dataset configurations, oversampling, basic 

mixing of different datasets and live plotting of the impedance magnitude. As before, 

further details of this Y-direction interpolation and mixing of datasets are provided in 4.2.1 

and 4.2.3 respectively. Likewise, it was found that this process was executed in 5ms on a 

6 core, 2.60 GHz Intel i7-8850H processor. It is noted that the timings reported should be 

representative for any array used as the software infrastructure is built for the maximum 

number of elements, channel pairings, and number of frequencies. 

This multithreaded approach is illustrated in Figure 63 and provides data acquisition, 

positional compensation, and interpolation of impedance data whilst displaying various 

impedance magnitude C-scans in real-time to the user, all within the LabVIEW software 

environment with minimal 7ms lag. The user can then select a directory to store the 

acquired data in a binary file format for future post-processing and analysis. 
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Figure 63. Illustration of the multi-threaded C and LabVIEW programs 

4.2.3. Image enhancement of impedance data 

It has been shown in the literature that the impedance plane of the acquired data 

can be complex to interpret and variations in probe lift-off and wobble can commonly be 

mistaken as signals from defects [224], [225]. Therefore, great care was taken in this work 

to minimise these adverse effects. Methods such as optimal probe design [226], multi-

frequency excitation [224], and phase rotation [225] have been shown to reduce such 

effects. Due to this work utilising commercial off the shelf (COTS) equipment, only multi-

frequency excitation and phase rotation was performed. Multi-frequency excitation of 4 

separate frequencies was conducted as the data was acquired and mixing of the datasets 

as described in Section 4.2.3.2 was performed in post-processing. Additionally, Phase 

rotation was performed on the acquired C-scan datasets. All post-processing was 

performed via the MATLAB review application mentioned in Section 4.2.2. 

4.2.3.1. Phase Rotation 

The signals produced by adverse effects such as lift-off and wobble experience a 

phase difference to the response caused by a defect on the impedance plane. It is therefore 

common to phase rotate the data so that the response from the lift-off aligns with the 

horizontal axis of the display impedance plane , and plot C-scan images of the resulting 

vertical component of the impedance [227]. Due to the phase difference observed between 
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the lift-off variations and that of a defect, the resulting C-scan will show any response 

from a defect clearly. 

Mathematically this is described in Eq. 104 & Eq. 105. Eq. 104 describes the 

resulting acquired impedance array from Section 4.2.2, where the resistive and reactance 

components are represented by 𝑅 and 𝑋 respectively in Ohms (Ω). Eq. 105 describes the 

mathematical operation performed to phase rotate the data by an angle, 𝜃. This can be 

done at the point of acquisition or in post-processing. For this study, the decision was 

taken to phase rotate the data in post-processing to maintain maximum flexibility with the 

acquired data. 

 

𝑍 = 𝑅 + 𝑖𝑋 Eq. 104 

𝑍𝑟𝑜𝑡 = 𝑍(cos(𝜃) + 𝑖𝑠𝑖𝑛(𝜃))

= (𝑅 + 𝑖𝑋)(cos(𝜃) + 𝑖𝑠𝑖𝑛(𝜃)) 

Eq. 105 

  

4.2.3.2. Mixing Eddy Current Datasets 

  As the impedance data has been acquired on to a common spatial grid, mixing of 

datasets recorded under differing configurations or frequencies can be performed by 

superimposing the impedance C-scan data. This is graphically illustrated in Figure 64. 
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Figure 64. Illustration of mixing datasets 𝑍1 and 𝑍2 impedance data to make 𝑍𝑚mixed 

data 

 

Two differing mixing methodologies were performed with the first being a simple 

sum and the second being a selective sum and average. As the name implies, the simple 

sum, summates complex impedance datasets on pixel wise basis. For the selective sum 

and average, data above a defined noise floor was summated and everything below was 

averaged. The noise floor was defined as being 5 times the RMS values reported across a 

non-defective section of the one of the impedance datasets to be mixed.  
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4.3. Eddy current scanning of canister body 

4.3.1. Sample overview 

As previously mentioned, Sellafield stores low-level waste in canisters made from 

0.90 mm thick 1.4404 stainless steel. To allow for effective cooling, the canisters are 

stored in facilities that are partially open to the environment. Given the coastal location of 

the UK, stress corrosion cracking is a concern. To this effect, a canister matrix of 16 

intentionally induced stress corrosion cracks, shown in Figure 64, were scanned using the 

automated eddy current platform previous described. 

 

Figure 65. Canisters with a matrix of 16 stress corrosion cracks produced by the 

Corrosion and Protection Centre within the Research Centre for Radwaste and 

Decommissioning at the University of Manchester. Depositions of 5µL droplets of sea 

water, 3.03 g/L of MgCl2, 15.2 g/L of MgCl2 & 30.03 g/L of MgCl2 were used to induce 

the cracks in the top row, left, central and right columns respectively. 
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In order for the eddy current array to be pressed on to the canister surface in the 

direction of the canister’ centre, a calibration tool was manufactured to teach the KR-90 

robot a new base coordinate system. The calibration tool was made so that it would align 

the centre of the chuck to the centre of the rotary stage. Additionally, the calibration tool 

allowed for centring of the tool along with 4 concentric radial calibration points at 15.00 

mm in 90.00o increments to be taught to the KR-90 robot. A schematic of the calibration 

toll is shown in Figure 66. 

 

Figure 66: Schematic of calibration tool. 

By teaching the KR-90 robot these points, it was able to know where the centre of 

the canister and rotary stage was relative to its own coordinate system, and ensure motion 

was performed relative to this point. This effort guaranteed that the eddy current array was 

always pressed against the canister surface in the direction of the canister’s axial centre 

and helped establish good electromagnetic coupling during the automated inspection. 
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4.3.2. Results 

Three 180-degree scans at different heights on the canister shown in Figure 65 

were undertaken with both transversal and axial datasets being simultaneously acquired 

at frequencies of 250.00, 300.00, 400.00, & 450.00 kHz with an amplitude of 2.00 volts 

for each frequency channel, 30.00 dB of gain, an acquisition rate of 40.00 Hz, and a 

rotational speed of 1.72 deg/s. Each scan covered an area of 7,687.10 mm2 (Array Height 

of 32.63 mm x half the circumference of a 150.00 mm canister equating to 235.62 mm) 

making the final stitched image representative of an area of 23,061.30 mm2. The 

interpolation was set to 5, and the increments between half a coil pitch was specified at 

20, giving a spatial resolution of 0.23 mm and 0.056 mm in the vertical and horizontal 

direction respectively. Positions were chosen for each scan so that they were acquired one 

array coil vertically above each other with no overlap. The impedance data for all three 

scans were vertically stitched together and axial channel C-scans of the vertical impedance 

component from the impedance vector are shown in Figure 67. One of the stress corrosion 

cracks in the centre of the far-right column is highlighted. To the right of each C-scan, the 

impedance plane Lissajous for the highlighted defect is also shown along a horizontal 

cursor passing through the maximum intensity of the defect indication in the C-scan. A 

Lissajous figure is the variation in impedance observed in the impedance plane and is 

typically shaped like a “figure of eight” [228]. It can be seen, that the impedance plane 

response of the same defect for different frequencies varies drastically in amplitude and 

phase due to the differing interaction depth of the eddy currents with the defect [225].  
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Figure 67. Axial vertical impedance component C-scan images at 250.00, 300.00, 400.00, 

& 450.00 kHz on a dB scale alongside impedance plane plots of the response from the 

highlighted defect. 
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Additionally, Figure 67 also shows that at 250.00 kHz and 450.00 kHz, the 

impedance plane contains a large horizontal component and as such the resulting image 

contains a large amount of noise. In order to compensate for this effect, the impedance 

data at each frequency was phase rotated so that the SNR of the highlighted defect was 

maximised as is shown in Figure 68. 

 

Figure 68: SNR Vs Angle of phase rotation for the axial dataset acquired at 250.00 kHz 

 Figure 69, shows example Lissajous plots of eddy current data arising from a 

defect and noise. Figure 69 (a) documents raw eddy current data that has not been phase 

rotated since acquisition. If we plot the vertical component of the impedance data in Figure 

69 (a), a large signal would be recorded for both the noise and defect. In contrast to this, 

Figure 69 (b) shows data that has been phase rotated so that the noise is approximately 

horizontal. It is clear that if a plot of the vertical component the impedance data is taken, 

a large signal from the defect would be registered with a minimal amount of noise. This 

is the basis for the increase in SNR seen in Figure 68  
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Figure 69: Example eddy current Lissajous plots, (a) raw eddy current data from a 

defect and noise that has not been phase rotated, (b) eddy current data from a defect and 

noise that has been phase rotated. 

Figure 70 shows C-scan images of the optimised phase rotated axial data, while 

Table 3 denotes the SNR increases for both axial and transversal datasets at all frequencies 

recorded for the target defect. The increase in SNR for all defect is visually evident from 

Figure 70, and on average the SNR was increased by 4.56 decibels for the targeted defect. 

This result illustrates the effectiveness that phase rotation can have on increasing the 

image performance of C-scans and the benefit of being able to flexibly perform such a 

task in post-processing.  

Table 3. SNR Values of original and phase rotated data 

 250 kHz 300 kHz 400 kHz 450 kHz 

 

Original 

SNR 

[dB] 

Phase 

Rotated 

SNR 

[dB] 

Original 

SNR 

[dB] 

Phase 

Rotated 

SNR 

[dB] 

Original 

SNR 

[dB] 

Phase 

Rotated 

SNR 

[dB] 

Original 

SNR 

[dB] 

Phase 

Rotated 

SNR 

[dB] 

Axial 25.02 30.23 20.19 31.22 29.86 31.27 21.11 31.27 

Transversal 30.62 32.19 27.43 32.23 31.72 32.28 30.47 32.20 
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Figure 70. Phase rotated axial vertical impedance component C-scan images at 250.00, 

300.00, 400.00 & 450.00 kHz on a dB scale alongside impedance plane plots of the 

response from the highlighted defect. 
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To further enhance image quality and reveal more about the nature of the defect, 

mixing of differing datasets as described in Section 4.2.3.2 was performed. The optimised 

transversal and axial datasets at 250.00 & 450.00 kHz were mixed together, as the 

dissimilar frequencies would produce differing eddy current penetration depths and thus 

be influenced in differing manners. Eq. 106 mathematically describes the penetration 

depth of an eddy current for a given material, where f is the frequency of the voltage being 

excited in the array coils in hertz (Hz), μ is the magnetic permeability of the component 

under test in henries per meter (H/m), and σ is the electrical conductivity of the component 

under test in siemens per meter (S/m).  

 

𝛿 =
1

√𝜋𝑓𝜇𝜎
 

Eq. 106 

 

For stainless steel, with an electrical conductivity of 1.08x106 S/m, and a relative 

magnetic permeability of 1.0025, a frequency of 250.00 kHz would produce a penetration 

depth of 0.97 mm, while a frequency of 450.00 kHz would produce a penetration depth of 

0.72 mm.  
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Figure 71. Mixed vertical impedance component C-scan 

Table 4. Mixed Image SNR 

 250 kHz 450 kHz 

Mixed Data 

Simple Sum 

Mixed Data 

Selective Sum 

 

Phase 

Rotated 

SNR [dB] 

Phase 

Rotated 

SNR [dB] 

Phase 

Rotated 

SNR [dB] 

Phase Rotated 

SNR [dB] 

Axial 30.22 31.27 

31.85 32.66 Transve

rsal 
32.19 32.20 
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The resulting mixed C-scan image is shown in Figure 71. Like before Table 4, 

documents the SNR of the highlighted defect. As is shown from Table 4, the SNR of the 

defect for the simple sum approximates to be the average across all four datasets that 

contributed to the mixed image, and as such it can be said the imaging performance has 

not been improved by this mixing methodology. Interestingly, this is a result that is also 

observed in ultrasound when fusing multi-modal Total Focused Method (TFM) images 

[81]. By contrast, the selective sum and average technique was able to boost the SNR by 

an average of 1.19 dB demonstrating an increase in imaging performance. 

It is acknowledged that in this study SNR is the only metric being used to evaluate 

the eddy current detection system. A better metric would be a physical parameter related 

to the geometry of the defect itself (i.e. crack extent, crack depth) and whether this is better 

reflected in the mixing of datasets. As reported in the literature, this is a highly complex 

inversion problem, with successful inversions demonstrated on only simple geometries 

[229]–[232] or overall dimensions such as the depth or extent on complex defect 

geometries [233], [234]. In all these studies, the defects were manufactured to specified 

geometries before eddy current testing which is somewhat removed from a real inspection 

scenario where prior knowledge of the defect geometry is not known. In addition, the 

sizing algorithms used vary drastically from defect to defect making the inversion of 

defect size somewhat deterministic and not well suited to automated deployment and 

analysis of which this chapter is primarily concerned with. While the current system and 

signal processing cannot currently invert physical defect size, it has been shown on 

another sample and different probe better suited to low frequency operation, that the 

system is able to defect embedded defects ~3.00 mm below the inspection surface.  

To understand more about the physical geometry of the highlighted stress 

corrosion crack, a macrograph of was taken at 96 times zoom and is shown in Figure 72. 

It can be seen that the defect under inspection is a multifaceted stress corrosion crack. Due 

to its multifaceted nature, the interaction with the induced eddy current will be highly 

complex and therefore inversion of the physical geometry would be highly challenging. It 

is expected that for a simple linear defect, such as a fatigue crack, mixing of datasets would 
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lead to benefits in defect characterisation even if the SNR was adversely affected. This 

issue is subject to future work and will be investigated at a later date.  

 

 

Figure 72. Photo of crack matrix and micrograph (a) Photo of crack matrix with the defect 

of interest highlighted in a red circle (b) Micrograph of the defect of interest at 96x zoom 

with desaturated background 

  



 

159 

 

4.4. Targeted eddy current scanning based on FGW 

screening 

4.4.1. Sample overview 

The same 900.00 mm long flat plate used in Chapter 3 with a through thickness 

EDM notch in the centre of the RSW was used to illustrate the targeted automated eddy 

current deployment and assess the benefits of doing so. Figure 73 shows an illustration of 

the defective sample where the EDM notch is the full weld width at 4.18mm, 0.50 mm 

long, and through thickness.  

 

Figure 73: Illustration of EDM notched flat plate RSW sample 
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Few publications try to localise defects via guided wave testing and characterise 

the detected defects in a more in-depth manner via additional NDE modalities within the 

same experimental set up. The latter point is commonly unfeasible, as guided wave testing 

is frequently used when other NDE modalities cannot be due to accessibility issues [235], 

[236]. However, as businesses seek increasing use of automation, one can visualise a multi 

sensor automated cell that performs both screening and characterisation, which results in 

decreased operator requirements and delivers economic efficiencies. This section 

therefore explores the use of a FGW documented in Chapter 3 to localise and detect 

defects in order to allow for targeted eddy current deployment and characterisation of the 

detected defect. Figure 74 shows a modified experimental setup to the one covered in 

Section 4.2 that integrates the FGW hardware within the eddy current and robotic cell. 

The readings from the oscilloscope are read into LabVIEW and are used to inform the 

robot of the approximate position of the defect. The robot then begins the motion path and 

scans a length of 75.00 mm before the indicated defect and 75.00 mm after the indicated 

defect.  

 

Figure 74: Illustration of the targetted eddy current deployment experimental set up 
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4.4.2. Results 

Scans on a resistance seam welded flat plate with a through wall defect shown in 

Figure 73 were performed with the same padded eddy current array noted in Section 4.2. 

The same FGW experiment documented in Section 3.2.3.2.2 was used and the 

experimental data reported is representative of the data used to localise the defect. The 

same set up Impedance data in both transversal and axial configurations were acquired at 

frequencies of 250.00, 300.00, 400.00, & 450.00 kHz with an amplitude of 2.00 volts for 

each frequency channel, 30.00 dB of gain, an acquisition rate of 40.00 Hz, and a linear 

speed of 4.50 mm/s.  

Figure 75 shows vertical impedance component C-scans of the axial and 

transversal datasets acquired at 250.00 kHz. In order to estimate the width of the EDM 

notch, the -6.00 dB point from the maximum impedance response caused by the defect 

was monitored. The points highest and lowest -6.00 dB points in the array coil direction 

was logged and is illustrated by crosses on Figure 75. From monitoring these points in the 

data produced, the crack length was estimated to be 4.03 mm and 2.20 mm from the axial 

and transversal dataset respectively. When compared to Figure 73, this represents an error 

of 3.60% & 47.30% for the axial and transversal datasets when attempting to estimate the 

width of the EDM notch in this manner. The higher error associated with the transversal 

dataset is thought to be down to the orientation of the defect with respect to the coil 

transmit and receive direction as explained in Section 4.2.1. The less severe interruption 

of the eddy current signal observed in the transversal dataset, leads to it significantly 

underestimating the EDM notch width while the greater disruption observed in the axial 

dataset, leads to significantly more accurate EDM notch width predictions. 
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Figure 75: Axial and transversal vertical impedance component C-scan images at 250.00 

kHz on a dB scale 

In order, to assess the commercial benefits of performing targeted eddy current 

deployment in combination with a FGW, a series of experiments were timed, and are 

detailed in Table 5. The series comprised of: 1) raster scanning the entire flat plate; 2) just 

the RSW; and 3) the 150.00 mm targeted defective region identified by the FGW. It can 

be seen that by targeting the eddy current deployment to defective regions time savings of 

~95% can be realised. For an operator such as Sellafield with several thousand assets 

requiring inspection, these benefits will further compound and represent sizable 

operational efficiencies. 
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Table 5: Timed automated eddy current deployment comparison  

Scan Type Time (s) Percentage Reduction 

Full Component 675.6 0% 

Full Weld 168.9 75% 

Targeted 33.3 95.1% 
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4.5. Summary 

This chapter demonstrates for the first time how eddy current inspection with full 

image post processing functions can be robotically deployed, showing a significant step 

closer to Industry 4.0 applications, and addressing the ex-situ inspection scenario. 

Variations in the lift-off of the eddy current array were compensated for by the use of a PI 

control system and a force-torque sensor ensuring excellent low-noise coupling 

throughout the inspection. Extensive software infrastructure was developed that allowed 

for the eddy current data to be post-processed to enhance the generated images and reveal 

more about the nature of the defects under inspection. 

The capability of the eddy current inspection system was demonstrated by 

inspecting a nuclear canister with a matrix of 16 stress corrosion cracks and was combined 

with the FGW work documented in Chapter 3 to inspect the RSWs that seal the canister 

body to the lid.  

Three 180-degree scans were conducted, gathering axial and transversal datasets 

at 4 different frequencies simultaneously – 250.00, 300.00, 400.00, & 450.00 kHz – 

detecting 15/16 stress corrosion cracks. In the resulting data, one defect was highlighted, 

and various post-processing techniques were employed to increase the image quality. It 

was shown that, by phase rotation alone, the SNR could be increased by an average of 

4.56 decibels. Dataset mixing was also attempted, and it was shown that a selective sum 

and average could boost the SNR by an average of 1.19 dB. The multifaceted nature of 

the stress corrosion crack under inspection created a complex eddy current interaction, 

making it difficult to invert the physical geometry of the crack. It is expected that for 

simpler defect geometries a benefit in defect characterization would be observed through 

dataset mixing. 

Further scans were conducted on a flat plate RSW with a through thickness EDM 

notch present. The location of the defect was extrapolated via the FGW documented in 

Chapter 3. Given the simplistic nature of the defect, simple inversion was performed with 

an error of only 3.6% being report on the crack width for the axial dataset. Commercial 
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benefits were assessed and it was shown that by performing targeted eddy current raster 

scans time savings of ~95% could be achieved.  

This work demonstrated the detection of defects in real time via eddy current data 

and showed the ability to further post-process the acquired data to enhance image quality. 

The benefit of being able to post-process the acquired data in such a manner should not 

be understated, and it is hoped that similar studies like this can be used to further develop 

the post-processing of eddy current data to the standard achieved in ultrasonic NDE. 
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Chapter 5 

Ultrasonic Inspection at the Point of 

Manufacture 

The design for the canister of the future is yet to be finalised, but it is envisaged 

that a GTAW process would be used with significantly larger wall thicknesses (3.00-10.00 

mm – see Figure 4) when compared to the RSW on the legacy canister (1.00-2.00 mm). 

Thick fusion welding produced from GTAW is well suited to ultrasonic inspection [37]. 

However, considerable delays, often in several days, are encountered from the point of 

manufacture to the point of inspection to allow for the component to cool and the removal 

of additional unwanted thermal effects. If inspection at the point of manufacture were to 

be realised, intervention could be taken to rectify for defects earlier in the manufacturing 

process, production volumes could be optimised, and lead times would be decreased. 

There is also quality benefit as inspection records over time can be compared from cradle 

to grave and establish a “digital twin” [43], [237]. 

This chapter therefore explores the challenges of inspecting at the point of 

manufacture, and compensating for the harsh environmental factors, namely temperature. 

As the canister of the future design is not yet finalised, the hypotheses within this chapter 

are tested on a 21-pass 16.00 mm thick S275 carbon steel GTAW procedure. Thermal 

simulations are developed that document the thermal gradients experienced during the 

GTAW procedure, and the resulting thermal datasets are validated to experiments. It is 

shown that by using these thermal datasets in combination with advanced path finding 

algorithms, the positional accuracy of any detected defects is significantly improved, 

enabling inspection at the point of manufacture. 
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5.1. Introduction 

Ultrasonic phased arrays have become increasingly popular in many NDE applications 

due to their flexibility, quality, and reduced inspection times [58], [73]. Flexibility in the 

acquisition of data is ensured since the same array can be used for various differing 

inspections, while flexibility in post-processing arises from the variety of imaging 

algorithms that can be applied to the rich ultrasonic datasets acquired by arrays. Advanced 

array data acquisition strategies, including Full Matrix Capture (FMC) [77] and plane 

wave [74], have enabled various images to be generated through algorithms, such as the 

Total Focusing Method (TFM) [78], Phase Coherence Imaging (PCI) [238], the 

wavenumber algorithm [239], and Inverse Wave Field Extrapolation (IWEX) [240], and 

have allowed for optimised geometries and features to be detected. 

 Full Matrix Capture (FMC) datasets, where a complete set of time domain A-scan 

data is acquired from all combinations of transmit/receive elements, have widely become 

the de facto standard to which imaging algorithms are applied [77]. It is necessary for 

these imaging algorithms to incorporate some element of a priori knowledge in order to 

accurately detect and characterise any present defects. One such imaging algorithm is the 

Total Focusing Method (TFM) [78]. In TFM, a priori knowledge of the ultrasonic velocity 

within the component is used in a forward model to create a Time of Flight (ToF) map 

from each transmit/receive pair to each pixel in the imaging domain. The amplitude 

corresponding to each of the times in the ToF map is extracted, and the results from every 

transmit/receive pair in the FMC dataset are then summed. This creates an image that is 

synthetically focused across the entire domain, leading to increased defect detection and 

improved characterisation [79]–[82]. Furthermore, as the cost of array electronics 

continues to decrease and the speed of computation increases, FMC acquisition and TFM 

imaging is becoming more widespread. 

 There have been various adaptations of the TFM algorithm from the basic single 

domain embodiment described in the previous paragraph. Recent innovations include: 1) 

adapting FMC acquisition and TFM imaging for laser induced ultrasound [241]–[243]; 2) 
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introducing iterative “ray tracing” algorithms in the forward model to calculate the 

required ToF maps for multiple material layers [72], [244] and anisotropic materials [245], 

[246], as well as; 3) incorporating “path finding” algorithms [247]–[249] in the forward 

model to likewise calculate complex ToF maps. Many industrially relevant applications 

are realised by the expansion of TFM imaging to multiple material layers and anisotropic 

materials, especially in relation to the in-process inspection of challenging multi-pass weld 

geometries [250] and Wire Arc Additive Manufactured (WAAM) components [251]–

[253]. Ray tracing algorithms typically rely on an iterative solution of the wave equation 

via Fermat’s principle of minimum time to generate a ray path and subsequent ToF map. 

Due to their iterative nature, these algorithms have been shown in the literature to be 

computationally demanding [247] and as a result slow. In order to address these issues, 

path finding algorithms, that have their origin in computer science [254]–[256] , have been 

introduced to great effect. Tant et al. [248], [249] & Bourne et al. [257] have demonstrated 

that by deploying path finding algorithms, the grain orientation maps for anisotropic 

media can be efficiently determined. More recently, Singh et al. [258] demonstrated that 

FE datasets in combination with path finding algorithms can be used to train deep learning 

models to enable real time inversion of microstructural maps. 

It is well documented how temperature can affect the ultrasonic velocity within a 

component made from a specific material [259], and how thermal effects can pose 

challenges when characterising defects [69], [197], [198], [260], [261]. A thermal gradient 

within a component can be regarded as a multi layered or anisotropic component with 

each thermal zone being a different material or phase in the component. These different 

thermal zones introduce “beam bending” effects arising from refraction and represent 

some of the hardest inspection scenarios in ultrasonic imaging. The usual a priori 

assumption utilised in imaging algorithms of the ultrasonic velocity being constant within 

the domain is therefore invalid and needs to be addressed for imaging algorithms to allow 

for in-process inspection of the canister of the future. These challenging environments are 

encountered at the point of manufacture for multi-pass welded components. Due to the 

challenges associated with inspecting at temperature, in high electrical noise environments 
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and the delayed onset of certain defects, industry standards dictate that inspection is 

carried out after the final deposition and when the sample has cooled to ambient 

temperature [36]–[38]. This approach makes correcting any defects found post 

manufacture more complex and expensive, with delays contributing to uncertainty in the 

manufacturing schedule, with scrapping of the entire component not being uncommon 

[262], [263]. As businesses shift towards Industry 4.0, there is a demand for automated 

integration of inspection within the manufacturing process [43], [237]. If inspection of 

multi-pass welded components were to be performed in-process at the point of 

manufacture, huge economic benefits would be realised in being able to rectify for defects 

earlier in the manufacturing process, optimising production volumes, and decreasing lead 

times. Overcoming these challenges and providing high resolution ultrasonic images of 

welds at the point of manufacture is therefore highly desirable for many industrial sectors, 

such as nuclear and, specifically, in the manufacture of the envisaged canister of the future 

intended for use at Sellafield. 

In this chapter, the theoretical approach and experimental verification for the 

correction of the thermal effects observed in ultrasonic imaging of welded components at 

the point of manufacture is presented. 

Initially, an accurate FE simulations of the thermal environment which mimicked the 

GTAW procedure specification of a 21-pass, 7-layer, 16.00 mm thick S275 carbon steel 

weld with a 90o included bevel was created. This thermal dataset was then verified through 

extensive experimentation in a flexible robotic cell which automatically performed the 

weld procedure [31], [32], [198] and logged the temperature over time using 13 K-type 

thermocouples through a National Instruments 9214 temperature module [264]. The 

results demonstrated that the simulated dataset was in excellent alignment with the 

experimental thermocouple data with an average error of 1.80%.  

With confidence that the simulated thermal data across the full domain was valid and 

accurate, several 2D ultrasonic FE models were created that produced FMC data 

representative of a Commercial Off The Shelf (COTS) 64-element array. The FE model 

domain comprised: an inhomogeneous steel welded plate that allowed for variations in the 
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ultrasonic velocity with a single reflector present in the centre of the weld; a wedge 

typically used in weld inspection; and absorbing regions to limit the domain size. By using 

the well documented material properties of S275 steel that vary over temperature, 

differing thermal zones were able to be replicated within the FE models [64], [265]. The 

Multi-Stencils Fast Marching Method (MSFMM), a path finding algorithm, was then 

deployed to compute the necessary ToF maps for the TFM algorithm [71]. It was shown 

that by compensating for thermal gradients in the simulated datasets, the reflector’s 

indication positional error was reduced by ~3 mm while the focusing performance was 

negligibly altered.  A positional shift of this magnitude is in the order of a weld pass width 

and thickness which would change the required rework operation to remedy. This result 

demonstrates the efficacy of the proposed thermal compensation scheme as accurate and 

fast detection is key for partially filled weld geometries associated with in-process 

inspection. 

Experimental validation was achieved via an autogenous weld being deposited on top 

of a 16.00 mm thick S275 carbon steel plate with two 2.00 mm Side-Drilled Hole (SDH) 

reference reflectors positioned to match the fusion interface. The experimental results 

showed that performing thermal compensation produced no meaningful difference in SNR, 

but the positional error was reduced by 63.60%. The results presented in this chapter show 

a significant step towards industrially desirable inspection at the point of manufacture that 

is highly relevant to the manufacture of the canister of the future. 
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5.2. Methodology 

The exchange of information that underpins the flow of this chapter is depicted in 

Figure 76. An overview of the theory underpinning the TFM and the MSFMM is given in 

Section 5.2.1 & 5.2.2 respectively. Further details are then provided for thermal validation 

(Section 5.3), ultrasonic simulations (Section 5.4), as well as the experimental validation 

(Section 5.5). 

 

Figure 76: Flowchart showing the various modelling techniques and algorithms used 

within this study 
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5.2.1. Total focusing method  

The TFM is a standard imaging algorithm for detecting and characterising defects used 

widely across the NDE community. TFM uses the FMC dataset, consisting of recorded 

signals, referred to as A-scans, transmitted at each element of an ultrasonic array, 𝑠𝑥𝑦, and 

received at all elements of the ultrasonic array, 𝑟𝑥,𝑦, over time, t. Each recorded A-scan 

can therefore be denoted as 𝐴𝑠𝑥,𝑦𝑟𝑥,𝑦
(𝑡). 

Conventional TFM algorithms assume a constant wave speed, c, throughout the entire 

domain, and calculates the distances from each transmitting element, 𝑠𝑥𝑦 , to each 

receiving element, 𝑟𝑥,𝑦, to every imaging point. With the distance and speed known, this 

enables the calculation of the travel times in the imaging domain and be related to an 

amplitude in the corresponding A-scan. The intensity of each pixel in the TFM imaging 

domain, 𝐼(𝑥𝑖, 𝑦𝑖), is the sum of all amplitudes in each A-scan of the FMC dataset. This is 

mathematically described in Eq. 107, where 𝑥𝑠𝑥
 and 𝑦𝑠𝑦

 are the 𝑥 and 𝑦 coordinates of the 

transmitting ultrasonic array element, and 𝑥𝑟𝑥 and 𝑦𝑟𝑦 are the 𝑥 and 𝑦 coordinates of the 

receiving ultrasonic array element. 

 

𝐼(𝑥𝑖, 𝑦𝑖) = 

|

|
∑ ∑

𝐴𝑠𝑥,𝑦𝑟𝑥,𝑦
∗

(

 
 

(√(𝑥𝑠𝑥
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Eq. 107 

 

The mathematical description contained within Eq. 107, is accurate for an isotropic 

domain which has constant material properties that are spatially invariant. As alluded to 

previously, an isotropic material in the presence of a thermal gradient introduces spatial 

variations in the ultrasonic velocity as a function of the applied thermal gradient. It is 
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therefore necessary to incorporate an approach where the simplistic geometric forward 

model is replaced with one that is more complex and can account for spatial changes in 

material properties. This generalised ToF map could be calculated by any forward 

modelling technique, however, for this study, the MSFMM was used to compute the 

required ToF maps by solving the Eikonal equation. Implementation of the TFM 

algorithm in conjunction with the MSFMM has been previously referred to as TFM+ in 

previously published work [248], [249]. By using the MSFMM in this manner, it can be 

said that for an array of N elements, N ToF maps are generated from each source to each 

pixel in the domain. Assuming a pulse-echo set-up, source-receiver reciprocity can be 

invoked, where the travel time for a wave to travel from each transmitting element to each 

pixel can be assumed to be the same as the travel time from each pixel to each receiving 

element. Therefore, the TFM image intensity can be calculated through Eq. 108 with the 

introduction of, 𝜏 , to represent a generalised ToF map. This generalised ToF map is 

expanded upon in Section 5.2.2 and is formally documented within  Eq. 109. 

𝐼(𝑥𝑖, 𝑦𝑖) = | ∑ ∑ 𝐴𝑠𝑥,𝑦𝑟𝑥,𝑦
(𝜏𝑠(𝑥𝑖. 𝑦𝑖) + 𝜏𝑟(𝑥𝑖. 𝑦𝑖))

𝑁

𝑠𝑥,𝑦=1

𝑁

𝑠𝑥,𝑦=1 

| 
Eq. 

108 

  

5.2.2. Multi-stencils fast marching method 

To calculate the travel times through spatially varying medium, forward model must 

be used. The MSFMM is used as the forward model to simulate the wave front propagation 

in the heterogenous steel domain and to provide accurate estimates of travel times, 

accounting for the varying velocities and resulting wave refraction caused by the presence 

of thermal gradients. The MSFMM is an adaptation of the original Fast Marching Method 

(FMM) first proposed in [71] for generating computational solutions to the nonlinear 

Eikonal equation, and by extension related static Hamilton-Jacobi equations. FMMs make 

use of entropy satisfying upwind schemes and fast sorting techniques to produce highly 

accurate, repeatable, and efficient results. The FMM discretises the domain into a grid and 

uses computational methods to find the fastest ray path to each pixel in the domain from 
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each element in the ultrasonic array. The traditional FMM has been shown to be inaccurate 

along diagonal trajectories on coarsely discretised domains as only the nearest neighbours 

in each node are considered. As the wavefront propagates through the discretised domain, 

errors accumulate and compound along the directions between axis vectors. To avoid this 

issue, the MSFMM [266] is used in this study which adds the diagonals to the shortest 

time calculation by performing a 45o rotation to the original four-point stencil. This higher 

order fast marching method (on which MSFMM is based) has been shown to diminish the 

grid bias and converge to the underlying geodesic distance when the grid step size tends 

to zero [267]. The MSFMM is shown graphically for one nodal search point in Figure 77. 

Various differing embodiments of the MSFMM have been developed and successfully 

been deployed in similar studies to account for refraction in isotropic [248] and anisotropic 

media [249]. For this work, only spatially-varying isotropic media is considered.  

 

 

Figure 77. MSFMM schematic of a single nodal search in 3D space. 
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The MSFMM solves the Eikonal equation stated in Eq. 109. 𝜏(𝑥𝑖, 𝑦𝑖 , 𝑠𝑥𝑦) denotes the 

minimum travel time for a wave to travel from the transmitter 𝑠 ∈ 𝜕𝐼, on the boundary of 

the discretised image domain  𝐼 = 𝑥 × 𝑦 , to the point (𝑥𝑖, 𝑦𝑖) ∈ 𝐼 . An upwind finite 

difference scheme is used to solve for ∆𝜏(𝑥𝑖 , 𝑦𝑖 , 𝑠𝑥𝑦) [268], where 𝑉(𝑥𝑖 , 𝑦𝑖) is the velocity 

model depicting the velocity at point (𝑥𝑖, 𝑦𝑖). 

 

|∆𝜏(𝑥𝑖, 𝑦𝑖 , 𝑠𝑥𝑦)| =
1

𝑉(𝑥𝑖, 𝑦𝑖)
 

Eq. 

109 

  

Solving Eq. 109 over a regular grid with an associated velocity field, the shortest 

travel-time between each transmitter, 𝑠𝑥,𝑦 and receiver 𝑟𝑥,𝑦 ∈ ∂I can be calculated, and the 

travel time matrix constructed. An example TOF map produced from the MSFMM is 

documented in Figure 78 

 

 

Figure 78: Example ToF Map produced by the MSFMM  
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It is noted that other physical phenomena such as scattering, attenuation and dispersion 

are ignored and only the travel time information is modelled. FMM algorithms such as the 

MSFMM have been shown to be an efficient, robust, and fast method for computing travel 

times for complex spatially-varying media [269]. Thus, imaging techniques, like TFM, 

that require a time-of-flight for many pixels in an imaging domain, prosper from the use 

of such an algorithm. A more thorough theoretical overview of the MSFMM is outside 

the scope of this work but readers are referred to Hassouna & Farag [266] for further 

information and discourse.  
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5.3. Thermal simulation & experimental validation 

In order to quantify the thermal gradients that could be experienced during in-process 

inspection, several 3D thermal simulations of a 21 pass, 7-layer, 16.00 mm thick carbon 

steel S275 weld with a 90.00o
 included bevel were performed in the commercial FE 

package, COMSOL [175]. A total of 7 models (see Figure 80 (b) & Table 6) were 

produced to mimic the thermal gradient observed for each layer during a GTAW process. 

An ambient convection and radiation boundary condition was applied of 20oC at the 

surface of the steel for all models. The steel was modelled with a specific heat capacity of 

475 
𝐽

𝑘𝑔𝐾
 and a thermal conductivity of 44.5 

𝑊

𝑚𝐾
. Each model domain was 600 x 16 x 400 

mm, comprised ~15,605 tetrahedral elements and is shown in Figure 79.  

 

 

Figure 79: Schematic of COMSOL domain for the final pass with co-ordinate system 

marking the centre of the domain 

Experimental verification of the simulations was undertaken in tandem. Two steel 

plates 300.00x16.00x400.00 mm in size with a 90o included bevel were fabricated as 

shown in Figure 80 (a). The weld procedure is documented in Figure 80 (b) with each pass 

sequentially numbered. Pass 1 and 2 refers to layers 1 and 2 respectively, while passes 3-

4, 5-7, 8-11, 12-16, 17-21 refer to layers 3, 4, 5, 6 & 7, respectively.  
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Figure 80: Schematics describing the experimental setup. (a) A photograph showing the 

completed welded assembly of two 300.00x16.00x400.00 mm S275 carbon steel plates, (b) 

A cross-sectional schematic of the welded fabrication documenting the weld procedure 

specification where the numbers refer to the sequential order of each weld pass, (c) 

Photographs showing the experimental thermocouple placement along with their 

respective label where faulty thermocouples are denoted with a X (in red), (d) A schematic 

denoting the thermocouple placement with respect to the centre of the weld. Note: The 

distances shown are not to scale but occur in the same order as documented in Figure 

3(c). TC = Thermocouple. 

A total of 13 K-type thermocouples were attached to the plates prior to welding. Seven 

were attached to the upper surface of the left-hand plate and six were attached to the 

bottom of the right-hand plate, as shown in Figure 80 (c) & (d). For the last pass in each 

layer, the temperature was recorded for a total of 380 seconds.  

A robotic cell as described in previously published work was used to automatically 

perform the welding procedure [31], [32]. For all passes performed by the robotic system, 

the welding parameters documenting the welding current, voltage, travel speed, weave 

amplitude and frequency are given in Table 6. 
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Table 6: Welding Parameters. * Automatic Voltage Correction (AVC) used in the 

robotically deployed weld process. 

 
AVC set 

voltage (V) * 
Current (A) 

Travel Speed 

(mm/min) 

Wire Feed 

Speed 

(mm/min) 

Weaving 

Amplitude 

(mm) 

Weaving 

Frequency 

(Hz) 

Pass 1 12.00 120.00 50.00 910.00 2.00 0.30 

Pass 2 13.50 220.00 100.00 1225.00 4.00 0.60 

Pass 3-16 13.50 210.00 120.00 1470.00 3.00 0.55 

Pass 17-21 13.50 240.00 100.00 1225.00 4.00 0.60 

 

After each layer, a laser scan with a 2910-100 Micro-Epsilon laser scanner [270] was 

performed to document each layer’s geometry. These scanned cross sections were used to 

generate CAD models for the thermal simulations and are shown in Figure 81. 

 

Figure 81: Laser profiles of each layer along with 2D CAD schematics. 

For the thermal simulations, the welding source was modelled as a confined gaussian 

heat source [271], [272] as defined in Eq. 110. Where 𝜑𝑞 is the heat flux in 𝑊/𝑚2, 𝜂 is 

the weld efficiency factor, 𝑃 is the weld power, 𝑟𝑠𝑝𝑜𝑡 is the arc radius, and 𝑟𝑓𝑜𝑐𝑢𝑠 is the 

spatially and temporally dependent centre of the gaussian function. A weld efficiency 
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factor of 0.7 and spot size of 3.00 mm were used in this study. The weld power was 

determined by the multiplication of the voltage and the current for each pass as described 

in Table 6. 

 

𝜑𝑞(𝑥, 𝑧, 𝑡) =
2𝜂𝑃

𝜋𝑟𝑠𝑝𝑜𝑡
2 𝑒

−(
2𝑟𝑓𝑜𝑐𝑢𝑠

2

𝑟𝑠𝑝𝑜𝑡
2 )

, 𝑡 <  𝑡𝑝𝑎𝑠𝑠 Eq. 110 

𝑟𝑓𝑜𝑐𝑢𝑠(𝑥, 𝑧, 𝑡) = √(𝑥 − 𝑥𝑓𝑜𝑐𝑢𝑠)
2
+ (𝑧 − 𝑧𝑓𝑜𝑐𝑢𝑠)

2
 Eq. 111 

𝑧𝑓𝑜𝑐𝑢𝑠(𝑡) = (az − (
2az

π
𝑚 cos−1 (cos (

2𝜋

𝑝𝑧
𝑡)))) , 𝑡 <  𝑡𝑝𝑎𝑠𝑠 Eq. 112 

𝑥𝑓𝑜𝑐𝑢𝑠(𝑡) =
𝐴𝑥

2
sin−1 (𝑠𝑖𝑛 (

2𝜋

𝑝𝑥
𝑡)) + 𝑥𝑜𝑓𝑓𝑠𝑒𝑡, 𝑡 <  𝑡𝑝𝑎𝑠𝑠 Eq. 113 

  

 

With reference to the co-ordinate system in Figure 79, Eq. 111-68 mathematically 

describe the spatial and temporal variation in 𝑥𝑓𝑜𝑐𝑢𝑠  & 𝑧𝑓𝑜𝑐𝑢𝑠  which contribute to the 

vector sum of 𝑟𝑓𝑜𝑐𝑢𝑠. 𝑥𝑓𝑜𝑐𝑢𝑠 is a triangular wave which describes the weaving pattern of 

the weld torch centre in the x-direction over time. The weave had an amplitude, 𝐴𝑥, and a 

period, 𝑝𝑥, that corresponded to the weld variables given in Table 6, while 𝑥𝑜𝑓𝑓𝑠𝑒𝑡 was 

adjusted to align with the centre of the next deposited weld pass – see Figure 80(b). For 

layer 7, the weave pattern is annotated in Figure 82 for the first 20 periods. It is important 

to note that the weave pattern will vary throughout the welding process according to Table 

6. 
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Figure 82: X-Position of the centre of the weld torch describing the weaving pattern 

over time 

Likewise, 𝑧𝑓𝑜𝑐𝑢𝑠 is a truncated triangular wave for half a period that describes the 

linear progression of the weld torch centre as the weld is progressed in the z-direction over 

time. The amplitude, 𝐴𝑧, corresponds to the maximum and minimum z position in relation 

to Figure 83, and the period, 𝑝𝑧 , was set to be double the pass time which is itself a 

function of linear velocity and weave frequency and alters for differing passes according 

to Table 6.. By setting the variables in this manner, a linear progression in the centre of 

the z-direction was obtained and is annotated in Figure 83. 
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Figure 83: Z-Position of the centre of the weld torch over time 

With all welding parameters defined, each model was run for double the time of a 

weld pass to observe how the thermal gradient changed over the domain during and after 

welding. Each model was solved in approximately 6 mins and 48 seconds on a PC with a 

3.8Hz 24 core 3960X AMD thread ripper processor [273] and 128Gb of RAM. The 

temperature was logged at each nodal point of the mesh over the entire domain shown in 

Figure 79, and interpolated to the positions of the thermocouples noted in Figure 80. 

As both simulated and experimental data had been collected, it was possible to 

compare the two datasets. Temperature data from the simulated datasets were extracted at 

points corresponding to the placement of the thermocouples in the experiment and both 

the simulated and experimental data is shown in Figure 84. With reference to Figure 80, 

thermocouples were chosen to be plotted at various distances from the centre of the weld 

and at the top and the bottom of the plate in order to validate the observed thermal gradient 
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at various points.  Strong agreement between the experimental and simulated datasets is 

observed with an average error of 1.80% (mean error: 4.1oC, max error: 19.2oC). The 

variations from the simulation to what was observed were thought to be due to: 1) The 

positional error in mounting the thermocouples not exactly aligning with the exact points 

requested in the simulation; 2) the quality of the thermocouple attachment. The 

thermocouples are attached via spot welding and the quality of this bond influences the 

temperature reading; 3) Differences in the material properties; & 4) Differences in welding 

process parameters. 

 

 

Figure 84: Experimental and simulated thermal data comparison 

From the validation of the simulated data with the experimental data, the well-

documented properties of S275 steel over temperature could be leveraged to create a 

spatially-varying material property map [259]. This spatial variation in material properties 

can be interpreted into a similar variation in ultrasonic velocity through the square root of 

the materials stiffness divided by its density [274], as documented in Eq. 114 & Eq. 115, 
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and thus be used by any forward model to compute the necessary travel times as described 

in Section 5.2. It was thus hypothesised that these thermal models could be the a priori 

knowledge needed to accurately image ultrasonic datasets at the point of manufacture 

welded components. 

𝑐𝑙 =
√𝐸(1 − 𝜈)

𝜌(1 + 𝜈)(1 − 2𝜈)
 Eq. 114 

𝑐𝑠 = √
𝐸

2𝜌(1 + 𝜈)
 Eq. 115 

 

Figure 85: S275 Material properties against temperature and thermal gradient from 

COMSOL simulation. (a) S275 Young’s and Shear Modulus against temperature [259], 

(b) S275 Density against temperature [259], (c) Thermal gradient 100.00 mm behind the 

weld torch. 
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5.4. Simulated thermal compensation 

To prove the hypothesis that the validated thermal simulations could be used to 

accurately image high temperature welded components at the point of manufacture, 

several explicit FEA proof-of-concept models producing FMC datasets were developed. 

These models were created and solved in the accelerated high-fidelity GPU-based FEA 

package, Pogo, and were subsequently visualized using PogoPro [176]. 

The same standardised weld geometry used in Section 5.3 was modelled along with a 

5.00 MHz COTS Olympus 5L32-A32 1D linear phased array [275] and a high temperature 

Olympus SA32C-ULT-N55SIHC ULTEM™ wedge [276] as shown in Figure 86 (a). A 

3.00 mm Side Drilled Hole (SDH) was modelled in the centre of the weld to assess the 

thermal compensation strategy. The mechanical properties for the ULTEM™ wedge were 

kept constant (𝜌 = 1270.00
𝑘𝑔

𝑚3 , 𝐸 = 2.89𝐺𝑃𝑎, 𝐺 = 1.04𝐺𝑃𝑎), whilst the steel material 

properties were allowed to vary with respect to temperature.  It is important to note for an 

ultrasonic FE model in the presence of a thermal gradient, a spatially varying material 

property map needs to be created. This is done by leveraging the previously documented 

thermal gradient maps described in Section 5.3. Therefore, the temperature was 

interpolated from the nodal points of the mesh used in the FE model of the thermal 

environment to the nodal points of the mesh used in the ultrasonic FE model. Each unique 

temperature was modelled as a different material of the steel properties relating to their 

temperature as described in Figure 85. To lower computational demands, a variable mesh 

was obtained via Pogo’s internal mesher, pogoMesh, where the mesh element size was 

1/16th of the slowest wavelength in each medium. This is illustrated in Figure 86 (b). The 

full length of the welded plate was not modelled, and the domain was limited by 

Absorbing Layers with Increasing Damping (ALID) [221] as shown in Figure 9 (c). This 

effectively stopped any reflections from boundaries being seen in the imaging algorithm.  

To aid development, each model was solved at 2.00 MHz initially, due to the lower 

mesh size and smaller computational domain associated with lower frequency simulations. 

When the 2.00 MHz modelling data had been validated, the frequency was increased to 
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5.00 MHz to match the centre frequency of the transducer itself. Each model was solved 

with and without a thermal gradient being imposed on the steel domain creating a total of 

4 models. The 2.00 MHz & 5.00 MHz models contained 18,069,054 & 117,729,711 

C3D6R elements respectively. The 2.00 MHz and 5.00 MHz models were solved in ~80 

mins and ~20hrs respectively on a HPC that contained two Nvidia GeForce RTX 3090 

graphics cards [277].  
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Figure 86: Schematics of proof-of-concept FEA models (a) Overall geometric domain, 

size, and positioning, (b) Variable mesh size created in pogoMesh, (c) Overall FEA 

domain showing the wedge, steel, and absorbing regions as well as the 3.00 mm SDH 

and array element positions. 



 

188 

 

The resulting generated FMC datasets were imaged using the TFM algorithm in 

combination with the MSFMM as described in Section 5.2. For each frequency, three 

images were created: 1) An ambient image that used the room temperature (20oC) FMC 

dataset and a room temperature ToF Map; 2) An uncompensated image that used a welded 

thermal gradient FMC dataset and a room temperature ToF map; and 3) A compensated 

image that used a welded thermal gradient FMC dataset and a welded thermal gradient 

ToF map.  

Great effort was taken to ensure fast processing of the data. For each image, the 

MSFMM produced ToF maps using MATLABs parallel computing toolbox [278] in 

~31.00 s on a HPC that housed two Intel Xeon Gold 6248R 48 core 3.00 GHz processors 

[279] with 192 Gb of RAM, while the TFM was performed in MATLABs GPU coder 

[280] in 1.60 s on the same HPC that housed two Nvidia GeForce RTX 3090 graphics 

cards [277]. Additionally, each image was formed on a spatial grid with a resolution of 20 

pixels per millimetre. It has been shown in previously documented work [281] that for the 

frequencies and array used in this work, the Point Spread Function (PSF) of the array 

would limit the resolution to 0.08 mm, so the chosen value of 0.05 mm was well suited. 

The ToF calculation was bench marked against an Eikonal solver developed by the 

Consortium for Research in Elastic Wave Exploration Seismology (CREWES) [282] at 

the University of Calgary and provided accurate ToF maps in ~ 4 hours. This result 

demonstrates the benefits of using the MSFMM due its inherently fast solve times no 

noticeable image degradation as documented in Section 5.1. 

The results for the 2.00 MHz and 5.00 MHz models are shown in Figure 87 and 

Figure 88 respectively where each image derived from each transversal half skip is 

displayed above each other [283]. The SNR was very similar across all three images for 

both the 2.00 MHz & 5.00 MHz datasets, as documented in Table 7. This implies that the 

thermal gradient has little defocusing effect. To quantify the improvement in the detected 

reflector position, the position of the maximum amplitude was recorded and compared 

across all the three images for both the 2.00 MHz and 5.00 MHz datasets. It was shown 

that by not compensating for the thermal effects associated with a typical welding process, 
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a maximum positional error of 4.34 mm & 3.81 mm was introduced for the 2.00 MHz and 

5.00 MHz datasets respectively – see the images in Figure 87 (b) & Figure 88 (b). By 

compensating, the maximum error in the reflector’s position was reduced to maximum of 

0.20 mm & 0.46 mm for the 2.00 MHz and 5.00 MHz datasets respectively representing 

a ≥ 85% decrease in positional error across all images – see the images in Figure 87 (c) 

& Figure 88 (c). These results are summarised in Table 7.  

 

Figure 87: TFM images formed with ToF maps from the MSFMM. (a) TFM image 

constructed with FMC data simulated at 2.00 MHz ambient room temperature material 

properties and an ambient room temperature ToF map, (b) TFM image constructed with 

FMC data simulated at 2.00 MHz with thermally varying material properties over the 

steel domain and an ambient room temperature ToF map, & (c) TFM image constructed 

with FMC data simulated at 2.00 MHz with thermally varying material properties and 

ToF map over the steel domain. 
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Figure 88: TFM images formed with ToF maps from the MSFMM. (a) TFM image 

constructed with FMC data simulated at 5.00 MHz ambient room temperature material 

properties and an ambient room temperature ToF map, (b) TFM image constructed with 

FMC data simulated at 5.00 MHz with thermally varying material properties over the 

steel domain and an ambient room temperature ToF map, & (c) TFM image constructed 

with FMC data simulated at 5.00 MHz with thermally varying material properties and 

ToF map over the steel domain. 
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This result is further emphasised in the averaged ToF maps from every transmit 

receive pair 15 mm either side of the reflector as shown in Figure 89. Between the high 

temperature and ambient ToF maps documented Figure 89 (a) and (b) respectively, a 

difference of 1.34 µs is reported at the reflector location. This represents a 4 mm positional 

shift for an assumed constant transverse ultrasonic velocity of 3000 m/s. A 4mm positional 

shift in the reflector location estimated in this manner is of the same order of magnitude 

observed in Table 7. Furthermore, the ToF map illustrated in Figure 89 (a) shows the 

correct reflector contour pulling the defect position towards the left of the imaging domain. 

This is expected and counteracts the shift to the right documented in the uncompensated 

images in Figure 87 (b) and Figure 88 (b). Therefore, by comparing ToF maps in this 

manner, an approximate positional shift magnitude and direction can be estimated. 

 

Figure 89: Zoomed in ToF maps, (a) 5MHz ambient ToF map 15 mm either side of the 

reflector. (b)  5MHz high temp ToF map 15 mm either side of the reflector 
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These results confirm that for a simulated noise-free environment, the proposed 

thermal compensation strategy has a positive effect on imaging performance. To confirm 

these results and trends hold true in a realistic setting at the point of manufacture, several 

experiments were conducted. 

 

Table 7: Imaging performance summary for the simulated datasets stating the positional 

error and SNR observed in the TFM images. 

 Reflector in 2nd Half Skip Reflector in 4th Half Skip 

 SNR (dB) 
Location 

Shift (mm) 

SNR 

(dB) 

Location 

Shift (mm) 

2.00 MHz – Room Temp 23.30 0 21.70 0 

2.00 MHz – High Temp – 

Uncompensated 
23.50 4.34 22.00 3.81 

2.00 MHz – High Temp – Compensated 24.00 0.20 22.60 0.32 

     

5.00 MHz – Room temp 27.10 0 33.50 0 

5.00 MHz – High Temp – 

Uncompensated 
27.00 3.44 33.50 3.06 

5.00 MHz – High Temp – Compensated 25.90 0.11 34.30 0.46 
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5.5. Experimental thermal compensation 

5.5.1.  Initial experimental results 

To further prove our hypothesis that the validated thermal simulations could be 

used to accurately image welded components at the point of manufacture with thermal 

gradients present, several experiments were conducted. A 15.80 mm thick carbon steel 

sample with two 2.00 mm SDHs machined along the weld groove interface at one third 

and two thirds the thickness to act as reflectors, was procured for an autogenous weld to 

be applied. Here, an autogenous weld refers to the application of a GTAW welding heat 

source on the surface of the plate without the addition of any filler material. The position 

of these reflectors was selected to mimic lack of sidewall fusion defects. The acquisition 

set up involved the use of two robots. A KUKA Quantec Extra HA KR-90 R3100 [216] 

was used to perform the welding sequence and a Kuka KR6 R900 Agilus [284] in 

combination with a IP-65 rated gamma force-torque sensor from ATI Industrial 

Automation [220] was used to record the ultrasonic data. Both robots were controlled via 

a KRC 4 controller [221] using the Kuka Robot Sensor Interface (RSI) [222]. The force 

torque sensor was used to apply a force of 120N in the Z-direction during the ultrasonic 

data acquisition to ensure consistent coupling. High temperature liquid polymer couplant 

[285] was applied between the transducer and wedge as well as between the wedge and 

sample. The FMC data was captured using a PEAK NDT LTPA 64+64 phased array 

controller [286] from an Olympus 5.00 MHz 5L32-A32 1D linear phased array and an 

Olympus SA32C-ULT-N55SIHC ULTEM™ wedge along with a 6.00 mm thick polymer 

coupling medium. To reduce the presence of artefacts, all FMC datasets were filtered 

around the centre frequency of the transducer in the model using a Hann window with a 

bandwidth of 60% of the centre frequency. The experimental setup is illustrated in Figure 

90. 
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Figure 90: Experimental setup depicting the approximate location of the thermocouples, 

weld torch, polymer coupling medium, ultrasonic wedge, and array on top of the carbon 

steel component. 

 

Initially, an FMC dataset was acquired and imaged at room temperature prior to 

the deposition of the autogenous weld for simplicity and comparison. The acquired room 

temperature data was imaged using the same code as in Section 5.4 and is shown in Figure 

91 where each image derived from each transversal half skip is displayed above each other 

[283]. 



 

195 

 

 

Figure 91: Experimental ambient temperature TFM image created with ToF maps from 

the MSFMM 

 

With datasets acquired and successfully imaged under ambient conditions, the 

autogenous weld was then deposited. As the autogenous weld was laid, a thermal gradient 

was induced into the steel and was again logged via K-type thermocouples as in Section 

5.3. The original COMSOL thermal models were altered slightly to account for the use of 

an autogenous weld in the experimental procedure and strong agreement (mean error: 

4.6oC, max error: 8.6oC) was again observed between the thermally simulated and 

experimentally recorded thermal datasets. As the acquisition of thermal and ultrasonic 

datasets was performed in a semi-autonomous fashion, each dataset could be matched with 

ease by analysing their timestamp. FMC datasets were acquired after the maximum 

temperature recorded by the thermocouples was less than 150oC. This conservative 

criterion was used to avoid hardware failure as the ULTEM™ wedge has an operating 

temperature of ~150oC as recommended by the wedge manufacturer. Beamformed images 

were displayed in real time at the point of acquisition showed that the coupling had 

stabilised. An FMC dataset with stable coupling was then elected for compensation, and 
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a thermal gradient corresponding to this was selected from the COMSOL model and is 

shown in Figure 92. In this part of the work, the silicone coupling medium and ULTEM™ 

wedge were not modelled in the thermal simulations, and as a result they have an assumed 

ambient temperature of 20oC across their entire domains. 

 

 

Figure 92: Extrapolated 2D thermal gradient from the COMSOL model that mimicked 

the experimental autogenous weld procedure 

 The uncompensated and steel gradient-compensated TFM images produced from 

the FMC data and initial thermal gradient are shown in Figure 93 (a) and (b) respectively, 

where each image derived from each transversal half skip is displayed above each other 

[283]. A SNR of 18.60 dB was reported for Reflector 2 in the uncompensated high-

temperature image, and a very similar SNR of 16.70 dB was reported for Reflector 2 in 

the steel gradient-compensated high-temperature TFM images. This agrees with the trend 

observed in the simulated data where comparable SNRs are reported for uncompensated 

and compensated images. Like the simulated datasets, a positive benefit was observed 

when the uncompensated and steel gradient-compensated reflector positions were 

compared. A 20.5% reduction in positional error was reported between the 
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uncompensated and steel gradient-compensated high-temperature images, with an 

absolute positional error of 4.49 mm and 3.57 mm for Reflector 2 respectively.  

 

Figure 93: Experimental high temperature TFM Images created with ToF maps from the 

MSFMM (a) Uncompensated TFM image showing a positional error with respect to 

Reflector 2 of 4.49 mm, & (b) Thermally compensated TFM image using a thermal 

gradient only in the steel plate showing a positional error with respect to Reflector 2 of 

3.57 mm. 

5.5.2. Incorporating coupling & wedge thermal gradients 

While the initial experimental results at the point of manufacture demonstrated an 

improvement in the position of the reflector, these did not incorporate thermal gradients 

within the wedge and coupling medium.  

A further series of experiments were performed to understand how the ultrasonic 

velocity varied within the polymer coupling medium and ULTEM™ wedge with 

temperature. Experimental pulse-echo time of flight measurements, across known depth 
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samples of each material were undertaken across the working temperature range. The 

COMSOL models were then updated to incorporate the thermal gradient in the wedge and 

coupling medium. Isothermal boundary conditions were applied at the steel-silicone and 

silicone- ULTEM™ interfaces, while ambient convection and radiation boundary 

conditions of 20oC were applied at all air interfaces. The ULTEM™ wedge and silicone 

polymer coupling medium were modelled with a specific heat capacity of 2,000 
𝐽

𝑘𝑔𝐾
 & 

1430.15 
𝐽

𝑘𝑔𝐾
 and thermal conductivity of 0.22 

𝑊

𝑚𝐾
 & 0.143 

𝑊

𝑚𝐾
, respectively. The updated 

thermal gradient is shown in Figure 94 with an average predicted temperature in the 

polymer coupling medium and wedge of 29.15oC and 20oC, respectively.  

 

 

Figure 94: Updated thermal gradient in the steel, silicone polymer coupling medium and 

ULTEM™ wedge 100.00 mm behind weld torch. 

The updated thermal gradient was used to produce a new ToF map through the 

MSFMM and the TFM images were reconstructed once more. The updated TFM image 

is shown in Figure 95 (d) along with comparisons to images formed with: 1) ambient FMC 

data and an ambient thermal gradient (Figure 95 (a)); 2) high temperature FMC data and 
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an ambient thermal gradient (Figure 95 (b)); 3) high temperature FMC data corrected with 

a thermal gradient only in the steel domain (Figure 95 (c)). The imaging performance is 

summarised in Table 8. It is again noted that the updated image in Figure 95 (d) produced 

a comparable SNR to the other images formed from the same FMC dataset in line with 

previous results documented in this study. A positive increase in positional accuracy is 

also observed, with the reflector position error decreasing by a further 53% from the initial 

steel-compensation attempt – see Figure 93 (b)/Figure 95 (c) – to an absolute error of 1.68 

mm. It is thought that the remaining 1.68 mm positional error can be attributed to errors 

in the thermal gradient, errors in our understanding of how the ultrasonic velocity varies 

over temperature, and positional inaccuracies between the modelling domains and reality. 

When the updated thermal compensation strategy is compared to the uncompensated case, 

a 63.6% reduction in absolute positional error is observed, proving the efficacy of using 

this strategy to inspect at the point of manufacture in the presence of high-temperature 

gradients, and aiding industry as it moves towards higher throughput production lines 

associated with Industry 4.0.  
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Figure 95: Experimental TFM images created with ToF maps from the MSFMM (a) 

TFM image of ambient FMC data, (b) Uncompensated TFM image of high temperature 
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FMC data showing a positional error with respect to Reflector 2 of 4.49 mm, (c) 

Thermally compensated TFM image of high temperature FMC data using a thermal 

gradient only in the steel plate showing a positional error with respect to Reflector 2 of 

3.57 mm, & (d) Thermally compensated TFM image of high temperature FMC data 

using a thermal gradient only in the steel, silicone, and ULTEM™ domains showing a 

positional error with respect to Reflector 2 of 1.68 mm 

Table 8: Imaging performance summary for the experimental datasets stating the 

positional error and SNR observed for Reflector 2 in the 4th half skip of the TFM 

images. 

Dataset 

SNR (dB) 

of 

Reflector 

2 

Location 

Shift 

(mm) of 

Reflector 

2 

Ambient  18.60 0 

High Temp - Uncompensated 16.70 4.49 

High Temp - Steel Gradient - Compensated 16.50 3.57 

High Temp - Full Domain-Gradient-

Compensated 
16.40 1.68 
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5.6. Summary 

Traditionally, ultrasonic inspection of welded components has been performed after 

the component has been manufactured due to industrial protocol and the technical 

challenges associated with inspecting at the point of manufacture. As businesses seek 

continual process improvements as they move towards Industry 4.0, the time lost due to 

this practice is now undesirable and there is a desire to move inspection to the point of 

manufacture. Technically, inspecting welded components at the point of manufacture is 

challenging due to the elevated temperature and resulting thermal gradients in the 

component introducing beam bending effects due to refraction and positional inaccuracies 

in the ultrasonic data. In this chapter, a generalised time of flight maps to be created via 

the Multi-Stencils Fast Marching Method (MSFMM), incorporating thermal gradient 

information from the welding process and compensating for positional inaccuracy in 

defect location in resultant TFM images is presented for the first time.  

To document the thermal gradients experienced during a standard GTAW procedure, 

various 3-dimensional thermal simulations were developed and experimentally validated 

with an average error of 1.8%. The resulting thermal information of the welding domain 

along with well-defined material properties that varied over temperature allowed for the 

generation of generic ToF maps through the MSFMM, and the ultrasonic data to be 

imaged by the TFM. The proposed thermal compensation strategy was initially evaluated 

on synthetically generated finite element data and showed an improvement in positional 

accuracy of reflectors of at least 85%. Experimental results also showed a similar trend 

with a 63.6% improvement in reflector positional accuracy. The results show how high-

quality ultrasonic images can be generated in process and demonstrate a significant step 

closer to inspection at the point of manufacture which could be used in the manufacture 

of the canister of the future at Sellafield. 
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Chapter 6 

Summary, key findings, and future work 

6.1. Summary 

This thesis presented NDE solutions to inspect the body and welds for low-level 

nuclear waste canisters in the context of three scenarios specific to the challenges faced 

by Sellafield Ltd, the theoretical background behind each as well as validation by 

simulation and/or experimental methods. The three scenarios covered were: 1) In-situ 

screening of legacy canisters sealed by RSWs while on a racking system with considerable 

accessibility constraints; 2) Ex-situ characterisation of legacy canisters sealed by RSWs; 

& 3) Inspection of fusion welds performed via Gas Tungsten Arc Welding (GTAW) for 

an upgraded canister of the future design at the point of manufacture. The in-situ challenge 

was addressed by a novel FGW which could be used to screen the RSW on specific 

canisters to allow for targeted removal and repackaging. The ex-situ challenge was 

resolved by developing a data rich eddy current platform to characterise defects on the 

canister body as well as the RSW sealing the canister. The canister of the future challenge 

was alleviated by developing an innovative thermal compensation strategy to enable 

inspection as the weld was being manufactured enabling the creating of a NDE digital 

twin throughout the canister’s lifetime. 

Chapter 1 began with an overview of the industrial motivation that highlighted the 

role of nuclear power within the UK and the importance of ensuring safe storage of nuclear 

assets. It was clear that due to complex issues and various differing stakeholders, ranging 

from political entities to power providers, a need to increase the lifetime of nuclear 

infrastructure further than its original design intent frequently arises. This leads to a 

reactionary requirement to integrate NDE methods to ensure continuous safe operation. 

The reader is introduced to the wide array of academic work undertaken by Sellafield to 

address their inspection challenges arising from this dilemma and to upgrade their 
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capabilities as technology advances. Inspection of three different canister variants were 

then highlighted and emphasis was placed on the importance of inspecting the welds and 

to a lesser degree, the overall canister body. Three inspection scenarios specific to 

inspection of the canisters and their welds were introduced. The in-situ and ex-situ 

challenges were related to a legacy canister design that was soon to go out of manufacture 

and was sealed with thin RSWs. The final inspection challenge was related to the canister 

of the future - a canister that was not yet fully designed but a thicker weld and overall 

canister design was envisaged. In all three scenarios, it was clear that the lack of inspection 

data was prohibitive to making timely decisions over safe and continuous storage of these 

nuclear assets. Subsequently, the main aims and objectives of this thesis were laid out, 

concluding with the contributions to academia and industry and the publications generated 

from this work. 

Chapter 2 provided an overview of the welding techniques used on the legacy 

canister and canister of the future design. Specific methods of NDE were introduced to 

the reader that are well suited to addressing the three aforementioned inspection scenarios 

in line with any limitation placed on them from their specific welding technique. The three 

NDE techniques covered in detail are bulk ultrasonic inspection, ultrasonic guided waves, 

and eddy current testing. The first technique covered in detail is bulk ultrasound starting 

with an in-depth theoretical overview of wave propagation in infinite isotropic solids. 

Additional fundamentals were also covered including differing attenuation models, wave 

refraction, reflection, and mode conversion. Recent technological developments 

associated with phased arrays are summarised and emphasis on the flexibility associated 

with the datasets they gather is given. In line with industrial standards, it was concluded 

that phased array bulk ultrasound would be well suited to inspecting the thicker tungsten 

arc welds in the canister of the future. The next topic covered was guided waves due to 

their theoretical similarities to bulk ultrasonic waves. Unique features associated with 

guided waves such as their dispersive properties, mode shapes, and attenuation due to 

leakage were covered. The concepts of guided waves are then expanded upon with FGWs 

that propagate with their energy confined to a topological feature, such as a weld. The 
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complex theory and mathematics contributing to the SAFE method that allows for FGWs 

to predicted and studied are covered in depth. Nuances in identifying suitable FGWs for 

NDE purposes are highlighted that allow for proper mode selection and transduction 

strategies to be developed. It was concluded that for the in-situ inspection, FGWs would 

be an ideal solution to screen the thin RSWs that seal the canister body and the lid whilst 

on a racking system with considerable accessibility issues. The final topic covered is eddy 

current testing starting with an overview of differing types of eddy current testing and 

electromagnetic theory. Near field testing was documented to be the most relevant form 

of eddy current testing with emphasis being placed in the theory on the skin depth which 

is primarily controlled by the frequency of operation. Eddy current arrays were also briefly 

covered, and their advantages highlighted. It was concluded that eddy current array testing 

was well suited to further inspecting the canister body and RSWs of the legacy canister 

due to their ability to saturate the thin wall thicknesses.  

Chapter 3 began the exploration of discovering a FGW and exploiting it on the 

RSW sealing the body to the lid on the legacy canister design. It was evident from Chapter 

2, that applying the SAFE method in this manner was highly complex, and care would be 

needed. To this effect, literature replication of work done by Yu et al. [115] was performed. 

All the documented simulated results were able to be replicated with reflection 

coefficients being reproduced with 99% accuracy. With confidence established in the 

theoretical implementation of the SAFE method, adaptation to the RSW geometry was 

undertaken. Four weld-guided wave modes were identified, and the fundamental flexural 

(F0) weld guided mode was down selected. Several FE models explored applicable 

transduction strategies and documented reflection coefficients to transversal cracks. 

Multiple experiments were conducted on pseudo RSW structures as well as flat plate and 

cylindrical RSWs. For the pseudo weld experiments, it was shown that FGWs, like that 

of the analytical free plate counterparts, could easily be excited in flat plate-like features 

with traditional transduction techniques. For the flat plate RSW experiments, it was shown 

that reflections from through wall and 1.00 mm deep defects could be observed with SNRs 

of 16.33 dB and 8.21 dB respectively. Lastly, it was shown that for cylindrical canister 
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like RSWs, reflections could also be observed from 1.00 mm deep defects with a SNR of 

11.85 dB being reported. This work clearly showed the benefit of deploying such a system 

on-site at Sellafield as full circumferential screening of the RSW could be performed 

giving greater insight to the structural health of the canisters in-situ. 

Chapter 4 focused on addressing the challenges associated with the ex-situ 

inspection of the legacy canisters. Without the accessibility constraints of the in-situ 

scenario, eddy current array testing was used as the eddy current could saturate the entire 

thickness of the canister and the welds. To facilitate the inspection in an autonomous 

fashion with little operator handling sought in the nuclear industry due to health and safety 

concerns, an automated robotic eddy current system was developed. The data rich 

platform allowed for a complete digital record to be established of the impedance data 

gathered and is well suited for further advancements in eddy current inversion to leverage 

in the future. The robotic deployment of the eddy current array is combined with force 

torque feedback and enables major sources of noise, resulting from lift-off and wobble, to 

be reduced. Two different datasets were reported on. The first being eddy current scans of 

canister bodies with known stress corrosion cracks. All of the stress corrosion cracks were 

detected, and the resulting SNR of images generated from the impedance data was 

increased through post processing of the eddy current data. The second dataset is 

concerned with eddy current scans of RSWs. These scans make use of the FGW, 

documented in Chapter 3, to localise defects and perform targeted raster scans in the area 

of concern. Basic inversion on the EDM notch width was shown to give results with 96.4% 

accuracy, and it was shown that time savings of up to ~95% could be realised by 

performing targeted eddy current raster scans. This work showed the benefit of performing 

ex-situ inspection in this manner due to the minimal levels of operator handling and time 

savings that can be realised on large production volumes like that at Sellafield. 

Chapter 5 sought to address the challenges relating to the canister of the future and 

in particular inspecting at the point of manufacture. Inspecting at the point of manufacture 

is commercially desirable due to increases in operational efficiencies and the ability to be 

able to create an NDE digital twin to monitor the structural health of the component over 
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its lifetime. Technically, inspecting welded components at the point of manufacture is 

challenging due to the elevated temperature and resulting thermal gradients in the 

component introducing beam bending effects due to refraction and positional inaccuracies 

in the ultrasonic data. A novel thermal compensation strategy was developed that 

leveraged thermal weldment simulations, that were shown to be accurate with an average 

error of 1.8%, alongside the MSFMM and TFM to correct for positional inaccuracies of 

detected reflectors. Initially, the thermal compensation strategy was trialled on simulated 

data and the positional accuracy was shown to increase by at least 85%. Experimental 

results also showed a similar trend with a 63.6% improvement in reflector positional 

accuracy. Across both simulated and experimental datasets no significant improvement in 

SNR was shown. The results show how high-quality ultrasonic images can be generated 

at the point of manufacture and how a similar strategy could be deployed at Sellafield to 

establish an inspection record from manufacture until the asset is retired. 
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6.2. Key findings 

The process of discovering, characterising, and experimentally exploiting a FGW 

within a RSW have been documented and studied. The use of an FGW has been 

demonstrated on a RSW through numerical, simulated, and experimental methods. 

Numerically, a FGW is predicted through the use of the SAFE method. The subsequent 

prediction is then validated via time-step FE models. Finally, the FGW is demonstrated 

experimentally on a simplified “pseudo weld” and representative flat and cylindrical 

RSWs. It is shown that on curved and flat RSW samples, reflections could be detected 

from 1.00 mm and through thickness transversal defects showing the efficacy of using this 

technique for screening canister welds in-situ on a storing rack.  

A robotic system capable of automated eddy current inspection that could flexibly 

be programmed for differing component geometries and differing eddy current arrays was 

developed. Noise in the eddy current datasets resulting from variations in lift-off and 

wobble were greatly reduced due to the use of a force torque sensor for positional feedback. 

Substantial software infrastructure that allows for real-time acquisition, post processing, 

and display of the eddy current data to the user, was developed. Significant effort was put 

into developing software to a high standard to allow for further exploitation within our 

research group. So far, this software has aided in many demonstrations on large grants 

(NEWAM – EPSRC grant no: EP/R027218/1, RoboWAAM EPSRC grant no: 

EP/P030165/1, & Remote Inspection of SNM Cans GC_253) and at the BINDT & 

Material Testing 2022 conferences. The resulting data rich platform is well suited for 

further research focused on eddy current inversion. 

The automated eddy current system was experimentally demonstrated on issues 

suited to the legacy canister in-situ inspection scenario at Sellafield. A canister with 

intentionally induced stress corrosion cracks was scanned and the software infrastructure 

showed successful detection and enhancement of all cracks on the canister. Additionally, 

the automated deployment allowed for targeted eddy current inspection of the RSW 

sealing the canister by leveraging the FGW development previously mentioned. By 
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combining both the FGW and automated eddy current deployment strategy, time savings 

of up to 95% can be realised. 

Finally, a thermal compensation strategy was developed to enable inspection at the 

point of manufacture. This allows for Sellafield to inspect canister welds whilst they are 

manufactured as they shift their manufacturing process to thicker wall sections, generating 

substantial benefits. These benefits include the ability to correct for defects as they are 

manufactured, greater schedule certainty, and the ability to compare inspection records to 

the same points throughout the asset’s life. It was shown that the proposed compensation 

strategy can increase reflector/defect positional accuracy by 63.6%, providing a 

significant step towards industrially desirable inspection at the point of manufacture. 
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6.3. Future work 

Industrialisation and on-site integration 

Various elements of the proof-of-concept FGW system investigated in this thesis 

could be improved upon to allow for industrialisation and on-site integration. These can 

be categorised into three categories: 1) removal of couplant; 2) radiation testing; and 3) 

integration to current on-site inspection hardware. 

Couplant is predominantly water based, and water can act as a neutron moderator, 

slowing down fast-moving neutrons to make them more effective in fission chain reactions. 

In the storage of spent nuclear fuels, avoiding a chain reaction is key to safe storage and 

preservation of the surrounding infrastructure. From a risk reduction perspective there is 

therefore a desire to limit the presence of moderating materials and subsequently the use 

of ultrasonic couplant. This can be achieved my one of two means – through the use of 

dry coupling, or non-contact transduction techniques. Various studies have shown the use 

of dry coupling to be effective. Edwards et al. [287] showed how rubbers could be used 

for thickness gauging, corrosion monitoring, and air-coupled ultrasonic applications. 

Similarly, Robinson et al. [288] showed how rubbers could be used in a low frequency 

roller probe to enable adhesive bond layer quality assessment. It is thought that the current 

wedge transduction system described within this thesis could be altered to include dry 

coupling mediums within the wedge assembly removing the need for couplant.  

Another pathway to the removal of couplant is through the design and 

implementation of a bespoke Electro-Magnetic Acoustic Transducer (EMAT). An EMAT 

comprises of a meandering wire of coil in the presence of a static magnetic field. When 

the EMAT is placed near a conductive test sample and pulsed with an alternating current 

at the desired frequency, eddy currents are introduced in the test sample. In turn, these 

eddy currents interact with the static magnetic field, and a Lorentz force is induced into 

the sample, which acts as the radiative ultrasonic source required for NDE applications 

[289], [290]. The meandering pattern of the coils can be altered to match the desired 

acoustic FGW wavelength. Many papers have used EMATs to successfully transduce 
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various guided wave types [291]–[293]. Moreover, flexible EMATs for the sole purpose 

of pipe inspection have also been developed [294]–[296] and similar designs are well 

suited to the FGW generation on the RSW observed in the legacy canister design. 

Additionally, for successful on-site deployment in a radioactive environment, 

radiation testing is required to ensure that hardware can operate in this environment for a 

suitable amount of time. All equipment that has been used in this thesis has not had any 

radiation testing conducted, or alterations made to better accommodate such an 

environment. It has been shown in the literature, that substances such as PTFE used in the 

wedge of the FGW hardware, does not have a high tolerance to radiation. More expensive 

materials, such as PEEK, have been identified as a suitable replacement with a far higher 

tolerance to radiation [297]. Various different testing standards are available [298]–[301], 

and these are recommended to be reviewed and implemented to allow for effective onsite 

deployment.  

Finally, it is necessary to integrate the FGW inspection hardware on to current on-

site inspection and deployment mechanisms. As shown in Figure 3, the deployment of 

inspection hardware is accomplished via two openings on the storage infrastructure using 

a bespoke trolley system. It is recommended that a suitable contractor is hired to modify 

the inspection trolleys to accommodate the in-situ inspection hardware documented in this 

thesis. 

Eddy current inversion 

Interpretation of eddy current signals is typically done in a manual fashion by well-

trained inspectors, and usually results in only detection of the defect with little 

characterisation of the defect size. There are two main types of inversion approaches that 

have been documented in the literature and these are phenomenological and empirical 

approaches [302], [303].  

Phenomenological approaches rely on models that attempt to describe the 

underlying physics of the eddy current test being performed [302], [304]. However, this 
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kind of approach has reported limited success due to differences in probe designs, sample 

types, and the diffuse nature of the eddy current itself.  

In contrast, empirical approaches have documented far more practical inversion 

through the use of pattern recognition techniques. These pattern recognition techniques 

make use of features that are extracted from eddy current signals that include Fourier 

descriptors [305]–[307], amplitudes [308], [309], phase angles [308], partial powers [309], 

and statistical moments [310]. Various different machine learning algorithms, such as k-

means clustering [306], adaptive learning networks [311], linear discriminant functions 

[309], [310], k-nearest neighbour algorithms [309], [310], neural networks [307]–[310], 

[312], and fuzzy synthetic pattern recognition [313], have been deployed in the literature 

to classify and size any detected flaws. 

It is clear that machine learning offers significant advantages when inverting the 

physical nature of any detected defect. A well-trained model can invert physical 

parameters in a fraction of the time than that associated with phenomenological 

approaches and can invert physical parameters of various defect types. Therefore, a next 

logical step with the data rich automated eddy current platform that has been developed, 

would be to integrate machine learning to classify and size detected defects.  

Adaptation to austenitic steels and differing geometries 

Whilst the work presented for the thermal compensation strategy was successfully 

performed on carbon steel welds, it is noted that austenitic welds associated with stainless 

steel welding produce several challenges due to high attenuation and backscattering 

caused by large grains within and around the HAZ [314]–[317]. 

There is no one definitive method for reducing these large attenuation and back 

scattering effects and it remains a highly active NDE research topic. However, these 

effects can be classified as coherent noise in which the same input will produce the same 

output. These properties make tackling such problems well suited to advanced pattern 

recognition techniques such as machine learning. Recently, machine learning has been 

deployed within NDE to alleviate another coherent noise issue observed in ultrasonic 
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images and effectively reduce artefacts generated from structural features [318]. Machine 

learning has also been deployed to reduce the noise resulting from the coarse grain 

structure in austenitic welds too. Li et al. have used k-means clustering and a machine 

learning auto encoder to denoise and drastically improve SNR on additive and welded 

components [319]. While Singh et al. have successfully deployed deep learning models to 

invert FE generated data, improving SNR of the detected defect and characterising the 

weld microstructure [258], [320]. The work performed by Singh et al. is of real benefit to 

the topics covered in this thesis as it would accurately provide accurate information of the 

grain microstructure and allow for defects to be detected. However, the work presented is 

only performed on simulated datasets and therefore experimental adaptation would be the 

logical and next feasible step recommended to advance the work presented in this thesis. 

Other issues still to be overcome, would be adapting the geometry to that of the 

canister of the future once finalised and accelerating the code further so that real time 

imaging of the weld could take place. These next steps would provide an attractive and 

interesting follow up research topic. 
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Appendix A 

The coefficients given in Eq. 80 are given below: 
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0 0
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𝟎
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It is assumed that 𝟎 represents a zero matrix of appropriate dimensions. 

All other sub-matrices are given below: 
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(
1

𝛾2
)𝐶44

] [
(

1

𝛾1
) 𝐶53

(
1

𝛾2
) 𝐶43

]

]
 
 
 
 
 
 
 
 
 
 

, 

𝒂𝑼𝑼 = [

−𝜌𝜔2 0 0

0 −𝜌𝜔2 0

0 0 −𝜌𝜔2

] , 𝒂𝑽𝑽 = [

−𝜌𝜔2 0 0

0 −𝜌𝜔2 0

0 0 −𝜌𝜔2

], 

𝒂𝑼𝑽 =

[
 
 
 
 
 (

1

𝛾1
)
′

𝐶15 + (
1

𝛾2
)
′

𝐶65 (
1

𝛾1
)
′

𝐶14 + (
1

𝛾2
)
′

𝐶64 (
1

𝛾1
)
′

𝐶13 + (
1

𝛾2
)
′

𝐶63

(
1

𝛾1
)
′

𝐶65 + (
1

𝛾2
)
′

𝐶25 (
1

𝛾1
)
′

𝐶64 + (
1

𝛾2
)
′

𝐶24 (
1

𝛾1
)
′

𝐶63 + (
1

𝛾2
)
′

𝐶23

(
1

𝛾1
)
′

𝐶55 + (
1

𝛾2
)
′

𝐶45 (
1

𝛾1
)
′

𝐶54 + (
1

𝛾2
)
′

𝐶44 (
1

𝛾1
)
′

𝐶53 + (
1

𝛾2
)
′

𝐶43]
 
 
 
 
 

, 

𝜷𝑼𝑼 = [

𝜷𝟏𝟏
𝑼𝑼 𝜷𝟏𝟐

𝑼𝑼 𝜷𝟏𝟑
𝑼𝑼

𝜷𝟐𝟏
𝑼𝑼 𝜷𝟐𝟐

𝑼𝑼 𝜷𝟐𝟑
𝑼𝑼

𝜷𝟑𝟏
𝑼𝑼 𝜷𝟑𝟐

𝑼𝑼 𝜷𝟑𝟑
𝑼𝑼

] , 

𝜷𝟏𝟏
𝑼𝑼 =

[
 
 
 
 
1

𝛾1
(
1

𝛾1
)
′

𝐶11 +
1

𝛾1
(
1

𝛾2
)
′

𝐶61

1

𝛾2
(
1

𝛾1
)
′

𝐶16 +
1

𝛾2
(
1

𝛾2
)
′

𝐶66]
 
 
 
 

;  𝜷𝟏𝟐
𝑼𝑼 =

[
 
 
 
 
1

𝛾1
(
1

𝛾1
)
′

𝐶16 +
1

𝛾1
(
1

𝛾2
)
′

𝐶66

1

𝛾2
(
1

𝛾1
)
′

𝐶12 +
1

𝛾2
(
1

𝛾2
)
′

𝐶62]
 
 
 
 

; 
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𝜷𝟏𝟑
𝑼𝑼 =

[
 
 
 
 
1

𝛾1
(
1

𝛾1
)
′

𝐶15 +
1

𝛾1
(
1

𝛾2
)
′

𝐶65

1

𝛾2
(
1

𝛾1
)
′

𝐶14 +
1

𝛾2
(
1

𝛾2
)
′

𝐶64]
 
 
 
 

;  𝜷𝟐𝟏
𝑼𝑼 =

[
 
 
 
 
1

𝛾1
(
1

𝛾1
)
′

𝐶61 +
1

𝛾1
(
1

𝛾2
)
′

𝐶21

1

𝛾2
(
1

𝛾1
)
′

𝐶66 +
1

𝛾2
(
1

𝛾2
)
′

𝐶26]
 
 
 
 

; 

𝜷𝟐𝟐
𝑼𝑼 =

[
 
 
 
 
1

𝛾1
(
1

𝛾1
)
′

𝐶66 +
1

𝛾1
(
1

𝛾2
)
′

𝐶26

1

𝛾2
(
1

𝛾1
)
′

𝐶62 +
1

𝛾2
(
1

𝛾2
)
′

𝐶22]
 
 
 
 

;  𝜷𝟐𝟑
𝑼𝑼 =

[
 
 
 
 
1

𝛾1
(
1

𝛾1
)
′

𝐶65 +
1

𝛾1
(
1

𝛾2
)
′

𝐶25

1

𝛾2
(
1

𝛾1
)
′

𝐶64 +
1

𝛾2
(
1

𝛾2
)
′

𝐶24]
 
 
 
 

; 

𝜷𝟑𝟏
𝑼𝑼 =

[
 
 
 
 
1

𝛾1
(
1

𝛾1
)
′

𝐶51 +
1

𝛾1
(
1

𝛾2
)
′

𝐶41

1

𝛾2
(
1

𝛾1
)
′

𝐶56 +
1

𝛾2
(
1

𝛾2
)
′

𝐶46]
 
 
 
 

;  𝜷𝟑𝟐
𝑼𝑼 =

[
 
 
 
 
1

𝛾1
(
1

𝛾1
)
′

𝐶56 +
1

𝛾1
(
1

𝛾2
)
′

𝐶46

1

𝛾2
(
1

𝛾1
)
′

𝐶52 +
1

𝛾2
(
1

𝛾2
)
′

𝐶42]
 
 
 
 

; 

𝜷𝟑𝟑
𝑼𝑼 =

[
 
 
 
 
1

𝛾1
(
1

𝛾1
)
′

𝐶55 +
1

𝛾1
(
1

𝛾2
)
′

𝐶45

1

𝛾2
(
1

𝛾1
)
′

𝐶54 +
1

𝛾2
(
1

𝛾2
)
′

𝐶44]
 
 
 
 

, 

𝜷𝑼𝑽 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 

[
 
 
 (

1

𝛾1
)𝐶51

(
1

𝛾2
)𝐶56]

 
 
 

[
 
 
 (

1

𝛾1
)𝐶56

(
1

𝛾2
)𝐶52]

 
 
 

[
 
 
 (

1

𝛾1
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(
1

𝛾2
)𝐶54]

 
 
 

[
 
 
 (

1

𝛾1
)𝐶41

(
1

𝛾2
)𝐶46]

 
 
 

[
 
 
 (

1

𝛾1
)𝐶46

(
1

𝛾2
)𝐶42]

 
 
 

[
 
 
 (

1

𝛾1
)𝐶45

(
1

𝛾2
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[
 
 
 (

1

𝛾1
)𝐶31

(
1

𝛾2
)𝐶36]

 
 
 

[
 
 
 (

1

𝛾1
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(
1

𝛾2
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[
 
 
 (

1

𝛾1
)𝐶35

(
1

𝛾2
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]
 
 
 
 
 
 
 
 
 
 
 
 
 

, 

𝒅𝑼𝑽 = [

−𝑪𝟓𝟓 −𝑪𝟓𝟒 −𝑪𝟓𝟑

−𝑪𝟒𝟓 −𝑪𝟒𝟒 −𝑪𝟒𝟑

−𝑪𝟑𝟓 −𝑪𝟑𝟒 −𝑪𝟑𝟑

] ,  𝒅𝑽𝑼 = [

−𝜌𝜔2 0 0

0 −𝜌𝜔2 0

0 0 −𝜌𝜔2

]  
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