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Abstract 

This thesis describes work done to investigate the influence of controlled fluid shear 

on the primary nucleation of glycine from aqueous solution. Crystallisation from 

solution is vital to many natural and industrial processes. It is widely used for 

separation and purification in industries such as chemicals, food and 

pharmaceuticals. Nucleation, which is the first step in the formation of a new 

crystalline solid phase from solution, is of fundamental importance in determining 

product crystal quality, however, at present it is poorly understood mechanistically. 

An improved understanding of nucleation and the effects of relevant industrial 

process parameters on nucleation pathways and resulting kinetics is therefore 

necessary to better design and optimise industrial applications of crystallisation. 

In industrial processes, fluid shear is widely encountered, for example through 

agitation in a vessel, or transport through pipes. The role of fluid shear on the 

primary nucleation of small organic compounds from solution has not been well 

studied to date so in this work, the influence of fluid shear on the primary nucleation 

of glycine, the smallest amino acid, is studied. Couette and capillary flow setups 

were used to obtain flow conditions which were well understood and quantifiable. 

Supersaturated aqueous glycine solutions were exposed to flow in these setups 

under isothermal conditions and induction times (time between the creation of 

supersaturation and the formation of a new crystalline phase) were measured. 

Efforts were taken to ensure that the first crystals formed through primary nucleation 

and the measured induction times were related to the rates of primary nucleation in 

the solutions. Dynamic light scattering measurements were also carried out to study 

the mesoscale clusters which exist in aqueous glycine solutions.  

The work carried out showed that fluid shear had a profound effect on the primary 

nucleation of glycine from aqueous solution, with exposure to fluid shear resulting in 

higher rates of primary nucleation. The onset of nucleation was associated with an 

increase in average mesoscale cluster size.  It is proposed that exposure to fluid 

shear resulted in the coalescence of mesoscale clusters, with the larger coalesced 

clusters leading to a more rapid nucleation pathway. 
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Thesis Layout 

This thesis is split into 9 chapters. Chapter 1 provides background theory and 

literature information relevant to the work done for this thesis. Chapter 2 covers the 

theory and setup of the flow cells used in the experiments, Chapter 3 describes the 

methods used to measure induction times, Chapters 4-7 cover the main 

experimental and data analysis work, Chapter 8 details a basic model that was 

developed to obtain nucleation rates from transmission measurements and Chapter 

9 details the main conclusions that can be drawn from this work, as well as 

suggestions for future work.  
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7
•Effect of pH and the Addition of Sodium Chloride on 
Mesoscale Clusters in Glycine Solutions

8
•Model to Estimate Nucleation Rates from Transmission 
Measurements

9
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1. Literature and Background Information 

Chapter 1 contains background theory on crystallisation (with a focus on nucleation), 

information from literature on the influence fluid shear may have on primary 

nucleation, examples of methods that can be used to measure nucleation rates and 

background information on glycine. 

 

2. Shearing Devices 

Chapter 2 contains basic theory on Couette and capillary flow, as well as details of 

the Couette and capillary flow cell setups that were used in the experiments detailed 

in Chapters 4, 5 and 6 to achieve well controlled flow conditions.  

 

3. Induction Time Measurement Methods  

Chapter 3 begins by describing the principles of induction time measurements and 

different methods that can be used to measure induction times. This is followed by 

information on the methods used to measure induction times in this thesis (visual 

monitoring, transmission and scattering measurements and imaging). 

 

4. Influence of Controlled Fluid Shear on Nucleation Rates in Glycine Aqueous 

Solutions 

Chapter 4 details the procedure and results for experiments that were carried out 

using the capillary and Couette flow cells (detailed in Chapter 2) and induction time 

measurement methods (detailed in Chapter 3) to investigate the influence of 

controlled fluid shear on nucleation rates in glycine aqueous solutions. A method of 

obtaining primary nucleation rates from induction time measurements is described 

and a detailed statistical analysis, which was done to ensure that the number of 

repetitions was sufficient for trends to be valid, is outlined.  

 

5. Influence of Controlled Fluid Shear and Surface Area on Nucleation Rates in 

Glycine Aqueous Solutions 

Advancing the work detailed in Chapter 4, Chapter 5 describes work done to 

investigate the influence that the surface area that solutions were exposed to had on 

nucleation rates in glycine aqueous solutions. This was achieved by using a range 

of Couette cell geometries which exposed solutions to different surface to volume 

ratios (outlined in Chapter 2). The experimental procedure is described and a robust 

analysis of the results obtained is given. The concept of induction times scaling with 
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shear rate and surface area is analysed. The chapter ends with a discussion on 

possible reasoning behind the behaviour seen. 

 

6. In-Situ Dynamic Light Scattering Measurements of Glycine Aqueous Solutions 

Undergoing Controlled Fluid Shear 

Leading on from Chapter 5’s possible explanations for the behaviour seen when 

glycine solutions were exposed to increased shear rates and surface areas, Chapter 

6 aims to improve understanding of mesoscale clustering in glycine solutions 

through in-situ dynamic light scattering measurements of solutions that had been 

sheared in the Couette cells. The setup and layout of the dynamic light scattering 

hardware which was used to take in-situ measurements from solution in the Couette 

cells is described. The dynamic light scattering results and statistical analyses of the 

results are given. The chapter ends with a consideration of the nucleation pathway 

and possibility of the coalescence of mesoscale clusters. 

 

7. Effect of pH and the Addition of Sodium Chloride on Mesoscale Clusters in 

Glycine Solutions 

To gain further knowledge of the mesoscale clusters detailed in Chapter 6, Chapter 

7 describes dynamic light scattering work that was done to study the influence of pH 

and the addition of sodium chloride on mesoscale clustering in unsheared solutions. 

The experimental procedures and results obtained are given and possible 

explanations are then discussed. 

 

8. Model to Estimate Nucleation Rates from Transmission Measurements   

Chapter 8 describes a basic model that was developed to allow nucleation rates to 

be estimated from transmission measurements.  

 

9. Conclusions and Future Work 

In Chapter 9, overall conclusions from the work done in this thesis are given. This 

is followed by a range of suggestions for future work. 
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Main Conclusions 

The nucleation of glycine in supersaturated aqueous solution was investigated 

under well-controlled flow conditions at constant temperature using bespoke 

experimental setups. 

Increased shear rates and surface areas led to shorter induction times and hence 

higher rates of primary nucleation. 

Results suggested that shearing can cause the coalescence of mesoscale clusters 

and the coalesced clusters can lead to a more rapid nucleation pathway. 

The concentration of mesoscale clusters was strongly influenced by the pH of the 

solutions and the presence of sodium chloride. 
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1. Literature and Background 

Information 

Chapter Outline and Contents 
Crystallisation from solution is vital to many natural and industrial processes. It is 

widely used for separation and purification in industries such as chemicals, food and 

pharmaceutical. Nucleation, which is the first step in the formation of a new 

crystalline solid phase from solution, is of fundamental importance in determining 

product crystal quality, however, at present it is poorly understood mechanistically. 

In this chapter, classical nucleation theory is described and the possibility of 

nucleation taking place through non-classical mechanisms is discussed. Several 

methods of calculating nucleation rates are described. 

In industrial processes, fluid shear is widely encountered, for example through 

agitation in a vessel, or transport through pipes. The role of fluid shear on the 

nucleation of compounds from solution is not well understood and the current 

literature on the area is reviewed. 

This chapter also contains information on glycine, the compound studied for all work 

in this thesis. Areas such as glycine polymorphism and speciation are described. 

This chapter covers: 

• General theory on crystallisation and classical nucleation theory. 

• Information on non-classical nucleation theories. 

• A review of previous studies on the influence of fluid shear on nucleation. 

• Examples of methods that can be used to estimate nucleation rates. 

• Information on glycine behaviour in solution e.g. influence of pH and addition 

of sodium chloride.  



2 
 

1.1 Introduction 

Crystallisation is a purification and separation technique. It is a complex process 

based on the nucleation and subsequent growth of crystalline substances1-4. It is a 

supramolecular process in which an ensemble of randomly organised molecules, 

ions or atoms in a fluid come together to form an ordered three-dimensional array 

(precipitate), known as a crystal1-4. The process is non-equilibrium and is driven by 

differences in chemical potential between the solute in the solution and the solute at 

equilibrium. A material is said to be crystalline if its constituent molecules, ions or 

atoms form an infinite three-dimensional array with regular packing i.e. long range 

order1-4.   

Crystallisation is vital to many natural and industrial processes. It is widely used as a 

method of product formation and purification in industries such as chemicals, food 

and pharmaceutical. More than 90% of pharmaceutical products make use of 

crystalline solids as part of their synthesis5. It is generally considered to be the best 

and least costly method for the production of pure solids from impure solutions and it 

produces an end product with highly desirable properties. Crystals have good flow 

and handling characteristics, and they are often aesthetically pleasing. The quality of 

crystals is typically based on size distribution, purity, morphology and crystal 

structure5.  

Controlling crystallisation processes to allow manufacturers to produce quality 

products in a reproducible manner is therefore crucial. In solution crystallisation 

(solid crystals precipitated from supersaturated solution), nucleation plays an 

important role in determining crystal quality, particularly with regards to crystal 

structure and size distribution5. Nucleation is the first step in the formation of a new 

crystalline solid phase from solution. Nuclei are particles of a given solid phase with 

a sufficient size to be thermodynamically stable in a solution and can grow by 

incorporating solute molecules from the surrounding solution. Gaining an improved 

understanding of nucleation is crucial to better design and optimise industrial 

applications of crystallisation, hence the purpose of the work in this thesis. 
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1.2 Terminology 

1.2.1 Supersaturation 

If a solution contains a higher concentration of solute (�) than its equilibrium 

concentration (solubility) at a given temperature (����), the solution is supersaturated 

and supersaturation is the driving force for crystallisation processes3.  

Supersaturation can be expressed in several ways. The most common are outlined 

below. 

• The concentration driving force (∆�) can be defined as: 

∆� = � − ����  

• The supersaturation ratio (�) can be defined as:  

� = 	
	
��  

• The relative supersaturation () can be defined as:  

 = ∆	
	
�� = � − 1  

It should be noted that these definitions of supersaturation are based on ideal 

solutions with activity coefficients equal to 1.  

1.2.2 Generation of Supersaturation 

There are four main methods to generate supersaturation: (1) temperature change, 

(2) evaporation of the solvent, (3) changing the solvent composition and (4) 

chemical reaction. 

The solubility of most solid materials decreases as the temperature decreases; 

cooling is therefore often used to generate supersaturation and is the most common 

method. In some cases, however, the solubility of a material is still high at low 

temperatures, so this method of generating supersaturation would not be 

economical. Another issue can be that the solubility changes only very slightly over 

(1. 1) 

(1. 2) 

(1. 3) 
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the temperature range of interest.  In such cases, other methods for the generation 

of supersaturation can be used1, 3.  

Evaporation is the second most commonly used method for generating 

supersaturation. For this, solvent is evaporated from the system, therefore 

increasing the system’s concentration (evaporation also causes the system to cool). 

The method is often used when the solvent is non-aqueous and has a relatively high 

vapour pressure (high volatility), and if the product is heat sensitive. Evaporation can 

be done at a constant temperature but in practice, a combination of cooling and 

evaporation are usually carried out1, 3.  

The mixing of solvents (one of which is a poor solvent for the solute) can lead to a 

substantial decrease in the solubility of a solute in a solution. This is often known as 

‘anti-solvent’ crystallisation or ‘drowning out’1, 3. The solute should be soluble in the 

solvent. The anti-solvent must be miscible with the solute-solvent system, and the 

solute should be poorly soluble in it1, 3. The solubility of the solute is decreased by 

increasing the fraction of anti-solvent. This method is widely used with organic 

materials3. Mixing is important to avoid local regions of extreme supersaturation1, 3.   

Precipitation is the creation of a solid in a solution during a chemical reaction. 

Chemical reaction can therefore lead to the generation of supersaturation. Two 

soluble substances can be added together in a solution and react to form a product 

with low solubility. Due to the low solubility of the reaction product, its solubility is 

soon surpassed and the solution becomes supersaturated, with material crystallising 

(precipitating) out1, 3. This method is commonly used in the production of inorganic 

materials1, 3. Again, mixing is crucial and the control of supersaturation is difficult 

since it involves the control of the mixing of the reactants and/ or the control of the 

reaction rate3. 

 

1.2.3 Basic Thermodynamics 

The crystallisation process is driven by the difference in chemical potential (∆�) 

between the solute in the solution (��) and the solute at equilibrium (����), which is 

in turn related to the difference in supersaturation. The chemical potential at 

equilibrium is equal to the chemical potential of the crystallising material in crystal 

form (�	������)6.  
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∆� = �� − �	������ 

If ∆� > 0, the solution is supersaturated and crystal nucleation and growth can 

occur. If ∆� < 0, the solution is undersaturated and crystal nucleation and growth 

cannot occur.  

When a solution is in equilibrium, ∆� = 0: the chemical potential of the solute in 

solution is equal to the chemical potential of the solute at equilibrium (and the solid 

(crystalline) phase). 

�� = �	������ 

For crystal formation, solutions have to be non-equilibrium and supersaturated, 

where the concentration of solute (�) is greater than the solubility (����). 
Crystallisation occurs to bring the system to equilibrium. Crystal formation results in 

a drop in the solute’s concentration in solution, and crystallisation can occur until the 

solute’s concentration in solution is equal to the solute’s solubility1 . 

Chemical potential (�) can be expressed in terms of a standard chemical potential 

(��) and an activity (�):  

� = �� + ������  

Here � is the Boltzmann constant and � is the absolute temperature. 

The driving force for crystallisation can therefore be expressed as:  

∆� = ���� ! �

�
��"  

This can then be expressed in terms of activity coefficients (#) and concentrations:  

∆� = ���� ! $
	
$
��	
��"  

(1. 4) 

(1. 5) 

(1. 6) 

(1. 7) 

(1. 8) 
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Assuming that the activity coefficients of the solute in solution and the solute at 

equilibrium are equal (i.e. they are a weak function of concentration), the driving 

force for crystallisation can be expressed as:  

∆� = ���� % �
����& = ������  

Therefore if � > 1, ∆� > 0 and crystals may form. 

Although it is often assumed that 
$

$
�� = 1, in non-ideal solutions (or very precise 

studies), activity coefficients are often used. 

 

1.2.4 Solution Stability 

 

 

Figure 1. 1 is an example of a solubility diagram. If a solution is at the concentration 

and temperature represented by point A, the solution is stable (undersaturated) and 

crystals will not form. If the solution is cooled to point B, the solution is 

 

Figure 1. 1 
Example solubility curve for 2 phase system with a positive relationship between 
temperature and solubility. 
 

(1. 9) 
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supersaturated but in the metastable zone; this means that it is improbable that 

crystallisation will occur spontaneously due to a barrier that must be overcome. If 

the solution is cooled further to point C, the solution is supersaturated in the labile 

region; this means that spontaneous crystallisation is probable, but not inevitable1. 

In the labile region, crystals would typically form quickly without a notable induction 

time. The metastability of a solution decreases as the supersaturation increases3. 

The reason that metastability occurs is because, according to classical nucleation 

theory, a critical sized cluster (nucleus) must form before crystal growth will take 

place. This is explained in more detail in Section 1.3.1.  

1.3 Crystal Nucleation from Solution  

Crystallisation is a complex process based on the nucleation and subsequent 

growth of crystalline substances1-4. Nucleation is the first step of crystallisation and 

can be considered as the birth of nuclei. A nucleus is the minimum amount of a new 

phase capable of independent existence1-4. Nucleation involves the formation of 

clusters, formed when dissolved molecules begin to coagulate (e.g. through 

concentration fluctuations). Once clusters reach a certain size, they become nuclei 

and these can act as ‘centres’ of crystallisation1-4. Nucleation is followed by a growth 

stage which is governed by the diffusion of molecules to the surface of nuclei and 

the incorporation of these into the structure of the crystal lattice1-4.  

At present, no accurate description of nucleation exists and the design of 

crystallisation processes is fairly empirical1-4. Due to its simplicity, classical 

nucleation theory (explained in Section 1.3.1) has commonly been applied to 

solution crystallisation, however, experimental results have shown marked 

differences to theoretical predictions, suggesting that the application of classical 

nucleation theory is not always valid5. Various other proposals for nucleation 

mechanisms therefore exist, including a two-step model, which is often thought to be 

more appropriate for crystallisation processes from solution (see Section 1.3.2)5.  

Nucleation can be affected by many factors such as supersaturation, pH and 

temperature and it can occur spontaneously or be artificially induced1. It can be 

affected by many external factors such as agitation7-10, mechanical shock and 

friction11-14, electric and magnetic fields15, 16, electromagnetic radiation (e.g. UV, x-
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rays)17, gravity18 and ultrasound1, 19. The influence of fluid shear on nucleation is 

discussed in Section 1.4. 

 

Primary and Secondary Nucleation 

Nucleation can be classed as primary (Section 1.3.1) or secondary (Section 1.3.3), 

and primary nucleation can be classed as either homogeneous (Section 1.3.1.1) or 

heterogeneous (Section 1.3.1.2) 1-4. Primary nucleation occurs in systems that do 

not contain any crystals, or when there are crystals present but they do not have any 

influence on the process1-4.  On the other hand, secondary nucleation occurs in, and 

is attributable to, the presence of existing crystals1-4. A system nucleates much more 

readily (at a lower supersaturation) if solute crystals are already present1.  

Homogeneous and Heterogeneous Nucleation 

Homogeneous nucleation occurs spontaneously and occurs when there is no 

influence from an additional material or phase1-4. On the other hand, heterogeneous 

nucleation occurs when foreign particles e.g. surfaces are present. The presence of 

the foreign particles can greatly affect nucleation1-4. The presence of a surface 

typically reduces the free energy barrier to nucleation (∆'	�(�) and critical cluster 

sizes for nucleation, resulting in enhanced nucleation and allowing it to occur more 

readily at a lower supersaturation1-4.  

1.3.1 Primary Nucleation- Classical Nucleation Theory  

Classical nucleation theory is the simplest and most widely used theory to describe 

nucleation5. The thermodynamic description of the process was developed by Gibbs 

at the end of the 19th century5. It was derived for the condensation of a vapour into a 

liquid but has been applied elsewhere.  

When applied to solution crystallisation, the theory is based on the idea that for a 

nucleus to form, constituent molecules must coagulate, resisting the tendency to 

redissolve, until they reach a critical, stable size forming a nucleus that can then 

undergo crystal growth1-4.  

The transfer of solute from the solution to crystals is driven by the change in Gibbs 

free energy. The free energy change for creating a cluster can be thought of as a 
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trade-off between the system forming stable solid (volume) and the penalty of 

producing extra solid-liquid interface (surface) 1-4. Therefore, the free energy change 

for creating a cluster (∆') can be summarised written as follows:  

∆' = ∆') + ∆'* 

∆') is the volume free energy change required for the phase transformation and 

describes the spontaneous tendency of a saturated solution to produce a solid state. 

Since the solid state is more stable than the liquid, the term is negative and 

decreases the free energy of the system. 

∆'* is the surface free energy change and describes the effect of introducing a 

solid-liquid interface. The term is positive since free energy increases in an amount 

proportional to the surface area of the clusters5. 

 

The free energy change (Δ'��  (joules)) to form a cluster of � molecules can be 

found from thermodynamics1-4. It is defined as the difference between the free 

energy of the system in its final and initial states (before and after cluster formation) 

1-4. If � molecules are assembled into an �-sized cluster, the free energy change if 

the cluster was part of the bulk crystal would be −�∆�. The free energy decreases 

since molecules are more stable in the cluster than in solution (negative sign).  

An additional term that accounts for the presence of the crystal surface (interface 

between cluster and solution) must be accounted for as the molecules at the 

interface have different properties from the bulk crystal20. The term for this is positive 

since it leads to an increase in free energy. 

Therefore,  

Δ'�� = −�∆� + ,��  

Here, ,��  is the total surface energy of the cluster.  

(1. 10) 

(1. 11) 
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1.3.1.1 Homogenous Nucleation  

For homogenous nucleation, it is assumed that nucleation takes place in the volume 

of ideally pure solutions (solutions contain solvent and solute molecules only). Since 

,��  is equal to the total surface energy of the cluster, it can be expressed in terms 

of the cluster’s surface area (-	�� ) and the interfacial tension/ surface energy (#) 1-

4:  

,�� = -	�� # 

The surface area can be expressed in terms of a shape coefficient (.) and the 

number of molecules in the cluster �4: 

-	�� = .�//1 

For spheres:  

. = �3645/ 6/1 

Here 5 is the molecular volume.  

For cubes:  

. = 65//1 

Using Eqn. (1. 9), Eqn. (1. 12) and Eqn. (1. 13), the free energy change required for 

cluster formation (Eqn. (1. 11)) can therefore be expressed as:  

Δ'�� = −���ln�� + .#�//1 

Since the volume and surface terms have opposite signs, the free energy change 

required for cluster formation goes through a maximum, as shown in Figure 1. 2. 

(1. 12) 

(1. 13) 

(1. 14) 

(1. 15) 

(1. 16) 
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The maximum can be found from 
9:;�< 

9< = 0 and represents the free energy barrier 

that must be overcome for nucleation to occur.  

9:;�< 
9< = −��ln�� + /

1 .#�=>
? = 0 

Rearranging for �: 

� = �∗ = % 2.#
3��ln�� &1

 

Here, � is equal to the critical nucleus size, �∗. 

For spheres:  

�∗ = 1/B
1 C/ ! $

DEFG�* "
1
 

 

Figure 1. 2 

Free energy diagram for nucleation
21

. Here  � is the number of molecules per cluster. 

(1. 17) 

(1. 18) 

(1. 19) 
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These terms for �∗ can be substitued into Eqn. (1. 16)  to obtain terms for the critical 

free energy change (∆'	�(�) .  

∆'	�(� = H
/I ! J?$?

DKEKFGK�* " 

For spheres: 

∆'	�(� = 6LB
1 ! MK$?

DKEKFGK�* " 

The behaviour of a cluster therefore depends on its size. It can either grow or 

dissolve but whichever process takes place should result in a decrease in free 

energy.  From Figure 1. 2, the surface free energy dominates at small cluster sizes 

and the total free energy increases initially with cluster growth. Small clusters in the 

solutions therefore typically dissolve. As the cluster size increases, the volume free 

energy term becomes more influential and the total free energy change goes 

through a maximum at a critical cluster size (�∗). As the cluster size increases 

beyond its critical size, the total free energy continuously decreases. This means 

cluster growth becomes energetically favourable and particles larger than the critical 

size will continue to grow. 

From Eqn. (1. 18) and Eqn. (1. 20), it can be seen that as the supersaturation 

increases, the nucleation barrier (∆'	�(�) and the critical cluster size (�∗) decrease, 

reducing metastability. 

1.3.1.2 Heterogeneous Nucleation  

It is widely accepted that true homogenous nucleation is uncommon and 

heterogeneous nucleation is the most likely1. With heterogeneous nucleation, 

nucleation takes place in solutions that contain impurity molecules and/ or foreign 

microparticles or substrates where crystallising material can adsorb4. These 

essentially catalyse the nucleation and the overall free energy change for 

heterogeneous nucleation is therefore less than the corresponding free energy 

change for homogeneous nucleation, meaning that nucleation can occur more 

(1. 20) 

(1. 21) 
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readily at supersaturations lower than those required for homogeneous nucleation, 

as mentioned in Section 1.3.11. The extent of the reduction in free energy depends 

on how well the catalysing body mimics the structure of the crystallising material2.  

The shape of a cluster that has formed through heterogeneous nucleation on a solid 

surface is usually approximated to be that of a spherical cap with wetting angle, N. 

For spherical caps, the nucleation is 3D- the cluster changes size in all directions, as 

with homogeneous nucleation20. 

As shown before, the surface tension (#) is important in controlling nucleation. For 

heterogeneous nucleation, # is replaced by an effective surface tension , #PQ.  

#PQ = R1�N # 

Here, R is a factor that depends on the wetting angle.  

R�N = �2 + cos�N  �1 − cos�N  /
4  

The wetting angle is defined from 0o to 180o.  When N = 0�, complete wetting is said 

to have occurred and R = 0. When N = 180�, complete non-wetting is said to have 

occurred and R = 1 (i.e. homogeneous nucleation).  

When 0� < N < 180�, incomplete wetting is said to have occurred and 0 < R < 1. 

Therefore, for homogeneous nucleation #PQ = # and for heterogeneous nucleation, 

#PQ < #. 

The better the wetting, the smaller the N and the smaller the #PQ; therefore the critical 

nucleus sizes and free energy changes required for nucleation are smaller. The 

case of compete wetting with  #PQ = 0 corresponds to the case of a saturated 

solution being seeded with crystals (see Section 1.3.3) i.e. the formation of nuclei is 

not required, as ∆'	�(� = 0 (see Eqn. (1. 20)).  

(1. 22) 

(1. 23) 
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Eqn. (1. 16) can be adapted to express the free energy change for heterogeneous 

nucleation:  

Δ'�� = −���ln�� + .#PQ�//1 

1.3.1.3 Nucleation Rates 

The primary nucleation rate (X) is the number of crystals created per unit volume per 

unit time. From related kinetic theory for thermally activated processes, the steady 

state rate of nucleation can be deduced through an Arrhenius reaction rate 

equation1, 4:  

X = -Y=∆Z[\]�^_  

Here, - is a pre-exponential factor, which is difficult to measure1, 4. It is related to the 

rate of attachment of molecules to the critical nucleus. It therefore depends on 

molecular mobility22 and since this is strongly affected by temperature, the pre-

exponential factor can be highly temperature dependent.  

Terms for the Gibbs free energy change corresponding to the critical nucleus size 

e.g. Eqn. (1. 20) can be substituted in:  

X = -� exp c− H
/I ! J?$?

D?E?FGK�* "d  

This suggests that temperature, supersaturation and interfacial tension are the main 

factors that govern nucleation rates. Since the temperature affects supersaturation, 

it is particularly important. If experiments to determine nucleation rates are carried 

out for a range of supersaturations or temperatures, Eqn. (1. 26) can be linearised 

and values for the pre-exponential and interfacial tension can be estimated from 

nucleation rates1, 23. Nucleation rates can be approximated from induction time 

measurements, as detailed in Chapter 3. 

(1. 24) 

(1. 25) 

(1. 26) 
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The effect of supersaturation on the nucleation rate is shown in Figure 1. 3. It 

indicates that a rapid increase in nucleation rate occurs once a critical 

supersaturation level has been reached1, 4. As mentioned, increasing the 

supersaturation reduces the size of the critical nucleus and therefore free energy 

barrier. Increasing the temperature results in smaller critical nuclei and lower free 

energy barriers as shown in Figure 1. 4. 

 

Figure 1. 3 
Effect of supersaturation on nucleation rates. Often experimental results do not match 
theoretical predications, as shown

1
. 

 

 

Figure 1. 4 
Effect of temperature (T) on the critical nucleus size and free energy change required for a 
critical nucleus (T1>T2)

1
.  
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Nucleation rates are often written in the following form (Becker-Doering relation1, 3), 

where �< and e are values based on experimental results. e is typically between 5 

and 10 for organic systems. 

X = �<∆�f 

1.3.1.4 Classical Nucleation Assumptions and Shortcomings 

Classical nucleation theory is based on several assumptions5. These simplify the 

theory but restrict its applications. Some of the major assumptions are given below.  

• Clusters are assumed to be spherical with uniform densities/ compositions and 

sharp interfaces. Droplet density is assumed independent of droplet size and is 

taken as equal to the macroscopic density of the bulk condensed phase. From a 

crystallisation from solution viewpoint, these assumptions mean that the 

arrangement of a crystal’s nucleus is identical to that of a large crystal. 

• The surface tension is assumed to be unaffected by the size/ curvature of a 

cluster. Surface tension is assumed to be temperature independent, which is not 

the case.  

• Clusters are assumed to grow by the addition of one monomer at a time. 

Collisions between more than two particles or two clusters are ignored. 

Fragmentation of pre-existing clusters into more numerous, smaller clusters is 

ignored. Therefore clusters are assumed to be at rest and do not undergo 

motion.  

• The stationary size distribution of clusters is assumed to be established instantly 

after the solution becomes supersaturated.  

• The nucleation rate is assumed constant i.e. steady-state kinetics. 

• Clusters are assumed incompressible and surrounded by an ideal gas at 

constant pressure. Cluster formation therefore does not change the vapour 

state. 

Shortcomings 

Due to the assumptions made, there are several problems with classical nucleation 

theory. Here, various major problems are summarised5: 

(1. 27) 
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• In the case of condensation experiments, all of the inputs to classical nucleation 

theory should be known with high accuracy, so discrepancies found between 

experimental and theoretical values suggest inadequacy of classical nucleation 

theory.  

• The assumption of uniform composition in clusters is inaccurate since 

enrichment effects have been found to occur at the surface of droplets e.g. 

ethanol-water clusters24.  

• The steady-state nucleation rate is based on an unchanging size distribution of 

clusters with time, leading to a constant rate which would imply the number of 

nuclei would increase linearly with time.25 This, however, fails at the start of the 

process since a transition time is required to establish a steady-state cluster 

distribution26. In some instances, a steady-state nucleation rate is never 

reached.  

• The assumption of clusters growing only through the addition of monomers is 

unlikely and cluster-cluster interactions (e.g. collisions between two clusters) 

have been found to play an important role27.  

• The pre-exponential factor cannot be accurately predicted. It is related to 

molecular mobility but classical nucleation theory assumes no movement of 

clusters occurs. 

• The macroscopic description of a liquid drop is not valid for small nuclei (<50 

molecules) 28, 29.  

• Clusters with fewer than 100 molecules cannot be accurately described by the 

classical nucleation theory surface tension concept, and they also cannot be 

approximated as spheres30, 31 .   

• For small clusters, the assumption of the molecular arrangement being identical 

to that of crystals cannot be accurate since e.g. with lysozyme, small clusters of 

1-10 molecules cannot take the shape of a tetragonal lysozyme crystal32.  

• Size is taken as the only criterion on whether clusters become nuclei or not, 

which is not the case. It does not distinguish between organised clusters or 

clusters where the constituent molecules are not organised into their orientation 

in a crystal.  

• Classical nucleation theory often overestimates the nucleation rates by several 

orders of magnitiude6. 
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1.3.2 Non Classical Primary Nucleation Hypotheses 

Due to inadequacies with classical nucleation theory, alternative nucleation theories 

have been proposed. These often involve the role of clusters of molecules in a two-

step mechanism6, 32. 

The two-step mechanism suggests that solute molecules first assemble to form 

dense, liquid-like mesoscale clusters33. A second step then involves the 

reorganisation of these clusters (once they reach a critical size) into ordered 

crystalline nuclei arrangements 5, 17, 34-38. The crystal nuclei therefore form inside the 

clusters. These steps are shown diagrammatically in Figure 1. 5. 

This pathway is thought to consist of at least two energy barriers: the first is 

associated with cluster formation, while the second is for the transformation of the 

disorganised clusters into crystalline nuclei. The rate determining step is thought to 

vary due to the role of viscosity within the liquid droplet affecting the kinetics of 

forming the ordered solid phase39. Generally studies have found that the second 

stage is rate determining40.  

 

 

 
Figure 1. 5 
Possible mechanisms (two-step mechanism and classical nucleation) that lead to solid 
crystal from solution 

5
.  

a= supersaturated solution; b= ordered subcritical cluster of solute molecules; c= liquid-like 
cluster of solute molecules; d= ordered crystalline nuclei; e= solid crystal    
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Evidence for the two-step mechanism has been found for a wide range of 

crystallisation processes. For example: 

• Mesoscale clusters of dense liquid were found to exist in lysozyme solutions 

and crystal nuclei then formed within these clusters6, 41.  

• The two step-mechanism was found to occur in the nucleation of amyloid 

fibrils of various proteins and peptide fragments, for example with the 

amyloid beta peptide associated with Alzheimer’s disease and the yeast 

prion protein42, 43.  

• Metastable dense liquid clusters were found to act as precursors to ordered 

nuclei of haemoglobin polymers44-46.  

• Particularly strong evidence for the two-step mechanism comes from 

studying colloids. Scanning confocal microscopy of nucleation of crystals in 

colloidal solutions showed that the formation of crystal nuclei occurred within 

dense, ordered fluid regions of the solutions47, 48.  

• Amorphous or liquid clusters of calcium and carbonate ions were found to be 

present in calcium carbonate solutions and facilitate the nucleation of calcite 

crystals in a manner similar to the mechanism found for lysozyme 

solutions49-52. 

• Strong evidence for a two-step mechanism comes from non-photochemical 

laser induced nucleation of glycine and urea. Exposure to laser light caused 

these small organic molecules to nucleate faster than control solutions17, 53-55. 

This was thought to be due to the electric field of the light aligning pre-

nucleation clusters, therefore reducing the barrier for crystal lattice formation. 

If classical nucleation was true, the alignment of molecules would not have 

had a significant effect on results since the clusters would already be 

accordingly ordered. 

• Laser light was found to induce different polymorphs of glycine, depending 

on the laser’s polarisation (circular polarisation produced the α form, while 

linear polarisation produced the γ form)54. This emphasised the stage of 

alignment within the clusters. 

• Small angle x-ray studies on glycine solutions have indicated that glycine 

dimers form mass fractal aggregates in supersaturated solutions, which are 

then transformed into surface fractal structures, prior to nucleation. The 

transformation was attributed to the organisation of disordered liquid-like 
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structures into more ordered lattice structures. This therefore supported the 

two-stage model38.  

It is worth noting that experimental results are supportive through various techniques 

including dynamic light scattering, static light scattering, small angle x-ray scattering, 

differential scanning calorimetry, electrodynamic levitation and non-photochemical 

laser induced nucleation17, 26, 32, 38, 53, 54, 56-58. The two-step mechanism has also been 

supported by several computer simulations 35, 36, 59-61, as well as theoretical studies59, 

62-65.  

For the two-step mechanism to be valid, disordered liquid or amorphous metastable 

clusters must be present in solutions prior to nucleation. Clustering behaviour has 

been found to occur in a wide range of solutions as mentioned above, from proteins 

such as lysozyme6, 41 to smaller molecules such as urea and glycine17, 53, 54, 66. There 

is therefore a lot of evidence that mesoscale clustering and associative behaviour is 

widespread so many solutions cannot be considered as homogenous, random 

mixtures of solute and solvent. This adds further support for the two-step nucleation 

pathway, however, it is likely that not all solutions will support the existence of 

clusters so other nucleation mechanisms may also occur6.  

1.3.3 Secondary Nucleation 
Unlike primary nucleation which occurs in systems that do not contain any crystals 

(or the crystals have no influence on the process), secondary nucleation occurs in, 

and is attributable to, the presence of existing crystals. For secondary nucleation, 

new crystals are induced only due to the prior presence of the material being 

crystallised. When seed crystals are present, nucleation can generally occur readily 

at much lower supersaturations than primary nucleation and even heterogeneous 

nucleation (the presence of seed crystals effectively corresponds to the case of 

heterogeneous nucleation with complete wetting, see Section 1.3.1.2)2, 4. 

A number of mechanisms can cause secondary nucleation. Often if dry seed 

crystals are placed in a supersaturated solution, they will shed particles of crystalline 

dust that has been adhering to their surfaces. These shed crystalline particles are 

considered to be secondary nuclei and can become centres of growth. Crystals with 



21 
 

needle or dendrite structures can be fragile and secondary nuclei may form from 

small parts breaking off of these1. It is also known that shear forces can cause 

secondary nucleation. Shear forces imposed on a crystal face can be sufficient to 

produce secondary nuclei from the crystal surface1, 2. Secondary nucleation occurs 

most commonly by contact nucleation. This occurs due to contact between the 

crystals and objects such as the walls of the container, stirrers, pumps or even other 

crystals2.  

1.3.4 Nucleation in Polymorphic Systems 
A system is said to exhibit polymorphism if it is capable of crystallising into different, 

but chemically identical, crystalline forms1. It is widely accepted that most 

substances can exist in two or more solid phases, provided experimental conditions 

are suitable. Each polymorph will have a unique combination of physical, thermal 

and mechanical properties, so being able to control polymorphism is desirable in 

chemical manufacturing1, 2. 

Ostwald’s Rule of Stages is a generalised rule based on observing the nucleation of 

many systems and it postulates that a crystallising system progresses from the 

supersaturated state to equilibrium in stages. Each stage represents the smallest 

possible free energy change. This means that for a polymorphic system, each 

possible polymorphic structure would form before the most stable phase would 

appear. This generally means that the least stable polymorph would crystallise first. 

This is not a universal law and polymorphism is still not fully understood1, 2. 

1.3.5 Crystal Growth 
When a crystal surface is exposed to a supersaturated environment, the flux of 

growth units (solute atoms, molecules or ions) will exceed the equilibrium flux. This 

means that there will be a net increase in the number of growth units joining the 

crystal and the surface will grow. Crystal growth is influenced by the mass transfer 

of solute from the bulk of the solution to the crystal-solution interface of the growing 

crystal and the incorporation of the solute into the crystal lattice. Due to mass 

transfer resistance, the concentration at the crystal-solution interface is less than in 

bulk solution.  



22 
 

1.4 Influence of Fluid Shear on Primary 

Nucleation 

As mentioned in Section 1.3, primary nucleation can be affected by many factors 

such as supersaturation, pH and temperature. It can also be affected by many 

external factors such as agitation7-10, mechanical shock and friction11-14, electric and 

magnetic fields15, 16, electromagnetic radiation17, gravity18 and ultrasound1, 19. In 

industrial processes, fluid shear is widely encountered, for example through 

agitation in a vessel, or transport through pipes. Fluid shear is known to have an 

effect on secondary nucleation, but the effect that fluid shear can have on primary 

nucleation from solution is not well understood to date, particularly for small organic 

molecules. More progress has been made on the influence shear can have on the 

crystallisation of larger protein molecules or polymers, but the effects are still 

unclear. The research done in this thesis is therefore of value as the nucleation of 

glycine, a widely investigated molecule, is studied using well characterised flow 

systems (Couette and capillary flow) over a wide range of conditions. 

The use of mechanical stimuli to influence nucleation dates back to the early 20th 

century when experiments were carried out that showed the critical supercooling 

could be reduced by striking an anvil placed in a supersaturated solution11-14. During 

the 1960s, systematic studies of the influence of mechanical agitation on nucleation 

were carried out on aqueous salt solutions7-9. It was found that increased agitation 

rates increased the rate of nucleation up to a point, where it then started to decrease 

again. This was thought to be due to a trade-off between agitation enhancing mass 

transfer and therefore nucleation, and agitation enhancing the attrition of clusters 

and hampering nucleation.  

Shear has been found to have a strong influence on the crystallisation of synthetic 

polymers, such as polyethylene and polypropylene. Shear was found to affect not 

only nucleation and growth kinetics, but morphology as well67, 68. The enhanced 

nucleation observed suggested that shear may have induced some form of ordering 

in the system, therefore facilitating crystal nucleation 69-72. 
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There have been a small number of studies on the effect that fluid shear can have 

on the nucleation of protein molecules, and the impact of shear on nucleation is not 

always clear cut in literature and depends strongly on the nature of the crystallising 

system and method of applying shear. The effect of controlled shear rates between 

10-3 s-1 and 10-1 s-1 on the nucleation of a various proteins (ferritin, apoferritin and 

lysozyme) was investigated. Rotational flow, induced by applying an electric field to 

a droplet, was found to influence the nucleation process73. Lysozyme nucleation was 

enhanced by all shear rates studied, while the nucleation of ferritin and apoferritin 

was found to be suppressed or enhanced depending on shear rate. These results 

were thought to be due to flow helping or suppressing the formation of ordered 

nuclei within the dense liquid clusters74 thought to exist according the two-step 

nucleation model32. Oscillatory flow in capillary tubes, resulting in maximum shear 

rates between 0.23 s-1 and 0.62 s-1, was shown to affect the nucleation of insulin75.  

A large increase in nucleation was seen with increased flow rates compared to 

stationary conditions and the yield for flow conditions could reach twice that of 

stationary. Flow therefore affected the number and size of crystals formed. Capillary 

flow (shear rates up to 14 s-1) was found to enhance the growth of lysozyme crystals 

resulting in improved yield compared with stationary conditions, however, the flow 

conditions did not appear to affect the rate of nucleation76. 

The impact of shear on protein nucleation is therefore not clear, for example, 

although shear was found to promote nucleation of lysozyme in the rotational flow 

experiment system73, lysozyme nucleation was not enhanced by capillary flow76. 

Lysozyme nucleation was also not enhanced for the case for anti-solvent induced 

lysozyme crystallisation undergoing oscillatory shear in a Linkam Cambridge Shear 

System with a maximum shear rate of 47 s-1. In such systems interfacial (protein-

precipitant) instabilities, with regions of elevated supersaturation, appeared to play 

an important role in nucleation77. Shear was found to reduce the formation of these 

interfacial instabilities, and nucleation was reduced. Similar conclusions regarding 

the detrimental effect shear can have on interfaces have been made in other work78, 

where it was found that thaumatin nucleation in microcapillaries was reduced at 

increased flow rates due to the reduction of the interface’s lifetime. Literature on the 

crystallisation of colloids also often shows conflicting results. Several reports 

suggest that shearing can enhance the crystallisation of colloids79-81, while others 
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report that it can significantly suppress it82-84. Studies have found that shear can 

induce crystallisation in oscillatory flow, but not steady flow79. 

Literature on the nucleation of low to medium molecular weight organic compounds 

under flow conditions is very limited, as mentioned.  Agitation by a magnetic stirring 

bar has been reported to enhance the primary nucleation of various small organic 

compounds under certain conditions, including glycine85 (see Section 1.5), L-

glutamic acid86, butyl paraben87, m-hydroxybenzoic acid88 and carbamazepine89, 

however, shear rates are difficult to quantify in such an arrangement due to irregular 

motions and interactions of the stirring bar with the bottom of the vial. In some 

cases, for example butyl paraben87, once a certain rotational rate was reached, 

nucleation rates were no longer enhanced so significantly. Shear imposed by mixing 

has been found to enhance nucleation in some systems of small organic molecules, 

for example with the anti-solvent nucleation of DL-valine66. Fluid shear can also 

influence the polymorphic outcome, for example with carbamazepine89 and m-

hydroxybenzoic acid88. 

In order to study effects of fluid flow on nucleation in a more systematic and 

quantitative way, well-controlled and ideally uniform flow fields are clearly 

advantageous. An example of a well-controlled and quantifiable shear flow is 

cylindrical Couette flow. Nucleation studies using such a flow have shown that 

increased shear rates (up to to 190 s-1) led to higher nucleation rates of butyl 

paraben87 and m-hydroxybenzoic acid88.  

Reasons behind the role that fluid shear has on nucleation are unclear. Fluid shear 

could potentially enhance molecular alignment6, 67, 73, cluster aggregation49, 85, 87 or  

mass transfer7-9, resulting in higher nucleation rates85, 87. This is discussed in more 

detail in Chapter 5 and Chapter 6. Fluid shear can also have a large impact on 

interfaces in some systems77, 78. 
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1.5 Glycine Solution Behaviour 

Glycine is the simplest and smallest amino acid (NH2CH2COOH) and has been 

widely studied due to its molecular simplicity. This section summarises some main 

characteristics of glycine, such as its polymorphs, behaviour under acid or basic 

conditions, behaviour in solutions with sodium chloride, possible molecular 

clustering in glycine solutions and the effect of fluid shear on glycine crystallisation. 

1.5.1 Glycine Speciation 

Glycine contains both a carboxylic acid and an amine (base) group as shown in 

Figure 1. 6. It is amphoteric, meaning it can react as an acid (proton donator) or as a 

base (proton acceptor). The pKa values for the acid and amine groups are given in 

Table 1.1. The isoelectric point (pH at which a molecule carries no net electrical 

charge) is 5.9790. 

 

 

Figure 1. 6 
Glycine structure showing the carboxylic acid and amine groups. 
 

Table 1.1 

pKa value of acid and amine groups 

 

 

 

In aqueous solution, glycine can generally exist in three forms (anion, cation or 

zwitterion), as shown in Figure 1. 7. The relative amounts of each of these that form 

depends on the pH of the solution, as show in Figure 1. 8, and this is thought to 

influence polymorph formation, which is outlined in Section 1.5.2. The pH also has 

Group pKa91 

Carboxylic acid pKh6 = 2.34 

Amine pKh/ = 9.60 
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an effect on solubility, with the solubility increasing significantly at high and low pH92-

94. 

 

Figure 1. 7 

Glycine structure in cation, zwitterion and anion forms. 

 

Figure 1. 8 

Effect of pH on mole fractions of glycine anions, cations and zwitterions. More information on 

glycine speciation and how Figure 1. 8 was calculated is given in Chapter 7 Section 7.1.2 

Close to its isoelectric point, glycine exists in zwitterionic form. At low pH, glycine 

zwitterions can be protonated and form cations (Eqn. (1. 28)), while at high pH, 

glycine can be deprotonated and form anions (Eqn.(1. 29)). The acid dissociation 

constants for each equation are given in Eqn. (1. 30) and Eqn. (1. 31). 
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H1NlCH/COOH�aq ↔ H1NlCH/COO= �aq + Hl�aq  

H1NlCH/COO=�aq ↔ H/NCH/COO=�aq + Hl�aq  

Kh6 = rs?tuvsKvwwxyrsuy
rs?tuvsKvwwsy  

Kh/ = rsKtvsKvwwxyrsuy
rs?tuvsKvwwxy  

1.5.2 Glycine Polymorphs 

Under ambient conditions, glycine has three polymorphic forms- α, β and γ 90, 95-98. 

The thermodynamic stability under ambient conditions in neutral solutions is γ > α > 

β 95. α-glycine is centrosymmetric (non-polar) and is made from sheets of hydrogen-

bonded cyclic zwitterion dimers 17, 90, 95, 99 (see Figure 1. 9). Despite not being the 

most stable form, α-glycine crystallises out of aqueous glycine solutions at its 

natural isoelectric pH (5.97). γ-glycine  never appears under these conditions, 

despite its thermodynamic stability90. γ-glycine is polar and is made from open polar 

chains of glycine zwitterions that are connected head-to-tail by hydrogen bonds95, 99 

(see Figure 1. 9).  γ-glycine , can be crystallised by several methods, for example, 

changing the pH of the system90, using additives such as sodium chloride 95, 96, 98, 100-

102 or through non-photochemical laser induced nucleation17, 37. These are 

mentioned in more detail below. The γ-glycine polymorph has been shown to 

convert to the α-glycine polymorph by heating to temperatures well above ambient 

(~165°C), suggesting the order of stability may change with temperature96. 

(1. 28) 

(1. 29) 

(1. 30) 

(1. 31) 
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Figure 1. 9 
Details of the crystal structures of γ-glycine and α-glycine

103
.  

(a) zwitterionic monomers: the building block of γ-glycine, (b) hydrogen-bonded cyclic 

dimers: the building block of α-glycine, (c) helical chain around the 3-fold screw axes, parallel 

to the c-axis: packing of γ-glycine and (d) hydrogen-bonded molecular bilayers of 

centrosymmetric dimers: packing of α-glycine. (e) and (f) show the packing of α-glycine and 

γ-glycine. 

β-glycine is the least stable form of glycine and is unstable under ambient 

conditions96. Structurally it is similar to α-glycine (hydrogen bonded layers) but is 

polar, rather than centrosymmetric90, 95 99, 104. It can be made to crystallise through 

various methods that result in high supersaturation, for example through antisolvent 

crystallisation from ethanol-water and methanol-water mixtures or freeze drying17, 38, 

96, 104-107. It has been found to transform rapidly into α-glycine in air or water, but the 

crystals remained unchanged if kept in a dry environment104. Since the work carried 

out here is based on ambient conditions, β-glycine is not considered further. 

 



29 
 

Influence of pH on Glycine Solution Behaviour 

γ-glycine can be crystallised by changing the pH of the system to <3.8 or >8.990. 

From literature, it remains unclear as to why pH affects the polymorphic outcome of 

glycine, particularly why the less stable α-glycine forms in conditions close to 

neutral. As mentioned, α-glycine is centrosymmetric and is thought to be made from 

sheets of hydrogen-bonded cyclic zwitterion dimers 17, 90, 95, 99.  It had been thought 

that cyclic zwitterion dimer units, like those which make up α-glycine, were the most 

prevalent structures in close to neutral aqueous glycine solutions, so the prevalence 

of these cyclic dimers in solution was thought to lead to facile nucleation of α-glycine 

(these cyclic dimer structures are not found in β- or γ-glycine)108.  

 

Speciation shows that when the pH is moved away from the region of the isoelectric 

point, charged glycine anions and cations form and these charged glycine molecules 

would not form cyclic dimers, therefore reducing the population of the suspected α-

glycine growth units. This could be thought of as a reason why α-glycine does not 

form preferentially under certain pH conditions. It, however, is unlikely to be the 

main reason as the transition to γ-glycine occurs when the fraction of anions/ cations 

is fairly small- the decrease in number of dimers would likely to be very modest 

(~7%)90.  

A ‘self-poisoning’ mechanism is currently associated with the influence of pH on 

glycine polymorph formation90, 93. For this, the cations that occur at low pH, and 

anions that occur at high pH, act as foreign species and join onto faces of α-glycine. 

In doing so, they inhibit α-glycine growth and result in γ-glycine forming 

preferentially.  

Another study93 suggests that in acid/ basic conditions, glycine organises itself 

differently than in the more neutral conditions where it form cyclic dimers.  In acid/ 

basic conditions, the glycine cations or anions induce glycine to form head-to-tail 

open chains, and they undermine the formation of cyclic dimers. The open head-to-

tail chains structurally match the head-to-tail linear chains in γ-glycine’s crystal 

structure and may act as nucleation precursors and building blocks for γ-glycine.  
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Influence of Sodium Chloride on Glycine Solution Behaviour 

Additives can be used to induce γ-glycine crystallisation, for example sodium 

chloride99, 102. γ-glycine can also be crystallised using racemic hexafluorovaline, 

deuterium, acetic acid or ammonia solutions. They are generally thought to act as 

inhibitors to α-glycine formation95, 96, 98, 100-102.   

The role of sodium chloride in promoting the formation of γ-glycine over α-glycine is 

not well understood. It has been postulated that the presence of electrolytes can 

modify the packing arrangement of glycine molecules102. This is a result of 

Coulombic interactions between the ions and glycine molecules. Cyclic dimers, 

which are the growth units of α-glycine, may be disrupted by the presence of sodium 

chloride, while the formation of head-to-tail  open chains, which are the growth units 

of γ-glycine, may be promoted102. The sodium chloride may contribute to an ionic 

atmosphere which results in the charging and aligning of glycine molecules to a 

head-to-tail chain arrangement. It has also been suggested that an increased ratio 

of charged glycine molecules to zwitterions is important for γ- glycine nucleation 102.  

Computational studies have shown that the addition of sodium chloride alters the 

structure of polar γ-glycine nuclei99. When in pure aqueous solution, the γ- glycine 

nucleus was found to develop a melted layer of amorphous glycine around the 

nucleus; the addition of sodium chloride was found to result in a double layer 

forming that stabilised the γ-glycine nuclei and eliminated the surface melted layer99. 

On the other hand, non-polar α-glycine nuclei were largely unaffected by the 

presence of sodium chloride. The addition of sodium chloride was also found to 

affect the surface tension of α-glycine and γ-glycine nuclei- when 80 mg/ml was 

added, the interfacial free energy of a γ-glycine nucleus decreased by 7.7 mJ/m2, 

suggesting it became more stable, while the interfacial free energy of a α-glycine 

nucleus increased by 3.1 mJ/m2, suggesting that it became less stable99. 

It would be expected that the use of other salts to produce the same ionic strength 

as that used for NaCl would also result in a double layer forming that would stabilise 

the γ-glycine nuclei, however, experiments found that only salts which contained 

sodium were effective in promoting the formation of γ-glycine over α-glycine 

(calcium and magnesium salts were not effective). This supported the idea of the 

inhibition of α-glycine resulting in the formation of γ-glycine90. 
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Other Methods to Obtain z -glycine 
Lasers have been demonstrated as capable of inducing γ-glycine formation via a 

non-photochemical mechanism17, 37. As mentioned, γ-glycine is polar and is made 

from open chains of glycine zwitterions that are connected head-to-tail by hydrogen 

bonds95, 99. The use of linearly polarised light from a laser was thought to induce 

alignment of the helical structures that form γ-glycine more effectively than the cyclic 

dimers that form α-glycine17. The application of a D.C. field was thought to have a 

similar effect53.  

1.5.3 Glycine Self-Association 

Several studies suggest that glycine molecules undergo self-association in 

supersaturated solutions. Dimers were thought to be the most prevalent form of 

glycine in aqueous solution and as mentioned, this was a potential reason why α-

glycine, which is made from layers of cyclic dimers, formed preferentially over the 

more stable γ-glycine which is not formed from dimers99. Evidence for the presence 

of dimers came from atomic force microscopy, small angle x-ray studies38, 108 and 

measurements of diffusivities109. The study of diffusivities also showed glycine 

solutions to contain trimers and a small number of species containing hundreds of 

monomers109.  

Recent studies, however, suggest that cyclic dimers may not actually be the most 

prevalent form of glycine in aqueous solution. For example a study, based on 

freezing point depression and self-diffusion measurements, found that zwitterionic 

monomers were the most prevalent form of glycine in aqueous solution (up to 70%) 

with the rest existing as dimers95. Monomers were also found to be more common 

than dimers in theoretical studies110-112. Other studies have shown that catemers are 

the most prevalent paired structure in aqueous solutions110, 111. Therefore, taking into 

consideration the suspected role of cyclic dimers on the nucleation of α-glycine,  it 

may be that the concentration of cyclic dimers in aqueous solutions is not 

particularly high or low, but sufficient for cyclic dimers to be the precursors for the 

nucleation of α-glycine93.  

Various studies suggest that in supersaturated, aqueous glycine solutions, larger 

molecular clusters with liquid-like properties exist and have a role in nucleation. 

Small angle x-ray scattering suggested that the first step of crystallisation involves 
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the formation of liquid-like clusters of a few hundred nanometres with a second step 

involving the reorganisation of the structures into crystalline structures38, 108, 113. 

Glycine dimers were thought to form mass fractal aggregates in supersaturated 

solutions, which were then transformed into surface fractal structures, prior to 

nucleation. The transformation was attributed to the organisation of disordered 

liquid-like structures in to more ordered lattice structures38. 

Another study, which used dynamic light scattering, reported that glycine rich 

mesoscale clusters (nanodroplets) of around 250nm diameter with liquid-like 

properties exist in aqueous glycine solutions, both undersaturated and 

supersaturated. The nanodroplets were not metastable and existed at a fixed size 

and concentration, in thermodynamic equilibrium with glycine crystals. They were 

estimated to have a very low mole fraction of total glycine solute (less than 10-6) and 

coexisted with small sub-nanometre molecular clusters and molecular solution85, 113. 

The nanodroplets were not thought to be directly involved in productive crystal 

nucleation (e.g. a 6 fold increases in their concentration did not affect the number of 

crystals formed or the time taken for the crystals to appear) but they could be 

coalesced to form larger nanodroplets (>750 nm diameter) which gave access to a 

more rapid nucleation pathway (a significantly shorter time was required for the 

appearance of crystals, and a much larger number of crystals was produced)85. The 

larger droplets were only observed in stirred solutions and they were not observed 

under quiescent conditions. Therefore they were thought to form due to the 

coalescence of the smaller nanodroplets85, 113. The larger glycine nanodroplets were 

thought to have the same compositions as the smaller nanodroplets, but with a 

much larger total mass.  The size of the coalesced nanodroplets was larger than the 

clusters reported in other studies that proposed a two-step nucleation theory5, 6, 38.  

For the more rapid nucleation pathway, it was proposed that productive nucleation 

of glycine occurred in the large glycine-rich nanodroplets, but occurred non-

productively in the smaller 250nm nanodroplets85, 113.  Each time nucleation was 

initiated in a glycine-rich nanodroplet, growth would have occurred until the local 

high concentration of glycine within the nanodroplet was exhausted. When this 

happened, the nascent crystal would have been exposed to the bulk solution. If the 

crystal was large enough, it would have survived and grown, however, if it was too 

small, it would have redissolved into the bulk solution or become a cluster again66. 
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With this scenario, due to the larger mass of glycine in the coalesced nanodroplets, 

nucleation may have occurred productively in the larger nanodroplets since the 

crystals formed would have been above a critical size. For smaller nanodroplets, 

nucleation would have been largely non-productive as the crystals would not have 

reached the critical size. 

Glycine anions or cations may also help explain the presence of liquid-like glycine 

clusters in solution according to a study93. The glycine ions themselves may not 

undergo self-aggregation, but they may interact strongly with glycine zwitterions due 

to the ion-dipole interaction. This may result in one glycine ion interacting with one 

glycine zwitterion, leading to the formation of a charged dimer. Charged dimers may 

then interact with other zwitterions through strong ion-dipole interactions, leading to 

the formation of a higher n-mer. This would be particularly likely when the 

concentration of anions or cations was low, since one ion would be surrounded by 

many zwitterions and would interact with them readily. When the concentration of 

anions/ cations was higher, there would be fewer zwitterions so the interaction 

between one glycine ion and surrounding zwitterions would be less likely. This 

would weaken the effectiveness of the formation of liquid-like glycine clusters93.  

Since literature has various possible explanations for how glycine exists in solution, 

it remains unclear as to what the most prevalent form of glycine in solution is and 

how this affects nucleation. The wide variation of possibilities is likely due to 

differences in experimental technique used.  

1.5.4 Influence of Shear on Glycine Nucleation 

Few previous studies exist on the role that fluid shear has on glycine nucleation. As 

mentioned previously, the use of a magnetic stirrer was found to result in enhanced 

nucleation rates and this was thought to be due to the coalescence of glycine 

nanodroplets, which led to a more rapid nucleation pathway85. A main drawback of 

this study was that the use of magnetic stirrer bars resulted in unquantifiable shear 

rates due to the possible interactions between the magnetic stir bar and the bottom 

of the vial. The work in this thesis on the influence of controlled flow conditions on 

glycine nucleation therefore improves and clarifies the existing understanding in this 

area. 



34 
 

1.6 Measurement of Nucleation Rates 

There are several methods of estimating nucleation rates in the literature and some 

of the more interesting examples are given here. The measurement of nucleation 

rates is difficult and reproducibility is hard to achieve. Part of this is due to the 

stochastic nature of nucleation; often a large number of repetitions are required for 

reliable trends to be deduced. Other difficulties arise since the critical nucleus size is 

often in the range of 100-1000 atoms, which is difficult to measure using standard 

experimental methods114. Nuclei also only exist for short times and they freely 

diffuse around the solution volume, making it difficult to detect them in the volume of 

solution that is being examined.  Therefore, rather than directly measuring the 

nucleation rate, the methods tend to involve techniques such as:  

 

• counting the number of crystals formed (e.g. double pulse method, integral 

method) 

• measuring particle size distributions (e.g. mixed-suspension, mixed-product 

removal method) 

• measuring metastable zone widths  

• measuring induction times  

• transmission measurements  

and relating these to the rate of nucleation. 

1.6.1 Double Pulse Method 

Principles of the Method 

A technique that allows the direct determination of nucleation rates from the number 

of crystals appearing in a certain solution volume in a given time has been produced 

by Galkin and Vekilov115, 116. The technique is based on separating nucleation from 

ensuing growth stages, and the principles are centred on the dependence of 

solubility on temperature that exists for many substances115, 117.  

 

Solution depletion can be a problem with nucleation studies. It happens because 

crystals typically grow very rapidly at the supersaturation required for nucleation 

which results in the depletion of supersaturation and therefore a reduced nucleation 

rate over time. The technique proposed by Galkin and Vekilov115 overcomes this 

issue since once nucleation has occurred initially at a fairly constant rate, the 
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supersaturation is lowered to levels where the nucleation rate is zero. The crystals/ 

nuclei already formed can then grow to detectable dimensions, without further nuclei 

being formed.  

Experimental Method 

A diagram of an experimental setup for the double pulse method is given in Figure 

1. 10. The most reliable nucleation rates were found using a large number of 

independent trials: 400 identical lysozyme solution droplets (0.1-2.5µl) were 

contained within wells cut into a block of Teflon. A Peltier temperature controller was 

used to control the temperature of a brass block, and the Teflon block was in contact 

with the brass plate. 5 identical blocks, independently controlled, were used, 

allowing for 2000 samples at a time.  

At the start of an experiment, the solute temperature was set to �6. �6 corresponded 

to the temperature that resulted in the desired level of supersaturation for 

nucleation. After a period of time at this temperature (∆{6) which was sufficient for 

nucleation to occur at a constant supersaturation level, the temperature was then 

changed to �/. �/ corresponded to a temperature where the supersaturation was 

sufficiently low that further nucleation did not take place, but allowed existing nuclei 

to grow to a detectable size. Once the crystals had grown to a detectable size, 

samples were studied using a microscope and the number of crystals in each 

sample (|) was counted. The nucleation rate was then estimated:  

X = }
)∆�> 

Here ~ is the volume of each droplet. 

 (1. 32) 



36 
 

 

Figure 1. 10 
Experimental setup for the double pulse method of measuring nucleation rates

115
. 

 

The principles behind this method of determining nucleation rates have been widely 

used in literature, with slight variations in procedure/ analysis being reported 118-120. 

In some of these, microfluidics have been used. A microfluidic device can generate 

hundreds of droplets, giving a large sample of independent nucleation events. A 

main drawback of the double pulse method is that industrial crystallisation 

processes will strongly differ from the small and stagnant solution volumes used.  

1.6.2 Metastable Zone Width (MSZW) Measurements 
 

Principles of the Method 

Measurements of metastable zone widths can provide useful information on 

nucleation. It is a relatively simple method for obtaining relative nucleation data23, 

and it is particularly useful for studying the effects of a variable on nucleation rates3. 

Generally small MSZW result in shorter induction times and higher rates of 

nucleation23. The MSZW depends on many factors including temperature, agitation, 

thermal history of the solution and cooling rate 1, 3.  
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The basic principles of MSZW measurements can be explained using Figure 1. 11. 

Point A represents an undersaturated solution, where the solution is stable and 

crystals to do not form. It can be cooled from point A to point B on the solubility 

curve; point B represents a saturated solution. The solution can be further cooled, 

and when this happens, the solution is supersaturated: the solute concentration is 

greater than the saturation (equilibrium) concentration.  When cooled between 

points B (solubility curve) and C (metastable boundary), solid is not spontaneously 

precipitated in a short time to achieve equilibrium in the solutions. If, however, it was 

cooled beyond point C in to the labile region, spontaneous crystallisation would be 

probable1. The metastable boundary is therefore the point at which crystals will 

quickly and spontaneously appear. The MSZW can therefore be determined by the 

difference between the saturation temperature (�∗) and the metastable boundary 

temperature (��*�� �(�(�). This is often known as the maximum allowable cooling 

(∆����) of solution of a given concentration.  

∆���� = �∗ − ��*�� �(�(�  

Measurements of ∆���� can be used to estimate the rate of nucleation in a 

solution23, 121, 122.  

The maximum obtainable supersaturation in the solutions at a given temperature 

(∆����) can be found from the difference in concentration between the saturated 

solution (�∗) and the solution at the metastable boundary (��*�� �(�(�). In Figure 1. 

11, this is illustrated by the difference in concentration at points C and D.  

∆���� = ��*�� �(�(� − �∗  

 

(1. 33) 

(1. 34) 
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Figure 1. 11 
Example solubility curve for 2 phase system with a positive relationship between 
temperature and solubility. 

 

Experimental Methods 

The MSZW (∆����) can be measured in 2 main ways- isothermal or polythermal 

measurements123. The measurements made are very equipment dependent.   

A typical procedure for measuring ∆���� using the polythermal method is as 

follows1, 123. A just-saturated solution is placed in a vessel with temperature control 

and is allowed to thermally equilibrate. The solution is kept stirred at a constant rate 

and is cooled slowly until small crystals are formed. The temperature of the solution 

is then increased slowly until the crystals disappear. The temperature at which the 

last crystal has disappeared is taken as the saturation temperature (�∗) of the 

solutions.  

The solution is then heated slightly above this saturation (by 1-5oC or so) and it is 

maintained at this higher temperature for ~ 30 minutes. The solution is then cooled 

at a constant rate and the temperature at which the first crystal appears is denoted 

��*�� �(�(�. This can then be repeated multiple times and for different cooling rates3, 

23, 123.  

Nucleation rates can then be estimated from the ∆���� measurements. One method 

involves examining the stochastic distributions of ∆���� values obtained from 

repetitions of an experiment at a given set of conditions23, 121, 122. The probability 

distributions of ∆���� can be fitted with a theoretical equation and solved for 

nucleation rates23, 121, 122.   
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A second, more conventional method involves measuring ∆���� for different cooling 

rates and plotting log�cooling rate  versus log�∆���� .1, 3, 123 This should yield a 

straight line and the gradient and intercept can be used to deduce the constants in 

the Becker-Doering empirical relation for nucleation rates (Eqn. (1. 27)) 1, 3, 123. 

Isothermal measurements involve cooling a solution rapidly until it becomes 

supersaturated/ metastable. The supersaturation is held constant and the time taken 

for crystals to form is then measured123.  

1.6.3 Mixed-Suspension, Mixed-Product Removal 

(MSMPR) 
Experimental Method 

Nucleation rates and crystal growth rates can be measured simultaneously using an 

idealised mixed-suspension, mixed-product removal (MSMPR) crystalliser model. It 

is analogous to the use of CSTR models in chemical engineering and is the simplest 

crystalliser to analyse. 

A typical setup is given in Figure 1. 12. Solution enters the fixed-volume vessel 

where it is well-mixed to ensure that there is no variation of concentration, 

temperature, size distribution, etc. within the solution volume. Supersaturation can 

be introduced through cooling, reaction, evaporation, etc. Nuclei form and these can 

grow into crystals. The outlet flow is assumed to have the same composition as the 

solution in the vessel. Due to the crystals having a probabilistic variation of 

residence time in the crystalliser, there will be a crystal size distribution. Once the 

system has reached a steady state, the crystal size distribution of the outlet flow can 

be measured.  

 

Figure 1. 12 
Simplified MSMPR diagram. 
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Principles of the Method  

Nucleation rates and growth rates can be estimated from the crystal size distribution 

measured. The theory used to deduce these is based on a population balance and 

applies the laws of conservation. Several assumptions can be made to simplify the 

theory. These include steady state operation with no accumulation in the system; no 

crystals are assumed to be present in the feed; all crystals are assumed to be of the 

same shape characterized by a chosen linear dimension size (�); the crystal growth 

rate (') is assumed to be independent of crystal size and crystals are assumed to 

not break down by attrition 1, 3, 123, 124.  

Taking these assumptions into consideration, the crystal population density (�), 

which is the number of crystals per unit size per unit volume, can be written as a 

function of crystal size:  

� = ��Y= �
Z�  

Here �� is the population density of zero sized crystals (nuclei) and � is the mean 

residence time in the crystalliser.  

Eqn. (1. 35) can be linearised by taking logarithms: 

ln�� = ln��� − �
'� 

The experimentally measured crystal size distribution can then be plotted as ln ��  

versus � and the slope of the plot should be equal to − 6
;� and the intercept should 

be equal to ln��� . From the slope value, the growth rate can be deduced if the 

residence time is known. The growth rate can then be used to find the nucleation 

rate. 

X = lim�→� 9}
9� = lim�→� �9}

9�
9�
9�� = ��'  

Here | is the number of crystals per unit volume and { is time. 

(1. 35) 

(1. 36) 

(1. 37) 
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The assumptions made for the MSMPR model are unlikely to hold precisely.  For 

example, attrition and breakage due to mechanical stress can occur, and particles 

are unlikely to exist as discrete entities and may instead agglomerate. Insufficient 

mixing could be an issue and conditions might not be steady state. Although 

increasing the stirrer speed could improve mixing, attrition may then become more 

of an issue, so there are often trade-offs to get conditions close to the assumptions. 

These various factors can confound MSMPR data1, 123, 124.  

1.6.4 T or Y Mixers (Integral Method of Determination) 
Principles of the Method  

The integral method of determination uses a precise time interval, within which 

nucleation takes place. The total number of nuclei generated in this time can be 

deduced and a rate of nucleation can therefore be found.  T-mixers and Y-mixers 

allow a precise nucleation time to be used. The nucleation time is based on the 

residence time of the outlet tube123, 125. This nucleation time holds provided that the 

solution is quenched directly at the outlet of the mixer (see Figure 1. 13). 

Advantages of using these devices include the ability to achieve intensive mixing in 

a small volume123.  This setup is generally applicable for reactive/ anti-solvent 

crystallisation processes125. 

If the desupersaturation proceeds slowly, the supersaturation and therefore rate of 

nucleation will remain constant along the length of the outlet tube. At the end of the 

tube, the solution will still be supersaturated so it must be rapidly quenched in a 

saturated solution to reduce the supersaturation and inhibit further nucleation. This 

is illustrated in Figure 1. 13. The nucleation rate can be estimated from the particle 

number concentration (|) and the residence time of the sample within the outlet 

tube ({�).  

X = }
�\ 

 

 

(1. 38) 
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Figure 1. 13 
T-mixer setup for constant supersaturation along length of tube 

125
. 

A differential method can also be used as shown in Figure 1. 14. The nucleation rate 

can be estimated from the difference in number concentration (∆|) and difference in 

residence times (∆{�) between each setup.  

X = ∆}
∆�\ 

 

Figure 1. 14 

Differential T-mixer setup for constant supersaturation along length of tube 
125

. 

In some cases the supersaturation is rapidly depleted because many nuclei form 

and grow rapidly. This means that the supersaturation may only be high enough for 

nucleation to take place in the initial section of the outlet tube, corresponding to 

residence time {� (see Figure 1. 15). In the remaining length of outlet tube, the 

crystals may then grow, consuming the remaining supersaturation, but no more 

nuclei will form. The nucleation rate can then be estimated from:  

X = |
{� 

{� is defined as the residence time of the length of outlet tube to the point where the 

nucleation rate drops to a value where the nucleation becomes insignificant125. This 

(1. 39) 

(1. 40) 
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can be estimated from induction time measurements or more laboriously through a 

population balance model125. 

 

Figure 1. 15 
T-mixer setup for depletion of supersaturation along length of tube 

125
. 

 

Experimental Method 

Since nuclei are small, standard particle counters, which usually have a lower size 

detection limit in the region of 1µm, are usually not sufficient to count the number of 

nuclei/ crystals exiting the tube123. To overcome this, an experimental setup that 

consists of a nucleator (T-mixer or Y-mixer with an outlet tube) followed by a growth 

vessel can be used. The growth vessel allows the nuclei to grow to a detectable 

size.   

A volume of reactant is fed to the mixer where rapid mixing occurs.  Provided that 

the mixing time and chemical reaction/ precipitation times are very short compared 

with the residence time of the outlet tube, the supersaturation should reach its 

nominal value at the entrance to the outlet tube. At the end of the tube outlet, the 

nuclei will typically be in the size range of nanometers123. After the solution exits the 

outlet tube, nucleation is inhibited by instantly diluting the suspension upon entering 

a (agitated) vessel. Although nucleation is inhibited, the nuclei/ crystals continue to 

grow. A low supersaturation is used so that nucleation will be negligible but 

moderate growth can occur123. Once crystals reach a sufficient size, they can then 

be counted.  

Rather than growing the nuclei and counting them, the nucleation rate can also be 

determined by measuring the particle size distribution and the total mass 

precipitated125. Dynamic light scattering could also be used123. For this, the 

experimental setup would be similar to that mentioned previously, but rather than 

quenching in a solution that would enable growth, the solution would be quenched in 
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a solution that contains surfactants. These would stop nucleation and hinder 

agglomeration123.  

 

1.6.5 Other Methods 
A number of other techniques exist for estimating nucleation rates. There is a 

levitating droplet technique, whereby a 'containerless' environment is produced by 

suspending a droplet between two oils of different density. One oil will have a higher 

density than the droplet (and precipitate) and the other oil will have a lower 

density126, 127. The number of crystals forming in the droplets can then be counted. 

The method reduces the effects of heterogeneous nucleation, since the droplets are 

not in contact with a solid surface. Levitating droplets, however, have the problem of 

evaporation from the air-liquid interface, which can hinder reproducibility. Oil can 

also affect the crystallisation process126, 127. 

Other techniques that have been found to produce very good results for measuring 

the rate of nucleation of small molecules, but are not applicable to solution 

crystallisation, include the cloud chamber technique and supersonic nozzle 

expansion technique. These are applicable to vapour-liquid transitions115.  

1.6.6 Limitations of the Measurement Techniques  
The various techniques outlined so far for measuring nucleation rates are not 

appropriate for the controlled flow, cooling crystallisation experiments carried out in 

the work for this thesis. For example, with the double pulse method, no shearing of 

the solutions took place and with the MSZW and MSMPR methods, stirring was 

required and this would not result in the well-controlled fluid shear desired for the 

experiments carried out in this thesis. The T- or Y-mixer method is not well suited to 

cooling crystallisation experiments. Methods that required the number of crystals to 

be counted, such as the double pulse and T- or Y-mixer methods, can also be very 

error prone.  

 

A more suitable method of measuring nucleation rates for the experiments detailed 

in this thesis was through measuring induction times and relating these to the rate of 

primary nucleation128. This method was advantageous as it was non-intrusive to the 

controlled shear experimental setups and in-situ measurements could easily be 
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taken. Chapter 3 outlines the principles of induction time measurements and the 

methods that were used to measure them in the experiments carried out. In Chapter 

4 Section 4.5.2, it is shown how induction time measurements can be related to the 

rate of primary nucleation.  

 

1.7 Conclusions 
Crystal nucleation from solution is not well understood to date. It is generally 

accepted that classical nucleation theory has many shortcomings when applied to 

the nucleation of crystals from solution, so non-classical nucleation theories may be 

better suited.  

 

Measuring nucleation rates is difficult. There are various possible methods to 

measure nucleation rates in the literature, but these are often intrusive and error 

prone. Measuring induction times and relating these to the rate of nucleation is a 

non-intrusive method, and it can easily be applied to the controlled flow experiments 

carried out for the work in this thesis.  

 

The influence of controlled fluid shear on the nucleation of small organic molecules 

is not well understood. Many studies suggest that it can enhance nucleation under 

certain conditions. The nucleation of glycine, the small organic compound studied 

for the work in this thesis, has previously been found to be enhanced by fluid shear. 

The shear enhancement of its nucleation was thought to be due to the coalescence 

of mesoscale clusters, which led to a more rapid nucleation pathway. The nucleation 

of glycine is also strongly influenced by pH and presence of sodium chloride. 

 

The work in this thesis aims to improve understanding on the influence of controlled 

fluid shear on glycine nucleation and how fluid shear, pH and the presence of 

sodium chloride can affect mesoscale clustering in the solutions. 
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1.8.2 Main Nomenclature 
- = pre-exponential factor 

-	�� = cluster surface area  

�= activity 

��= activity of solute in solution 

����= activity of solute at equilibrium 

e = nucleation order 

� = concentration of solute  

�∗= concentration of solution when saturated  

��*�� �(�(�= concentration of solution when at the metastable boundary 

����= equilibrium concentration of solute 

∆� = concentration driving force 

∆����= maximum obtainable supersaturation in the solutions at a given temperature  

'= crystal growth rate 

∆' = free energy change for creating a cluster 

Δ'��  = free energy change to form a cluster of � molecules 

∆'	�(�= critical free energy change  

∆'* = surface free energy change 

∆') = volume free energy change 

X = primary nucleation rate  

� = Boltzmann constant  

�<= nucleation rate constant 

� = size of crystal characteristic dimension 

| = number of crystals in each sample or number of crystals per unit volume 

∆|= difference in number concentration 

� = number of molecules in cluster or crystal population density 

�∗= critical nucleus size 

��= population density of zero sized crystals  

� = supersaturation  

� = absolute temperature 
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�∗= temperature at which solution was saturated 

��*�� �(�(�= temperature at which the metastable boundary was reached 

∆����= maximum allowable cooling of solutions at a given concentration 

{ = time 

{�= residence time of the sample within the tube 

{� = the residence time of the length of tube to the point where the nucleation rate 

drops to a value where the nucleation becomes insignificant 

∆{6= time solution was held at temperature T1 

∆{�= difference in residence times 

~ = volume of each droplet 

5= molecular volume 

 

. = shape coefficient  

#= interfacial tension/ surface energy  

#PQ= effective surface tension 

#�= activity coefficient for solute in solution 

#���= activity coefficient for solute at equilibrium 

N = wetting angle 

�= chemical potential 

∆� = difference in chemical potential between the solute in the solution and the 

solute at equilibrium 

��= standard chemical potential 

�	������= chemical potential of the crystallising material in crystal form 

��= chemical potential of solute in the solution 

����= chemical potential of the solute at equilibrium 

= relative supersaturation 

� = mean residence time in the crystalliser 

,��  = total surface energy of the cluster 

R= wetting angle factor 
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2. Shearing Devices 

Chapter Outline and Contents 
In industrial processes, fluid shear is widely encountered, for example through 

agitation in a vessel or transport through pipes, however, as detailed in Chapter 1 

Section 1.4, the influence of fluid shear on the primary nucleation of small organic 

molecules is not well understood at present. In order to gain a better understanding 

of the role that fluid shear has on primary nucleation from solution, the nucleation of 

glycine in aqueous solution was investigated under well-controlled flow conditions. 

As mentioned in Chapter 1, previous studies often involved flow conditions which 

could not be easily quantified e.g. stirring using a magnetic stirrer bar, so for the 

work carried out in this thesis, it was desirable to have flow conditions in which 

parameters such as shear rate and velocity could be well quantified. Quantifiable 

flow was desired so that the effect of controlled flow on the nucleation of glycine 

from solution could be studied accurately and systematically.   

Therefore, flow devices in which well-characterised flow of Newtonian fluids could 

be obtained were designed and constructed. These were a capillary flow system 

and a cylindrical Couette cell. The capillary flow system was based on using a 

syringe pump to make fluid flow back and forth along a capillary, while the Couette 

flow setup was based on the flow between two concentric cylinders, the outer one of 

which was rotated. Checks and calculations were carried out to ensure that the flow 

was predominantly streamlined over the conditions of the experiments carried out 

for the work in this thesis.  

The capillary flow system is used in Chapter 4 and the Couette cell setups are used 

in Chapters 4 to 6 to investigate the influence of controlled fluid shear on the 

nucleation of glycine from aqueous solution.  

This chapter covers: 

• Basic theory on fluid shear in capillaries and cylindrical Couette flow. 

• The general setup of the capillary flow device. 

• The general setup of the Couette flow device. 
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2.1 Theory on the Controlled Shearing of a 

Newtonian Fluid  
This section outlines the basic theory on how shear rates could be calculated for 

flow in the capillary and Couette flow devices. 

2.1.1 Newtonian Fluids 
Liquids with simple molecular structures often exhibit Newtonian behaviour. This 

means that their viscosity (which is a measure of its resistance to deformation by a 

shear stress, or a measure of its rate of energy dissipation) is independent of what is 

done to the fluid (e.g. a stress applied or the rate at which it is sheared) and the time 

for which it is subjected to shear.  

For Newtonian fluids, a linear relationship therefore exists between shear stress (the 

force applied per unit area) and shear rate (the rate of fluid deformation). Viscosity is 

the proportionality constant between the two and is therefore an indicator of the 

internal resistance of a fluid to deformation. Newton’s law of viscosity describes the 

relationship between shear stress (�), shear rate or shear strain (��) and apparent 
viscosity (�).  

 � = ���  

The fluid will not deform if no stress is applied and Newtonian fluids behave in a 

purely viscous manner. For Newtonian fluids at constant temperature and pressure, 

the shear rate will therefore increase linearly with increasing shear stress over a 

wide range of stresses1, 2. 

More complex liquids, such as polymer solutions and colloidal suspensions 

generally exhibit non-Newtonian behaviour, meaning that their viscosity is 

dependent on what it done to the fluid (e.g. a stress applied or the rate at which it is 

sheared) and/or the time for which they are subjected to shear. They can also 

display elastic properties where the input energy is stored, rather than dissipated. 

Their flow is therefore much more complicated than Newtonian fluids1, 2.  

The theory outlined here deals primarily with Newtonian fluids since rheology 

studies showed that the aqueous glycine solutions used in the experiments 

displayed Newtonian behaviour3. 

(2. 1) 
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2.1.2 Shearing of a Newtonian Fluid 

A fluid can be sheared (deformed) by flow and applied external forces due to the 

frictional effects exhibited by molecules moving relative to one another. This 

behaviour is seen in all fluids and is due to their viscosities. 

When a fluid flows over a surface, the fluid in contact with the surface is brought to 

rest (same velocity as surface), and the adjacent layers are retarded by the viscous 

drag of the fluid. This means that the velocity of fluid in proximity to a surface 

changes with the distance perpendicular to the direction of flow.  

In order to gain a better understanding of the concept of fluid shear, it is useful to 

first consider the simple case of flow between a pair of parallel plates. Two parallel 

plates of area � can be placed a distance apart (�), with a thin layer of Newtonian 
fluid between them. The lower plate is fixed while the upper plate moves in the � 
direction at a velocity relative to the lower plate (	
) due to the application of a 
shearing force (�). This causes the fluid to deform and is shown in Figure 2. 1. 

 

When conditions are steady, the shearing force is balanced by the internal forces in 

the fluid due to its viscosity, and the top plate will move at a constant velocity. 

Provided that the distance between the plates is small, the velocity of the fluid 

increases linearly from zero (where fluid in contact with the stationary bottom plate), 

to 	
 (where fluid in contact with the moving upper plate). The velocity gradient 

(shear rate) is therefore constant over the distance between the two plates. The 

shearing force per unit area (shear stress) is proportional to the velocity gradient 

(shear rate/ rate of deformation) of the fluid, i.e. Newton’s law of viscosity (Eqn. (2. 

1)): 

� = �
 ∝

��
� ∝ ���

��

 

Figure 2. 1 
Shearing of a fluid between parallel plates.  

Stationary plate of area 

Moving plate due to shearing force 

(2. 2) 
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2.1.3 Flow through a Capillary 

2.1.3.1 Derivation of the Hagen-Poiseuille Equation  
Much of the theory on the flow of a Newtonian material through a capillary is centred 

on the derivation of the Hagen-Poiseuille equation which relates pressure drop to 

volumetric flow rate. For fluid flowing through a capillary, due to the geometry, the 

shear rate (and shear stress) are a function of radial position i.e. distance from the 

capillary axis. Shearing is highest at the walls of the capillary and lowest at the 

centre.  

The theory that follows derives the Hagen-Poiseuille equation and is based on 

laminar (streamlined) flow through a perfectly cylindrical, horizontal capillary. Flow 

through a capillary is generally classed as streamlined if the Reynolds number (��) 
is less than 20001. Details of the Reynolds numbers encountered in the capillary 

experiments carried out here in this thesis are given in Section 2.2. 

�� = ��������	������
 ����	�	������ 

�� = !�"#$�
%  

Here & is the fluid’s density, 	'() is the average velocity of fluid in the capillary and 
* is the inner diameter of the capillary.  

Force Balance for Fluid Flowing Through a Capillary 

The pressure change due to friction (∆,) along a length of capillary can be related to 
the shear stress at the capillary walls (�-). A force balance across a horizontal 
capillary of length (�) and inner radius (ℛ) is given in Eqn. (2. 4) (see Figure 2. 2).   

(−∆,)2ℛ3 = 22ℛ��-  

A force balance can also be taken across a central core of fluid of radius �, as given 
in Eqn. (2. 5). Note that the pressure drop per unit length 5∆67 8 is independent of 
radial position.  

(−∆,)2�3 = 22���9 

Here, �9 is the shear stress at a distance � from the capillary axis. 

(2. 3) 

(2. 4) 

 (2. 5) 
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Figure 2. 2 
Diagram showing a central core of fluid in a capillary. 

 

Velocity Profile for Laminar Flow in a Capillary 

The velocity profile over a cross section of a capillary is parabolic, as shown in 

Figure 2. 3. This is a result of the shear stress applied to the fluid varying with 

distance from the capillary axis. An equation that describes the velocity as a function 

of distance from the capillary axis can be derived as follows.  

 

 

Figure 2. 3 
Velocity profile across a capillary. 

 

Assuming a Newtonian fluid and taking the definition of shear stress being equal to 

the viscosity multiplied by the velocity gradient (Newton’s law of viscosity), the shear 

stress in terms of the distance from the capillary axis can be written as: 

�9 = −� ���
�9    (2. 6) 
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The negative sign in present since 
���
�9  is negative: as � increases, 	
 decreases. 

Eqn. (2. 6) can be substituted into the force balance taken across a central core of 

fluid of radius � (Eqn. (2. 5)) giving: 

(−∆,)2�3 = 22�� 5−� ���
�9 8  

This can be rearranged to give: 

∆,� = 2�� ���
�9   

Eqn. (2. 8) can be separated and integrated and no slip boundary conditions (	
 = 0 
when = ℛ) can be applied.  

; *	
��
< = ∆6

7
=
3% ; �	*�9

ℛ   

	
 = (>∆6)
7

=
?% (ℛ3 − �3)  

Equation (2. 10) shows that the velocity across a capillary’s cross section has a 

parabolic variation with distance from the capillary axis. The maximum velocity 

(	@'
) occurs when � = 0, at the centre of the capillary:  

	@'
 = =
?%

(>∆6)
7 ℛ3 = =

=A%
(>∆6)

7 *3  

The fluid velocity therefore reaches a maximum at the centre of the capillary and is 

zero at the capillary walls. 

The ratio of velocity at position � (	
) to the maximum velocity (	@'
) is:  

��
�B"�

= 1 − 9D
ℛD  

Volumetric Flow rate in a Capillary 

To determine the volumetric flow rate (E) in a capillary, a capillary’s cross section 
can be split into annular elements, as shown in Figure 2. 4. An annulus can be 

considered to be between radius � and (� + *�). It can be assumed that the velocity 

is constant within a thin annular element.  

(2. 8) 

 

 

 

 

 

(2. 7) 

(2. 9) 

(2. 10) 

(2. 11) 

(2. 12) 
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Figure 2. 4 
Cross section split into annular elements. 

 

The volumetric flow rate in an annulus is:  

*E = 	
 	22�	*�  

The total volumetric flow rate can be found by integrating Eqn. (2. 13) across the 

whole capillary radius, and Eqn. (2. 10) can be substituted in for 	
.  

; *EG
< = 22; 	
 	�	*�ℛ

< 	  

This yields the Hagen-Poiseuille equation, which relates pressure drop and 

volumetric flow rate for the laminar flow of Newtonian fluids:  

E = (>∆6)
7

H
I%ℛ? 

2.1.3.2 Fluid Velocities in a Capillary 
The average velocity (	'()) of fluid in the capillary is equal to the volumetric flow 

rate divided by the cross sectional area of the capillary: 

	'() = G
HℛD 

The Hagen-Poiseuille equation (Eqn. (2. 15)) can be substituted in giving:  

 	'() = (>∆6)
7

=
I%ℛ3 

As mentioned earlier, the maximum velocity (at the centre of the pipe) is given by:  

	@'
 = =
?%

(>∆6)
7 ℛ3 

Comparing the terms for the maximum and average velocities, it can be seen that:  

 

 

 

 

 

 

(2. 13) 

(2. 14) 

(2. 15) 

(2. 16) 

(2. 17) 

(2. 18) 
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	'() = �B"�
3  

An expression for the velocity at a distance	� from the capillary axis (	
) in terms of 

the average velocity is therefore (combining Eqn. (2. 10) and Eqn. (2. 17)):  

	
 = 2	'() 51 − 9D
ℛD8  

2.1.3.3 Shear Rates and Shear Stresses in a Capillary 
As mentioned, the shear rate and shear stress are functions of radial position. 

Combining Eqn. (2. 4) and Eqn. (2. 5), the ratio of the shear stress at a distance � 
from the capillary axis (�9) to the shear stress at the capillary walls (�-) can be 
written as: 

JK
JL = 9

ℛ 

This shows that the shear stress (and shear rate since � = ���  for Newtonian fluids) 
increases linearly from zero at the centre of the capillary to a maximum at the 

capillary walls (see Figure 2. 5). This is expected since the velocity profile across a 

capillary is a parabolic function of radial position. Since the shear rate is equal to the 

velocity gradient (derivative of a velocity profile), the shear stress and shear rate 

would be a linear function of radial position. 

 

Figure 2. 5 
Linear shear profile for capillary. 

 

 

 

 

(2. 19) 

(2. 20) 

 (2. 21) 
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Average and Maximum Shear Rates 

A term for the shear rate that occurs at any point from the capillary axis can be 

obtained by differentiating the velocity profile (Eqn. (2. 20)) with respect to � (the 
shear rate is the velocity gradient).  

��(�) = − ���
�9 = ?9�"#$

ℛD  

At the capillary walls, � = ℛ and the maximum shear rate occurs. The maximum 

shear rate (��@'
) is therefore:  

��@'
 = ?�"#$
ℛ  

The average shear rate (��'()) across the capillary can be found from:  

��'() = =
ℛ><; ��(�)ℛ

< *� = 3�"#$
ℛ  

Shear Stresses in a Capillary 

For a Newtonian fluid, � = ��� . Therefore, the equations for the maximum and 

average shear stress and how the shear stress varies as a function of radial position 

can be obtained by multiplying those deduced for the shear rate by the viscosity. 

 
The shear stress as a function of the distance from the capillary axis is:  

�(�) = ?%9�"#$
ℛD  

At the capillary walls, the shear stress is at a maximum (�@'
):  

�@'
 = ?%�"#$
ℛ  

The average shear stress (�'()) that occurs across the capillary can be found from:  

�'() = =
ℛ><; �(�)ℛ

< *� = 3%�"#$
ℛ  

 

 

 

 

 

 

(2. 22) 

(2. 23) 

(2. 24) 

(2. 25) 

(2. 26) 

(2. 27) 



66 
 

2.1.4 Cylindrical Couette Flow 
 

 

Figure 2. 6 
Basic Couette cell diagram. Fluid (blue) is contained within the gap between the cylinders. 

 

Cylindrical Couette flow arises from the shear flow in the gap between the vertical 

walls of concentric cylinders, one of which cylinders is rotated (Figure 2. 6). 

Commonly, the inner cylinder is rotated while the outer cylinder is kept fixed. With 

this arrangement, for low angular flow velocities, the flow is stable and is known as 

cylindrical Couette flow. Beyond a critical angular velocity, however, the flow may 

become unstable resulting in instabilities4.  

 

The instabilities are known as Taylor-Couette instabilities and are characterised by 

the formation of vortices superimposed on the laminar Couette flow. The vortices 

can cause energy redistributions within the gap due to high-speed fluid near the 

rotating inner cylinder being carried outwards and low-speed fluid near the 

stationary outer cylinder being carried inwards5.  

The vortices arise due to centrifugal instability. In simple Couette flow, the 

centrifugal force pushing fluid away from the rotating inner cylinder is balanced by 

the centripetal radial pressure gradient force pushing fluid inwards. If, however, a 

fluid particle is moved outwards slightly from its initial radius (perturbed even by an 

infinitesimal amount), it reaches a region where the inward force due to the pressure 

gradient is slightly less than the outward centrifugal force on the particle (the 

outward force is based on the particle’s initial position because its angular 

momentum is conserved). This results in the particle continuing outwards. Similarly, 
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a fluid particle moved slightly inwards from its initial radius will continue inwards as 

the inward force due to the pressure gradient is slightly greater than the outward 

forces on the particle6. When rotational rates are low, these instabilities can be 

suppressed by viscosity since this damps out the perturbations. i.e. viscosity delays 

the onset of centrifugal instability 6, 7.  

If the inner cylinder is kept fixed and the outer cylinder is rotated, these vortical 

instabilities do not occur4. This is because the instabilities only occur when the 

pressure gradient force decreases with increasing radius. This is the case when the 

inner cylinder is rotated and the outer cylinder is kept fixed. When the outer cylinder 

is rotated and the inner cylinder is kept fixed, the pressure gradient force increases 

with increasing radius, and the flow remains stable 6.  

 

The theory outlined here is based on a fixed inner cylinder with a rotating outer 

cylinder, corresponding to what was done in all Couette flow experiments in this 

thesis. This arrangement was chosen to ensure that vortices did not form since they 

could have affected the nucleation process. The theory is also based on laminar 

(streamlined) flow. For Couette cells with a fixed inner cylinder and a rotating outer 

cylinder, the Reynolds number can be calculated from: 

�� = M(3HNOPQR)(OPQR>OST)
%   

Critical Reynolds numbers depend on the geometry used and can be found 

experimentally2, 8. More information on the stability of the flow encountered during 

the experiments carried out here is given in Section 2.3. 

2.1.4.1 Velocity Profile for Cylindrical Couette Flow 

The velocity ( ) profile across the gap of the Couette cell can be approximated by 

solving a momentum balance across the system (from the Navier-Stokes equation) 

assuming steady state operation5U(UV = 08.  

U(
UV = WX Y UUO Z

=
O
U
UO (� )[\ = 0    

Here r	is radial position, WX is kinematic viscosity and � is time. 

The kinematic viscosity cannot equal zero, so  

 (2. 29) 

(2. 28) 
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Y UUO 5
=
O
U
UO (� )8\ = 0  

Integrating Eqn. (2. 30) with respect to � once gives: 
U
UO (� ) = ^�  

Here ^ is a constant. 

Integrating again with respect to � gives: 

� = ��3 + _  

Here � and  _ are constants. 

Therefore, the velocity profile can be written as: 

 (�) = �� + `
O   

The constants � and  _ can then be determined by using boundary conditions 

( = 0 when  � = �ab ;   = 22c�d�V when � = �d�V). Here c is the rotational rate, 
�d�V	is the radius (inner) of the outer cylinder and �ab is the radius (outer) of the inner 
cylinder. 

When � = �ab ,  = 0 so Eqn. (2. 33) becomes: 

0 = ��ab + `
OST  

Rearranging for A gives: 

� = − `
OSTD  

Substituting Eqn. (2. 35) back into the velocity equation (Eqn. (2. 33)) gives: 

 (�) = _ 5=O −
O

OSTD8     

When � = �d�V,   = 22c�d�V so Eqn. (2. 36) becomes: 

 (�) = _ 5 =
OPQR −

OPQR
OSTD8 = 22c�d�V  

Rearranging for B gives: 

 

 

 

 

 

 

 

 

(2. 30) 

(2. 31) 

(2. 32) 

(2. 33) 

(2. 34) 

(2. 35) 

(2. 36) 

(2. 37) 
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_ = 3HNOPQR
Z e
fPQR>

fPQR
fSTD

[
  

Substituting Eqn. (2. 38) back into Eqn. (2. 36) gives an equation for the velocity 

profile (non-linear): 

 (�) = 22c�d�V OPQRO
Z=> fD

fSTD
[	

Z=>fPQRD
fSTD

[
    

The velocity profile remained close to linear across the gap for conditions used in 

the experimental setups detailed in this thesis, as shown in Section 2.3. The velocity 

increased from zero at the stationary inner cylinder to 22c�d�V at the rotating outer 
cylinder, as shown in Figure 2. 7. The linear approximation for the velocity profile is: 

 (�) = 22c�d�V O>OST
OPQR>OST 

 

Figure 2. 7 
Linear velocity profile across Couette cell’s gap between the cylinders’ vertical walls. 

2.1.4.2 Shear Rates for Cylindrical Couette Flow 

An expression for the shear rate across the gap can be found by differentiating the 

non-linear velocity profile (Eqn. (2. 39)) with respect to radius. 

��(�) = �((O)
�O = 22c�d�V

Z> e
fD>

e
fSTD

[	
Z e
fPQR>

fPQR
fSTD

[
  

The average shear rate across the gap can be calculated from: 

��'() = =
OPQR>OST ; ��(�)	*�OPQR

OST = 3HNOPQR
OPQR>OST  

An expression for the shear rate across the gap can also be calculated based on a 

linear velocity profile (Eqn. (2. 40)) and is identical to Eqn. (2. 42): 

 

 

 

 

(2. 38) 

(2. 39) 

(2. 40) 

(2. 41) 

 
(2. 42) 
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��'() = 22c��	�
��	�−���

 

For the cylinder arrangement used for the experiments in this thesis, due to the 

linear nature of the velocity profile, the shear rate varied only slighly across the gap. 

The shear rate was largest at stationary inner cylinder and lowest at the rotating 

outer cyliner.  

 

Figure 2. 8 
Constant shear profile across Couette cell’s gap between the cylinders’ vertical walls. 

2.1.4.3 Shear Stresses for Cylindrical Couette Flow 

Using Newton’s law of viscosity and Eqn. (2. 41), an expression for the shear stress 

that occurs across the gap can be obtained:  

�(�) = �22c��	�
Z− 1

�2−
1

���2
[	

Z 1
��	�−

��	�
���2

[
 

The average shear stress that occurs across the gap can be found from:  

�'() = %3HNOPQR
OPQR>OST   

 
(2. 44) 

(2. 45) 

 (2. 43) 

Shear stress, 

shear rate 

Rotating cylinder 

Stationary cylinder 
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2.2 Capillary Setup 

This section describes the general setup of the capillary flow device. The capillary 

setup was designed to allow the effect of controlled, laminar capillary flow on 

nucleation to be investigated. More specific information on the setup’s use in glycine 

nucleation experiments is given in Chapter 4 Section 4.3. 

2.2.1 Capillary Equipment Design and Operation 
A capillary flow system was set up as shown in Figure 2. 9.  

 

Figure 2. 9 
General capillary setup. 

 

12.5 metres of Nalgene PVC tubing (2 mm I.D., 4 mm O.D.) was attached to a 50 ml 

syringe. Close attachment was achieved by attaching a gauge 18 needle (1.27 mm 

O.D.) to the syringe tip using a luer adapter; 2 cm of 1 mm I.D. (2 mm O.D.) Nalgene 

PVC tubing was connected to the needle and the 2 mm I.D. tubing was connected 

over the 1 mm I.D. tubing. This ensured a very tight connection that was resistant to 

high pressure build ups. Due to the length of tubing used, it was coiled around a 

cylindrical vessel. The diameter of the cylindrical vessel was large (10 cm) 

compared to the diameter of the tubing. This was to ensure that bends were not tight 

and that the flow would follow typical Poiseuille flow.  

The syringe was attached to a programmable syringe pump (Cole Parmer 74905-

54). The pump allowed flow rates to be controlled and it could be operated in 

infusion and withdrawal modes sequentially, to result in continuous, periodic ‘square 

wave’ operation. This type of continuous operation was necessary since single 

Syringe Pump

Syringe
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passes of the capillary did not provide sufficient residence times over which 

nucleation could occur. 

To achieve this continuous operation, the capillary was first filled with solution (it had 

~40 ml capacity) and a chosen volume of fluid (10 ml), which corresponded to ~3.2 

m length of capillary, was withdrawn back into the syringe and then infused back 

into the capillary continuously at a chosen flow rate. This resulted in the fluid 

passing back and forth along the capillary periodically. The syringe pump bar pulled 

the syringe plunger at a constant velocity, withdrawing fluid into the syringe, 

resulting in steady flow at a fixed average velocity along the capillary in a negative 

direction. This was then followed by the syringe pump bar pushing the syringe 

plunger at a constant velocity, infusing fluid back into the capillary, resulting in 

steady flow at a fixed average velocity along the capillary in a positive direction. This 

was repeated, resulting in continuous, periodic flow back and forth along the 

capillary in ‘square waves’. Visually, it could be seen that flow passed back and forth 

along the capillary. 

2.2.2 Capillary Flow Parameters 
A typical average velocity profile of fluid in the capillary is given in Figure 2. 10. 

Various parameters such as the average velocities and maximum shear rates used 

for the capillary experiments carried out for the work in this thesis are given in Table 

2. 1. 

 

 

Figure 2. 10 
Average velocity profile of fluid in the capillary. Scales can be deduced using the data in 

Table 2. 1. 
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Table 2. 1 
Capillary setup parameters 

 

Due to the ‘square wave’ nature of the operation and the low Reynolds numbers 

encountered, shear rates were calculated on the assumption of laminar flow of a 

Newtonian fluid in a horizontal, cylindrical capillary (theory outlined in Section 2.1.3). 

Entry lengths2 (length of capillary before flow becomes fully developed ghbV) were 
calculated to be negligible compared with the length of the capillary and half-length 

of square waves (see Eqn. (2. 46)).  

 
ijTR
� = 0.370exp(−0.148��) + 0.0550�� + 0.260 

As given in Table 2. 1, the frequency of the ‘square waves’ was low (maximum of 5 

cycles per minute) and the amplitude (average velocity) was large in the capillary 

(0.13 ms-1 for the lowest shear rate used here and 0.5 ms-1 for the largest shear rate 

used here). The time taken for the syringe pump bar to reach its operating velocity 

was negligible compared to the duration at which it ran at its constant operating 

velocity (it would have taken a small amount of time for the syringe pump to stabilise 

pressure within the syringe). A lag time of under 1 s occurred when the syringe 

pump switched between infusion and withdrawal modes. This time was significantly 

greater than the relaxation time of the fluid9.  

 

Flow 

rate of 

Fluid in 

Capillary 

(ml/min) 

Average 

Velocity 

of Fluid 

in 

Capillary 

(m/s) 

Wall (Maximum) 

Shear Rate (s-1) 

(The average 

shear rate is half 

the maximum) 

Square 

Wave 

Frequency 

(min-1) 

Reynolds 

Number (based 

on glycine 

solutions used 

in experiments) 

25 0.125 500 1.25 200 

50 0.25 1000 2.5  400 

100 0.5 2000 5  800 

(2. 46) 
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2.3 Couette Setup 

This section describes the general setup of the Couette flow device. The Couette 

cell setup was designed to allow the effect of controlled, laminar, cylindrical Couette 

flow on nucleation to be investigated. More specific information on its setup for use 

in glycine nucleation experiments is given in Chapter 4 Section 4.2, Chapter 5 

Section 5.2 and Chapter 6 Section 6.3. 

2.3.1 Couette Equipment Design and Operation 

2.3.1.1 Initial Setup with Fixed Surface to Volume Ratio 
The Couette flow system was set up as shown in Figure 2. 11 and Figure 2. 12. The 

setup used an outer cylinder with an inner diameter of 38 mm. The inner cylinder 

had an outer diameter of 30 mm. Cylinders were hollow and made of glass.  The 

inner cylinder was kept fixed using a clamp stand, and the outer cylinder was rotated 

by means of a motor (Como Drills, RS Components 420-665) powered by a variable 

D.C. power supply. The motor had a 16:1 gearbox which allowed accurate control 

over the rotational rate of the outer cylinder. A digital tachometer was used to 

measure the rotational rate of the outer cylinder. A Perspex lid was present to 

minimise evaporation.  

 

Figure 2. 11 

Diagram of the initial Couette cell setup, with a surface to volume ratio of 5 cm
2
/cm

3
. 
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Figure 2. 12 

Photograph of Couette flow setup. 

The geometry resulted in a 4 mm gap between the vertical inner and outer cylinder 

walls. 15 ml solution was used in each of the Couette flow experiments carried out, 

resulting in the depth of solution in the gap between the vertical cylinder walls being 

approximately 3 cm. The area of glass surface that was exposed to each millilitre of 

solution contained within the gap between the vertical cylinder walls was 5 cm2/cm3. 

A gap of 1-2 mm was kept between the base of the inner and outer cylinders. The 

flow in this bottom gap cannot be characterised quantitatively, so the setup was 

designed so that the volume of solution in the bottom gap was very low compared to 

the volume of solution contained in the gap between the vertical cylinder walls 

(which could be accurately quantified, as detailed in Section 2.1.4). Visual 

observations showed that nucleation began in solution contained within the gap 

between the vertical cylinder walls8 (when solutions nucleated, they rapidly became 

turbid and the “cloudiness” originated from solution contained within the gap 

between the vertical cylinder walls, rather than solution in the base gap). Further 

evidence that the bottom gap was not having a dominant role on the nucleation 

came from a range of experiments that were carried out which involved using 

different diameters of inner cylinders (see Section 2.3.1.2 and Chapter 5). These 

showed that the setup that used the smallest diameter of inner cylinder resulted in 

the slowest nucleation for a particular average shear rate. Since an inner cylinder 

with a smaller diameter resulted in a larger gap between the inner and outer vertical 

cylinder walls, larger rotational rates had to be used to achieve the required shear 

rates. Despite higher rotational rates (and therefore higher shear rates in the gap at 
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the bottom), nucleation occurred more slowly. This confirmed that the controlled 

shear in the vertical gap between the cylinder walls had the main effect on 

nucleation8.  

2.3.1.2 Setups with Different Surface to Volume Ratios 
In addition to the Couette flow system detailed in Section 2.3.1.1 with a fixed surface 

to volume ratio of 5 cm2/cm3, additional geometries were used to vary the surface 

area that a fixed volume of solution was exposed to. This was achieved by changing 

the diameter of the Couette cell’s inner cylinder. Increasing the inner cylinder’s 

diameter resulted in a narrower gap between the vertical walls of the inner and outer 

cylinder. This meant that a fixed volume of solution was exposed to a larger surface 

area. The converse is true for using a smaller diameter of inner cylinder. The setups 

used are shown in Figure 2. 13. When solution was exposed to a larger surface to 

volume ratio, the solution had a smaller free surface area (air-solution interface).  

The setups were identical to the setup detailed in Section 2.3.1.1, but rather than 

using only an inner cylinder with a 30 mm outer diameter, 22 mm and 34 mm inner 

cylinders were used as well. 

The 34 mm, 30 mm and 22 mm diameter inner cylinder geometries resulted in a 

2mm, 4 mm or 8 mm gap respectively between the vertical inner and outer cylinder 

walls. 15 ml solution was used in each of the Couette flow experiments carried out, 

resulting in the depth of solution in the gaps between the vertical cylinder walls 

being approximately 6 cm, 3 cm and 1.5 cm for each setup respectively. The area of 

glass surface that was exposed to each millilitre of solution contained within the gap 

between the vertical cylinder walls was 10 cm2/cm3, 5 cm2/cm3 and 2.5 cm2/cm3 

respectively. 

A gap of 1-2 mm was kept between the base of the inner and outer cylinders for 

each setup. Since the gap between the bases of the cylinders was kept constant for 

each setup, the volume of solution in the bottom gap was constant for all 

experiments. This meant that the volume of solution that was exposed to the well-

controlled flow conditions was constant for each experiment. This was important as 

the volume of solution affects nucleation statistics10, 11.  
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Figure 2. 13 
Diagrams of the 3 Couette cell setups that were used to expose different surface areas to a fixed volume of solution.  

  
 

                             34mm inner cylinder 

                             A/V=10 cm2/cm3 

30mm inner cylinder 

A/V=5 cm2/cm3 
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Lid

Rotor

Motor

Fixed inner cylinder

Rotating outer cylinder

Clamp

Liquid level

34mm

38mm

2mm

1-2mm

60mm

100mm

30mm

38mm

4mm

1-2mm

30mm

100mm

22mm

38mm

8mm

1-2mm

15mm

100mm



78 
 

2.3.2 Couette Flow Parameters 
The range of outer cylinder rotational rates, average shear rates and Reynolds 

numbers that could be covered by each Couette cell setup is given in Table 2. 2. 

Calculations were based on the theory outlined in Section 2.1.4. The upper ranges 

were limited by equipment instabilities.   

Table 2. 2 

Ranges of rotational rates, shear rates and Reynolds numbers achievable using each setup. 

In order to be able to accurately quantify the shear rates that occurred in the gap 

between the vertical cylinder walls in the Couette cells using the theory outlined in 

Section 2.1.4, checks were made to ensure that the flow remained streamlined over 

the conditions of the experiments carried out. Firstly, the fixed inner/rotating outer 

cylinder geometry did not result in the Taylor instabilities which would have occurred 

in a fixed outer/ rotating inner cylinder geometry for the conditions used4, 8. To 

ensure that the critical Reynolds number for the geometries used in the experiments 

was not surpassed, rheoscopic fluid (suspension of mica platelets that align with the 

flow) and dye injections were used in the Couette cells, and the flow was visualised 

for the range of conditions used in each experimental setup.  

Even at the highest rotational rate used for each Couette cell geometry, the flow did 

not show significant turbulence (the rheoscopic fluid scattered light uniformly). Some 

minor turbulence (the light scattered by the rheoscopic fluid occasionally showed 

small, localised regions of heterogeneity) was observed with the geometry that used 

the smallest inner cylinder diameter (22 mm) for 500 rpm (125  s-1) experiments. 

These conditions resulted in the highest Reynolds number and it was also more 

difficult to check that the cylinders were accurately aligned due to the relatively large 

gap between the vertical cylinder walls. These findings therefore suggested that flow 

Surface Area per 

Millilitre Solution 

Contained Within 

Vertical Cylinder 

Gap  

(cm2/cm3) 

Rotational Rate 

of Outer 

Cylinder Range 

(RPM) 

Average Shear 

Rate Range (s-1) 

Reynolds Number 

Range 

2.5 100-500 25-125 1100-5500 

5 50-500 25-250 280-2800 

10 25-250 25-250 70-700 
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in the gap between the vertical cylinder walls was predominantly streamlined for the 

conditions studied. This meant that the shear rates in the gap between the two 

cylinders could be accurately quantified by solving the Navier-Stokes equation using 

the theory outlined in Section 2.1.4. 

It was noted that large instabilities were observed experimentally when the inner 

cylinders were rotated and the outer cylinder was kept fixed, in agreement with what 

would be expected from theory4. Instabilities were also observed when cylinders 

were not concentrically aligned, as shown in Figure 2. 14. 

 

Figure 2. 14 
Images of cylinders containing rheoscopic fluid being rotated at 500 rpm (30 mm inner 
cylinder geometry) showing that turbulence was observed when the cylinders were not 
aligned concentrically. 
 

The velocity profiles of fluid across the gap between the vertical cylinder walls were 

calculated using the equation derived from Navier Stokes (Eqn. (2. 39)). They were 

also calculated on the assumption of a perfectly linear velocity profile (Eqn. (2. 40)). 

The profiles obtained using the Navier-Stokes derivation showed a small departure 

from a perfectly linear profile. The largest departure was 20% and occurred when 

the 22 mm inner cylinder setup was used to produce a shear rate of 125 s-1. The 

maximum departures from the linear profiles for each geometry are given in Table 2. 

3. When shear rates are mentioned with regards to results in this thesis, average 

shear rates are quoted so the departure from linearity would not have affected this 

value (see Eqn. (2. 42)). 

Table 2. 3 
Maximum estimated departures from linearity for the Navier Stokes derived velocity profiles. 

Inner Cylinder 

Diameter (mm) 

Maximum Departure from 

Linearity  

Corresponding Shear Rate 

(s-1) 

22 20% 125 

30 10% 250 

34 5% 250 
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2.4 Conclusions 
Flow devices in which well-characterised flow of Newtonian fluids could be obtained 

were designed and constructed. These were a capillary flow system and a 

cylindrical Couette flow cell. The capillary flow system was based on using a syringe 

pump to make fluid flow back and forth along a capillary, while the Couette flow 

setup was based on the flow between two concentric cylinders, the outer one of 

which was rotated. Checks and calculations were carried out to ensure that the flow 

was predominantly streamlined over the conditions of the experiments carried out 

for the work in this thesis. Methods of quantifying the flow in the Couette and 

capillary flow setups were also given.  

The capillary flow system is used in Chapter 4 and the Couette flow setups are used 

in Chapters 4 to 6 to investigate the influence of controlled fluid shear on the 

nucleation of glycine from aqueous solution.  

2.5 Summary 
• Two flow devices (Couette cell and capillary system) were designed and 

constructed to allow quantifiable laminar flow conditions to be obtained.  

• The capillary flow system was based on using a syringe pump to make fluid 

flow back and forth along a capillary. 

• The flow in the capillary was typical Poiseuille flow for the conditions studied, 

with a parabolic velocity profile. The shear rate increased linearly from zero 

at the centre of the capillary to a maximum at the capillary walls.  

• The Couette cell flow geometry was based on the flow between two 

concentric cylinders. The inner cylinder was kept fixed while the outer 

cylinder was rotated using a motor. 

• The flow in the Couette cell was not affected by Taylor instabilities and 

remained predominantly streamlined for the conditions studied. The velocity 

profile was close to linear for the conditions studied so the shear rate 

remained approximately constant across the gap between the vertical 

cylinder walls. 
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2.6.2 Main Nomenclature 
� = area of plate or constant 
_ = constant 
^ = constant 
* = capillary diameter (inner) 

�= shearing force 
�= pipe length 
ghbV= entry length 
c = rotational rate  
∆,= pressure change due to friction 
E= volumetric flow rate 

ℛ= inner radius of capillary 
r	= radial position 
�ab = radius (outer) of the inner cylinder 
�d�V= radius (inner) of the outer cylinder  
�= distance from pipe axis 

� = time 

	'() = average velocity in � direction 
	@'
 = maximum velocity in � direction 
	
= velocity in � direction  
 = velocity 
�= perpendicular distance from surface  
 

��  = shear rate 
��'()= average shear rate 
��@'
 = maximum shear rate 

� = dynamic viscosity 

W = kinematic viscosity 
%
! 

&= solution density 
�= shear stress  
�'() = average shear stress 
�@'
 = maximum shear stress 

�9 = shear stress at a distance � from the capillary axis 

�-= shear stress at capillary walls 
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3. Induction Time Measurements 

Chapter Outline and Contents 
To gain an improved understanding of the nucleation of glycine from aqueous 

solution while the solution was subjected to controlled fluid shear, induction times of 

glycine from solution were measured while the glycine solutions were sheared in the 

capillary and Couette flow setups described in Chapter 2. The measured induction 

times were then used to estimate nucleation rates, which is discussed in Chapter 4 

and Chapter 51, 2. This method of obtaining nucleation rates from induction times 

was advantageous over the methods outlined in Chapter 1 Section 1.6 as it was 

simple and could be done in-situ without hindering the controlled flow conditions.   

In this chapter, the methods used to measure induction times are described. Three 

main methods were used: (1) visual observation, (2) imaging or (3) simultaneous 

scattering and transmission measurements. When induction times were reached, 

solutions became turbid over a short timescale, leading to a sharp increase in 

scattering, decrease in transmission and increase in the mean pixel intensity of the 

images. Induction times were obtained by finding the point of inflection of the rising 

(or falling) signals. The imaging and transmission/ scattering methods gave 

complementary results, which suggested that they detected induction times with 

similar resolutions. The transmission/ scattering method had more scope than the 

imaging method to obtain further information on the system under investigation, 

such as particle sizes and number concentrations (see Chapter 6 and Chapter 8).   

For capillary flow experiments, only the visual method of obtaining induction times 

was used. For Couette flow experiments, a mixture of visual, imaging and scattering/ 

transmission measurements were used. Experimental procedures and results from 

the induction time experiments are given in Chapter 4 and Chapter 5. 

This chapter covers: 

• Basic theory on induction time measurements.  

• The setup and method of obtaining induction times visually (qualitative) and 

from images and transmission/ scattering measurements (quantitative). 

• A comparison of the quantitative methods. 
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3.1 Induction Times 

The induction time is a measure of the ‘ability’ of a system to remain in a metastable 

state3. A period of time usually exists between the achievement of supersaturation 

and the appearance of crystals so measuring induction times involves measuring 

the time between the creation of supersaturation and the formation of a new 

crystalline phase4. The induction time is sensitive to factors such as the level of 

supersaturation, agitation, the presence of impurities, temperature and viscosity4.  

3.1.1 Experimental Methods of Measuring Induction 

Times 
There are various experimental techniques that can be used to measure induction 

times and these will detect induction times with different resolutions. The induction 

times measured may therefore not have identical values when measured by 

different techniques. The best way to measure induction times is to continuously 

monitor a property they will change when nucleation and crystal growth proceed. 

Crystals have to grow to reach detectable levels. Properties that can potentially be 

monitored include5: 

Temperature- nucleation and growth reduces the free energy of the system so 

usually heat is evolved. Direct temperatures could be measured or differential 

scanning calorimetry could be used.  

Volume- when a solution nucleates (and the nucleated crystals then grow), its 

volume may change by a measurable amount. A technique such as dilatometry 

could be used to measure the volume of a crystallising system with time.  

Concentration- when a solution nucleates (and the nucleated crystals then grow), 

the solution concentration will decrease. Concentration dependent physical 

properties, such as conductivity, density or refractive index could therefore be 

monitored over time. 

Optical Transmittance- nucleation and growth cause the turbidity of the solution to 

change so transmission, scattering, etc. can be measured to monitor this. Changes 

in turbidity or the formation of visible crystals can be detected by eye, however, this 

is error prone due to the variability of human judgement.   
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3.1.2 Principles of Induction Time Measurements 
From classical nucleation theory (presented in Chapter 1 Section 1.3.1), one would 

not expect induction times to exist. It assumes ideal steady-state conditions whereby 

nuclei are present immediately once the solution becomes supersaturated4. The 

induction time can therefore be considered comprised of multiple parts. These 

include a relaxation time (��) which is the time required for the system to achieve a 
quasi-steady state distribution of molecular clusters; a nucleation time (��) which is 
the time required to form a stable nucleus; and a growth time (��) which is the time 
for the nucleus to grow to a detectable size. 

The induction time (����) can therefore be considered: 

���� = �� + �� + ��  

It is thought to be difficult (even impossible) to determine these quantities 

separately4. The relaxation time depends strongly on the system viscosity and 

therefore diffusivity- in low viscosities the relaxation time can be very low, but in 

more viscous systems, it can be high. It has been shown to be unimportant in 

aqueous solutions of moderate supersaturation and viscosities6, however, in some 

cases, for example at very low supersaturation, it cannot be ignored7. The 

nucleation time will depend on the supersaturation and hence critical nucleus size, 

and the growth time will depend on the size that the nuclei are detectable (this could 

be a size at which secondary nucleation of a crystal sharply increases, causing 

cloudiness of a previously transparent solution8). It cannot be assumed that the 

growth rate of the nucleus is the same as that of a macro-crystal; there will likely be 

a difference in mechanism and rate4.  

A latent period lag time may also occur in some systems, and this can be 

considered the onset of a significant change in the system e.g. substantial solution 

de-supersaturation/ significant nucleation.  

The times mentioned are illustrated in Figure 3. 1. Supersaturation is created at time 

zero (A) and crystals are detected after an induction time ���� (B). The nucleation 
time ��	(B’) is less than the induction time since critical nuclei have to grow to a 
detectable size. In some systems, after point B, no change may occur for a 

considerable time until point C. Point C can be considered the end of the latent 

period, �
�. After the end of the latent period, rapid desupersaturation can occur (D); 

(3. 1) 
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crystal growth and/or nucleation predominate during this region and supersaturation 

is depleted. Eventually, the system will reach equilibrium (E).  

 

If the relaxation time can be ignored, the induction time becomes a function of the 

nucleation and growth times. Three cases exist: 

�� ≫ ��; ��  �� and �� ≪ �� 

In the simplest case for true homogeneous nucleation, assuming �� ≫ �� and �� is 
negligible,  the rate of primary nucleation (�) is inversely proportional to the induction 
time4. 

 ���� ∝ �
� 

The other cases are more complicated and are outlined in textbooks3, 7. Calculating 

nucleation rates from these methods can be difficult since they require knowledge of 

quantities that can be difficult to measure, such as wetting angles, pre-exponential 

factors, interfacial tension and diffusion coefficients. 

An easier method that allows the rate of primary nucleation and growth times to be 

estimated from the probability distributions of induction times has been proposed by 

Jiang and ter Horst1. This method is used widely in this thesis and is discussed in 

Chapter 4 and Chapter 5. 

 

Figure 3. 1 
De-supersaturation curve

4
.  

(3. 2) 
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3.2 Induction Times from Visual Monitoring 

For some experiments carried out for the work done in this thesis, induction times 

were measured visually. For these, a torch was used to illuminate the sample under 

investigation and the sample was monitored visually. The induction times measured 

through this method would have had significant uncertainty. Therefore, more 

quantitative methods of measuring induction times (imaging/ transmission/ 

scattering measurements) were used where possible. 

The quantitative methods were not possible to use with capillary experiments due to 

the poor optical quality of the capillaries. The quantitative methods could also not be 

used for experiments where the turbidity of the solution did not change significantly 

with the onset of crystallisation, for example, in experiments where solutions were 

unsheared. When solutions were not sheared, only a small number of crystals 

formed in the solutions and these were not sufficient to have an effect on the 

measured signals. In experiments where solutions were sheared, a large number of 

crystals generally formed and solutions became turbid so induction times for these 

experiments could be easily detected by the quantitative means. 

3.3 Induction Times from Imaging 

A simple way to measure induction times quantitatively was achieved by using a 

camera to image the ambient light scattered by incipient solutions as they were 

sheared in the Couette flow setups. Images could then be analysed to find the 

induction time.  

A webcam (Logitech Webcam 300) was used to take images. It was placed 15cm 

from the Couette flow device. Images were taken periodically (once every second) 

using time lapse software (TNL Soft Solutions). To ensure that measurements could 

be fairly compared, automatic camera settings (brightness, exposure time, etc.) 

were switched off and it was ensured that identical camera settings were used each 

time the experiments were run. It was also ensured that background lighting was 

constant for each experiment. Matlab code was written to allow the average pixel 

intensity in a region of interest in the images to be calculated and plotted as a 

function of time. The main steps in the code were: 
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• Loading images and converting them to grey scale. The formula9 used to 

convert to grey scale was 0.2989��� + 0.5870����� + 0.1140"#$�. The 
formula meant that the luminance of the grey scale image equalled the 

luminance of the original colour image9. 

• Subtracting a background image from every image. The first image taken 

(time zero) was used as the background image.  

• Allowing the user to select a region of interest from the image. 

• Calculating the mean pixel intensity (plus the standard deviation) in the 

region of interest for each image with the background subtracted. 

• Using the time elapsed between each image to plot the mean pixel intensity 

as a function of time. 

An example plot of the mean pixel intensity obtained as a function of time is given in 

Figure 3. 2. When the induction time was reached, solutions became turbid over a 

short timescale, leading to a sharp increase in mean pixel intensity. Induction times 

were obtained by finding the time intercept of the main inflection in the average pixel 

intensity plots, as shown in Figure 3. 2.  

 

 

This method of obtaining induction times was simple and reliable, but its main 

drawback was that little further information (other than gradients, etc.) could be 

easily extracted from the images, unlike the transmission/ scattering detection 

method. 
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Figure 3. 2 
Example plot of mean pixel intensity as a function of time for a solution that nucleated after 

an ‘induction time’ and rapidly became turbid. 
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3.4 Induction Times from Transmission/ 

Scattering Measurements 

A novel, custom made instrument was setup to take simultaneous transmission and 

scattering measurements of solutions as they were sheared in the Couette flow 

setups. Software was written to record the measured data and induction times could 

be deduced from the measurements. 

This method of obtaining induction times offered greater scope than the imaging 

method since transmission and scattering data could potentially be used to obtain 

further information on the system. For example, models can be developed and the 

transmission data can be used to calculate the number concentration of crystals 

formed (see Chapter 8). Scattering data can be used to estimate the sizes of 

particles in a system (see Chapter 6). The ratio of scattering and transmission data 

can also potentially be used to monitor polymorph formation10.  

3.4.1 Hardware Setup 

Hardware capable of measuring the intensity of laser light incident on a sample, 

transmitted through a sample and scattered by a sample was set up as shown in 

Figure 3. 3. This setup was similar in principle to one used previously for in-situ 

monitoring of stirring effects on crystallisation of carbamazepine10, but was 

redesigned and set up for the purposes of the experiments here. 

 

Figure 3. 3 
Setup of the instrument that was used to measure scattering and transmission 
simultaneously from solutions as they were sheared in a Couette flow device. 
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The beam from a helium-neon laser (Thorlabs HRP170; 17 mW; beam diameter ~ 1 

mm) was directed through the centre of the Couette cell, via a range of neutral 

density filters (if required). The purpose of the neutral density filters was to attenuate 

the laser beam to ensure that the intensity of light incident on the detectors was 

suitably low so that they would not become saturated. The transmission % of the 

five filters available is given in Table 3. 1.  

Table 3. 1 
% Transmission of neutral density filters. (Attenuators on Figure 3. 3.) 

 

 

 

 

 

 

To measure the intensities of the incident and transmitted beams, beam sampler 

plates were used to weakly reflect a portion of the beam onto photodiode detectors 

(Thorlabs PDA36A-EC). The beam samplers made use of Fresnel reflection- due to 

differences in refractive index of air and the beam sampler (silica), part of the beam 

incident on the plate was reflected and part was transmitted. One side of the beam 

sampler was uncoated while the other had an anti-reflection coating to minimise 

ghosting. The laser was incident on the uncoated side. A lens (25 mm focal length 

bi-convex lens (Thorlabs LB1471-A)) was placed between the beam sampler for the 

transmitted light and the transmitted light detector. This was necessary as due to 

cylinder rotation, the transmitted beam moved slightly meaning that the sample of 

transmitted light sometimes failed to reach the detector. The lens de-magnified the 

sampled light and focussed it onto the detector, reducing the movement of the 

sample of light.  The lens was placed approximately 10 cm from the beam sampler 

(%&) and 3.3 cm from the detector (%�). This resulted in magnification '( = )*+
*, -	of 

around 0.3. A more sensitive avalanche photodiode (Hamamatsu APD C5460) was 

used to measure the intensity of light scattered at 90º.  

 

Neutral Density Filter 

(numbered on hardware) 

Transmission (%) 

1 7.4 

2 1.3 

3 0.1 

4 0.1 

5 33.3 
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The photodiode detectors worked in the photoconductive (reverse bias) mode. Light 

incident on the detectors was converted to current and since the current was passed 

through a known resistance, the output measured was a voltage. The measured 

voltage was indicative of the illumination since the voltage produced was 

approximately linearly proportional to the intensity of light incident on the detector. 

The detectors were connected to the computer using a LabVIEW connector block 

(BNC-2120).  Signals were digitised by a data-acquisition card (National Instruments 

PCI-6221) and recorded using LabVIEW. 

When experiments were carried out, a box was placed over the equipment or the 

lights were switched off to ensure that the intensity of laser light reaching the 

detectors was significantly greater than the intensity of background light reaching 

the detectors. 

3.4.2 Data Acquisition Software 

Software was written using LabVIEW to record the signals output from the 

detectors11. The user could choose a sampling rate (number of measurements per 

minute) on the front panel (Figure 3. 6) and the LabVIEW code accordingly recorded 

the voltages output from the detectors. Plots of the voltages measured as a function 

of time updated on the front panel so that the user could monitor the measurements. 

Once the measurements had been carried out for the desired duration, the code 

saved 4 columns of data: time, incident light detector voltage, transmitted light 

detector voltage and scattered light detector voltage. Here, the main purposes of the 

LabVIEW code (Figure 3. 4) are described. Labelled (numbered) diagrams are also 

given (Figure 3. 5) and each label is explained. 

3.4.2.1 Code Description 

User Inputs 

The first step of the code was to obtain any parameters input by the user from the 

front panel. These were: 

• The sampling rate (measurements to be taken per minute) 

• Boolean status (on or off). If the Boolean was off, the code did not execute 

the while loop. 
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Rate of Measurements 

The sampling rate input by the user was used to ensure that measurements were 

taken at the desired rate. The sampling rate was converted to the time between 

measurements in milliseconds. This value entered the while loop and became the 

millisecond multiple. The millisecond multiple was connected to a function that had a 

millisecond timer. The timer function waited until the timer’s value became a multiple 

of the millisecond multiple before executing the next loop. These features resulted in 

the while loop running according to the sampling rate input by the user. 

Obtaining Time Data 

The time corresponding to each loop was calculated. There were three elements to 

the timing aspect of the code: 

1. Collecting all of the time data, for use after all of the loops had run. 

2. Obtaining time data (current and past) so that graphs could be updated on 

the front panel while the program was running. 

3. Displaying how much time had passed since the program was started, on the 

front panel. 

1. A millisecond timer (tick count) within the while loop got the time from the 

computer’s clock at the start of each loop. These values exited the loop and formed 

an array. An index array function was used to extract the computer’s clock value for 

the first loop (index 0). This clock value from the first loop was then subtracted from 

the clock value for each loop to deduce the time (in milliseconds) since the 

execution of the first loop. Times in milliseconds were then converted to seconds. 

These steps resulted in the formation of an array of complete time data once all of 

the loops had been executed i.e. Boolean switched to off.  

2. Shift registers were used to pass information from one execution of the loop to 

subsequent executions. In this case, the time from computer’s clock at the start of 

each previous loop was passed to the subsequent loops. This allowed graphs to be 

plotted on the front panel that contained the results from the previous loops, plus the 

current loop. The graphs updated with each loop, allowing ‘live’ monitoring.  

The time from the computer’s clock at start of a loop was added to an array that 

contained the times from the computer’s clock at the start of each previous loop. An 

index array function was used to extract the computer’s clock value for the first loop 

(index 0). This clock value for the first loop was then subtracted from the clock value 
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for each loop to deduce the time (in milliseconds) associated with each loop. The 

times were converted from milliseconds to seconds and represented the time data 

for the current and all previous loops. 

3. The clock value for the first loop was subtracted from the clock value for the 

current loop to deduce the time (in milliseconds) that had passed since the first loop. 

This time was converted from milliseconds to seconds and was displayed on the 

front panel. 

Obtaining Scattering, Transmission and Incident Signal Data 

Each time the while loop was executed, a stacked sequence structure ran within the 

loop. With the stacked structure, frames operated sequentially and each frame ran a 

data acquisition task to record the voltage output from a detector. Since there were 

three detectors, three frames were run sequentially. 

 

Each data acquisition task took 20,000 measurements at a rate of 200,000 Hz. 

These raw data exited the stacked structure and were plotted and displayed on the 

front panel (the times displayed on the plots were arbitrary values). The mean of the 

20,000 measurements was also found and was displayed on the front panel. Mean 

values of the 20,000 measurements were found since the individual values showed 

some noise fluctuations and would have resulted in too much data being collected. 

 

The mean values exited the loop and formed arrays. Three arrays were therefore 

built up and contained the mean value of the transmitted, incident or scattered light 

signals for each loop. Once all the loops had run (Boolean was switched off), the 

arrays therefore contained the complete set of mean transmitted, incident and 

scattered signals.  

 

Shift registers were used to pass information on the measurements from one 

execution of the loop to subsequent executions. Here, the mean values of the 

transmitted, incident or scattered light signals from previous loops were passed to 

the subsequent loops. This allowed graphs to be plotted on the front panel that 

contained the results from the previous loops, plus the current loop, allowing ‘live’ 

monitoring. Describing this stage in more detail, the mean transmitted, incident and 

scattered light signals from a loop were added to arrays that contained the mean 

transmitted, incident and scattered light signals from each previous loop. These 
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were bundled into clusters with the time data associated with each loop. The 

clusters were then plotted individually on the front panel.  

Displaying and Saving Data 

Once the Boolean was switched to off, the while loop stopped running and the 

complete mean signal data arrays and time data array were bundled into clusters 

(each cluster had time data and either incident, scattered or transmitted light data) 

and the clusters were concatenated into a single array which was input to a multi-

plot XY-Graph function, with each cluster forming a plot on the graph. This was 

displayed on the front panel. 

 

The complete mean signal data arrays and time arrays were concatenated into a 

single, larger array. This was then sent to a function that wrote the data to a text file. 

The data were transposed and had 4 columns (time, incident light data, transmitted 

light data and scattered light data). 

3.4.2.2 Diagrams and Key 

Main features of the code have been labelled between 1 and 30 (Figure 3. 5). A brief 

description of what is represented by each label is given: 

1. Gets sampling rate from front sheet. 

2. Calculates time between each measurement (in minutes). 

3. Converts time between each measurement from minutes to seconds. 

4. Converts time between each measurement from seconds to milliseconds. 

5. This value is the ‘millisecond multiple’ and is fed to the loop. 

6. The Boolean status is obtained from the front panel. The loop only runs if the 

status is on. 

7. The code waits until a millisecond multiple has passed before executing the next 

loop. 

8. A millisecond timer (tick count) within the while loop gets the time from computer’s 

clock at start of each loop.  

9. These computer clock values exit the loop and form an array.  
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10. An index array function is used to extract the computer’s clock value for the first 

loop (index 0).  

11. The clock value for the first loop is subtracted from the clock value for each loop 

to deduce the time (in milliseconds) associated with each loop. 

12. The times are converted from milliseconds to seconds and represent the time 

data. 

13. Shift registers are used to pass information from one execution of the loop to 

subsequent executions. The time from computer’s clock at the start of each previous 

loop is passed to the subsequent loops. This ultimately allows graphs to be plotted 

on the front panel that contain the results from the previous loops, plus the current 

loop, allowing ‘live’ monitoring.  

14. The time from the computer’s clock at the start of a loop is added to an array 

that contains the time from computer’s clock at the start of each previous loop.  

15. An index array function is used to extract the computer’s clock value for the first 

loop (index 0).  

16. The clock value for the first loop is subtracted from the clock value for each loop 

to deduce the time (in milliseconds) associated with each loop. 

17. The times are converted from milliseconds to seconds and represent the time 

data for the current and all previous loops. 

18. The clock value for the first loop is subtracted from the clock value for the 

current loop to deduce the time (in milliseconds) that has passed since the first loop. 

19. The time is converted from milliseconds to seconds and displayed on the front 

panel. 

20. Each time the while loop is run, a stacked sequence structure runs within the 

loop.  

21. With the stacked structure, frames operate sequentially and each frame runs a 

data acquisition task to record the voltage output from a detector. Since there are 

three detectors, three frames are run sequentially. Each data acquisition task takes 

20,000 measurements at a rate of 200,000 Hz.  
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22. The raw data exit the stacked structure and are plotted and displayed on the 

front panel (the times displayed on the plots are arbitrary values). The mean of the 

20,000 measurements is found and is displayed on the front panel.  

23. The mean values exit the loop and form arrays. 

24. Shift registers are used to pass the mean values of transmitted, incident or 

scattered light signals from previous loops to the subsequent loops. 

25. The mean transmitted, incident and scattered light signals from a loop are added 

to arrays that contain the mean transmitted, incident and scattered light signals from 

each previous loop.  

26. The mean signals from the previous and current loops are bundled into clusters 

with the time associated with each loop. These clusters are plotted individually on 

the front panel allowing ‘live’ monitoring. 

27. Once the Boolean is switched to off, the while loop stops running and the mean 

value from the arrays containing the mean transmission, scattering and incident 

signal data are found and plotted on the front panel. These data were not useful for 

the work done here. 

28. The mean signal data arrays and time data array are bundled into clusters.  

29. The clusters are concatenated into a single array which is input to a multi-plot 

XY-Graph function, and each cluster forms a plot on the graph. This is plotted on the 

front panel. 

30. The mean signal data arrays and time arrays are concatenated into a single, 

larger array. This is then sent to a function that writes the data to a text file. The data 

are transposed. 
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Figure 3. 4 
LabVIEW code used for recording data from the detectors. 
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Figure 3. 5 
Numbered LabVIEW code used for recording data from the detectors.  
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Figure 3. 6 
Numbered LabVIEW front panel corresponding to the code used 
for recording data from the detectors.  
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3.4.3 Data Processing 

The data recorded for the incident, transmitted and scattered light measurements 

had to be corrected due to photodiode calibrations and background signals before 

they could be used to obtain induction times. The incident and transmitted signals 

were also used to calculate the transmission of light through the Couette setups. 

The steps required for these data processing aspects are detailed here.  

3.4.3.1 Photodiode Calibration and Data Correction 

The voltages output from the photodiodes (incident and transmitted light signals) 

were calibrated to allow relative intensities to be deduced since this was necessary 

to determine transmission values. Calibration was required because if each 

photodiode was irradiated with an identical intensity of laser light, different voltages 

were output. This was because the voltages output from the photodiodes were 

unique to each detector and each detector received different background intensities 

of light.  

To calibrate the photodiodes, it was assumed that when a non-scattering/non-

absorbing sample was present (e.g. Couette cell containing water/ transparent 

aqueous glycine solution), the intensity of incident laser light (.&) was equal to the 
intensity of transmitted laser light (./).   

.& = ./ 

For photodiodes, theoretically the intensity of light incident on a detector should 

proportional to the voltage output.  

01� = 21/ 

Here 1� is the voltage due to the intensity of incident laser light, 1/ is the voltage due 
to the intensity of transmitted laser light and 0 and 2 are proportionality constants.  

The voltage due to the intensity of incident or transmitted laser light was equal to the 

measured value minus the background reading. The background reading was 

obtained by having the laser switched off. Here subscript 3 refers to the measured 
voltage and subscript 2 refers to the background voltage. 

1� = 1�4 − 1�6 

1/ = 1/4 − 1/6 

(3. 3) 

(3. 4) 

(3. 5) 

(3. 6) 
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Since the intensity of incident and transmitted light should be equal when a non-

scattering/non-absorbing sample was present, a calibration factor (
7
6) was deduced. 

0(1�4 − 1�6) = 2(1/4 − 1/6) 
7
6 =

(:;<):;=)
(:+<):+=) 

This calibration factor allowed the measured incident and transmitted voltage values 

to be corrected, and the corrected incident and transmitted voltages could be fairly 

compared to obtain transmission values.  

For scattering measurements, the scattering voltage from the non-scattering/non-

absorbing sample was subtracted from the measured experimental voltage for a 

scattering/ interacting sample. This allowed the voltage due to the presence of the 

scattering/ interacting sample to be deduced. This level of data processing was 

sufficient as scattering measurements were not compared relatively, unlike the 

incident and transmitted light detector signals.  

3.4.3.2 Basic Light Transmission Theory 

Once the data were corrected, the incident and transmitted light signal data could be 

used to calculate the transmission of light through the solutions and the associated 

attenuation coefficient. Basic theory on how transmission and attenuation 

coefficients are related to the corrected incident and transmitted signals is given 

here. Light incident on a sample can be transmitted, scattered or absorbed, as 

shown in Figure 3. 7. The extinction of incident light is therefore due to absorption 

and/or scattering.  

 

 

Incident 

light intensity ( )

Transmitted 

light intensity ( )

Scattered

light intensity ( )

Path length ( )

Figure 3. 7 

Extinction of incident beam. 

(3. 7) 

(3. 8) 
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The variation of intensity (.) with optical path length (>) can be expressed as: 

�. = −?.�> 

Here ? is the attenuation coefficient, which takes the sources of extinction of incident 
light into account.  

? =@A�BC/D�
�

�
 

A�BC/ is the extinction cross section of particle E, D� is the number of particles E per 
unit volume, E = 1, 2, … , � where � is the total number of types of particle. 

The extinction cross section of particle E can be written in terms of the scattering 
cross section of particle	E (A�HI7) and absorption cross section of particle E (A�76H). 

? = ∑ A�HI7D� + A�76HD���  

Eqn. (3. 9) can be separated and integrated between the limits of: intensity .& when 
the path length is zero (i.e. incident light intensity) and ./ when the path length is > 
(i.e. transmitted intensity).  

K �L
L

L;
L, = −? K �>M

N  

The result is the Beer-Lambert law.  

./ = .&�)OM  

The transmission (P) can be defined as: 

P = L;
L, = �)OM  

This can be calculated using the corrected incident and transmitted light voltages, 

mentioned in Section 3.4.3.1. 

The attenuation coefficient can be estimated from transmission values:  

? = )
�(Q)
M   

 
(3. 9) 

(3. 10) 

(3. 12) 

(3. 13) 

(3. 14) 

(3. 15) 

(3. 11) 



103 
 

If it is assumed that extinction due to molecular absorption is negligible, all extinction 

will be due to scattering (Eqn. (3. 11)) and the attenuation coefficient will therefore 

represent the total scattering integrated across the whole range of angles. 

Transmission can be related to absorbance (R) through:  

R = − log(P) 

3.4.3.3 Obtaining Induction Times from Transmission/ 

Scattering Plots 

An example plot of the transmission and scattering measured for supersaturated 

glycine solution being sheared in the Couette cell as a function of time is given in 

Figure 3. 8. When the induction time was reached, solutions became turbid over a 

short timescale, leading to a sharp increase in scattering and decrease in 

transmission. Induction times were obtained by finding the time intercept of the main 

inflection in the transmission/ scattering plots, as shown in the diagram.  

 

 

 

The simultaneous scattering and transmission measurements gave similar induction 

times. Since solutions quickly became very turbid, sensitivity differences between 

the detection methods were not very important2. 
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Figure 3. 8 

Example plot of scattering/ transmission as a function of time for a solution that rapidly 

became turbid once an induction time had passed. 

(3. 16) 
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3.5 Comparison of the Quantitative Induction 

Time Measurement Methods 

The imaging and transmission/ scattering measurement methods could not be used 

simultaneously. For imaging, the sample had to be well illuminated, however, for 

transmission/ scattering measurements, background lighting had to be low so that 

the intensity of light reaching detectors from the laser was not masked. Therefore 

direct comparisons between the methods could not be made. Experiments were 

repeated using both methods multiple times (see Chapter 4 Section 4.4.1) and the 

times where inflections occurred using the imaging method were of a similar time 

range to those obtained through transmission/ scattering measurements. This 

suggested that the methods detected induction times with similar resolutions2.  

The imaging method of obtaining induction times was cheaper and easier to use 

than the transmission/ scattering method, however, not much further information 

could easily be obtained from the average pixel intensity data. Image analysis could 

potentially be useful, however, due to the cloudy nature of the solutions that had 

nucleated here, and the fact that the images were obtained while the cylinder was 

rotating, obtaining further information from the images would be difficult. 

As mentioned, the transmission/ scattering method had more scope for obtaining 

further information on the system studied, such as the number of crystals formed 

(Chapter 8), the size of particles (Chapter 6) and polymorph formation10.  

3.6 Conclusions 
Three methods of measuring the induction times of supersaturated glycine solutions 

exposed to controlled flow conditions in the Couette cell or capillary flow system 

(detailed in Chapter 2) were described and discussed. These methods were visual 

monitoring, imaging and simultaneous scattering and transmission measurements. 

 When induction times were reached, solutions became turbid over a short 

timescale, leading to a sharp increase in scattering, decrease in transmission and 

increase in the mean pixel intensity of the images. Induction times were obtained by 

finding the point of inflection of the rising (or falling) signals.  

The imaging and transmission/scattering methods gave complementary results, 

which suggested that they detected induction times with similar resolutions. The 
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transmission/ scattering method, however, had more scope than the imaging 

method for obtaining further information from the system being studied, such as 

particle sizes (Chapter 6) and number concentrations (Chapter 8). The induction 

times measured can be used to estimate the rates of primary nucleation that 

occurred in the experiments. This is shown in Chapter 4 and Chapter 5. 

3.7 Summary 
• Measuring induction times is a straightforward method for obtaining 

information on nucleation rates in solutions while solutions were sheared in 

the controlled flow devices. 

• Three methods to measure induction times were used- visual monitoring, 

imaging and simultaneous scattering and transmission measurements. 

• The qualitative visual method was more error prone than the quantitative 

methods. 

• The imaging method involved imaging the light scattered by incipient crystals 

and calculating the mean pixel intensity as a function of time. When solutions 

nucleated, the mean pixel intensity increased. 

• The transmission/scattering method involved making simultaneous 

measurements using photodiodes. When solutions nucleated, the scattering 

intensity increased and the transmission decreased. 

• The imaging and transmission/scattering methods gave complementary 

results, which suggested that they detected induction times with similar 

resolutions. 

• The transmission/scattering method had more scope than the imaging 

method for obtaining further information on the system being studied   
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3.8.2 Main Nomenclature 
R = absorbance  
0 = proportionality constant 
2	= proportionality constant 
A�76H	= absorption cross section of particle E 
A�BC/= extinction cross section of particle E 
A�HI7= scattering cross section of particle E 
.= intensity  
.&= intensity when the path length is zero (i.e. incident light intensity)  
.H = scattered light intensity 
./= transmitted light intensity 
�= nucleation rate 
>= path length 
(= magnification 
D�= number of particles i per unit volume 
�= number of types of particle 
%� = distance from the lens to the image (detector) 
%& = distance from the object (beam sampler) to the lens 
P= transmission 
��= induction time 
��= growth time  
��= nucleation time  
��= relaxation time 
1�= voltage due to the intensity of incident laser light (subscript 3 refers to the 
measured voltage and subscript 2 refers to the background voltage) 
1/= voltage due to the intensity of transmitted laser light (subscript 3 refers to the 
measured voltage and subscript 2 refers to the background voltage) 
 

?= attenuation coefficient 
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 4. Influence of Controlled Fluid 

Shear on Nucleation Rates in 

Glycine Aqueous Solutions 

Chapter Outline and Contents 

The controlled flow devices detailed in Chapter 2 and the induction time 

measurement procedures detailed in Chapter 3 were used to investigate the 

nucleation of glycine in supersaturated aqueous solutions exposed to well-controlled 

fluid shear under isothermal conditions. Average shear rates between 25 s-1 and 

1000 s-1 were studied using the Couette and capillary flow devices. Induction times 

were obtained from imaging, transmission and scattering measurements or visual 

monitoring.  Great care was taken to eliminate any seeding in order to avoid 

secondary nucleation preceding the formation of the first crystals through primary 

nucleation. 

 

Induction times obtained under shearing in the Couette or capillary setups were 

found to be considerably lower than those in unsheared solutions. The probability 

distributions of the induction times appeared to closely follow a distribution based on 

a previously published model by Jiang and ter Horst1. Using their model, where the 

induction time is related to the rate of formation of primary nuclei and the time it 

takes for them to grow to the size where the secondary nucleation becomes 

significant, it was found that both the primary nucleation rate and the growth time 

were strongly dependent on the shear rate imposed. Moreover, increasing the 

average shear rate reduced the mean induction time in a power law relationship: 

���� ∝ ���	
��.��±	�.��.  
 

Due to the stochastic nature of nucleation, experiments were repeated multiple 

times and a detailed statistical analysis, which involved bootstrapping and Monte 

Carlo simulations, was carried out to ensure that the number of repetitions was 

sufficient for trends to be statistically valid.  
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This chapter covers: 

• The glycine solution preparation method. 

• The experimental procedure for Couette flow experiments. 

• The experimental procedure for capillary flow experiments. 

• The induction time results obtained from the experiments. 

• The probability distributions of induction times and how they can be related 

to primary nucleation rates. 

• Statistical trends and the impact of sample size. 
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4.1 Glycine Solution Preparation 

Glycine (CAS Number 56-40-6) of ≥99% purity was purchased from Sigma Aldrich 

(item G8898) and used without further purification. Two concentrations (�) of 

solution were prepared by dissolving glycine in deionised water- 307 g glycine/kg 

water and 325 g glycine/kg water. During experiments, these solutions were cooled 

to 20oC and 23oC respectively. The solubility (�∗) of glycine was 219 g glycine/kg 

water at 20oC and 232 g glycine/kg water at 23oC2. Cooling therefore resulted in a 

supersaturation (�) of 1.4 for both solutions, where  

 

� = �
�∗   

Solutions were prepared in sealed glass bottles and were stirred at 55oC for 24 

hours to ensure that glycine was fully dissolved. When the solutions were at 55oC, 

they were undersaturated. For the work detailed in this chapter, Couette cell 

experiments were performed at 23oC and capillary experiments were performed at 

20oC. 

 

It is noted that supersaturations were very sensitive to temperature. Solubility data2 

were used to estimate the effect that changes in temperature would have on the 

supersaturation of the two solutions used (S=1.4 at 20oC and 23oC). These results 

are given in Figure 4. 1 and showed that small changes in temperature can result in 

significant changes in supersaturation. For all experiments performed, it was 

ensured that temperatures did not vary by more than 1oC. Induction times were 

generally fairly short so the temperature would not have varied by much throughout 

an experiment.  

 

Figure 4. 1 
Effect of changes in temperature to the supersaturation of prepared solutions. 
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4.2 Couette Cell Experimental Procedure 

For the Couette cell experiments detailed in this chapter, the Couette cell geometry 

that used the 30mm inner Couette was used (see Chapter 2 Section 2.3 for more 

details on the construction and setup of the Couette cell).  

 

15 ml undersaturated glycine solution (325 g glycine/kg water in incubator at 55oC) 

was filtered using preheated 0.2 µm SFCA disposable syringe filters (with the 

exception of 250 rpm (125 s-1) imaging experiments for which solutions were 

unfiltered) into a preheated Couette cell by syringe. The filters, syringe and Couette 

cell were preheated to 55oC in the incubator, and the filtration procedure took place 

inside the incubator to minimise the rate of heat loss. 

 

The filled Couette cell was removed from the incubator and attached to a monitoring 

instrument that was set up to allow induction times to be obtained quantitatively. The 

monitoring instrument was setup as shown in Chapter 3 Section 3.4 and it allowed 

transmission/ scattering measurements to be taken simultaneously. A camera was 

also in place to image the solution as it was sheared (see Chapter 3 Section 3.3). 

Since transmission and scattering measurements were found to result in similar 

induction times, as detailed in Chapter 3 Section 3.4.3.3, transmission 

measurements were analysed herein to estimate induction times. 

 

To minimise evaporation at the solution/ air interface, a lid was secured to the 

Couette cell and parafilm was used to ensure that it was well sealed. The solution 

was left to cool in the surrounding air (23oC) for 30 minutes in order to reach 

ambient temperature and the desired level of supersaturation. There was no cylinder 

rotation during cooling. During cooling, a fan was used to speed up heat transfer.  

 

The temperature profile of the solution during cooling (shown in Figure 4. 2) was 

measured to validate that the 30 minute cooling time was sufficient to ensure that 

the solutions had reached the desired temperature after this time. More information 

on how the temperature profile was obtained is given later in this section. The 

supersaturation was also plotted using solubility data2. 
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The ambient temperature remained constant so the solution remained isothermal 

once it had cooled to 23oC. Since shearing of the solutions took place under 

isothermal conditions (the temperature of the solution was equal to the temperature 

of its surroundings), the effect of controlled fluid shear on induction times was not 

linked to heat transfer.  

 

Once the solution cooling period had finished, the fan was switched off and the 

motor and relevant monitoring equipment were started. If the solution was being 

monitored via transmission measurements, a box was placed over the instrument to 

reduce the intensity of background light reaching the detectors. 

 

Rotational rates (50 rpm, 125 rpm, 250 rpm or 500 rpm), which corresponded to 

average shear rates of 25 s-1, 62.5 s-1, 125 s-1 and 250 s-1 (see Chapter 2 Section 

2.1.4 for the calculation of shear rates), were measured using a digital tachometer 

and the voltage was adjusted to obtain the desired rotational rate. Once the solution 

had become visibly turbid, the motor and monitoring equipment were switched off. 

Data were then analysed to obtain induction times. Experiments were repeated at 

least 10 times, which was sufficient for statistically reliable trends to be deduced, as 

is shown in Section 4.6. 
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Figure 4. 2 
Cooling and supersaturation profiles of the solution in the Couette. The thermocouple’s 
error was approximately ±1

o
C, which corresponded to an error in supersaturation in the 

region of ±0.03. 
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Induction times were also obtained for experiments that involved no shearing i.e. 0 

rpm. This was done visually as only a small number of crystals formed in unsheared 

solutions (fewer than 5, typically 1 or 2) which meant solutions did not become 

turbid.  

 

For induction time measurements, time= 0 s is defined as the time at which the 

motor was started and cylinder rotation began. This happened after the solution had 

cooled to 23oC and therefore reached the desired level of supersaturation i.e. time= 

0 s was 30 minutes after the filled Couette cell was removed from the incubator. 

 

Temperature Data Logger 

As mentioned, cooling profiles were measured to validate that the 30 minute cooling 

time was sufficient for solutions to reach ambient conditions. This was achieved by 

using a thermocouple connected to a data acquisition setup. Thermocouples work 

on the Seebeck effect and are cheap devices that allow temperature measurements 

to be made. They typically consist of 2 dissimilar metals that touch to make a 

contact point. The contact point produces a voltage that is a function of temperature. 

The voltage produced depends on the temperature difference between the contact 

point and the junction where the voltage is being measured across. Therefore to 

know the absolute temperature of the contact point, the temperature at the junction 

where the voltage is being measured across (the cold junction) must be specified.  

 

Figure 4. 3 illustrates a thermocouple that is being used to measure the temperature 

of a sample. The circuit has 3 junctions between dissimilar metals. The voltage 

produced across the cold junction (J2 and J3) is proportional to the temperature 

difference between sample (J1) and the cold junction (J2 and J3). J2 and J3 should 

be close enough together that they are at the same temperature.   

 

 

 

 

Figure 4. 3 
Thermocouple circuit. 
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To measure the temperature profile of a solution while it was cooling, a 

thermocouple (type K) was connected to the computer using a LabVIEW connector 

block (BNC-2120).  Signals were digitised by a data-acquisition card (National 

Instruments PCI-6221) and recorded using LabVIEW. Data acquisition software, 

similar in principle to the software described in detail in Chapter 3 Section 3.4.2, was 

written so that the temperature data could be recorded. Plots of the temperature 

measured as a function of time updated on the front panel so that the user could 

monitor the measurements. The user could specify the rate of temperature 

measurements. For measurements done here, one measurement per second was 

chosen.  

 

To calculate the temperature from the thermocouple, the cold junction temperature 

had to be specified. This could either be kept at a constant value input by the user, 

or the value measured by the LabVIEW connector block could be used. Here, a 

constant value of 23oC was input as the connector block’s temperature 

measurement did not appear to be well calibrated. Checks were regularly made 

between the value measured by the thermocouple and a standard alcohol 

thermometer. The values were generally within 1oC of each other.  

 

4.3 Capillary Experimental Procedure 

For the capillary experiments detailed in this chapter, the capillary flow device was 

set up as shown in Figure 4. 4. More details on the construction and setup of the 

capillary flow device are given in Chapter 2 Section 2.2. 

 

Figure 4. 4 
Capillary setup including details of temperature control. 
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50 ml undersaturated solution (307 g glycine/kg water from the incubator at 55oC) 

was filtered using preheated 0.2 µm SFCA syringe filters into a preheated 60 ml 

syringe, and the syringe tip was attached to the capillary as described in Chapter 2 

Section 2.2. The syringe was attached to the syringe pump, and the syringe pump, 

syringe and ~3.2 m of adjacent capillary were kept incubated at 55oC. The ~3.2 m of 

capillary was also covered with insulation.  

 

This length of capillary was kept incubated and insulated since the length 

corresponded to the volume of solution that was withdrawn and infused by the 

syringe pump continuously (a 10 ml volume was withdrawn/infused, which equated 

to approximately 3.2 m of capillary). By keeping the syringe and first ~3.2 m of 

capillary incubated, the solution that entered and left the syringe during continuous 

operation remained undersaturated. Since the solubility of glycine in water 

decreases with decreasing temperature, keeping the solution that was entering and 

leaving the syringe incubated was necessary to ensure that it did not become 

supersaturated- entering and exiting the syringe was found to strongly enhance 

nucleation in supersaturated glycine solutions, leading to blockages. The remaining 

length of capillary (~9.3 m) was submerged in a water bath at 20oC.  

 

The 50 ml of solution in the syringe was infused from the syringe through the 

capillary; the first 10 ml that emerged from the end of the capillary was discarded 

leaving 40 ml in the capillary.  The 30 ml solution in the non-incubated/ uninsulated 

length of capillary was left to cool in the water bath (20oC) for 10 minutes.  Once the 

solution had cooled, the syringe pump was operated in a continuous mode whereby 

10 ml solution was passed back and forth periodically at a chosen flow rate (25 

ml/min, 50 ml/min or 100 ml/min), which corresponded to average shear rates of 250 

s-1, 500 s-1 and 1000 s-1 (see Chapter 2 Section 2.1.3 for how shear rates were 

calculated), while staying isothermal at 20oC in the non-incubated/ un-insulated 

length of capillary (in the water bath).  

 

The solution in the capillary was monitored visually and the induction time was 

noted. The section of capillary monitored corresponded to solution that was not 

exposed to the first 3.2 m or final 3.2 m of capillary. This was to avoid any possible 

influence of solution entering and exiting the syringe or exposure to the air-solution 

interface on induction time results.  A submersible torch was placed in the water 
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bath and directed towards the capillary to allow for easier crystal detection by eye. 

Induction times were also obtained for experiments that involved no shearing, i.e. 

the flow rate was 0 ml/min. 

 

For induction time measurements, time= 0 s is defined as the time at which the 

syringe pump was started and flow back and forth along the capillary began. This 

happened after the solution in the non-incubated length of capillary had cooled to 

20oC and therefore reached the desired level of supersaturation i.e. time= 0 s was 

10 minutes after the capillary was submerged in the water bath and infused with 

undersaturated (55oC) solution. Checks were done to validate that 10 minutes was 

sufficient for solutions to cool to 20oC. This was achieved by collecting a solution 

that had been cooled in the capillary for 10 minutes and using a thermocouple to 

measure its temperature. This was then repeated to ensure it was consistent.  

 

4.4 Induction Time Results 

Induction times of aqueous glycine solutions that underwent controlled fluid shear in 

Couette or capillary flow devices were obtained. A wide range of average shear 

rates were covered, from 25 s-1 to 1000 s-1.  

 

4.4.1 Couette Results 

Figure 4. 5 shows the induction times that were obtained at each rotational rate for 

Couette flow experiments. By increasing the rotational rate (and therefore flow 

velocity and shear rate), smaller mean induction times were obtained. At 50 rpm, the 

induction times obtained were approaching the induction times measured for 

unsheared solutions, however, at higher rotational rates, the induction times 

measured were considerably smaller. Values obtained from both measurement 

methods ((1) simultaneous measurements of static light scattering at the scattering 

angle of 90o and transmitted light intensity; (2) imaging the nucleation process and 

then analysing the images) overlapped and had similar mean values, as shown in 

Figure 4. 6. As mentioned in Chapter 3, the simultaneous scattering and 

transmission measurements gave identical induction times. Since solutions quickly 

became very turbid, sensitivity differences between the detection methods were 

therefore not very important.  
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Figure 4. 5 
Induction times obtained using Couette cell for a range of rotational rates. 

Figure 4. 6 
Mean induction times (using transmission/ scattering or imaging methods) obtained using 
Couette cell for a range of rotational rates. Error bars represent one standard deviation. 
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4.4.2 Capillary Results 

Figure 4. 7 shows the induction times that were obtained at each flow rate for 

capillary flow experiments. By increasing the flow rate (and therefore flow velocity 

and shear rate), smaller mean induction times were obtained, as shown in Figure 4. 

8. The induction times obtained for all flow rates used were considerably smaller 

than those of unsheared solutions.  
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Figure 4. 7 
Induction times obtained using capillary setup for a range of flow rates. 

Figure 4. 8 
Mean induction times obtained using capillary setup for a range of flow rates. Error bars 
represent one standard deviation. 
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4.4.3 Comparison of Couette and Capillary Results 

Figure 4. 9 shows the measured induction times for the Couette and capillary 

experiments as a function of the average shear rate. Figure 4. 10 shows the mean 

and median of capillary and Couette results presented together as a function of the 

average shear rate. Both flow geometries gave similar mean induction times when 

solutions were sheared at the same average shear rate (500 rpm and 25 ml/min).  
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Figure 4. 9 
Induction times obtained using Couette and capillary setups as a function of the average shear 
rate. For capillary experiments, the maximum shear rate, which occurs at the walls, would be 
twice the average shear rate. 

Figure 4. 10 
Mean induction times obtained using Couette and capillary setups as a function of the average 
shear rate. For capillary experiments, the maximum shear rate, which occurs at the walls, would 
be twice the average shear rate. Error bars represent one standard deviation. 
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4.4.4 Discussion of Couette and Capillary Results 

4.4.4.1 Role of Fluid Shear on Primary and Secondary 

Nucleation 

Shearing was hypothesised to have an influence on both primary and secondary 

nucleation. Since induction times were notably smaller for higher shear conditions 

than for unsheared solutions, it is important to distinguish effects on primary and 

secondary nucleation, respectively.  

 

Preheating and filtration of solutions was done to ensure that no crystals were 

initially present in aqueous glycine solutions. In order to eliminate any seed crystals 

that were present at the glass walls of Couette cylinders or in plastic capillaries, 

these were extensively cleaned with hot water after each experiment. No crystals 

were seen after inspection under an optical microscope. In order to ensure this was 

indeed the case, observations were made under quiescent (unsheared) conditions 

and it was invariably seen that a small number of crystals (typically 1 or 2 after 4 

hours) appeared at the base of the Couette cylinder. After 4h, the largest dimension 

observed was 6 mm, and using growth rates from literature (~60 µm per minute for 

the supersaturation and temperature used here3), the longest axis would be 

expected to be at least 14 mm if a crystal was already present at the start of the 

experiment. Growth rates were also verified experimentally by placing a seed crystal 

in the supersaturated solution and monitoring its growth. This shows that there were 

no crystals present in the system at the start, neither in the bulk nor on the walls 

exposed to the solution.  

 

When solutions were not sheared, fewer than 5 crystals (usually 1 or 2) typically 

formed (shown in Figure 4. 11) and these would have been formed through primary 

nucleation, as discussed above. When solutions were sheared, however, a very 

large number of crystals formed in close succession, causing solutions to rapidly go 

turbid (shown in Figure 4. 12). The large number of crystals formed over such a 

short timescale was thought to be most likely due to the secondary nucleation of a 

shear-enhanced primary crystal, rather than a sudden, large increase in primary 

nucleation1, 4-8. 
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It can therefore be concluded that the crystals formed at higher shear rates were 

due to shear enhanced primary nucleation of a nucleus, followed by extensive 

secondary nucleation. This is in agreement with studies carried out by ter Horst et 

al. which suggested that the crystallisation mechanism was due to the nucleation of 

a single parent crystal, followed by the attrition of the single parent crystal to form 

secondary nuclei1, 5, 8.  

 

 

 

 

 

 

 

 

 

4.4.4.2 Influence of Low Rates of Fluid Shear on Primary and 

Secondary Nucleation 

For 50 rpm Couette flow experiments, the formation of the primary nucleus may not 

have been greatly shear enhanced, since induction times were fairly similar to those 

in unsheared solutions. Solutions sheared at 50 rpm, however, became turbid, 

unlike unsheared solutions, so secondary nucleation was likely to still have been 

enhanced by the flow conditions.  

 

The relatively small effect that the 50 rpm experiments had on the induction times 

compared to unsheared experiments was unexpected since the shear rate was still 

Figure 4. 11 
Image of crystals formed when solution was not sheared in the Couette cell. 

Figure 4. 12 
Image of solution that had been sheared in the Couette cell. 
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considerable (25 s-1) and often very low levels of fluid shear can affect nucleation 9, 

10. There is often a substantial difference between no shear/agitation and just a little 

shear/agitation.  

 

One reason to account for this is that an overestimation of induction times may have 

occurred when the shear rate was low (50 rpm experiments). The rate at which 

turbidity increased with 50 rpm experiments was notably lower than the other 

rotational rates, which suggested slower secondary nucleation. It is noted that the 

induction time detection method for 50 rpm experiments was transmission/ imaging, 

while for unsheared experiment, induction times were measured visually. For 

experiments that involved shearing, sufficient secondary nucleation had to take 

place before measured signals were substantially affected to obtain clear induction 

times, meaning that an overestimation of induction times may have occurred when 

comparing to unsheared solution induction times.  

 

The unsheared induction times would also technically have been larger than stated, 

particularly for Couette flow experiments due to the slow cooling process. Monitoring 

began 30 minutes after the solutions were removed from the incubator (they were 

left for 30 minutes to cool to ambient temperature), however, from glycine solubility 

data2, the solutions would have become supersaturated once they had cooled to 

temperatures below 41oC. Looking at the cooling profile in Figure 4. 2, this shows 

that solutions were supersaturated long before the 30 minute cooling period had 

finished. Preliminary experiments on unsheared solutions showed that nucleation 

proceeded significantly faster when supersaturations exceeded 1.35 (unsheared 

induction times were of a few hours rather than several hours/ days). This 

supersaturation was reached after around 1300 s cooling, so perhaps an additional 

500 s should have been added to the unsheared induction times. Sheared solutions 

would also have had this 500 s of ‘high’ supersaturation prior to shear, however, the 

duration of applied shear was the most important aspect with regards to induction 

times for those experiments. From growth rates and monitoring crystal sizes, a 

nucleation event would not have occurred during this 500 s.  
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4.5 Distribution of Induction Times 

The distributions of induction times obtained were further investigated to gain a 

better understanding of underlying nucleation phenomena.  

 

For a given set of conditions, a number of induction times (��) were observed (where 

� = 1,2, …M	), and these were ordered from shortest to longest. The observed 

experimental cumulative probability distribution of induction times (�(��)) was then: 

 

 �(��) = �
                            

 

There have been several approaches in previous literature to analyse induction time 

distributions based on probabilistic arguments1, 11, 12. Here two different approaches 

to analysing the distributions were taken. The first was to assume that the induction 

times were log-normally distributed and the second was to assume that they 

followed a model proposed by Jiang and ter Horst1.  

 

4.5.1 Log-Normal Distribution 

A simple approach was to assume that the induction times were log-normally 

distributed, since log-normal distributions have been often observed to fit 

probabilistic outcomes of various natural phenomena13. In this case, the cumulative 

distribution of the logarithm of induction times follows the cumulative distribution 

function (!(��)): 
 

!(��) = �" #1 + erf	(
)*+(,-)�)*+(,.)/////////

0√" 23  

 

Here, erf is the error function, log(��)///////// is the mean of the log induction times and 7 is 

the standard deviation of the log induction times.  

 

These data were calculated for each set of induction times recorded at each 

experimental condition (see Figure 4. 9) and the log-normal distributions calculated 

were then compared to the observed cumulative distribution functions. Residuals 

were calculated and coefficients of determination (8") were calculated from: 

 

(4. 2) 

(4. 3) 
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8" = 1 − ::;::< 
 

Here ��= is the total sum of squares and ��> is the sum of squared residuals. 

 

��= =?@�(��) − �(�A)///////B"
 

�C�
 

 

��> =?(!(��) − �(��))"
 

�C�
 

 

Even if a log-normal distribution described induction time data well, there is no clear 

way to deduce further information about underlying physical phenomena from the 

shape of a distribution of induction times.     

 

4.5.2 Jiang and ter Horst Distribution 

In order to obtain quantitative insight into nucleation phenomena from 

experimentally observed distributions of induction times, a model proposed by Jiang 

and ter Horst38 was also considered. In the model it was assumed that, due to the 

stochastic nature of nucleation in small volumes, the probability of forming a 

particular number of crystals over a time interval followed a Poisson distribution38,42. 

Assumptions required for the Poisson distribution included that the primary 

nucleation events were independent and occurred at a constant average rate over 

the time interval. The assumption of a constant nucleation rate was initially thought 

to be sufficient since during the induction period, the supersaturation was constant 

which would suggest the rate of nucleation was constant. This is discussed in more 

detail in Chapter 6 Section 6.6.  

 

The Poisson probability mass function (DE) is: 

DE = FG
E! exp	(−K)  

 

Here, K is the average number of nuclei that form in the time interval and L is the 

number of nuclei that form in a time interval.  

 

(4. 7) 

(4. 4) 

(4. 5) 

(4. 6) 
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If no nuclei are formed within the time interval, the probability of this (D�) can be 

expressed as: 

D� = exp	(−K)  
 

The average number of nuclei formed (K) in time (M) and volume (N) can be related 

to the nucleation rate through: 

 

K = ONM 

 

Here O is the nucleation rate per unit volume and N is the volume of the solution in 

the vessel. As mentioned in Chapter 1, the nucleation rate in general depends on 

supersaturation and temperature, and may also vary depending on other process 

parameters, such as the shear rate. 

 

The probability that the first nucleation event occurs between time M and M + PM is 

given by the probability that no nucleation event occurs up to time M multiplied by 

the probability that a nucleation event occurs in the interval PM: 

 

D(M). PM = exp(−ONM) × ON. PM 

 

The cumulative distribution function of nucleation times (R(��)), which is the 

likelihood that the first nucleation event occurs up to time (��) is then:  

 

R(��) = S D(M). PM,T
� = 1 − exp(−ON��) 

 

i.e. it is equal to 1 minus the probability that no crystals formed during time ��. 

 

The induction time (��) that is observed in the experiments is the time at which the 

solution becomes clouded by many crystals to a detectable level. The second 

element of the Jiang and ter Horst model is that the first nucleation event (due to 

primary nucleation) occurring at time �� leads to the observed clouding at a later 

time: 

�� = �� + �
 

 

(4. 8) 

(4. 9) 

(4. 10) 

(4. 11) 

(4. 12) 
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Here �
 is interpreted as the time taken for the first crystal formed through primary 

nucleation to grow to a sufficient size at which secondary nucleation occurs, causing 

the solutions to rapidly become turbid i.e. a detectable change in transmission 

occurs.  

 

Thus the cumulative probability of observations made by time �� having crystallised 

to a detectable level is (R(��)):   
 

R(��) = 1 − exp@	−ON(�� − �
)B	                
 

The observed cumulative probability distribution of induction times (Eqn. (4. 2) was 

used to find the best fit values for O and �
 in Eqn. (4. 13) for each set of 

experimental conditions. This was done using least squares fitting. Residuals were 

calculated and coefficients of determination (8") were calculated from: 

 

8" = 1 − ��>��= 

 

��= =?@�(��) − �(�A)///////B"
 

�C�
 

 

��> =?@R(��) − �(��)B"
 

�C�
 

 

Using Matlab, best estimates for O and �
 were obtained at the various shear rates, 

so it was possible to determine whether nucleation rates and growth times showed 

dependence on shear rates under the conditions investigated here. 

(4. 13) 

(4. 14) 

(4. 15) 

(4. 16) 
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4.5.3 Comparison of Distributions 

In Figure 4. 13 and Figure 4. 14, experimental data for the Couette and capillary 

systems are shown (Eqn. (4. 2)) respectively, together with log-normal distribution 

curves from Eqn. (4. 3) using the mean and standard deviation of the log induction 

times for each set of data, and also with the best fit of the Jiang and ter Horst model 

from Eqn. (4. 13).  

 

While log-normal distributions agreed with experimental data reasonably well, the 

functional form of the model by Jiang and ter Horst did seem to be better suited to 

describing the data under all conditions investigated here (see Figure 4. 15). This 

would perhaps be expected since the Jiang and ter Horst model involved least 

squares fitting to the experimental data, whereas the log-normal method was just 

based on the mean and standard deviation of log induction times. 
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Figure 4. 13 
Cumulative distribution functions for induction times obtained using Couette setup. 
Symbols represent experimental data (Eqn. (4. 2)), dashed line is the best fit for the 
model by Jiang and ter Horst (Eqn. (4. 13)) and solid line is the log-normal distribution 
(Eqn. (4. 3)). 
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Figure 4. 14 
Cumulative distribution functions for induction times obtained using capillary setup. 
Symbols represent experimental data (Eqn. (4. 2)), dashed line is the best fit for the 
model by Jiang and ter Horst (Eqn. (4. 13)) and solid line is the log-normal distribution 
(Eqn. (4. 3)). 

Figure 4. 15 
Coefficients of determination for the best fit of the model by Jiang and ter Horst and for 
the log-normal distribution. 
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4.5.4 Influence of Controlled Fluid Shear on 

Nucleation Rates and Growth Times 

 Nucleation rates (O) and growth times (�
) obtained from the best fit of the model by 

Jiang and ter Horst fit are shown in Figure 4. 16. It has already been seen that the 

observed induction times decreased with increasing shear rate (cf. Figure 4. 9), so it 

would be expected that the nucleation rate increases with increasing shear rate, 

and/or the growth time decreases with increasing shear rate.  

 

As shown in Figure 4. 16, nucleation rates increased fairly sharply at lower shear 

rates (<100 s-1) followed by a slower increase at higher shear rates (>100 s-1), and 

there was good agreement between values obtained from Couette and capillary 

measurements with the same average shear rate. It can be seen that nucleation 

rates can be enhanced by at least one order of magnitude by laminar shear flow in 

the flow setups used here.  

 

The increase of nucleation rate with increasing shear rate, as shown in Figure 4. 16, 

could be explained by several possible factors such as improved molecular 

alignment10, 14, 15, cluster aggregation16-18 or mass transfer19-21, resulting in higher 

nucleation rates16, 18. These possible reasons are discussed in detail in Chapter 5 

Section 5.7 and Chapter 6 Section 6.6. 

 

It can be also seen in Figure 4. 16 that growth times decreased significantly with 

increasing shear rates. This could have been due to enhanced mass transfer to the 

growing crystals, meaning that crystals grew to an attrition size more quickly. Higher 

levels of shear could also mean that size of crystals at which attrition occurred 

became smaller. Another reason is that secondary nucleation increased with 

increasing shear rate, meaning that a detectable amount of crystals formed more 

quickly as the solution’s turbidity increased rapidly. If there were more secondary 

nuclei, they would not have had to grow to as large a size to be detected. The effect 

of shear on growth times is discussed in more detail in Chapter 5 Section 5.7. 
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4.6 Statistical Trends and Impact of Sample 

Size 

Recent literature suggests that due to the stochastic nature of nucleation in small 

volumes, a large number of repetitions (on the order of 100-1000) should be carried 

out to obtain accurate results1, 6, 7, 18, 22.  Here, a detailed statistical analysis of the 

induction time experimental data has been carried out, and it has been found that far 

fewer repetitions were sufficient to deduce reliable trends for how the nucleation 

rates vary with shear rate for the system investigated here23.  

 

The approach used was to generate model datasets of varying sample size at each 

shear rate using the bootstrapping or Monte Carlo simulations described below. A 

linear regression was then fitted to the log(induction time) versus log(average shear 

rate) plots of these model data. The slope of the regression varied from one model 

dataset to another, so the effect of sample size on the mean and standard deviation 

of the regression slopes was investigated. As shown below, it was found that the 

number of experimental repetitions performed was indeed sufficient to obtain 

10 100 1000 10000

10

100

1000

 Couette Nucleation Rates

 Capillary Nucleation Rates

 Couette Growth Times

 Capillary Growth Times

 

 

N
u

c
le

a
ti
o
n

 R
a
te

 (
m

-3
 s

-1
)

Average Shear Rate (s
-1
)

10

100

1000

 

G
ro

w
th

 T
im

e
 (

s
)

Figure 4. 16 

Nucleation rates O and growth times �
	estimated from the best fit of the model by Jiang and 

ter Horst. Error bars represent 95% confidence intervals. 
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statistically reliable results. Furthermore, the best fit slope for the experimental data 

and its confidence interval were calculated.   

 

Since plots of log(induction time) versus log(average shear rate) showed linear 

dependence, this meant that the induction times were related to the average shear 

rate through a power law relationship. 

 

log	(��) = log(U) + V	log(���	
) 
 

�� = U���	
W 
 

Here �� is the induction time,	���	
 is the average shear rate, U is a constant term and 

V is the power/ slope. 

 

4.6.1 Bootstrapping Method 

Bootstrapping of the data was done to estimate the reliability of the regression 

slopes obtained from linear least squares fits to the log(induction time) data as a 

function of log(average shear rate)23, 24. The bootstrapping approach has proved 

useful in estimating standard deviations in other nucleation systems25. Excel macros 

were written to carry out the bootstrapping procedure. 

 

For bootstrapping, the experimental data were randomly resampled (with 

replacement so that a given data point could be re-selected) for each set of 

conditions. Resampling was done by assigning a number to each measured 

induction time for a particular set of conditions and then using a random number 

generator to select which induction time data points were to be resampled. 

 

Full and partial bootstraps were done. For the full bootstraps, the number of 

resamples was equal to the number of measurements in each data-set taken at the 

various experimental conditions; if a data set contained 5 induction times, 5 

resamples were taken. For partial bootstraps, the number of resamples was varied 

from 1 to 10. 

 

(4. 17) 

(4. 18) 
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The resampled induction times were plotted as a function of shear rate 

(log(induction time) versus log(average shear rate)) and the slope of the plot was 

calculated from a linear least squares fit. This procedure of resampling and 

calculating the slope of log(induction time) versus log(average shear rate) was 

repeated 400 times and the mean slope and standard deviation were found.   

 

4.6.2 Monte Carlo Simulation Method 

Monte Carlo simulations were carried out by assuming that the induction times 

followed a log-normal distribution or the Jiang and ter Horst model. Parameters for 

these (mean and standard deviation of log induction times for log-normal distribution 

and nucleation rate, growth time and their errors for the Jiang and ter Horst model) 

were obtained for each set of data, as described previously in Section 4.5.  

 

For each modelled distribution, a large number of samples (induction times) were 

drawn in the usual Monte Carlo procedure, as explained in the following section, 

allowing the effect of sample size to be investigated more robustly than in the 

bootstrap method.  

 

As with the bootstrapping, the slope from the least squares fit of the sampled 

log(induction time) versus log(shear rate) was calculated for each simulated data 

set, and the procedure was repeated 400 times.  From the repetitions, the mean 

slope and the corresponding standard deviation were found.   

 

4.6.2.1 Lognormal Method 

When sample data were drawn based on a log-normal distribution of induction 

times, the procedure used the mean and standard deviation of log induction times 

obtained for a set of experiments carried out at particular experimental conditions. 

The data set was generated by assuming that the standard deviation was normally 

distributed. A normal deviate (X�Y	��,Y) was used for this, as shown in Eqn.(4. 19). 

Normal deviates are discussed in Section 4.6.2.3. 

 

log	(��)
Y� = log(�A)///////// + 7X�Y	��,Y√2erf��(2RZ��� − 1) 
 

(4. 19) 
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Here log	(��)
Y� is the generated log induction time, log(�A)///////// is the mean of the log 

induction times obtained from a set of experiments based on fixed experimental 

conditions, 7 is the standard deviation of these and RZ��� is a randomly generated 

probability between 0 and 1. 

 

4.6.2.2 Jiang and ter Horst Method 

When sample data were generated based on the Jiang and ter Horst model, the 

procedure used the nucleation rate and growth time (and their 95% confidence 

intervals) obtained for a set of experiments carried out at particular experimental 

conditions.  The data set was generated by assuming that the value of the errors on 

the nucleation rate and growth rate were normally distributed. 2 normal deviates 

were used for this, as shown in Eqn. (4. 20). 

 

(��)
Y� = �
 +
�
YZZ[Z
1.96 X�Y	��,Y� −

ln	(1 − RZ���)
N(O + OYZZ[Z1.96 X�Y	��,Y")

 

 

Here (��)
Y� is the generated induction time,	�
YZZ[Z is the 95% confidence interval for 

the growth time, OYZZ[Z is the 95% confidence interval for the nucleation rate and 

X�Y	��,Y� and X�Y	��,Y" are normal deviates. 95% confidence is approximately 1.96 

standard deviations.  

4.6.2.3 Normal Deviate 

The normal deviates were obtained by a rejection method. A random number 

between -5 and 5 was generated (X). This range was chosen since it is the typical 

range of X axis values for a normal distribution with a mean value of zero and 

standard deviation of 1, as shown in Figure 4. 17 (5 standard deviations represent 

well over 99.999% confidence). The probability density function value (D) was 

calculated based on this randomly generated X value, a mean of zero and standard 

deviation of 1. 

 

D = �
0√"_ exp (

(`�a)b
"0b 2 

 

Here 7 is the standard deviation which was made equal to 1, c is the mean which 

was made equal to zero and X is the randomly generated value between -5 and 5. 

(4. 20) 

(4. 21) 
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A random number between 0 and 1 (probability) (KZ���) was generated and this was 

compared to the calculated probability density function, D. If the random number 

(KZ���) was greater than the calculated probability density function (	D), the random 

deviate (X) was rejected. The procedure of generating a random deviate (X), 
calculating the probability density function (D) based on the random deviate, and 

comparing the probability density function to a random number between 0 and 1 

was repeated until the random number generated was less than or equal to the 

calculated probability density function i.e. it lay under the normal distribution curve in 

Figure 4. 17. When this was the case, the X value was accepted and became the 

normal deviate, X	�Z��,Y.   
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Normal distribution with a mean value of zero and standard deviation of 1. 
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4.6.3 Statistical Analysis Summary Diagram 

 

 Figure 4. 18 
Diagram summarising the bootstrapping and Monte Carlo procedures carried out. 
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4.6.4 Effect of Sample Size 

The standard deviation of the calculated slopes was found to decrease with 

increasing the sample size (number of experimental repetitions), as shown in Figure 

4. 19. Although Monte Carlo simulations showed that increasing the number of 

repetitions (samples) to 100 would ensure much lower uncertainties as would be 

expected, the statistical significance of the observed trend could be established with 

far fewer repetitions. For the work done in this thesis, each experiment was 

repeated at least 10 times which was enough for trends to be reliable.  

 

 

 

 

 

4.6.5 Influence of Chosen Data Sets 

The slope values for log(induction time) versus log(average shear rate) obtained 

through each method (bootstrapping and Monte Carlo) depended on which data 

were included in the analysis. Since distributions of induction times for 50 rpm (the 

lowest rotational rate used) overlapped significantly with those for unsheared 

solutions, fits were done including and excluding these. The slopes and standard 

deviations found from full bootstraps of different data sets are shown in Table 4.1. 

Importantly, the slopes found were always negative within their confidence intervals. 

This confirmed that it was valid to conclude that increasing shear rates were 

associated with smaller induction times for the system investigated here.  
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Slopes found from bootstrapping (1-10 resamples and full) and 100 sample Monte Carlo 
simulations. MC1 is for lognormal model (Eqn.(4. 3)). MC2 is for Jiang and ter Horst model 
(Eqn. (4. 13)). Slopes are based on experimental data from Couette (excluding 50 rpm) and 
capillary setups. Error bars represent 2 standard deviations. 
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Table 4. 1 
Slopes and standard deviations from full bootstraps of various data sets 

 

 

Excluding the 50 rpm data had a significant effect on all slopes, which suggested 

that nucleation may have been occurring by a different mechanism for these 

conditions compared to the other Couette and capillary data. The 50 rpm induction 

times may also have been overestimated due to the slower rate of secondary 

nucleation that occurred for these experiments, compared to higher rotational rates, 

as mentioned earlier.  

 

When 50 rpm data were excluded, slopes were within confidence intervals of each 

other for Couette and capillary results, as shown in Figure 4. 20. This suggested that 

shear enhanced primary nucleation may potentially have been occurring through 

similar mechanisms in both flow setups. The slopes found from analyses based on 

multiple Couette and capillary data sets had reasonably low standard deviations, 

particularly when the number of samples exceeded 5. This indicated that the slopes 

obtained reliably represented the trend of the experimental data. Standard 

deviations were larger when analyses were based on fewer data sets or a smaller 

number of samples per data set, as expected.  

 

The slopes obtained from Monte Carlo simulations compared closely to the slopes 

obtain from bootstrapping the data. This suggested that the distributions assumed 

matched the experimental data well. 

 

The slopes (and therefore powers in the power law dependence of the mean 

induction time on the average shear rate) found therefore suggested that when 

Data used Slope from full 

bootstrap 

2 Standard 

Deviations 

Couette -1.07 0.22 

Couette excluding 50 rpm data -0.79 0.28 

Capillary -0.57 0.32 

Couette and capillary -0.81 0.12 

Couette and capillary excluding 50 rpm 

data 

-0.61 0.16 
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anomalous data (50 rpm) were excluded,  �� ∝ ���	
��.��±	�.�� based on a full 

bootstrap to the Couette and capillary data.  

  

 

 

 

4.7 Conclusions 

The nucleation of glycine was investigated in supersaturated aqueous solutions 

exposed to well-controlled fluid shear under isothermal conditions. Well 

characterised flow geometries based on Couette and capillary setups were used 

over a wide range of average shear rates (25 s-1 and 1000 s-1) and induction times 

were estimated using a range of techniques, including imaging, transmission 

measurements and visual monitoring. Due to the stochastic nature of nucleation, 

experiments were repeated multiple times and a statistical analysis was performed 

to show that this number of repetitions was sufficient for accurate trends to be 

deduced. Great care was taken to eliminate any seeding in order to avoid secondary 

nucleation preceding the formation of the first crystals through primary nucleation.  

 

Induction times obtained under shearing in the Couette and capillary flow setups 

were found to be considerably lower than those in unsheared solutions. Distributions 

of induction times appeared to closely follow a distribution based on a previously 

published model by Jiang and ter Horst1. Using their model, where the induction 

time is related to the rate of formation of primary nuclei and the time it takes for them 

to grow to the size where the secondary nucleation becomes significant, it was 

found that both the primary nucleation rate and the growth time were strongly 

0.2

0.0

-0.2

-0.4

-0.6

-0.8

-1.0

-1.2

-1.4

 

 

Couette & 

capillary

Capillary

 100 samples ( ter Horst)

 100 samples ( lognormal)

 Full Bootstrap

S
lo

p
e

Experimental Data Used

Couette

Figure 4. 20 
Slopes found for Couette and capillary data (excluding 50 rpm data) using full bootstraps 
and 100 sample Monte Carlo simulations).  Error bars represent 2 standard deviations. 
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dependent on the shear rate imposed. Moreover, increasing the average shear rate 

reduced the mean induction time in a power law relationship: ���� ∝ ���	
��.��±	�.��.  
 

Using the model by Jiang and ter Horst, it was found that the primary nucleation rate 

increased and at the same time, the growth time decreased with increasing shear 

rate. The nucleation rates increased fairly sharply at lower shear rates (<100 s-1) 

followed by a slower increase at higher shear rates (>100 s-1), and there was good 

agreement between the values obtained from Couette and capillary setups. The 

nucleation rates were enhanced by at least one order of magnitude by laminar shear 

in the flow systems studied here.  

 

4.8 Summary 

• Controlled fluid shear was obtained using Couette and capillary flow setups. 

• Induction times were measured while solutions were sheared. 

• Imaging and simultaneous transmission and scattering measurements were 

used to measure induction times and gave complementary results. 

• Induction times for sheared solutions were less than for solutions that were 

not sheared. 

• Shear was proposed to enhance the primary nucleation of a nucleus, which 

then underwent extensive secondary nucleation.  

• A plot of log(induction time) versus log(average shear rate) was linear, 

suggesting a power law relationship between induction time and average 

shear rate. 

• The probability distributions of induction times were analysed and compared 

well to log-normal distributions and a model proposed by Jiang and ter 

Horst1. 

• The model proposed by Jiang and ter Horst showed that as the average 

shear rate increased, the nucleation rate increased and growth time 

decreased.  

• Bootstrapping and Monte Carlo simulations were used to show that the 

number of repetitions carried out here was sufficient for reliable trends to be 

deduced.  
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4.9.2 Main Nomenclature 

U= constant 

�= concentration 

�∗= solubility concentration  

erf = error function 

O = nucleation rate per unit volume  

OYZZ[Z = 95% confidence interval for the nucleation rate  

V = power/ slope 

log	(��)
Y�= generated log induction time 

M= total number of experiments carried out for a given set of conditions 

L = number of nuclei that form in a time interval 

K = average number of nuclei that form in the time interval 

KZ���= random number between 0 and 1 

�(��)= cumulative distribution of observed induction times 

D = probability density function  

DE= Poisson probability mass function 

D�= probability that no crystals form in a time interval 

RZ���= randomly generated probability between 0 and 1 

R(��) = cumulative distribution of induction times for the Jiang and ter Horst model  

R(��) = cumulative distribution of nucleation times for the Jiang and ter Horst model  

!(��)= cumulative distribution of induction times for the lognormal distribution  

8"= coefficient of determination 

�= supersaturation 

��> = sum of squared residuals 

��= = total sum of squares  

M= time 

�
= growth time 

��= induction time where � = 1,2,…M 

(��)
Y� = generated induction time 

	�
YZZ[Z = 95% confidence interval for the growth time 

��= nucleation time 

N = volume of the solution in the vessel 

X = randomly generated value between -5 and 5 

X�Y	��,Y= normal deviate  

 

���	
= average shear rate 

c = mean  

7 = standard deviation 
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5. Influence of Controlled Fluid 

Shear and Surface Area on 

Nucleation Rates in Glycine 

Aqueous Solutions 

Chapter Outline and Contents 

In Chapter 4, it was shown that controlled fluid shear could enhance nucleation rates 

in aqueous glycine solutions by at least one order of magnitude. In this chapter, this 

work is extended and the effect of the area of surface that the solution was exposed 

to while it was being sheared in the Couette cell was investigated.  

The nucleation of glycine was investigated in supersaturated aqueous solutions 

exposed to well-controlled fluid shear in a Couette cell under isothermal conditions. 

A wide range of average shear rates (25 s-1 to 250 s-1) were used and the surface 

area that the solution was exposed to was varied (2.5 cm2 per ml solution to 10 cm2 

per ml solution). Care was taken to eliminate any seeding in order to avoid 

secondary nucleation preceding the formation of the first crystals through primary 

nucleation. Induction times were estimated using a range of techniques including 

imaging, transmission measurements and visual monitoring. Due to the stochastic 

nature of nucleation, experiments were repeated multiple times.  

Induction times obtained under shearing were found to be considerably lower than 

those in unsheared solutions for each of the surface to volume ratios used. 

Exposure to larger surface areas also resulted in shorter induction times. 

The model proposed by Jiang and ter Horst (see Chapter 4) showed that as the 

shear rate and surface area increased, the primary nucleation rate increased and 

growth time decreased.  
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The induction times were found to decrease with increased shear rates and 

increased surface areas in a power law relationship: �� ∝ (����	
)�.��±.�. The 

probability distributions of induction times were found to scale with shear rate and 

surface area and master equations were fitted to the scaled data with low errors. 

This suggested that all processes that took place during nucleation were measured 

on one key timescale, which was proportional to 
�

������. These findings therefore 

suggested that the total deformation of solutions and the surface area that solutions 

were exposed to were important in determining induction times and hence rates of 

primary nucleation. Shear and surface enhanced cluster aggregation may potentially 

help explain the behaviour seen. 

This chapter covers: 

• The glycine solution preparation method. 

• The experimental procedure for Couette experiments. 

• The induction time results obtained from the experiments. 

• A Design of Experiments (DoE) analysis of the induction time results. 

• The probability distributions of induction times. 

• The scaling of induction times. 

• Possible explanations for the behaviour seen. 
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5.1 Glycine Solution Preparation 

Glycine (CAS Number 56-40-6) of ≥99% purity was purchased from Sigma Aldrich 

(item G8898) and used without further purification. Two concentrations (�)  of 

solution were prepared by dissolving glycine in deionised water- 307 g glycine/kg 

water and 325 g glycine/kg water. During experiments, these solutions were cooled 

to 20oC and 23oC respectively. The solubility (�∗) of glycine was 219 g glycine/kg 

water at 20oC and 232 g glycine/kg water at 23oC1. Cooling therefore resulted in a 

supersaturation (�) of 1.4 for both solutions, where  

� = �
�∗   

Solutions were prepared in sealed glass bottles and were stirred at 55oC for 24 

hours to ensure that glycine was fully dissolved. When the solutions were at 55oC, 

they were undersaturated.  

For the work detailed in this chapter, Couette cell experiments that used a 30 mm 

inner cylinder were performed at 23oC and Couette cell experiments that used a 22 

mm or 34 mm inner cylinder were performed at 20oC. 

5.2 Couette Experimental Procedure 

The Couette experimental procedure was similar to the procedure detailed in 

Chapter 4, however, here three diameters of inner cylinder were used (22 mm, 30 

mm and 34 mm), rather than the one diameter (30 mm) that was used in Chapter 4. 

More details on the construction and setup of the Couette cells are given in Chapter 

2. 

15 ml undersaturated glycine solution (in incubator at 55oC) was filtered using 

preheated 0.2 µm SFCA disposable syringe filters (with the exception of 125 s-1 30 

mm inner cylinder imaging experiments for which solutions were unfiltered) into a 

preheated Couette cell by syringe. The filters, syringe and Couette cell were 

preheated to 55oC in the incubator, and the filtration procedure took place inside the 

incubator to minimise the rate of heat loss.  

For 30 mm inner cylinder induction time experiments, solutions with a concentration 

of 325 g glycine/kg water were used since they were eventually cooled to 23oC. For 

(5. 1) 



146 
 

22 mm and 34 mm inner cylinder experiments, solutions with a concentration of 307 

g glycine/kg water were used since they were cooled to 20oC. All resulted in 

solutions of S=1.4 when cooled. 

The filled Couette cell was removed from the incubator and attached to a monitoring 

instrument that was set up to allow induction times to be obtained quantitatively (as 

described in Chapter 3). The monitoring instrument allowed transmission/ scattering 

measurements to be taken simultaneously. For the experiments here, induction 

times were obtained from transmission measurements (scattering data were not 

collected/ used). Scattering and transmission methods were previously found to give 

identical induction times, as mentioned in Chapter 3. A camera was also in place to 

image the solution as it was sheared; induction times could be obtained by 

analysing the images.   

To minimise evaporation at the solution/ air, a lid was secured to the Couette Cell 

and parafilm was used to ensure it was well sealed. The solution was left to cool in 

the surrounding air for 30 minutes in order to reach ambient temperature and the 

desired level of supersaturation. For 30 mm inner cylinder induction time 

experiments, the ambient air was 23oC while for 34 mm and 22 mm inner cylinder 

experiments, it was 20oC. There was no cylinder rotation during cooling. During 

cooling, a fan was used to speed up heat transfer.  

The temperature profile of the solution during cooling was measured to validate that 

the 30 minute cooling time was sufficient to ensure that the solutions had reached 

ambient temperature after this time. The ambient temperature remained constant 

throughout an experiment so the solution remained isothermal once it had cooled to 

ambient temperature. Since shearing of the solutions took place under isothermal 

conditions (the temperature of the solution was equal to the temperature of its 

surroundings), the effect of laminar shear on induction times was not linked to heat 

transfer.  

Once the solution cooling period had finished, the fan was switched off and the 

motor and monitoring equipment were started. Rotational rates were measured 

using the digital tachometer and the voltage was adjusted to obtain the rotational 

rate necessary to give the desired shear rate for a particular cylinder arrangement. If 

the solution was being monitored via transmission measurements, a box was placed 
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over the instrument to reduce the intensity of background light reaching the 

detectors. 

Once the solution had become visibly turbid, the motor and monitoring equipment 

were switched off. Data were then analysed to obtain induction times. Induction 

times were also obtained for experiments that involved no shearing i.e. 0 rpm. This 

was done visually as only a small number of crystals formed in unsheared solutions 

(fewer than 5, typically 1 or 2) which meant solutions did not become turbid.  

For induction time measurements, time= 0 s is defined as the time at which the 

motor was started and cylinder rotation began. This happened after the solution had 

cooled to ambient temperature and therefore reached the desired level of 

supersaturation i.e. time= 0 s was 30 minutes after the filled Couette cell was 

removed from the incubator. 

Induction time measurements were carried out for a wide range of shear rates and 

surface areas, as shown in Figure 5. 1. Since each shear rate (with the exception of 

250 s-1) was repeated for each cylinder geometry, a robust Design of Experiments 

analysis could be carried out on the data. Experiments were repeated at least 10 

times. 10 repetitions had proven to be sufficient to allow reliable statistical trends to 

be obtained from induction time data that were measured through a similar method 

before2, as detailed in Chapter 4 Section 4.6. 
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Figure 5. 1 
The different combinations of shear rate and surface area that were used in the induction time 
experiments. 
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5.3 Induction Time Results 

5.3.1 Induction Time Results for Each Setup 

Induction times of supersaturated aqueous glycine solutions that underwent 

controlled fluid shear in the Couette flow devices were obtained. A wide range of 

average shear rates were covered: 25 s-1 to 250 s-1. A large range of surface areas 

were also studied: 2.5 cm2/ml solution to 10 cm2/ml solution.  

The induction times measured for each Couette cell geometry are shown in Figure 

5. 2, Figure 5. 3 and Figure 5. 4. The mean values and standard deviation of these 

data are shown in Figure 5. 5. Figure 5. 6 shows the means, medians and spread of 

induction times. The data for the experiments where the surface to volume ratio was 

5 cm2/cm3 are the same as those detailed in Chapter 4.  
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Figure 5. 4 
Induction times measured for each shear rate when the surface to volume ratio was 10 cm
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Induction time measurements showed that increasing the shear rate led to shorter 

induction times for every cylinder surface arrangement studied. For each shear rate 

studied, cylinder arrangements which exposed the glycine solutions to larger surface 
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represent one standard deviation. 

 

Figure 5. 6 
Mean and median induction times. Error bars represent the full range of induction times 
measured. 
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areas resulted in shorter induction times than cylinder arrangements with smaller 

surface areas. These trends are shown clearly in Figure 5. 5 and Figure 5. 6.  

5.3.2 Discussion of Induction Time Results 

5.3.2.1 Role of Fluid Shear on Primary and Secondary 

Nucleation 

As concluded in Chapter 4 Section 4.4.4, shearing was hypothesised to have an 

influence on both primary and secondary nucleation. The crystals formed under 

shear were thought to be due to shear enhanced primary nucleation of a nucleus, 

followed by extensive secondary nucleation of the primary crystal. This was in 

agreement with work carried out by Jiang and ter Horst3 which suggested that the 

crystallisation mechanism was due to the nucleation of a single parent crystal, 

followed by the attrition of the single parent crystal to form secondary nuclei. 

5.3.2.2 Influence of Low Rates of Fluid Shear on Primary and 

Secondary Nucleation 

The induction times for sheared solutions were considerably shorter than for 

unsheared solutions for all shear rates used with the 10 cm2/cm3 cylinder 

arrangement, however, the induction times measured for 25 s-1 average shear rate 

experiments using the 2.5 cm2/cm3 and 5 cm2/cm3 cylinder arrangements were fairly 

close to the unsheared induction times. The formation of the primary nucleus/nuclei 

may therefore not have been greatly shear enhanced for 25 s-1 experiments using 

the 2.5 cm2/cm3 and 5 cm2/cm3 cylinder arrangements since their induction times 

were similar to the induction times measured for unsheared solutions. Solutions 

sheared at these conditions, however, became turbid, unlike unsheared solutions, 

so secondary nucleation was likely to still have been enhanced by the flow 

conditions.  

Normally it would be expected that even small levels of shear would significantly 

reduce induction times4, 5 so a reason to account for the behaviour seen is that an 

overestimation of induction times may have occurred for 25 s-1 experiments using 

the 2.5 cm2/cm3 and 5 cm2/cm3 cylinder arrangements (as mentioned in Chapter 4 

Section 4.4.4). The rate at which turbidity increased with these experiments was 
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notably lower than the other setups, which suggested slower secondary nucleation. 

The induction time detection method for these experiments was transmission/ 

imaging, while for unsheared experiments, induction times were measured visually. 

For sheared experiments, sufficient secondary nucleation had to take place before 

measured signals were substantially affected, meaning that an overestimation of 

induction times may have occurred when secondary nucleation was slow.  

5.3.2.3 Consideration of Capillary Results 
Couette flow results in this chapter showed that increasing the surface area resulted 

in shorter induction times. In Chapter 4 Section 4.4.2, it was shown that when a 

capillary flow setup was used, the induction times were reduced, but the reduction 

appeared to be due to the increasing shear rate. The reduction of induction times 

with increasing shear rates in the capillary setup followed the trend of the reduction 

in induction times with increasing shear rates in the Couette setups, despite the 

capillary exposing solution to a larger surface area (and larger free interface).  

Therefore, from the results in this chapter, it would have been expected that if the 

capillary had a similar effect on induction times as the Couette flow setups (shear 

and surface area both influencing induction times), induction times would have been 

reduced due to both the increasing shear rate and also the larger surface area that 

solution was exposed to. The capillary exposed the solution to 20 cm2 per ml of 

solution which is double the largest surface to volume ratio in the Couette flow 

setups used here. The capillary induction times measured in Chapter 4 were 

therefore larger than expected if shear and surface area both influenced the 

induction times obtained in a similar way to the Couette flow experiments. The 

capillary setup also exposed solution to a larger air-solution interface than Couette 

flow setups and it would generally be expected that larger solution- air interfaces 

would lead to shorter induction times.  

There are some reasons which may account for results obtained. Firstly, the 

capillary was made from PVC so factors such as material and wetting angle may 

have had an effect. A drop of water on PCV has a wetting angle close to 90o so 

does not wet the surface well. Water on glass has a wetting angle close to 30o so 

wets the surface readily6. As reviewed in Chapter 1 Section 1.3.1.2, increased 

wetting of a surface can reduce the free energy barrier for nucleation, resulting in 
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higher nucleation rates, so glass might have been a more favourable surface for 

heterogeneous nucleation to take place, compared to PVC.  

The results may also have been influenced by the shear profile of each setup. As 

detailed in Chapter 2, the capillary setup resulted in a parabolic velocity profile so 

the shear rate varied with radial position. This was different than the Couette cell 

setup which had a close to linear velocity profile and therefore constant shear rate.  

Capillary induction times were measured visually and it was difficult to see through 

the capillary walls. Secondary nucleation in the capillary was also much slower than 

the Couette flow setups, which meant that a relatively small number of crystals 

formed in the capillary and they had to grow to sufficient sizes before they could be 

detected by eye. These reasons could have led to an overestimation of induction 

times for capillary experiments. The visual method of measuring induction times is 

also very error prone.  

Due to the large differences in materials, setup, detection method and interface, it is 

therefore perhaps better not to directly compare the capillary and Couette flow setup 

results, as was done in Chapter 4. 



154 
 

5.4 Design of Experiments Analysis of 

Induction Time Results 

5.4.1 Chosen Factors and their Levels 

Minitab was used to perform a Design of Experiments (DoE) analysis of the 

induction time results7. The analysis was based on 2 factors (shear rate and surface 

area), each with 3 levels (25 s-1, 62.5 s-1 and 125 s-1 for shear rate; 2.5 cm2/cm3, 5 

cm2/ cm3 and 10 cm2/ cm3 for surface area). Since every possible combination of 

factor level was used, it represented a full factorial design. Each replicate therefore 

contained 9 different factor level combinations (treatments), as shown in Table 5. 1.  

A factorial design, whereby every possible combination of factor levels is covered, 

was advantageous over a typical change one variable at a time approach since it 

allowed interactions between the variables to be discovered. Choosing 3 levels of 

each factor was better than choosing 2 levels since it allowed curvature to be 

detected7.  

Table 5. 1  
Treatments used in DoE factorial design. 

 
Treatment Average Shear Rate 

(s-1) 
Surface Area per ml Solution 
(cm2/cm3) 

1 25 2.5 

2 25 5 

3 25 10 

4 62.5 2.5 

5 62.5 5 

6 62.5 10 

7 125 2.5 

8 125 5 

9 125 10 
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5.4.2 Interaction and Main Effect Plots 

As mentioned, a main benefit of factorial experiments over the change one factor at 

a time approach is that interactions between factors can be discovered, and it is 

straightforward to find out if interactions exist. An interaction exists if the difference 

in response between levels of one factor is not the same at all levels of the other 

factor. This can be illustrated through two factor interaction plots, as shown in Figure 

5. 7 and Figure 5. 8. If the lines are parallel, the factors do not interact significantly. 

The plots on Figure 5. 7 and Figure 5. 8 are fairly parallel which suggests that there 

was not significant interaction between the shear rate and surface factors. The main 

non-linearity arose due to the induction time results based on experiments with an 

average shear rate of 25 s-1 and exposed surface areas of 2.5 cm2/cm3 or 5 

cm2/cm3. As discussed earlier (Section 5.3.2.2), an overestimation of induction times 

may have occurred for these conditions due to the slower secondary nucleation that 

took place. 
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The main effect of each factor was plotted (Figure 5. 9 and Figure 5. 10). The effect 

of a factor is the change in response produced by changing the level of a factor. A 

main effect plot is therefore a plot of the mean response values at each level of a 

factor. The gradient of the plot tells the direction of the effect and the magnitude of 

the slope indicates the strength of the effect. Since the gradients for the factors were 

both negative (mean induction time versus shear rate or surface area), it shows that 

increasing the level of each factor reduced the mean induction time.  
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Figure 5. 8 
Mean induction time versus surface area per ml solution (log-log). 
 

Figure 5. 9 
Mean induction time versus average shear rate (log-log). Each point is the average of the 
3 different surface levels. 



157 
 

 

 

5.4.3 DOE Minitab Statistical Analysis  

The observations made from the graphs were confirmed by performing an analysis 

of variance using the DoE analysis feature in Minitab. Induction times, shear rates 

and surface areas were logged to linearise the plots. The main theory behind a two 

factor factorial experiment is given in the appendix. The theory summarises the 

calculations carried out by Minitab for DoE analyses. Full theory and explanations 

can be found in texts such as Montgomery’s Applied Statistics and Probability for 

Engineers 7, 8.  

The main outputs from the Minitab DoE analysis are given in Table 5.2. The analysis 

showed that shear rate and surface area affected the induction times, and there did 

not appear to a significant interaction between the factors. No interaction was 

expected as the plots on Figure 5. 5 (and Figure 5. 7 and Figure 5. 8)  were fairly 

parallel7. For the analysis, the level of significance was 0.05 i.e. the analysis was 

based on 95% confidence. The residuals were found to be well represented by a 

normal distribution. 
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Table 5. 2  
Main results from DoE analysis using Minitab. 

Main Effects: from an F distribution chart, �.�,�,�� = 3.0. Since � = 69.0	for the 

effect of shear rate and � = 38.8	for the effect of surface (both are significantly 

greater than 3), the null hypotheses (shear rate and surface had no effect on the 

induction times) could be rejected and it could be concluded that these factors 

affected the induction time.  

Interactions: from an F distribution chart, �.�,',�� = 2.5. Since	� = 0.5 for the 

interaction between shear rate and surface (smaller than 2.5), the null hypothesis 

(there was no interaction between the factors) could not be rejected and it could 

therefore be concluded that there did not appear to be a significant interaction 

between the factors.  These conclusions compared well with what was shown 

graphically in the interaction and main effect plots (lines parallel and negative 

gradient). 

 

  

Source Degrees of 
Freedom 

Sum of 
Squares 

Mean 
Squares 

F Statistic 
(�) 

P-Value 

Main Effects 

Shear rate 2 10.7 5.4 69.0 <10-5 

Surface  2 6.0 3.0 38.8 <10-5 

2-Way Interactions 

Shear 
rate*surface 

4 0.2 0.04 0.5 0.8 

 

Error 105 8.2    

Total 113     
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5.5 Distribution of Induction Times  

The distributions of induction times obtained were further investigated to gain a 

better understanding of underlying nucleation phenomena. A similar procedure to 

that detailed in Chapter 4 Section 4.5 was carried out. The experimental cumulative 

probability distribution functions were compared to log-normal distributions and a 

model proposed by Jiang and ter Horst3. 

5.5.1 Comparison of Distributions 
Figure 5. 11 shows the experimental data Eqn. (4.2) together with log-normal 

distribution curves from Eqn. (4.3), and also the best fit of the Jiang and ter Horst 

model from Eqn. (4.13).  Both models appeared to fit the experimental data well, but 

the Jiang and ter Horst model generally had higher coefficients of determination 

(Figure 5. 12). This is in agreement with what was found in the analysis of the 

experiments detailed in Chapter 4 and would be expected since the Jiang and ter 

Horst model involved linear least squares fitting to the experimental data, whereas 

the log-normal method was based only on the mean and standard deviation of log 

induction times.  
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Figure 5. 11 
Cumulative distribution functions for induction times for each setup. Symbols represent 
experimental data (Eqn. (4.2)), dashed line is the best fit for the model of Jiang and ter 
Horst (Eqn. (4.13)) and solid line is the log-normal distribution (Eqn. (4.3)). 
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5.5.2 Influence of Controlled Fluid Shear on 

Nucleation Rates and Growth Times 

Nucleation rates (*) and growth times (�	) obtained from the best fit of the model by 

Jiang and ter Horst fit are shown in Figure 5. 13 and Figure 5. 14 respectively. It has 

already been seen that the observed induction times decrease with increasing shear 

rate and surface area (cf. Figure 5. 5), so it would be expected that the nucleation 

rate increases with increasing shear rate and surface area, and/or the growth time 

decreases with increasing shear rate and surface area. This is in agreement with 

what is shown in Figure 5. 13 and Figure 5. 14. It can be seen that nucleation rates 

can be enhanced significantly by laminar shear. It can also be seen that growth 

times decrease significantly with increasing shear rates. Nucleation rates are shown 

to increase with increasing surface area and growth times are shown to decrease 

with increasing surface area. Possible explanations for these observations is 

discussed more in Section 5.7 
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Figure 5. 12 
Coefficients of determination for the best fit of the model by Jiang and ter Horst and for the 
log-normal model. 
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Figure 5. 13 

Nucleation rates * estimated from the best fit of the model by Jiang and ter Horst. Error 
bars represent 95% confidence intervals. 

 

Figure 5. 14 

Growth times �		estimated from the best fit of the model by Jiang and ter Horst. Error bars 

represent 95% confidence intervals. 
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5.6 Statistical Trends and Scaling 

The concept of scaling was investigated to see whether the distributions of induction 

times appeared to scale by shear rate and surface area. The observed cumulative 

probability distribution of induction times are shown in Figure 5. 15 and were 

calculated from Eqn. (4.2). 

  

When induction times were scaled, for a given set of experimental conditions, the 

scaled times, �+��,-.	� (where / = 1,2, … M	)  were ordered from shortest to longest. 

The observed cumulative probability distribution of scaled induction times  

3(�+��,-.	�)  was calculated from:  

3(�+��,-.	�) = �
4   
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Figure 5. 15 
Experimental cumulative distribution functions of induction times for each setup. 

(5. 2) 
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5.6.1 Scaling by Shear Rate 

The induction times were first scaled by shear rate:  

�+��,-.	� = ����	��  

Here ����		is the average shear rate and �� is the induction time where / = 1,2, … M 

This scaled time was equal to the total strain. The total strain can be defined as the 

total distance travelled by a fixed point at the surface of the rotating outer cylinder, 

divided by the size of the gap between the cylinders.  

� = �(5678)9:
	�; = �<=56789:

5678�5:>
= ����	��   

Here � is the total strain, ?(@AB9)is the velocity of the outer cylinder, C is the 

rotational rate, @AB9 is the radius (inner) of the outer cylinder, @�D is the radius (outer) 

of the inner cylinder and EFG = @AB9 − @�D. 

The cumulative distribution of scaled times was found, as shown in Figure 5. 16.  
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Experimental cumulative distribution functions of induction times scaled by shear rate for each 
setup. 
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The cumulative distributions of the scaled times were found to converge into three 

groups (one for each surface to volume ratio used).  The findings therefore showed 

that for a fixed surface area that the solution was exposed to, the probability 

distribution of induction times scaled with shear rate and suggested that the total 

strain/ deformation (shear history) was important for the onset of nucleation. 

5.6.2 Scaling by Shear Rate and Surface Area 

Next, the induction times were scaled by both the shear rate and the surface area, 

and the cumulative probability distributions of the scaled times were found. All of the 

cumulative probability distributions for each set of conditions converged as shown in 

Figure 5. 17. This suggested that the area of surface (
) that the solution was 

exposed to was important for the onset of nucleation.  

�+��,-.	� = ����	��
 = �
   

 

 

Since the induction times appeared to scale with shear rate and surface area, this 

suggested that all processes that occurred could be measured on one key 
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Figure 5. 17 
Experimental cumulative distribution functions of induction times scaled by the shear rate 
and surface area for each setup. 

(5. 5) 
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timescale, proportional to 
�

������ i.e. there was a single dominant time scale. The 

processes that occurred were the stochastic formation of a crystal and the non-

stochastic growth phase. When dealing with the stochastic formation of a crystal, the 

timescale potentially appears rational as it would be expected that nucleation rates 

could be enhanced by increased shear rates (see Chapter 4) and surface areas 

(see Chapter 1 Section 1.3.1.2). The timescale, however, was more difficult to 

rationalise for the non-stochastic growth phase, particularly why a larger surface 

area would result in shorter growth times.  This is reviewed in more detail in Section 

5.7. 

Rearranging Newton’s law of viscosity and writing the shear stress in terms of a 

force (I) per unit area (
), the product of shear rate and area could be written in 

terms of force and viscosity. This suggested that the timescale was proportional to 
�
J. 

����	
 = I
K  

5.6.3 Master Equations 
An overall cumulative distribution function of the scaled induction time data 

(induction times scaled by average shear rate and surface area) was produced and 

is shown in Figure 5. 18. Since the log-normal distribution and Jiang and ter Horst 

model closely matched the experimental distributions of induction times, these were 

also used to produce master fits to the scaled induction time data, as shown in 

Figure 5. 18.  

For the master log-normal distribution, a log-normal cumulative distribution was 

written in terms of scaled induction times, L(�+��,-.	�):  

L(�+��,-.	�) = �
� M1 + erf RSTU(9VW�XYZ	:)�STU(9VW�XYZ	[)\\\\\\\\\\\\\\\\\\	

]√� _`    

log(�+��,-.	d)\\\\\\\\\\\\\\\\ is the mean of all of the log scaled induction times, across all conditions 

studied and e is the standard deviation of these. 

(5. 7) 

(5. 6) 
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The master equation provided a good fit to the individual experimental cumulative 

distribution functions, with f� = 0.81. 

For the Jiang and ter Horst model, Eqn. (4.13) was written in terms of the scaled 

induction times and fitting parameters  g and h, giving i(�j�Fklm	/). 

For simplicity, experimental induction times were written in terms of scaled induction 

times using scaling factor n:  

�� = 9VW�XYZ	:
o  

Here, n = ����	
. 

i(�j�Fklm	/) = 1 − l�pqR�j�Fklm	/
n �9�_	

 

Here r is the solution volume. 

Taking the scaling factor outside:  

i(�j�Fklm	/) = 1 − l�pq
n s�j�Fklm	/�9�nt	

 

This could be rewritten in terms of fitting parameters g and h:  

i(�+��,-.	�) = 1 − l�uq(9VW�XYZ	:�v)	   

If required, nucleation rates and growth times could be obtained from the fitting 

parameters (g and h) using the scaling factor.  

* = gn 

�	 = v
o 

A master equation was obtained by finding the best fit values of	g and h (see Table 

5. 3) to the scaled data (Figure 5. 18). The master equation provided a good fit to 

the individual experimental cumulative distribution functions, with f� = 0.81.   

(5. 9) 

(5. 10) 

(5. 11) 

(5. 8) 

(5. 12) 

(5. 13) 
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Table 5. 3 
Fitting parameters obtained when scaling induction time by shear rate and total surface area. 
Errors represent 95% confidence intervals. 

 

 

5.6.4 Slopes of Induction Time versus Shear Rate * 

Area 
A plot of the mean induction times for each experimental setup as a function of the 

product of shear rate and surface area is given in Figure 5. 19. A plot of the median 

induction time for each experimental setup as a function of the product of shear rate 

and surface area is given in Figure 5. 20. These plots show a linear dependence of 

log	(��) as a function of log(����	
), suggesting a power law relationship.  

 

A plot of each induction time measured as a function of the product of shear rate 

and surface area is shown in Figure 5. 21 and had a slope of -0.83±0.2 (95% 
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Figure 5. 18 
Experimental cumulative distribution functions of induction times for each setup scaled by 
shear rate and surface area. Plot also shows an overall experimental cumulative distribution 
function and cumulative distributions based on a log-normal distribution of scaled times and 
Jiang and ter Horst fits to the data. 
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confidence). Therefore �� ∝ (����	
)�.��±.�.  Due to uncertainties with the reliability 

of the 25 s-1 data for the 2.5 cm2/cm3 and 5 cm2/cm3 setups, these data were 

excluded from the slope calculation.  
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Figure 5. 19 
Mean induction time measured for each setup as a function of the product of shear rate 
and surface area. Error bars represent 1 standard deviation.  

Figure 5. 20 
Median induction time measured for each setup as a function of the product of shear rate 
and surface area. Error bars represent the full spread of measured induction times.  
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5.6.5  Nucleation Rates and Growth Times versus 

Product of Shear Rate and Surface Area 
Since the product of the shear rate and surface area that solution was exposed to 

appeared to be important for nucleation kinetics in the setups studied here, 

nucleation rates and growth times obtained using the model by Jiang and ter Horst 

(see section 5.5) were plotted as a function of the product of shear rate and surface 

area. These are shown in Figure 5. 22 and Figure 5. 23. The plots suggested a 

linear dependence of log(*) and log	(�	) as a function of log(����	
), suggesting a 

power law relationship with exponents of 0.66±0.2 and -1.25±0.2 (95% confidence 

intervals) respectively excluding the anomalous 25s-1 data. This shows that the 

product of shear rate and surface area were important for the nucleation rates and 

growth times deduced. 
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Figure 5. 21 
Measured induction times for each setup as a function of the product of shear rate and 
surface area.  
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Figure 5. 22 

Nucleation rates * estimated from the best fit of the model by Jiang and ter Horst plotted as 
a function of shear rate and surface area. Error bars represent 95% confidence intervals. 

 

Figure 5. 23 

Growth times �	 estimated from the best fit of the model by Jiang and ter Horst plotted as a 

function of shear rate and surface area. Error bars represent 95% confidence intervals. 
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5.6.6 Bootstrapping 

Slopes from bootstrapping the data were also found. Full bootstraps were done, 

using a method identical to that detailed in Chapter 4 Section 4.6. The value of the 

slope depended on which shear rates were included in the analysis, as shown in 

Figure 5. 24. For each surface to volume ratio used, the slope of log	(��) as a 

function of log(����	) was generally within confidence intervals of -1, which 

suggested that the total deformation was important for the onset of nucleation, as 

mentioned previously. Full bootstraps were also done to log	(��) versus log	(
). The 

slopes and errors found for each shear rate are given in Figure 5. 25. These were 

also generally within the region of -1. 
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Figure 5. 24 

Slopes found from full bootstraps to wxy(z{) data as a function of wxy(|� }~�). Error bars represent 1 

standard deviation.  
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5.7 Consideration of Results 

The results showed that glycine nucleation (nucleation rates and growth times) was 

affected by both fluid shear and exposure to surface (Figure 5. 13 and Figure 5. 14). 

Here reasoning behind such behaviour is considered.  

5.7.1 Effect of Shear and Surface on Nucleation Rates 

Increased shear rates and surface areas resulted in shorter nucleation times, as 

shown in Figure 5. 13. 

5.7.1.1 Influence of Shear Rate on Nucleation Rates  

Reasons behind the role that fluid shear has on nucleation are unclear. The 

increase of nucleation rates with increasing shear rate, as shown in Figure 5. 13, 

could potentially be explained by several possible factors such as improved 

molecular alignment5, 9, 10, cluster aggregation11-13 or mass transfer14-16, resulting in 

higher nucleation rates11, 13. 
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Figure 5. 25 

Slopes found from full bootstraps to log(��) data as a function of log(
). Error bars 

represent 1 standard deviation.  
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Mass Transfer. 

It has been suggested in literature that nucleation rates can be enhanced by 

increasing the rate of mass transfer14-16. To gain an appreciation of the likely role 

that mass transfer may have had on the system here, Sherwood Numbers (�ℎ) were 

calculated. Sherwood numbers represent the ratio of the total rate of mass transfer 

to the rate of diffusive mass transport alone. 

�ℎ = ���Fk	@F�l	��	�Fjj	�@F�j�l@
m/���j/?l	@F�l	��	�Fjj	�@F�j�l@	 

�ℎ = ��
�  

Here � is the mass transfer coefficient, � is the characteristic length scale and � is 

the diffusion coefficient. For single, non-interacting spherical particles undergoing 

Brownian motion at low Reynolds numbers, the diffusion coefficient can be 

estimated though the Stokes-Einstein equation.  

There are many empirical correlations from which the Sherwood Number for mass 

transfer to spherical particles can be calculated and these often take a general form 

of17: 

�ℎ = g′ + h′fl;.���.�� 

Here �� is the Schmidt Number (�� = �
�) and g′ and h′ are empirical constants. 

Typically g′ = 2 to account for diffusion and 0.3 < h′ < 1. The right hand term 

represents the forced convection mass transfer contribution.  

The Reynolds Number for a spherical particle (fl;) was calculated from: 

fl; = B.�
�  

Here � is the kinematic viscosity of the solution,  m; is the diameter of the particle 

and � is the relative velocity of the spherical particle and fluid some distance away 

from the spherical particle. 

Assuming that g′ = 2 and varying the value of h′ between 0.3 and 1, the Sherwood 

Numbers did not notably exceed 2 (2.05-2.15), suggesting that the forced 

(5. 14) 

(5. 15) 

(5. 16) 
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convection term was negligible compared to the diffusion contribution. The diameter 

of particle used was equal to the diameter of a nanodropet (250nm)11 (see Chapter 

6) and the velocity was taken as the relative velocity across a distance of 250nm 

based on the velocity gradients of the Couette cell setups. 

It therefore appeared unlikely that mass transfer was notably enhanced by the 

application of fluid shear. Mass transfer could therefore not be attributed to the 

enhanced nucleation rates measured under higher shear rates. These conclusions 

were similarly drawn on previous work on the influence of fluid shear on primary 

nucleation13.  

Molecular Alignment. 

Shear induced molecular alignment has been widely reported to affect the 

nucleation of large, elongated molecules e.g. polymers9, 18-20. The effect’s 

significance would be expected to increase with increasing shear rate or increasing 

molecular length of solute13. For long molecules, e.g. polypropylene, low shear rates 

(0.5 s-1 to 10 s-1) can be used to stretch and order molecules13, 21. For smaller 

molecules, non-equilibrium molecular dynamics simulations suggest that extremely 

high shear rates (>1010 s-1) are required for the ordering of molecules22. Glycine is a 

small molecule and the shear rates encountered in the experiments (25 s-1- 1000 

s-1) were significantly smaller than those that would be expected to be required for 

shear induced molecular alignment.   

Aggregation of Clusters. 

From dynamic light scattering measurement results (Chapter 6) and a previous 

study on glycine nucleation from aqueous solution11, it has been proposed that the 

coalescence of liquid-like, glycine rich mescoscale clusters (nanodroplets) may 

occur and the coalesced nanodroplets can lead to a more rapid nucleation pathway. 

The aggregation of clusters has been proposed in other recent studies on 

nucleation. For example, supersaturated solutions of calcium carbonate were found 

to contain distinct cluster sizes and this was interpreted as nucleation taking place 

by cluster aggregation12, 23, 24. A study of butyl paraben undergoing flow in a Couette 

cell concluded that enhanced cluster aggregation was a plausible outcome for the 

enhanced nucleation rates seen under flow13, and a further study on the influence of 

Couette flow on m-hydroxybenzoic acid was also supportive of the theory of 
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enhanced cluster aggregation25. A study on the effect of mixing on mesoscale 

clusters in DL-valine solutions suggested that mixing resulted in the presence of 

larger mesoscale clusters than in quiescent solutions, and the presence of larger 

clusters corresponded to faster nucleation. The larger clusters were thought to form 

through shear-induced coalescence or surface-assisted coalescence26. 

Further explanations on the proposed mechanism of cluster aggregation are given in 

Chapter 6 Section 6.6.  

5.7.1.2 Influence of Surface Area on Nucleation Rates  
The increase of nucleation rates with increased surface areas, as shown in Figure 5. 

13, could potentially be explained as follows. It is widely accepted that true 

homogenous nucleation is uncommon so nucleation that occurs heterogeneously is 

most likely27. According to classical nucleation theory, the overall free energy 

change for heterogeneous nucleation is less than the corresponding free energy 

change for homogeneous nucleation, and the overall free energy change for 

heterogeneous nucleation decreases with increasing surface wettability28 (see 

Chapter 1). Therefore, it would be expected that increased exposure to surfaces 

would make heterogeneous nucleation more probable and enhance nucleation 

rates. Having a larger surface area means there are more possible sites for 

heterogeneous nucleation to take place, which makes the probability of a nucleation 

event taking place after a particular time higher. Therefore higher nucleation rates 

would be expected for glycine solutions exposed to larger surface areas.  

Inspection of the Couette walls after an experiment suggested that a small number 

of crystals grew on the glass walls (see Figure 5. 26), supporting the idea that 

primary nucleation occurred preferentially at surfaces. Increased surface areas may 

also have enhanced the coalescence of mesoscale clusters, with the larger, 

coalesced clusters leading to a more rapid nucleation pathway (see Chapter 6)26. 

Exposing solution to larger surface to volume ratios resulted in the solution being 

exposed to smaller solution-air interfaces, so the effects seen could not be attributed 

to the exposure to a larger free interface. Solutions exposed to larger surface to 

volume ratios would also have cooled faster than solutions exposed to smaller 

surface to volume ratios. This effect should have been small since solutions had all 

cooled to ambient temperature by the end of the cooling period.  
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5.7.2 Effect of Shear and Surface on Growth Times  

Increased shear rates and surface areas resulted in shorter growth times, as shown 

in Figure 5. 14. 

5.7.2.1 Influence of Shear Rate on Growth Times  

Larger shear rates may have resulted in the size of crystal at which attrition takes 

place, causing solutions to become turbid, to be smaller. This would have resulted in 

crystallisation reaching a detectable level more quickly. At higher shear rates, 

secondary nucleation was also more extensive, meaning that a detectable amount 

of crystals formed more quickly; if there were more secondary nuclei, they would not 

have had to grow to as large a size to be detected. Enhanced mass transfer to the 

growing crystals may also have occurred, but the analysis of the Sherwood Number 

suggested that this was not the case. 

5.7.2.2 Influence of Surface Area on Growth Times  

The decrease of growth time with increased surface area was not expected and is 

more difficult to rationalise. If flow showed small deviations from being perfectly 

streamlined, more secondary nucleation may have been occurring when solutions 

Figure 5. 26 

Image of an inner cylinder of the Couette cell following an experiment giving clear 

evidence that nucleation was heterogeneous. 
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were exposed to larger surface areas due to increased contact of crystals with the 

Couette cell’s walls27. 

Another possibility is that multiple crystals may have formed through primary 

nucleation during the induction time. If multiple crystals formed through primary 

nucleation during the induction time, it would be expected that the growth time would 

be shorter since these multiple crystals would each eventually undergo secondary 

nucleation, leading to a faster decrease in transmission. With larger surface areas, 

the chances of multiple crystals forming through primary nucleation would have 

been higher since nucleation occurs preferentially at surfaces in the case of 

heterogeneous nucleation.  

To see whether it was likely that multiple crystals could form through primary 

nucleation during the induction time, the nucleation rates and growth times obtained 

using Jiang and ter Horst’s model were analysed to see whether they supported the 

idea that multiple crystals may have formed, mainly if additional crystals were likely 

to have formed during the growth time. The product of *r�	 varied between 0.1 and 

1.1 which was of a similar magnitude to *r�D values calculated (0.03-5.6). This 

suggested that additional crystals may have potentially formed through primary 

nucleation during the growth time, however, *r�	 decreased with increasing surface 

area. This therefore did not support the possibility that increased surface areas led 

to a greater likelihood that additional crystals formed during the growth time. 

The Jiang and ter Horst model was then adapted to obtain probability distribution 

functions for forming at least a certain number of crystals (the published form of the 

model was based on forming at least one crystal and did not specify how many 

crystals). The adapted forms of the model (for up to 5 crystals) did not provide good 

fits to the data, but these attempts to modify the model were too limited as more 

than 5 crystals may have formed. Using a polynuclear model may therefore be more 

suited to the experiments carried out here. With a progressive polynuclear model, it 

is usually assumed that many nuclei continuously appear and grow during the 

induction time. The crystals being detected would therefore be a direct result of 

primary nucleation and growth, rather than attrition and growth28, 29. An 

instantaneous polynuclear model would correspond to the case of all primary nuclei 

forming instantaneously at an initial moment and then growing until the phase 

transformation was complete28, 29. An adapted form of a progressive polynuclear 
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model may be more suitable for the work done here, for example, a model that 

represents on-going primary nucleation and growth, as well as attrition of crystals.  

As will be mentioned in Chapter 6, the model by Jiang and ter Horst may not have 

been fully suitable for the induction time data measured here. For example, the 

assumption of a constant nucleation rate in the model may not have been valid if the 

coalescence of nanodroplets was occurring since coalesced nanodroplets were 

thought to lead to higher nucleation rates. The assumption of a Poisson distribution 

of the number of crystals forming after a particular time may also not have been 

valid. 

As a further analysis, the measured induction time data were looked at. First of all, 

each measured induction time for a given set of conditions was divided by the 

shortest induction time measured for that set of conditions � 9:
9:�:>

�. This is shown in 

Figure 5. 27. As the surface area increased, 
9:

9:�:>
 generally increased overall on 

average- larger surface areas generally resulted in a greater spread of induction 

times. These findings were supportive that multiple crystals may have formed during 

the induction time since the measured induction times were often considerably 

longer than the shortest time measured.  
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Figure 5. 27 
Each measured induction time divided by the minimum measured induction time for each set of 
experimental conditions. 
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Another aspect that may have affected results was that Couette cell setups with 

different surface areas resulted in solution being filled to different depths in the gap 

between the vertical cylinder walls. This meant that the laser beam went through 

different relative depths of solution e.g. at the highest surface to volume ratio, the 

laser beam went through the lower half of the solution, whereas at the lowest 

surface to volume ratio, the laser went through the upper half of solution. The error 

due to these differences should have been fairly low as the solutions usually 

became cloudy throughout (the small size of the large number of crystals formed 

meant that their sedimentation time was large), with the exception of using the 

lowest shear rates studied.   

5.8 Conclusions 
The nucleation of glycine was investigated in supersaturated aqueous solutions 

exposed to well-controlled fluid shear under isothermal conditions. A wide range of 

average shear rates (25 s-1 to 250 s-1) and surface areas (2.5 cm2 per ml solution to 

10 cm2 per ml solution) were used and induction times were estimated using a 

range of techniques, including imaging, transmission measurements and visual 

monitoring. Due to the stochastic nature of nucleation, experiments were repeated 

multiple times. Care was taken to eliminate any seeding in order to avoid secondary 

nucleation preceding the formation of the first crystals through primary nucleation. 

Induction times obtained under shearing were found to be considerably lower than 

those in unsheared solutions and increasing the surface area that solution was 

exposed to resulted in shorter induction times. The model proposed by Jiang and ter 

Horst showed that as the shear rate and surface area increased, the primary 

nucleation rate increased and growth time decreased. The induction times were 

found to decrease with increased shear rates and increased surface areas in a 

power law relationship: �� ∝ (����	
)�.��±.�.  

The distributions of induction times were found to scale with shear rate and surface 

area and master equations were fitted to the scaled data with low errors. This 

suggested that all processes that took place during nucleation were measured on 

one key timescale, which was proportional to	 �
������.  
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Possible reasons for the observations made were analysed and shear and surface 

enhanced cluster aggregation, which is discussed more in Chapter 6, remains the 

most likely explanation.  

5.9 Summary 

• Controlled fluid shear was obtained using a Couette flow setup. 

• The area that aqueous glycine solution was exposed to while it was being 

sheared was varied by changing the diameter of the inner cylinder of the 

Couette cell. 

• Induction times for sheared solutions were less than for solutions that were 

not sheared. Induction times were also lower for solutions that were exposed 

to larger surface areas. 

• A full factorial design of experiments analysis confirmed that shear rate and 

surface area affected the induction times measured.  

• The probability distributions of induction times were analysed and compared 

well to a log-normal distribution and a model proposed by Jiang and ter 

Horst3. 

• The model proposed by Jiang and ter Horst showed that as the shear rate 

and surface area increased, the primary nucleation rate increased and 

growth time decreased.  

• The distributions of induction times were found to scale with shear rate and 

surface area. The findings suggested that all processes that took place 

during nucleation were measured on one key timescale, which was 

proportional to	 �
������. 

• A plot of log(induction time) versus log(average shear rate*surface area) was 

linear, suggesting a power law relationship: �� ∝ (����	
)�.��±.�. 

• Shear and surface enhanced cluster aggregation seems to be the most 

plausible explanation for the behaviour seen. 
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5.10.2 Main Nomenclature 

= surface area that solutions were exposed to 

�= concentration 

�∗= solubility concentration  

� = diffusion coefficient 

m; = diameter of the particle  

I= force 

�= f statistic 

* = nucleation rate per unit volume  

� = mass transfer coefficient  

� = characteristic length scale  

C = rotational rate  

3(�+��,-.	�)= cumulative distribution of observed scaled induction times 

i(�+��,-.	�)= cumulative distribution of scaled induction times for the Jiang and ter 

Horst model  

L(�+��,-.	�)= cumulative distribution of scaled induction times for the lognormal 

distribution  

@�D = radius (outer) of the inner cylinder 

@AB9= radius (inner) of the outer cylinder  

�= supersaturation 

�	= growth time 

��= induction time where / = 1,2, … M 

�+��,-.	�= scaled experimentally observed induction time 

� = relative velocity of the spherical particle and fluid some distance away from the 

spherical particle 

r = volume of the solution 

?(@AB9) = the velocity of the outer cylinder 

 

g = fitting parameter 

g′ = empirical constant 

h′ = empirical constant 

h = fitting parameter 

�= total strain 

����	= average shear rate 

K= dynamic viscosity 

�= kinematic viscosity 

e =standard deviation. 

�= shear stress 

n = scaling factor 
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6. In-Situ Dynamic Light Scattering 

Measurements of Aqueous Glycine 

Solution Undergoing Controlled 

Fluid Shear 

Chapter Outline and Contents 

In Chapter 4 and Chapter 5, it was shown that exposing aqueous glycine solutions 

to controlled fluid shear and increased surface areas could enhance nucleation 

rates. A possible reason for this was that the glycine rich, liquid-like, mesoscale 

clusters that exist in aqueous glycine solutions could be coalesced and the larger 

coalesced clusters could lead to a more rapid nucleation pathway. 

In this chapter, an improved understanding of what was happening to the mesoscale 

clusters in glycine solutions as they were sheared was obtained by performing in-

situ dynamic light scattering (DLS) measurements on supersaturated aqueous 

glycine solutions exposed to well-controlled fluid shear in a Couette cell under 

isothermal conditions.  

Solutions were exposed to a range of average shear rates (25 s-1 and 125 s-1) and 

surface areas (2.5 cm2 per ml solution and 5 cm2 per ml solution). Dynamic light 

scattering equipment was set up so that measurements could be taken from solution 

that was contained within the Couette cell. The procedure involved shearing a 

solution for a chosen duration of time, stopping shearing and taking DLS 

measurements. Due to the stochastic nature of nucleation, experiments were 

repeated multiple times. The autocorrelation functions output from the DLS 

measurements were analysed using cumulant and CONTIN methods, allowing an 

idea of mesoscale cluster sizes and size distributions to be obtained.   
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The in-situ dynamic light scattering measurements showed that shearing caused the 

average size of mesoscale clusters in the solutions to increase, which may have 

been due to the coalescence of clusters. Larger shear rates and surface areas 

resulted in a faster rate of increase in average cluster size. Since induction times 

could also be decreased by larger shear rates and surface areas, the increase in 

average cluster size seen was thought to be linked to the onset of nucleation. This 

showed agreement with previous studies which indicated that glycine nucleation 

rates could be enhanced by the shear-enhanced coalescence of clusters1.  

This chapter covers: 

• Dynamic light scattering theory. 

• The setup of the dynamic light scattering hardware. 

• The experimental procedure for Couette flow dynamic light scattering 

experiments. 

• Dynamic light scattering results and statistical analyses. 

• A consideration of the nucleation pathway.   
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6.1 Dynamic Light Scattering Theory 

This section outlines basic light scattering theory that is used for the analysis of the 

measured light scattering data. 

6.1.1 Light Scattering Introduction 

Light is rarely observed directly from its source- most of the light that reaches our 

eyes does so in an indirect way, for example as scattered light. Light scattering is 

the change in intensity and direction of a beam of incident light that hits an object2. 

Light scattering is the reason why a leaf looks green: green light is scattered 

effectively, whereas red light, for example,  is absorbed by the leaf2.  

The oscillating electric field from light interacts with matter. By interacting with 

electrons in the atoms/molecules, it can induce oscillatory electric dipole moments, 

and the oscillating dipole moments form sources of radiation. This radiation is 

scattered light3-5. A diagramatic representation of this is given in Figure 6. 1.  

 

 

The scattered light observed depends on the cooperative effect of the individual 

scattering by molecules/ atoms in the material: their arrangement is crucial. If light 

passes through a perfectly homogeneous, isotropic material, no scattered light is 

detected2, 3. A perfect crystal at absolute zero has molecules arranged in a highly 

regular way, such that scattered waves from individual atoms/ molecules interfere 

destructively and no real scattering is observed2.  

Figure 6. 1 
Light scattering by induced dipoles, due to incident light wave.  
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On the other hand, a (pure) gas or fluid results in real scattering since the molecules 

are randomly arranged and subject to fluctuations, e.g. density fluctuations. 

Therefore all waves cannot interfere destructively2. Light travelling through such 

media is therefore scattered due to inhomogeneities2, 3. Scattering from multi-

component systems, e.g. a suspension of particulates, is largely a result of 

differences in optical properties (essentially differences in refractive index) between 

the dispersed phase and the dispersion medium3. This is why fish can be seen 

swimming in the water of a pond. 

Scattered light can produce a speckle pattern (Figure 6. 2). If the particles that are 

causing the scattering are stationary, the speckle pattern will remain constant. When 

the waves of scattered light interfere destructively, dark spaces are produced, and 

when they interfere constructively, bright patches are produced. If the particles that 

are scattering are moving (e.g. by Brownian motion), the speckle pattern will 

constantly fluctuate due to the changing phases of scattered light. The rate of 

fluctuations is therefore related to the motion of particles- the faster the particles 

move (smaller particles), the more rapid the fluctuations6. The intensity of light 

scattered in any particular direction relative to the incident beam will depend on the 

arrangement of particles at any given moment. This fact is used in light scattering 

measurements to reveal structures and dynamics. 

 

Figure 6. 2 
Speckle pattern

6
. 
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6.1.2 Typical Light Scattering Setup 

In a typical light scattering setup, a sample is illuminated by an incident laser beam. 

Some of the radiation incident on the sample is scattered due to inhomogeneities 

(e.g. density fluctuations/ refractive index differences) and scattered light is 

measured by a detector at an angle,	�. A simplified setup is given in Figure 6. 3. 

Laser light is used since it is sufficiently coherent (all waves have the same phase 

difference and frequency), collimated (waves are parallel to each other) and quasi-

monochromatic (virtually constant wavelength)7.  

  

 

 

 

Experiments can be classified as static or dynamic8. Static light scattering (SLS) 

experiments are based on measuring the average intensity of scattered light during 

an observation time at a particular angle3.  

���� = lim
��→� �
�� � ���, ��	��
���    

Here ���� is the total observation time, � is the time and � is the intensity of scattered 

light. 

Scattering is commonly measured at different scattering vectors (see Section 6.1.3) 

since this corresponds to measuring structures at different length scales.  A plot of 

average intensity versus scattering vector can provide useful information9. Since 

only static properties are measured, structural information such as particle shapes 

and arrangements can be deduced10. Static light scattering is not considered any 

further in this thesis (with the exception of Chapter 7 where average intensities of 

scattered light at a fixed angle are calculated) and the following theory is based 

largely on dynamic light scattering.  

Figure 6. 3 
Simplified experimental setup. 

 

(6. 1) 

 

θ Laser 
Incident light 

Detector 

Sample 
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6.1.3 Scattering Vector  

An important value used in light scattering analyses is the scattering vector (�). It is 

the difference in magnitude of the incident and scattered light vectors and can be 

derived through trigonometric relations. 

� = ���� � ! "#$%     

Here & is the wavelength of laser light used in a vacuum and ! is the refractive index 

of the dispersion medium. 

The reciprocal of the scattering vector has dimensions of length and is related to the 

length scale of structures most strongly contributing to scattering. Through the 

application of Bragg’s law, the following rough equivalence can be found:  

' ≈ $�)   

Therefore, at a given �, scattering is most strongly contributed to by 

inhomogeneities (variations in refractive index or density), corresponding to length 

scale, '. At an angle of 90o, this corresponds to length scales of a few hundred 

nanometres. A particle’s form factor describes the angular variation of intensity as a 

function of particle size. 

6.1.4 Dynamic Light Scattering  

Dynamic light scattering involves measuring temporal variations of intensity and is 

based on the random Brownian motion of particles in solution. It allows time-

dependent information to be determined and properties based on particle motion, 

including diffusion coefficients, can therefore be deduced3, 6. The theory outlined 

here is based on single scattering (a photon is scattered once). 

The theory of DLS is based on the electric field of scattered light (*) however, 

intensity is easily measured by detectors, and the electric field and intensity are 

easily related6.   

(6. 2) 

(6. 3) 
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� = |*|$       

The measured intensity of scattered light fluctuates with time, as shown in Figure 6. 

4 and the rate of fluctuations are related to particle size. The intensity fluctuates due 

to the random Brownian motion of particles: scattered light will interfere 

constructively or destructively so the intensity of light picked up by the detector will 

vary depending on the movement of the particles. Intensity measurements can be 

converted to autocorrelation functions and usable information can be deduced from 

these 6.  

 

 

 

 

 

 

 

 

 

 

An intensity autocorrelation function (,$�-�) can be defined as:  

,$�-� = 〈������� + -�〉  
Here 1 is a delay time.  

The normalised intensity autocorrelation function (2$�-�) is given by:  

2$�-� = 34�5�〈6�7�〉4 = 〈6�7�6�785�〉〈6�7�〉4     

The intensity autocorrelation function effectively compares a signal with a delayed 

version of itself. For short delay times, the intensities of scattering from the particles 
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Figure 6. 4 
Example of fluctuating intensity with time. 
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are highly correlated, whereas after longer delays, due to the random movement of 

the particles, intensities are no longer correlated6, 7. At short delay times, there has 

been little movement to destroy correlation, while after longer delays, increased 

movement has reduced the correlation. 

The normalised intensity autocorrelation function can be written in terms of the 

normalised electric field autocorrelation function (2��-�) through the use of a Siegert 

relation6, 7.  

2$�-� = 1 + |2��-�|$  

Often an experimental coherence factor (β) is included giving6:  

2$�-� = 1 + β|2��-�|$  

The normalised electric field autocorrelation function represents a single exponential 

decay with the delay time for a monodisperse sample undergoing normal free 

diffusion.  

2��-� = ;2$�-� − 1 = =>5?  

Here Γ is the decay rate of the correlation function.  

From Eqn. (6. 9), it can be seen that by taking a plot of the natural logarithm of 2��-�, a straight line relation should be obtained with a slope whose magnitude is 

equal to Γ, the decay rate.  

lnB2��-�C = −-Γ     

This method of obtaining the decay rate applies only to truly monodisperse systems. 

For systems with small amounts of polydispersity, which is common in practice, the 

straight line relationship is not followed so closely. With a polydisperse sample, 

differently sized particles show different decays (smaller particles decay more 

quickly than larger particles) so the measured correlation function will have multiple 

decays. 

(6. 7) 

(6. 8) 

(6. 9) 

(6. 10) 
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A cumulant analysis is therefore commonly carried out for samples with low levels of 

polydispersity. Cumulant analyses are favoured due to their simplicity, and they are 

not greatly affected by experimental noise7, 11.  

6.1.4.1 Cumulant Analysis 

A cumulant analysis involves fitting a polynomial to ln	�2��-��. For the analysis done 

here, non-linear regression in Matlab was used.  

D!B2��-�C = E + F- + G-$ + �-H   

Here E, F, G  and � are coefficients of the polynomial fit. 

Eqn. (6. 11) represents a 3rd order fit- any fits greater is unwarranted due to lack of 

precision in the data and it leads to other parameters being less precise7. The 

coefficient of the first cumulant represents the decay rate, as can be seen from the 

equations.  

|F| ≈ Γ      

The decay rate represents an average decay rate of the particles in the solution and 

is related to the average diffusion coefficient (I) through the magnitude of the 

scattering vector.   

J = I�$      

The average hydrodynamic radius (KL) can be determined using the average 

diffusion coefficient in the Stokes-Einstein equation. The Stokes-Einstein equation is 

based on assumptions such as single, non-interacting spheres undergoing Brownian 

motion in viscous liquids at low Reynolds numbers. The hydrodynamic radius 

represents the radius of a hard sphere diffusing at the same rate as the given 

particle.   

KL = MN
O�PQ  

Here RS is the Boltzmann constant and � is the absolute temperature.  

(6. 11) 

(6. 12) 

(6. 13) 
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From the theory, at a fixed scattering vector, small particles have larger diffusion 

coefficients, and their correlations decay at a higher rate than larger particles. This is 

illustrated in Figure 6. 5. 

 

 

 

 

 

 

 

 

6.1.4.2 CONTIN Analysis 

Since many of the autocorrelation functions obtained in the experimental work did 

not represent perfect, single exponential decays, the ‘Non- Linear Regularised Fit’ 

program from ALV software was used to fit multiple exponential decays to the 

correlation data and obtain particle size distributions (PSDs). The software used the 

CONTIN method by Provencher12. It performed a Laplace inversion of the 

correlation functions using a constrained regularisation method.  

The normalised electric field correlation function could be written as:  

2��-� = ;2$�-� − 1 = T =>?5,�Γ��Γ?UVW

?UXY
 

Here ,�Γ� is the decay rate distribution function. 
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Figure 6. 5 
Example of normalised intensity autocorrelation functions for monodisperse samples 
of differently sized spherical.  
 

(6. 14) 
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This is the Laplace transform of ,�Γ� with respect to	Γ	6. Therefore, an inverse 

Laplace transformation of the measured correlation function yields ,�Γ� and hence 

information on the distribution of particle sizes3, 6, 13.  

The following model was fitted to the data. Fitting the intensity correlation function, 2$�-�, was chosen over fitting 2��-� since it gave smoother distribution functions and 

fewer artefact peaks14.  

2$�-� − 1 = Z T =>?5,�Γ��Γ?UVW

?UXY
[

$
 

The inversion of the correlation function is very unstable so CONTIN uses methods 

to try and stabilise the solutions.  The inversion is very unstable because it is an ill-

conditioned process; a small, inevitable amount of statistical or systematic error in 

the measured correlation function can lead to a large error in the recovered ,�Γ� 
and hence particle size distribution3, 6.  

To try and find more stable solutions, regularisation is used. This tries to stabilise 

the solution by imposing penalties for improbable solutions. More information on 

regularisation is given in the appendix.  

Once the decay rate distributions are known, particle size distributions can be 

obtained through the Stokes-Einstein relation14. The particle size distributions were 

intensity weighted size distributions (G\) as these are the fundamental output from 

DLS measurements. The intensity weighted particle size distributions were also 

converted to number weighted distributions (G\,�). This was achieved by assuming 

that scattering was in the Rayleigh-Debye regime (Eqn. (6. 16)). This regime is 

limited to radius values smaller than 
�$ (~300 nm). It is further limited if the difference 

in refractive index between the clusters and solvent is large14. The refractive indices 

for glycine and water are 1.46 and 1.33 respectively.  

G\,� = ]X^X_	`�),^X�	 = ]X�abc�)^X�>)^X dea�)^X��4	 

Here f is the form factor and K\ is the particle radius.  

(6. 15) 

(6. 16) 



195 
 

6.2 Dynamic Light Scattering Hardware Setup 

As discussed in Chapter 1 and Chapter 5, mesoscale clusters (nanodroplets) exist 

in glycine solutions and the clusters may be involved in a more rapid nucleation 

pathway1. In order to gain an understanding of the sizes of clusters in the glycine 

solutions and whether their sizes were affected by fluid shear, dynamic light 

scattering hardware was setup to allow DLS measurements to be taken from 

solution that was contained within the Couette cell. This was significantly 

advantageous over using a commercial DLS instrument as transferring solution from 

the Couette cells to the commercial instrument strongly influenced the nucleation 

process. Using a dropper/ syringe to transfer solution was found to cause the 

solutions to quickly crystallise. 

6.2.1 Hardware Setup Summary 

To allow in-situ dynamic light scattering measurements to be made, hardware was 

set up as shown in Figure 6. 6. The components used are listed in Table 6. 1. The 

beam emerging from the laser (helium-neon laser Thorlabs HRP170, 17 mW) was 

focussed from 1 mm diameter to a narrow beam waist of ~100 µm diameter using 

Lens 1 (150 mm focal length plano-convex lens, Thorlabs LA1433-A). This was 

necessary to obtain a measurement volume (calculated from cross section of beam 

and aperture of pinhole) that was small enough that fluctuations in scattering 

intensity would not be averaged over. The beam was focussed in the centre of the 

gap between the vertical inner and outer Couette cell cylinders.  

Light scattered at 90o was imaged onto a ‘pinhole’ (plastic external aperture of the 

optical fibre) and collected by an optical fibre (200 µm diameter multimode optical 

fibre, Thorlabs M72L02). The light was imaged onto the fibre at 1:1 magnification 

using Lens 2 (25 mm focal length bi-convex lens, Thorlabs LB1471-A). A 2 mm iris 

was present close to the Couette cell to stop strong reflections from reaching the 

fibre and limit the range of angles reaching the detector.  

The optical fibre was connected to a detector (Excelitas Single Photon Counting 

Module, SPCM-AQRH-14-FC) that was connected to a correlator (ALV-7004/USB) 

and computer. 
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Table 6. 1 
DLS hardware 

 

Neutral density filters were also present to reduce the intensity of incident light, if 

required. Details of these filters are given in Chapter 3. For the DLS measurements 

carried out here, no filters were used due to the relatively low intensity of scattered 

light that was collected.  

Lens 1

Iris

Lens 2

Optical Fibre

Couette

Detector

Correlator

Computer

LASER Beam stop

Laser Thorlabs HRP170 HeNe 

Correlator ALV-7004/USB 

Detector Excelitas Single Photon Counting Module (SPCM-AQRH-14-FC) 

Fibre 200 µm diameter multimode optical fibre (Thorlabs M72L02) 

Iris Standard iris (Thorlabs SM1D12) 2 mm diameter 

Lens 1 150 mm focal length plano-convex lens (Thorlabs LA1433-A) 

Lens 2 25 mm focal length bi-convex lens (Thorlabs LB1471-A) 

Figure 6. 6 
DLS hardware layout. 
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6.2.2 Beam Delivery Optics 

Beam delivery optics were required to reduce the diameter of the beam going 

through the sample to a size at which a suitably sized measurement volume was 

obtained. The measurement volume is defined as the cross section of the incident 

beam and aperture of the pinhole (here, this was taken as the diameter of the fibre). 

Without reducing the beam’s diameter, measurement volumes were too large, which 

meant that fluctuations in scattering intensity were averaged over and correlation 

data could therefore not be obtained.  

To achieve a reduction in beam diameter, a plano-convex lens (lens 1) was used to 

focus the incident collimated laser beam to a spot of a desired size at the lens’ focal 

point. An incident ray travelling parallel to the principal axis of a converging lens will 

refract through the lens and pass through the focal point on the opposite side of the 

lens. This is shown in Figure 6. 7. A plano convex lens was chosen as plano convex 

lenses result in lower spherical aberrations than bi-convex lenses, meaning a more 

uniform beam waist could be achieved. The beam was incident on the curved 

surface of the lens.  

  

 

The focal length of convex lens capable of focussing the laser beam to a spot in the 

region of 100 µm was estimated using the following equation for a Gaussian beam. 

This diameter was chosen since it compared similarly to the diameter used in 

commercial instruments14.  

��g�7 = �h��QijY (6. 17) 

Figure 6. 7 
Delivery optics. 
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Here ��g�7 is the diameter of focussed spot (beam waist), k is the focal length of the 

lens and Ilm��	is the diameter of laser beam incident on the lens. 

The diameter of beam incident on the lens was calculated using the diameter of the 

beam at the laser’s output (0.98 mm from manufacturer), the beam divergence (0.82 

mrad full divergence from manufacturer) and the distance from the laser’s output to 

the lens (55 cm). Using trigonometry, the diameter of beam incident on the lens was 

calculated to be 1.43 mm. (See Figure 6. 8) 

 

 

Using Eqn. (6. 17), the required focal length was found to be 178 mm. A focal length 

of 150 mm was chosen as it was commercially available and resulted in a suitable 

spot size of 85 µm assuming negligible spherical aberrations. 

6.2.3 Scattered Light Collection Optics 

The aim of the collection optics was to get light scattered from the measurement 

volume at 90o into an optical fibre that was connected to the single photon counting 

module detector. The optics were designed to image the light scattered from the 

measurement volume onto the fibre.  

Figure 6. 8 
Beam divergence.  
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A bi-convex lens (lens 2) was placed two focal distances away from the beam waist, 

and the fibre’s opening was placed two focal distances from the lens. This 

arrangement resulted in 1:1 magnification as can be seen by inspecting Eqn. (6. 18) 

and Eqn. (6. 19).  

�h = �n� + �nX 

o = pXp� = >nXn�  

Here q� is the distance from the object (measurement volume) to the lens, q\ is the 

distance from the lens to the image (fibre entrance), r\ is the size of the image, r� is 

the size of object and o is the magnification. 

A focal length of 25 mm was chosen as this short focal length had the benefit of the 

imaging lens being closer to the sample, so the intensity of scattered light that was 

collected by the lens was larger than if the imaging lens was placed further away 

from the sample (there would have been an inverse square law variation of intensity 

with distance of imaging lens from beam waist). 1:1 magnification also ensured that 

the intensity of light reaching the detector was sufficient- higher magnifications were 

tested but these resulted in lower intensities of light scattered by the measurement 

volume being incident on the detector.  

A 200 µm diameter fibre was used as this resulted in a good amount of scattered 

light being detected. When smaller diameters were used, the intensity of light 

reaching the detector was lower due to the smaller measurement volume. 

(6. 18) 

(6. 19) 

Figure 6. 9 
Collection optics.  
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An iris was used to limit the range of angles of scattered light being collected and to 

block out reflections.  When a 2 mm iris was placed 2 cm from the measurement 

volume, the range of angles passing through the iris was 90±3o. See Figure 6. 10. 

The range of angle incident on the lens was 90±2o 

 

 

 

The imaging lens, iris and fibre were built into a single piece of collection optics 

hardware using a lens tube. The iris was screwed onto the front end of the tube, the 

lens was positioned accurately at the required distance inside the tube. A fibre 

adapter plate (Thorlabs SM1FC) was positioned within an x-y translation mount 

(LM1XY/M) and the translation mount was screwed onto the other end of the tube. 

The fibre was then connected to the fibre adapter plate. By having these 

components connected together, alignment was made a lot easier and the tube 

blocked out unwanted light. The collection optics hardware was attached to an x, y, 

z stage and this allowed for alignment fine tuning.  The other end of the fibre was 

connected to the detector and the detector was attached to the correlator. The 

correlator was connected to a PC. 

 

Figure 6. 10 
Range of angles passing through iris. 
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6.3 Experimental Procedures 

Dynamic light scattering measurements were carried for two shear rates and two 

surface area setups, as shown in Table 6. 2. The ranges were more limited than for 

the induction time measurements (see Chapter 5) since for DLS measurements, the 

laser beam was directed through the gap between the vertical cylinder walls and 

alignment became very difficult when the gap was less than 4 mm. Equipment 

instability (therefore alignment) was also problematic at shear rates beyond 125 s-1 

for the 22 mm inner cylinder experiments (surface to volume ratio of 2.5 cm2/cm3) 

since high rotational rates were required. 

The DLS procedure involved shearing a solution for a chosen duration of time, 

stopping shearing and taking DLS measurements. This process was repeated as 

required until the total time for which the solution was sheared for was as desired.  

 

 

 

 

 

 

6.3.1 Glycine Solution Preparation 

Glycine (CAS Number 56-40-6) of ≥99% purity was purchased from Sigma Aldrich 

(item G8898) and used without further purification. Solutions with a concentration (G) 

of 325 g glycine/kg water were prepared by dissolving glycine in deionised water. 

Solutions were cooled to 23oC and the solubility (G∗) of glycine was 232 g glycine/kg 

water at 23oC15. Cooling therefore resulted in a supersaturation (q) of 1.4, where  

q = ]]∗   

Arrangement Surface to 

Volume Ratio 

(cm2/cm3) 

Shear Rate (s-1) 

A 2.5 25 

B 2.5 125 

C 5 25 

D 5 125 

(6. 20) 

Table 6. 2 
Shear rates and surface to volume ratio arrangements used for DLS experiments 
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Solutions were prepared in sealed glass bottles and were stirred at 55oC for 24 

hours to ensure that glycine was fully dissolved. When the solutions were at 55oC, 

they were undersaturated.  

6.3.2 DLS Couette Experimental Procedure 

15 ml undersaturated glycine solution (in incubator at 55oC) was filtered using 0.2 

µm SFCA disposable syringe filters into a preheated Couette cell by syringe. The 

filters, syringe and Couette cell were preheated to 55oC in the incubator, and the 

filtration procedure took place inside the incubator to minimise the rate of heat loss.  

The filled Couette cell was removed from the incubator and attached to the 

monitoring instrument. To minimise evaporation, a lid was secured to the Couette 

cell and parafilm was used to ensure it was well sealed. Solution was left to cool in 

the surrounding air for 30 minutes in order to reach ambient temperature (23oC) and 

the desired level of supersaturation. The temperature profile of the solution during 

cooling was measured to validate that the 30 minute cooling time was sufficient to 

ensure that the solutions had reached ambient temperature after this time.  During 

cooling, a fan was used to speed up heat transfer. The ambient temperature 

remained constant throughout an experiment so the solution remained isothermal 

once it had cooled to ambient temperature.  

Once the solution cooling period had finished, the fan was switched off and the 

motor was started for a desired duration of shear. Time=0 was taken as the end of 

the cooling period, when the motor was switched on. Rotational rates were 

measured using a digital tachometer and the voltage was adjusted to obtain the 

rotational rate necessary to give a desired shear rate for a particular cylinder 

arrangement.  

After the solution in the Couette cell had undergone shear for the desired duration, 

the motor was switched off (gradually) to stop the outer cylinder rotating, and the 

solution was left to stabilise for 15 seconds. This time was significantly longer than 

the relaxation time of the solutions16 and was sufficient to see that solutions were 

visibly stable. Dynamic light scattering measurements at 90o were then taken 5 

times. Each measurement lasted for 5 seconds. Once the 5 measurements were 

taken, the motor was restarted and the procedure of shearing for a chosen duration, 
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stopping the motor, leaving the solution to stabilise and then taking 5 dynamic light 

scattering measurements was repeated. 5 repetitions were carried out, resulting in 

25 DLS measurements for each duration of shear for each setup. 

The total duration for which solutions were sheared depended on which Couette 

cylinder arrangement and shear rate were used. The maximum total length of time 

that solutions were sheared for was made similar to the shortest induction time 

measured during the induction time measurement experiments in Chapter 5, as 

shown in Table 6. 3. This was to avoid crystals/ turbidity affecting the 

measurements. In a small number of cases, crystals formed during the procedure so 

these results were discarded. 

 
 
 

 
 

Setup Shear Rate  
(s-1) 

Surface to 
Volume Ratio 
(cm-1) 

Shortest 
Experimental 
Induction 
Time (s) 

Maximum 
Shear 
Duration for 
DLS Expts. 
(s) 

A 25 2.5 1200 1200 

B 125 2.5 200 300 

C 25 5 750 1200 

D 125 5 100 120 

Table 6. 3 
Comparison of the shortest induction times measured from Chapter 5 and the maximum 
duration for which solutions were sheared for in the DLS experiments. 
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6.4 Dynamic Light Scattering Measurement 

Results Based on a Cumulant Analysis 

The autocorrelation functions obtained from DLS measurements were analysed to 

obtain values for the average size of nanodroplets (mesoscale clusters) in the 

solutions. Two methods were used- the cumulant method and CONTIN method. The 

basic theory on these was outlined in Section 6.1.4. It is noted that the data 

measured often had significant noise so the sizes found through both methods were 

sensitive to the data points used in the analyses. The CONTIN method was 

particularly sensitive to noise, so results from this method are given in the appendix 

and the main findings are summarised in Section 6.5.  

Due to the noise in the data, several statistical evaluations were carried out to 

determine whether trends were statistically significant. This included analysing the 

individual autocorrelation functions measured, as well as analysing the averaged 

functions. Each cumulant fit of the autocorrelation function had an associated error, 

so this also had to be taken into consideration. Due to extreme noise at short delay 

times, data for delay times less than 0.01 ms were completely excluded from the 

following analyses. 

6.4.1. Analysis of the Average of the 25 Measured 

Autocorrelation Functions 

Since 25 measurements (5 measurements for each of 5 repetitions) were taken for 

each duration of applied shear for each experimental arrangement, the 25 

autocorrelation functions were averaged and are shown in Figure  6. 11 to Figure 6. 

14. The error bars represent 1 standard deviation. The individual autocorrelation 

functions are given in the appendix. The autocorrelation functions were normalised 

between the average value of the first 30 data points and the average value of the 

final data points from data point 70 onwards (46 points in total). Functions were 

normalised between these average values since the start and end of the functions 

were most strongly affected by noise.  
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6.4.1.1 Visual Inspection of the Average Functions 

By visually inspecting the average autocorrelation functions, it could be seen that as 

the duration of applied shear was increased, the autocorrelation functions appeared 

to decay more slowly. This suggested that shearing caused the nanodroplets to 

increase in size on average. When the standard deviation of the average functions 

was taken into account, the trend, however, did not appear very significant, although 

the trend did remain consistent for each setup. The autocorrelation functions did not 

represent perfect exponential decays, which indicated that a degree of 

polydispersity occurred in the solutions.  
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Figure  6. 11 
Average of the 25 autocorrelation functions measured for each duration of shear for 
setup A. Error bars represent one standard deviation.  
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Figure 6. 12 
Average of the 25 autocorrelation functions measured for each duration of shear for 
setup B. Error bars represent one standard deviation.  

 

Figure 6. 13 
Average of the 25 autocorrelation functions measured for each duration of shear for 
setup C. Error bars represent one standard deviation.  
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6.4.1.2 Cumulant Analysis of Average Functions 

A cumulant analysis was carried out over the average autocorrelation functions and 

the average hydrodynamic radii found from this are given in Figure 6. 15. The error 

bars represent the 95% confidence interval of the fit performed during the non-linear 

regression aspect of the cumulant analysis. For consistency, fits were performed 

over the same data points (points corresponding to delay times of 0.1 ms to 2 ms) 

for each function. The sizes found suggested that the average hydrodynamic radius 

increased with increased shear duration, however, this analysis did not take the 

standard deviation of the averaged functions into account. As mentioned, visual 

inspections of the functions suggested that the spread of data was fairly large. A 

more robust analysis was therefore required.  
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Figure 6. 14 
Average of the 25 autocorrelation functions measured for each duration of shear for 
setup D. Error bars represent one standard deviation.  
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It is worth noting, that the goodness of fits depended strongly on which data points 

were used in the analysis. For example, when data points corresponding to delay 

times of 0.09 ms to 0.8 ms were used, the errors were significantly larger (as shown 

in Figure 6. 16). The errors would have been even larger if the standard deviation of 

the averaged functions was taken into account. 
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Figure 6. 15 
Average hydrodynamic radius found by doing a cumulant analysis to the averaged 
autocorrelation functions using data points corresponding to delay times of 0.1 ms-2 ms. 

Figure 6. 16 
Average hydrodynamic radius found by doing a cumulant analysis to the averaged 
autocorrelation functions using data points corresponding to delay times of 0.09 ms to 0.8 
ms). 
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6.4.2 Cumulant Analysis of Entire Data Set 

In addition to analysing the average autocorrelation functions, all measured 

individual autocorrelation functions (given in the appendix) were analysed as well. 

By visually inspecting the autocorrelation functions, it could be seen that as the 

duration of applied shear was increased, the autocorrelation functions appeared to 

decay more slowly. This suggested that shearing caused the nanodroplets to 

increase in size. The autocorrelation functions generally did not represent perfect 

exponential decays, which indicated that a degree of polydispersity occurred in the 

solutions.  

 

To analyse the autocorrelation functions quantitatively, firstly a cumulant analysis 

was performed across all autocorrelation functions obtained for a given set of 

conditions i.e. one function was fitted to the entire data set gathered for a set of 

conditions (25 autocorrelation functions). The average hydrodynamic radii and their 

associated errors are given in Figure 6. 17. The error bars represent the 95% 

confidence interval of the non-linear regression fit performed during the cumulant 

analysis. For consistency, fits were performed over the same data points 

(corresponding to delay times of 0.1 ms to 2 ms) for each set of conditions. The 

sizes found suggested that the average hydrodynamic radius increased with 

increased shear duration, however, the error bars were large since this analysis took 

into account the variability of autocorrelation functions measured for a given set of 

conditions. Therefore further analyses were required to ensure that trends were 

statistically significant. The further analyses were based on the slope of the average 

hydrodynamic radius plotted as a function of the duration of applied shear. The 

methods used were simple linear regression (6.4.2.1), Monte Carlo simulations 

(6.4.2.2) and weighted regression (6.4.2.3). 
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6.4.2.1 Linear Regression of Cumulant Analysis Results 

Simple linear regression was used to find the slope (and slope error) of the plots on 

Figure 6. 17. To try and ascertain whether the trend of increasing average 

hydrodynamic radius with shear duration held once the fitting error of each function 

(95% upper and lower confidence intervals) was taken into consideration, the slopes 

based on the upper and lower confidence limits were found in addition to the slope 

of the best fit values. The slopes are given in Figure 6. 18. The error bars represent 

the 95% confidence interval from the linear fit (setup B had no confidence interval as 

it had only 2 points).  

The slopes generally appeared to remain positive within their confidence interval 

which suggested that shear resulted in an increase in the average hydrodynamic 

radius of nanodroplets in the solutions, but it was not possible to conclude this for 

certain. When the slopes were plotted as a function of shear rate multiplied by 

surface area, higher shear rates and surface areas resulted in a larger slope. 

Therefore, as with induction time measurements (Chapter 5), the choice of shear 

rate and Couette surface area appeared to be important. The shear rate appeared 

to have a stronger effect on the slopes than the surface area.  
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Figure 6. 17 
Average hydrodynamic radius found by doing a cumulant analysis to all autocorrelation 
function data for a given set of conditions. The error bars represent the 95% confidence 
intervals from the fits. 
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This simple method of looking at trends was useful, but more advanced analyses 

(Monte Carlo simulations and weighted regression) were required to ensure that 

trends were significant. 

6.4.2.2 Use of Monte Carlo Method to Analyse Cumulant 

Analysis Results 

As mentioned, the cumulant fits done for the DLS analyses had associated errors 

(95% upper and lower confidence intervals (t�uggmv, t�l�wmv	) were obtained). Plots 

of average hydrodynamic radius as a function of duration of applied shear (e.g. 

Figure 6. 17) therefore had an error associated with each average hydrodynamic 

radius point. In order to calculate the slope of average hydrodynamic radius versus 

shear duration plots reliably, the error of each point had to be taken into 

consideration. A Monte Carlo method was used to achieve this, similar in principle to 

what was done in Chapter 4 Section 4.6. Two approaches were taken- the first was 

based on the asymmetric confidence intervals output from the non-linear regression 

fit from the cumulant analysis and the second involved transforming the asymmetric 

confidence intervals to symmetric confidence intervals. 
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Figure 6. 18 
Slopes found from the average hydrodynamic radius values (best fit and upper and lower 
95% confidence limits) plotted as a function of shear duration i.e. Figure 6. 17 slopes. The 
error bars represent 95% confidence intervals from the linear fit. 
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Approach 1: Asymmetric Confidence Intervals 

For this Monte Carlo approach, it was assumed that errors output from the non-

linear regression cumulant fitting procedure were distributed normally around a 

mean value (x). Each point’s error bars were asymmetrical so the errors at either 

side of the mean value were assumed to follow normal distributions with different 

standard deviations at either side. The mean value was taken as the best fit value 

(F=��) given from the Matlab fit i.e. the data points plotted in the graphs in Figure 6. 

17.  

For the Monte Carlo method, ‘new’ average hydrodynamic radius data were drawn 

using a typical Monte Carlo procedure. The drawn average hydrodynamic radius 

values were plotted as a function of time (duration of applied shear) and the slope 

was found. The procedure of drawing average hydrodynamic radius values and 

finding their slope when plotted as a function of the shear duration was repeated 

500 times and the mean slope and standard deviation were found. 

Steps 1-5 were carried out for each data point in Figure 6. 17: 

1. The standard deviations of the upper and lower distributions of the data point 

were calculated. The 95% confidence intervals output from Matlab 

(t�uggmv, t�l�wmv) were taken as 1.96 standard deviations. 

 

The upper error bar’s standard deviation (yuggmv) could be found from:  

yuggmv = z6{||j}>~�.�O  

 

The lower error bar’s standard deviation (yl�wmv) could be found from:  

yl�wmv = x − t�l�wmv1.96  

 

2. A random average hydrodynamic radius value (�) between x − 5yl�wmv and x + 5yuggmv was generated. This represented an average hydrodynamic radius 

value within the errors associated with each data point.  

 

(6. 21) 

(6. 22) 
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3. The probability density function (�) of this average hydrodynamic radius value 

occurring was calculated. The calculation was based on �, x and yl�wmv or yuggmv. If � was less than x, yl�wmv was used. If � was greater than x, yuggmv was 

used.  

 

� = 1y√2� exp ��� − x�$2y$ � 

Here y is yl�wmv or yuggmv. 

4. A random number between 0 and 1 (�v���) was generated and this represented 

a probability. This value was compared to the calculated probability density 

function, �. If the random number (�v���) was greater than the calculated 

probability density function (	�) the random average hydrodynamic radius value 

(�) was rejected.  

 

5. The procedure of generating a random average hydrodynamic radius value and 

checking probabilities (steps 2-4) was repeated until �v��� ≤ � i.e. it lay under 

the normal distribution curve. When this was the case, the random 

hydrodynamic radius value � was accepted. 

 

6. Once steps 1-5 had been carried out for each data point in a plot of average 

hydrodynamic radius versus shear duration (and each data point now had a new 

accepted average hydrodynamic radius value, drawn from the Monte Carlo 

procedure), the drawn average hydrodynamic radius values were plotted as a 

function of shear duration and the linear slope of this was calculated.  

 

7. Steps 1-6 were repeated 500 times to obtain 500 slope values. The mean and 

standard deviation of these slopes were then found. 

The results from the Monte Carlo analysis of the data in Figure 6. 17 is given in 

Figure 6. 19. It shows that when the errors in the average hydrodynamic radius 

values were taken into consideration, the slope generally remained positive across 

its confidence interval (2 standard deviations). This suggested that the average 

hydrodynamic radius increased with the duration of applied shear. When the slopes 

(6. 23) 
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were plotted as a function of shear rate multiplied by surface area, higher shear 

rates and surface areas resulted in larger slopes.  

 

 

Approach 2: Symmetric Confidence Intervals 

In order to simplify the procedure, efforts were taken to make the confidence 

intervals symmetrical. This was achieved by transforming the average hydrodynamic 

radius data through the use of a power (�). If the confidence intervals were 

symmetrical, for every measurement:  

t�uggmv� − F=���F=��� − t�l�wmv� ≈ 1 

It was found that using a power of -1 resulted in perfectly symmetrical error bars. 

This meant that the confidence intervals output from Matlab were likely normally 

distributed around a mean value when based on the reciprocal of the average 

hydrodynamic radius values (
�̂
�). 
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Figure 6. 19 
Slopes found from the Monte Carlo analysis of average hydrodynamic radius values 
plotted as a function of shear duration. The error bars represent 2 standard deviations. 
The error was particularly large for setup D since it was based on the fewest data points. 
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Since the confidence intervals from Matlab were based on 95% confidence, the 

standard deviation of the transformed data (y\) could be estimated for each 

measurement    from:  

y\ = t�uggmv>� − t�l�wmv>�
2 × 1.96  

A Monte Carlo procedure similar to that outlined previously for data with asymmetric 

confidence intervals was carried to the transformed data, but rather than being 

based on the average hydrodynamic radius, it was based on the reciprocal i.e. plots 

of the reciprocal of the average hydrodynamic radius versus duration of applied 

shear. For this 

x = F=��g = ��m�7 and x − 5y\ ≤ � ≤ x + 5y\  

This Monte Carlo approach was used to find the slope of plots of the transformed 

data 
�̂
� in Figure 6. 17 as a function of the duration of applied shear. The slopes and 

their errors (2 standard deviations) are shown in Figure 6. 20 and are plotted as a 

function of the product of shear rate and surface area. If the average hydrodynamic 

radius increased with the duration of applied shear, it would be expected that the 

slopes would remain negative within their confidence intervals. This could not be 

conclusively drawn from the analysis here. Therefore further analysis of the data 

was required. 

(6. 24) 
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6.4.2.3 Use of Weighted Least Squares Regression to Analyse 

Cumulant Analysis Results 

Weighted least squares regression was carried out as a further analysis of trends. In 

order to simplify the procedure, efforts were taken to make the error bars 

symmetrical as detailed in Section 6.4.2.2.  

For the weighted linear least squares regression, the following error term was 

minimised. Here r\ is based on experimental data point   (reciprocal of average 

hydrodynamic radius value, F=��g), r\,h	is the fitted value for point   and �\ is the 

weighting of point  .  = 1, 2, … , ! where ! is the total number of data points used in 

the weighted least squares procedure.  

=���� = ��\Br\ − r\,hC$�
\��  

Three different weightings were carried out. Either: 

0 500 1000

-8.0x10
-5

-6.0x10
-5

-4.0x10
-5

-2.0x10
-5

0.0

2.0x10
-5

4.0x10
-5

6.0x10
-5

8.0x10
-5

DBCA

 

 

S
lo

p
e
 (

1
/n

m
.s

)

Shear Rate*Surface Area per ml Solution (s
-1
cm

-1
)

(6. 25) 

Figure 6. 20 
Slopes found from the Monte Carlo analysis of the reciprocal of the average 
hydrodynamic radius values plotted as a function of shear duration. The error bars 
represent 2 standard deviations. 
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�\ = y\$; �\ = ��X4 or �\ = ��X44 

Weighted linear regression in Matlab was used to find the slope of plots of the 

transformed data 
�̂
� in Figure 6. 17 as a function of the duration of applied shear. 

The slopes and their errors (95% confidence limit) are shown in Figure 6. 21 and are 

plotted as a function of the product of shear rate and surface area. 

If the average hydrodynamic radius increased with the duration of applied shear, it 

would be expected that the slopes would remain negative within their confidence 

intervals. This could not be conclusively drawn from the data shown in Figure 6. 21. 

It is noted that data corresponding to setup D would have had an associated error, 

but this could not be found using the weighted least squares procedure carried out 

here since point D only had two data points.  
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Figure 6. 21 
Slopes found from the weighted least squares analysis of the reciprocal of the 
average hydrodynamic radius values plotted as a function of shear duration. The 
error bars represent 95% confidence. 
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6.4.2.4 Summary of Findings from Cumulant Analysis of 

Entire Data Set 

The various methods of analysis outlined (basic linear regression, Monte Carlo 

simulations and weighted least squares regression) failed to conclusively show that 

increasing the duration of applied shear resulted in an increase in average cluster 

size. This was based on a single cumulant fit to the entire set of autocorrelation 

functions for a given set of conditions, so to gain a better understanding of the 

results, a cumulant analysis was done to each measured autocorrelation function. 

6.4.3 Cumulant Analysis of Each Measured Function 

The average hydrodynamic radius found through a cumulant analysis for each 

measurement for each setup is given in Figure 6. 22 to Figure 6. 25.  The 

corresponding autocorrelation functions are given in the appendix. For consistency 

during all cumulant analyses, data points corresponding to delay times of 0.1 ms to 

2 ms were used. Each average hydrodynamic radius value had a fitting error from 

the cumulant analysis, so the 95% confidence intervals were plotted.  

 

In some instances, the fitting gave non-sensible outlier results so measurements 

that resulted in negative average hydrodynamic radii or radii values greater than 

500nm were excluded from the following analysis. It should be noted that these 

outliers would have influenced the analyses performed in Section 6.4.2.  

 



219 
 

 

 

 

 

0 500 1000 1500
0

100

200

300

400

500

 

 

A
v
e

ra
g
e

 H
y
d
ro

d
y
n
a
m

ic
 R

a
d

iu
s
 (

n
m

)

Duration of Applied Shear (s)

0 500 1000 1500
0

100

200

300

400

500

 

 

A
v
e

ra
g

e
 H

y
d

ro
d
y
n

a
m

ic
 R

a
d
iu

s
 (

n
m

)

Duration of Applied Shear (s)

Figure 6. 22 
Average hydrodynamic radii obtained from autocorrelation functions for setup A. 
Error bars represent the 95% confidence interval of the cumulant fit. 

Figure 6. 23 
Average hydrodynamic radii obtained from autocorrelation functions for setup B. Error 
bars represent the 95% confidence interval of the cumulant fit. 
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Several analyses of these data were carried out to see if trends were statistically 

significant, as had been done in Section 6.4.2. These included simple linear 
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Figure 6. 24 
Average hydrodynamic radii obtained from autocorrelation functions for setup C. Error 
bars represent the 95% confidence interval of the cumulant fit. 

Figure 6. 25 
Average hydrodynamic radii obtained from autocorrelation functions for setup D. Error 
bars represent the 95% confidence interval of the cumulant fit. 
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regression (6.4.3.2), Monte Carlo simulations (6.4.3.3), weighted least squares 

regression (6.4.3.4), as well as a basic analysis based on mean values of the data 

(6.4.3.1). 

 

6.4.3.1 Basic Analysis Using Mean Best Fit Values 

The mean of the best fit average hydrodynamic radii for each set of conditions 

(Figure 6. 22 to Figure 6. 25) are shown in Figure 6. 26. The error bars represent 1 

standard deviation. The graph shows that the mean average hydrodynamic radius 

value increases with the application of shear for each experimental setup. This 

analysis did not take the fitting errors for the points in Figure 6. 22 to Figure 6. 25 

into consideration.    

 

 

 

In Figure 6. 27, the mean of the best fit average hydrodynamic radii for each set of 

conditions are shown and the error bars represent the mean of the confidence 

intervals obtained from the fitting procedure for each set of conditions (see Figure 6. 

22 to Figure 6. 25). 
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Figure 6. 26 
Mean average hydrodynamic radius found from the DLS measurements. Error bars 
represent 1 standard deviation. 
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In Figure 6. 28, the mean of the average hydrodynamic radii for each set of 

conditions are shown and error propagation rules17 were used to calculate the error 

in mean average hydrodynamic radius. The error propagation was based on each 

individual confidence interval from the fitting procedure for each function. The error 

was taken as equal to the square root of the sum of the square of the fitting errors 

from each repetition for a given set of conditions.  

 

Although the mean values of hydrodynamic radius generally increased with the 

duration of applied shear for each cylinder arrangement, due to data noise and large 

errors, this could not be concluded to be statistically significant using these basic 

analyses of the data.  
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Figure 6. 27 
Mean average hydrodynamic radius found from the DLS measurements. Error bars 
represent the mean of the 95% confidence limits for each autocorrelation function fit. 
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6.4.3.2 Linear Regression of Cumulant Analysis Results  

Linear regression was used to find the slope (and slope error) of the plots of Figure 

6. 22 to Figure 6. 25. To try and ascertain whether the trend held once the fitting 

error of each function was taken into consideration, the slopes based on the upper 

and lower confidence limits were found, in addition to the slope of the best fit values. 

The slopes are given in Figure 6. 29. The error bars represent the 95% confidence 

interval from the linear fit. 
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Figure 6. 28 
Mean average hydrodynamic radius found from the DLS measurements. Error bars 
were found through error propagation of the error associated with each average 
hydrodynamic radius value. 
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From Figure 6. 29, the linear regression slope of the best fit average hydrodynamic 

radius as a function of time remained positive for each setup and became steeper 

as the product of shear rate and surface area increased. The trend also held for the 

lower confidence limit, but not for the upper. Therefore, as with induction time 

measurements (Chapter 5), the choice of shear rate and Couette surface area 

appeared to be important. The shear rate appeared to have a stronger effect on the 

slopes than the surface area.  
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Figure 6. 29 
Slopes found from the average hydrodynamic radius values (best fit and upper and lower 
95% confidence limits) plotted as a function of shear duration i.e. Figure 6. 22 to Figure 6. 25 
slopes. The error bars represent the 95% confidence interval from the linear fit. 
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6.4.3.3 Use of Monte Carlo Method to Analyse Cumulant 

Analysis Results 

In order to calculate the slope of average hydrodynamic radius as a function of 

shear duration (Figure 6. 22 to Figure 6. 25) reliably, the error bars of each point had 

to be taken into consideration. A Monte Carlo method identical to that outlined in 

Section 6.4.2.2 was used. Again, two approaches were taken: one for asymmetric 

confidence intervals (plots of average hydrodynamic radius versus duration of 

applied shear) and one where the data were transformed to results in symmetric 

confidence intervals (plots of the reciprocal of average hydrodynamic radius versus 

duration of applied shear). 
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Figure 6. 30 
Slopes found from the Monte Carlo analysis of average hydrodynamic radius values 
plotted as a function of shear duration. The error bars represent 2 standard deviations. 



226 
 

 

 

The results from the Monte Carlo analyses of the data in Figure 6. 22 to Figure 6. 25 

are given in Figure 6. 30 (based on asymmetric confidence intervals) and Figure 6. 

31 (based on symmetric confidence intervals). The plots show that when the errors 

in the average hydrodynamic radius values were taken into consideration, the 

slopes for each setup remained positive across their confidence interval when based 

on plots of average hydrodynamic radius versus duration of applied shear. The 

slopes for each setup remained negative across their confidence intervals when 

based on the reciprocal of average hydrodynamic radius versus duration of applied 

shear. These trends suggested that the average hydrodynamic radius increased 

with the duration of applied shear. When the slopes were plotted as a function of 

shear rate multiplied by surface area, higher shear rates and surface areas resulted 

in larger slopes. 

The errors found through this method of analysing the fits from every autocorrelation 

function were lower than the method of performing a single cumulant fit to the entire 

data set for a given set of conditions (cf. Figure 6. 19 and Figure 6. 20).  This would 

have been because for this method, outliers were removed- measurements that 

resulted in negative average hydrodynamic radii or radii greater than 500nm were 
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Figure 6. 31 
Slopes found from the Monte Carlo analysis of the reciprocal of the average hydrodynamic 
radius values plotted as a function of shear duration. The error bars represent 2 standard 
deviations. 
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excluded from the analysis. Their corresponding functions would have been present 

during single cumulant fit analyses in Section 6.4.2, resulting in larger errors.   

6.4.3.4 Use of Weighted Least Squares to Analyse Cumulant 

Analysis Results 

A weighted least squares analysis was carried out to the data in Figure 6. 22 to 

Figure 6. 25 using a procedure identical to that detailed in Section 6.4.2.3.  

Weighted linear regression in Matlab was used to find the slope of plots of the 

transformed data 
�̂
� in Figure 6. 22 to Figure 6. 25 as a function of time (duration of 

applied shear). The slopes and their errors (95% confidence limit) are shown in 

Figure 6. 32 and are plotted as a function of the product of shear rate and surface 

area. If the average hydrodynamic radius increased with the duration of applied 

shear, it would be expected that the slopes here would remain negative within their 

confidence intervals. This could be reasonably confidently drawn from the data, 

though it was sensitive to which method of weighting was used. Weighting by 

1/variance is the most conventional and results in the most convincing trend in 

Figure 6. 32. As before, higher shear rates and surface areas resulted in larger 

slopes. 

The trends were clearer here in comparison to Figure 6. 21 (based on a single fit to 

all cumulant functions for a given set of conditions, see Section 6.4.2) since here, 

outlier measurements were removed. 
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6.4.3.5 Summary of Findings from Cumulant Analysis of Each 

Measured Autocorrelation Function 

The various methods of analysis outlined (basic linear regression, Monte Carlo 

simulations and weighted least squares regression) suggested that increasing the 

duration of applied shear resulted in an increase in average cluster size. This 

method of doing cumulant fits to every measured autocorrelation function showed 

that the trend was significant, unlike the method of fitting a single function to the 

entire data set for a given set of conditions (see Section 6.4.2). This was because 

the method used here removed outlier data, which would have influenced the results 

in Section 6.4.2 making it difficult find reliable trends. 

6.4.4 Summary of Statistical Evaluations of Cumulant 

Analysis Results 

Due to data noise, various analyses were carried out to show that the trend of 

increasing average hydrodynamic radius with increasing duration of applied shear 

was statistically significant. Every average hydrodynamic radius value had an 

associated cumulant fitting error, so this had to be considered. The most convincing 
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Figure 6. 32 
Slopes found from the weighted least squares analysis of the reciprocal of the average 
hydrodynamic radius values plotted as a function of shear duration. The error bars represent 95% 
confidence. 



229 
 

analyses were done using a Monte Carlo method and weighted least squares fitting 

as these allowed the fitting errors to be taken into consideration. Cumulant fitting 

each measured correlation function proved to be notably more effective than fitting a 

single function to the entire set of correlation functions measured for a given set of 

conditions. This was because the former allowed outlier measurements to be 

identified, while the latter did not. 

 

When outliers were removed, for the analyses based on plots of the average 

hydrodynamic radius as a function of the duration of applied shear, slopes remained 

positive within their entire 95% confidence interval. When these analyses were 

based on plots of the reciprocal of the average hydrodynamic radius as a function of 

the duration of applied shear, slopes remained negative within their entire 95% 

confidence interval. These findings indicated that the average size of nanodroplets 

in solution increased with the duration of applied shear. The trends also suggested 

that the product of shear rate and surface area that solution was exposed to was 

important for nucleation, in agreement with the induction time results in Chapter 5. 

 

6.5 CONTIN Analysis Summary 

As mentioned, the decays of the correlation functions did not represent entirely 

monodisperse samples and showed slight deviations from a single exponential 

decay. The deviation from a single exponential decay appeared to be greater for 

sheared solutions. To gain a better insight into the size distribution of particles in the 

solutions, the CONTIN method was used. The intensity-weighted size distributions 

were obtained and these were also converted to number weighted distributions (see 

Section 6.1.4.2).  

 

Here a summary of the main findings from performing CONTIN analyses on the data 

are given. More details on the CONTIN analyses performed are given in the 

appendix. Due to noise in the measured data, the CONTIN fits were extremely 

sensitive to which points were used in the analyses. Also, the width of intensity 

distribution peaks tend to be overestimated by CONTIN analyses of DLS 

measurements and this can be magnified in the transformation to number based 

distributions14. Graphs and trends shown are therefore suggestive only. 
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From visually observing the particle size distributions obtained using CONTIN 

(intensity weighted and number weighted), shearing appeared to cause the particle 

size distributions to become broader, particularly in the case of intensity weighted 

distributions. The number weighted distributions were considerably narrower than 

the intensity weighted distributions. This would be expected since intensity weighted 

distributions are biased towards larger particles (scattering is roughly proportional to 

radius to the 6th power13); scattering from a small number of larger particles can 

mask scattering from a large number of smaller particles. Examples of intensity and 

number weighted distributions are given in Figure 6. 33 and Figure 6. 34 

respectively. Since number weighted PSDs did not show the significant broadening 

that was observed with intensity weighted PSDs, the number of larger nanodropets 

that formed was potentially relatively low compared to the smaller nanodroplets. 
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Figure 6. 33 
Differential PSDs (intensity weighted) obtained using CONTIN analysis. Obtained from 
setup A (shear rate of 25 s

-1
 and surface area of 2.5 cm

2
 per ml solution) DLS 

measurements. Normalised between 0 and 1. 
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To quantify the broadening of the peaks, the full width at half maximum (FWHM) 

was found for each distribution (see Appendix). This was chosen over the full width 

of the distributions since the extremes are more likely to be affected by noise. For 

intensity weighted distributions, the full width at half maximum consistently 

increased with the duration of applied shear for each arrangement, which was in 

agreement with the visual observation of PSDs becoming broader. The number 

weighted peaks generally increased over time, but by an amount significantly 

smaller than the intensity weighted PSDs.  The choice of shear rate and Couette 

surface area appeared to be important in the rate of increase in FWHM, as shown in 

Figure 6. 35. 
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Differential PSDs (number weighted) obtained using CONTIN analysis. Obtained from 
setup A (shear rate of 25 s

-1
 and surface area of 2.5 cm

2
 per ml solution) DLS 

measurements. Normalised between 0 and 1. 
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6.6 Evaluation of Results 

The trend of increasing average hydrodynamic radius with increased duration of 

shear was generally seen through multiple analyses of the measured data here, 

although it was not the most convincing of trends. Since increased shear rates (and 

surface areas) led to shorter induction times and hence higher rates of nucleation 

(Chapter 5), patterns seen in the increase in average hydrodynamic radius with 

exposure to shear (and surface) from DLS measurements here suggested that there 

was a link between increased cluster sizes and the onset of nucleation. 

6.6.1 Shear Enhanced Coalescence of Clusters 

A previous study on glycine nucleation by Jawor-Baczynska et al.1 (see Chapter 1) 

proposed that glycine mesoscale clusters (nanodroplets) could be coalesced to give 

access to a more rapid nucleation pathway. For the more rapid nucleation pathway, 

it was proposed that productive nucleation of glycine occurred in large glycine-rich 

nanodroplets above a critical size (nucleation proceeded faster when diameters 

greater than 750 nm were measured in solution using Brownian microscopy). The 

presence of these larger nanodroplets was associated with accelerated rates of 
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Figure 6. 35 
Rate of increase in FWHM as a function of the product of shear rate and surface area 
(found through bootstrapping). Error bars represent 2 standard deviations.  
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crystal formation. The larger droplets were only observed in stirred solutions and 

they were not observed under quiescent conditions. The larger droplets were 

thought to form due to the coalescence of the smaller nanodroplets (~250 nm 

diameter); fluid shear was therefore thought to enhance the aggregation of clusters.  

 

The increase in average hydrodynamic radius observed by shearing the glycine 

solutions in a Couette cell therefore suggests that the coalescence of nanodroplets 

may have been occurring in the experiments, and the coalesced nanodroplets may 

have led to a more rapid nucleation pathway.  

 

As mentioned in Chapter 5 Section 5.7, the aggregation/ coalescence of clusters 

has been proposed in other recent studies on nucleation. For example, 

supersaturated solutions of calcium carbonate were found to contain distinct cluster 

sizes and this was interpreted as nucleation taking place by cluster aggregation19-21. 

The study of butyl paraben undergoing flow in a Couette cell concluded that 

enhanced cluster aggregation was a plausible outcome for the enhanced nucleation 

rates seen under flow22, and a further study on the influence of flow on m-

hydroxybenzoic acid was also supportive of the theory of enhanced cluster 

aggregation23. A study on the effect of mixing on mesoscale clusters in DL-valine 

solutions suggested that mixing resulted in the presence of larger mesoscale 

clusters than in quiescent solutions, and the presence of larger clusters 

corresponded to faster nucleation. The larger clusters were thought to form through 

shear-induced coalescence or surface-assisted coalescence24. 

 

Exactly why the larger clusters result in enhanced nucleation is unclear. The volume 

of a larger cluster formed through the coalescence of smaller clusters would be 

expected to be the sum of the volumes of the smaller clusters from which it was 

formed. The overall total volume of clusters in solution would therefore not change, 

so generally, this would not be expected to impact nucleation since ���� (see 

Chapters 4 and 5) would remain unchanged. 

 

The clusters formed through coalescence would have a larger mass than the 

smaller clusters1. The smaller clusters may not contain a sufficient mass of glycine 

to be able to form stable nuclei which are able to survive and grow in the 

surrounding bulk solution. The critical cluster size that gives access to the more 
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rapid nucleation pathway would correspond to the cluster volume that contains 

enough glycine to form a viable growing crystal in bulk solution. It may be that 

mesoscale, glycine-rich clusters of all sizes intermittently sample the crystalline 

phase but smaller ones are not viable in the bulk solution so return to being a cluster 

or bulk solution1, 24. Therefore, the probability of a productive nucleation event 

occurring in a small cluster would be low, but once a critical cluster volume is 

reached, the probability of a productive nucleation event occurring would be much 

higher24.  

 

6.6.1.1 Film Drainage Description of Coalescence 

The film drainage model is a popular description of coalescence25. In order for two 

droplets to coalesce, they must first collide and this traps a thin film of liquid 

between them. The film of liquid trapped between them must drain away to a critical 

thickness. The film then ruptures, leading to the formation of a single droplet25, 26. 

Fluid dynamics can have a strong influence on the collision step. In the case of 

uniform, laminar shear flow, the collision frequency (�) is proportional to the average 

shear rate( ¡�¢£)25, 27.  

� = 43 ��� + �$�H ¡�¢£ 

Here �� and �$ are the radii of the droplets to be coalesced. 

This direct proportionality between collision frequency and shear rate is interesting 

as the induction time data in Chapters 4 and 5 indicated that the induction times 

were inversely proportional to the shear rate applied. The induction times, and 

hence rate of primary nucleation, may therefore have been a function of the collision 

frequency of nanodroplets22.  

6.6.1.2 Péclet Number 

The Péclet number (f=́) can be defined as:  

f=́ = E�§=G� §=	��E!�����	�E�=� kk¨� §=	��E!�����	�E�= 

(6. 26) 
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For the case of mass diffusion by Brownian motion and shear flow, the Péclet 

number can be written in a form that relates the shear rate of a flow to the particle’s 

diffusion coefficient28: 

f=́ =  ¡�¢£KL$
I =  ¡�¢£KL$RS�6�©KL

= 6�© ¡�¢£KLH
RS�  

For coalescence to be a possibility, it would be expected that the shear flow would 

influence the particles i.e. shear flow transport would be of at least a similar 

magnitude to the Brownian transport i.e.  f=́ ≥ 1. To obtain a Péclet number of 1, 

the length scale required (KL) to achieve this for the shear rates used in the 

experiments was calculated. The length scales calculated (Table 6. 4) were similar 

in size to the clusters found through DLS measurements (~100 nm radius), which 

verified that the coalescence mechanism proposed was plausible. Shear flow would 

not be expected to have a significant influence on small molecules or molecular 

clusters of a few nanometres. 

 

6.6.2 Role of Surface 

Since the DLS results suggested that higher shear rates and surface areas resulted 

in a more rapid rate of increase in average hydrodynamic radius over time, 

coalescence may have been enhanced by both shear and surface i.e. surface and 

shear-enhanced coalescence may have been occurring. If surface-enhanced 

coalescence was occurring, this may account for the patterns seen in the 

decreasing growth time and increased nucleation rates with increased surface area. 

With larger surface areas, coalescence occurred more readily and sufficiently large 

clusters would have formed more readily.  

Average Shear Rate (s-1) Length Scale («¬) for 	®́ ≈ ¯ (nm) 

25 180 

250 80 

(6. 27) 

Table 6. 4 

Length scales required for f=́ close to 1. 
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6.6.3 Applicability of Jiang and ter Horst’s Model 

Jiang and ter Horst’s model29 was based on the assumption of a constant nucleation 

rate throughout. This may not have been valid for the results here since the 

presence of larger clusters was associated with the onset of nucleation via a more 

rapid nucleation pathway1, 24. The larger nanodroplets may therefore have resulted 

in higher primary nucleation rates i.e. the nucleation rate may have actually been a 

function of cluster size.  

Further evidence that the nucleation rate may have been increasing with time came 

from using the induction time probabilities estimated for each shear rate and surface 

area geometry (see Chapter 5). The probability of solutions not having nucleated 

after a particular time (1 − °��\�) were plotted on log-linear axes and showed that 

the distributions eventually began to curve downwards, away from ~1. The 

distributions generally began dropping off more steeply as time increased. This 

behaviour would be expected if the nucleation rate increased with time30. More 

information of the applicability of Jiang and ter Horst’s model to the system studied 

here is given in Chapter 5 Section 5.7. 

 

Figure 6. 36 
Probability of no nucleation occurring as a function of time for each of the flow conditions 
studied in Chapter 5. 
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6.6.4 Further Consideration of Other Studies 

For unsheared solutions, measurements made here consistently showed a decay in 

the autocorrelation function at delay times that indicated the presence of particles 

with a mean hydrodynamic radius in the region of 100 nm (found using a cumulant 

analysis). This was similar to sizes reported by Jawor-Baczynska et al1. The work by 

Jawor-Baczynska et al. found that there was a second decay at times less than 0.01 

ms, corresponding to sizes in the region of 1 nm. Due to noise in data measured 

here at shorter delay times, this could not be interpreted from the data measured 

here. 

 

The studies by Jawor-Baczynska et al. also used nanoparticle tracking analysis 

(Brownian microscopy) to obtain number concentrations of nanodroplets in solution. 

Nanoparticle tracking analysis results showed that agitating solutions resulted in a 

considerably higher concentration of nanodroplets (~10 fold increase). The size 

distribution of nanodroplets broadened and had a large tail corresponding to the 

presence of nanodroplets with sizes greater than 150nm radius; these were thought 

to have formed through the coalescence of smaller nanodroplets.  

 

Since light scattering is sensitive to the presence of particles with larger sizes2, the 

presence of coalesced nanodroplets would likely lead to an increase in the average 

hydrodynamic radius measured. The solutions would also have likely been largely 

ergodic as the number concentration of nanodroplets (and suspected coalesced 

ones) was sufficiently high that they would have been spread throughout the 

solutions1. These considerations help to validate the DLS results found here.   

 

6.7 Conclusions 

DLS studies were carried out on aqueous glycine solutions that had been sheared in 

a Couette cell. The trends suggested that shearing resulted in the average size of 

mesoscale clusters in the solutions to increase with increasing durations of applied 

shear. A detailed analysis of data was carried out to ensure that the trends were 

valid.  

The rate of increase in cluster size appeared to be a function of the shear rate and 

surface area that solutions were exposed to. Since increased shear rates and 
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surface areas also led to shorter induction times and hence higher rates of 

nucleation (Chapter 5), patterns seen in the increase in cluster size with exposure to 

shear and surface suggested that there was a link between increased average 

cluster size and the onset of nucleation. 

The findings showed agreement with work by Jawor-Baczynska et al1. which found 

that the onset of nucleation was accompanied with the presence of larger clusters, 

thought to have formed through the coalescence of smaller ones. Clusters of a 

critical size were thought to provide a productive nucleation pathway.  

Péclet numbers were calculated and suggested that the shear flow would have 

influenced the mesoscale clusters in the solutions, but not small molecules or small 

clusters of a few nanometres. The shear and surface enhanced coalescence of 

clusters was therefore a plausible explanation for the increase in average cluster 

size observed.   

6.8 Summary 

• Controlled fluid shear was obtained using a Couette cell. 

• Dynamic light scattering hardware was setup to allow measurements to be 

taken (in-situ) from aqueous glycine solution that had been sheared in the 

Couette cell. 

• Cumulant and CONTIN analyses were performed to the measured data. 

• Analyses suggested that the average size of mesoscale clusters in the 

solutions increased with the application of shear. 

• The rate of increase of cluster size increased with increasing shear rates and 

surface areas. This suggested a link between larger cluster sizes and the 

onset of nucleation, as increased shear rates and surface areas also led to 

shorter induction times. 

• The clusters may have increased in size due to the coalescence of the 

smaller clusters. 
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6.9.2 Main Nomenclature 

E, F, G , � = coefficients of the polynomial fit F=��= best fit value from Matlab G= concentration G∗= solubility concentration  G\= intensity weighted particle size distribution G\,�= number weighted particle size distribution t�uggmv= 95% upper confidence intervals  

t�l�wmv= 95% lower confidence intervals I= diffusion coefficient of particles in solution  Ilm��= diameter of incident laser beam on lens ��g�7= diameter of focussed spot (waist) 

*= electric field k = focal length of lens ,�Γ�= decay rate distribution function ,$ = intensity autocorrelation function 2� = normalised electric field autocorrelation function 2$ = normalised intensity autocorrelation function 2\m±g7= experimental data point  2\²��ml= value predicted by model � = intensity of scattered light  RS = Boltzmann constant = 1.38x10-23 J/K '= length scale o= magnification ! = refractive index of the dispersion medium or number of data points used in the 

least squares procedure �v���= random number between 0 and 1 f = form factor  � = probability density function  �= scattering vector KL = average hydrodynamic radius K\ = particle radius �� , �$ = radii of the droplets to be coalesced q= supersaturation 



242 
 

q\ = distance from lens to image q� = distance from object to lens � = temperature (absolute) ���� = total observation time �= time �\ = weighting of point   � = randomly generated average hydrodynamic radius value r\= size of image or experimental data point   (reciprocal of average hydrodynamic 

radius value) r\,h= fitted value for point    
r�= size of object �= power used to make error bars symmetrical  

 ³= coherence/ experimental factor Γ= decay rate of 2��-�  &= wavelength of incident/ scattered beam in a vacuum  x= mean value (taken as best fit from non-linear regression)  ¡�¢£= average shear rate 

�= scattering angle y = standard deviation  y\= standard deviation of the transformed data - = delay time  �= collision frequency 
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7. Effect of pH and Addition of 

Sodium Chloride on Mesoscale 

Clusters in Glycine Solution 

Chapter Outline and Contents 

In Chapter 6 (and in agreement with previous studies1, 2), it was shown that liquid 

like, glycine rich, mesoscale clusters (nanodroplets) exist in aqueous glycine 

solutions and these are thought to play a role in the nucleation mechanism. It is 

known that altering the pH of glycine solutions3, 4 has a strong effect on glycine 

speciation and polymorphic outcome, so to improve our understanding of glycine 

nanodroplets, the effect of pH on nanodroplets in glycine solutions was investigated 

using dynamic light scattering measurements.  The effect of the addition of sodium 

chloride on glycine nanodroplets was similarly investigated, since sodium chloride is 

known to influence polymorph formation5 and clustering in solution6. 

The results suggested that the use of pH values away from neutral conditions (close 

to the isoelectric point) resulted in a decrease in the concentration of the 

nanodroplets in glycine solutions. The decrease of nanodroplet concentration 

appeared to correlate with the presence of more significant fractions of anions or 

cations, according to speciation models. It is therefore possible that the charged 

glycine ions reduced the formation of the glycine nanodroplets. Since γ-glycine 

formation is also associated with pH conditions where the nanodroplet population 

was lower, the nanodroplets may potentially be linked to the nucleation of α-glycine 

or γ-glycine. 

The addition of sodium chloride to aqueous glycine solutions resulted in a decrease 

in the concentration of the glycine nanodroplets. The reduction could potentially 

have been a result of sodium chloride contributing to an ionic atmosphere, resulting 

in the charging of glycine molecules and reducing the likelihood of clusters forming. 

The addition of sodium chloride is well known to affect the polymorphic outcome, 

and there were strong similarities between the sodium chloride concentration that 
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was found to result in immeasurable levels of nanodroplets, and the sodium chloride 

concentrations found to result in the nucleation of γ-glycine (rather than α- glycine) 

from literature5.  

The results obtained by investigating the effect of pH and addition of sodium 

chloride on mesoscale clusters therefore indicated that pH and the presence of 

sodium chloride may influence the arrangement of molecules in solution, and the 

concentration of mesoscale clusters in the solutions may be linked to glycine 

polymorphism. The results also suggested that clusters did not form through 

standard Coulomb interactions. 

This chapter covers: 

• The experimental procedures carried out to investigate the effect of pH and 

the addition of sodium chloride on glycine solution behaviour. 

• Experimental results on the effect of pH on glycine solution behaviour. 

• Experimental results on the effect of the addition of sodium chloride on 

glycine solution behaviour. 

• Possible explanations for the results obtained. 
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7.1 Influence of pH on Mesoscale Clustering in 

Aqueous Glycine Solutions 

pH has a strong effect on glycine speciation and polymorph formation, so to try and 

gain an improved understanding of the mesoscale clusters (nanodroplets) that were 

found to exist in aqueous glycine solutions, a wide range of experiments were 

carried out to investigate the effect that pH had on glycine nanodroplets.  

7.1.1 Experimental Methodology and Procedures 

For the experiments carried out, two glycine concentrations were used- 110 g of 

glycine per litre of solvent or 220 g of glycine per litre of solvent. Each experiment 

was done on a basis of 2.2 g glycine being dissolved in either 20 ml or 10 ml 

solvent.  (1 ml	≈ 1 g for the solvents over the conditions studied). Calculations were 

carried out to ascertain the composition of the solvent required to produce a glycine 

solution of a desired pH value i.e. the volume of 1M HCl, 1M NaOH, 2M NaOH or 

deionised water required. The solvent compositions used are given in Table 7. 1 and 

Table 7. 2. The calculations are described in Section 7.1.2.  

Each solution was prepared in plastic containers and sealed. They were well shaken 

and incubated at 55oC for 3 hours to ensure that the glycine was fully dissolved.  At 

least 5 solutions of each outlined in Table 7. 1 and Table 7. 2 were prepared and 2 

samples were taken from each solution. Samples of solution were filtered using 

preheated 0.2 µm SFCA disposable syringe filters into preheated disposable glass 

tubes, which were then left to cool in surrounding air (23oC) for 15 minutes. Samples 

were then placed in a commercial DLS instrument (ALV/LSE-5004) and were left for 

5 minutes to equilibrate to 25oC. A thermocouple was used to ensure the cooling 

times were valid as temperature fluctuations can cause drift in the scattering 

intensities measured using dynamic light scattering. Dynamic light scattering 

measurements at 90o were then taken from each sample. At least 10 

measurements, each lasting 10 seconds, were taken from each sample.   

The pH of the solutions was checked (at the start and the end of an experiment) 

using a Jenway 3510 pH meter and glass electrode (924 050) and the actual values 

measured were used in subsequent plots. 
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Table 7. 2 
Compositions of the 10 ml solvent that was used in experiments to investigate the effect of 
pH on mesoscale clustering in glycine solutions.  

pH Volume of 

Water 

(ml)  

Volume of 

1M HCl 

(ml) 

Volume of 

1M NaOH 

(ml) 

Volume 

Fraction of 

Water 

~2 0 20.00 0 0 

3 14.76 5.24 0 0.738 

4 19.38 0.62 0 0.969 

4.5 19.80 0.20 0 0.990 

5 
19.94 0.06 0 

0.997 

~6 20 0 0 1 

7 19.93 0 0.07 0.997 

8 19.29 0 0.71 0.965 

9 14.14 0 5.86 0.707 

~10 0 0 20.00 0 

>12 0 20ml 2M NaOH 0 

pH Volume of 

Water 

(ml)  

Volume of 

1M HCl 

(ml) 

Volume of 

1M NaOH 

(ml) 

Volume 

Fraction of 

Water 

~2.6 0 10.00 0 0 

3 4.76 5.24 0 0.476 

4 9.38 0.62 0 0.938 

4.5 9.80 0.20 0 0.98 

5 
9.94 0.06 0 

0.94 

~6 10.00 0 0 1 

7 9.93 0 0.07 0.993 

8 9.29 0 0.71 0.929 

9 4.14 0 5.86 0.414 

~9.6 0 0 10.00 0 

10 0 10ml 2M NaOH 0 

Table 7. 1 
Compositions of the 20 ml solvent that was used in experiments to investigate the effect 
of pH on mesoscale clustering in glycine solutions. 
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7.1.2 Calculation of Solvent Composition 

From the mass of glycine added to the solvent and the molecular weight of glycine, 

the total moles of glycine in the solutions (������	
���) could be calculated. For a 

particular pH value, the mole fraction of glycine that would exist in anion/ cation/ 

zwitterion form (see Chapter 1 Section 1.5) could be calculated using the Henderson 

Hasselbalch equation and pKa values7.   

The Henderson Hasselbalch equation is given in Eqn. (7.  1). 

pH = pK� + log �[conjugate	base	#proton	acceptor = 		unprotonated	form	(]
[conjugate	acid	#proton	donator = protonated	form(] + 

The isoelectric point (pH at which a molecule carries no net electrical charge), could 

be found from:  

pI = pK�- + pK�.2  

With glycine, for pH less than pI:  

pH = pK�- + log 0[zwitterion]
[cation] 3 

The mole fraction of glycine cations (4�56�7) could be calculated by rearranging 

Eqn. (7.  3):  

4�56�7 = 1
1 + 10#:;<:=>?( 

With glycine, for pH greater than pI:  

pH = pK�. + log 0 [anion]
[zwitterion]3 

The mole fraction of glycine anions (45�7) could be calculated by rearranging Eqn. 

(7.  5):  

45�7 = -@#ABCAD>E(
-F-@#ABCAD>E( 

(7.  1) 

(7.  2) 

(7.  3) 

(7.  5) 

(7.  6) 

(7.  4) 
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The number of moles of ionised species (anion/ cation) (������7G) could be 

calculated using the total moles of glycine in the solution (������	
���) and the mole 

fraction that would be ionised at a particular pH value (4�7(:  

������7G 	= 4�7 ×������	
��� 

Here 4�7 is the mole fraction of glycine that would form anions or cations, 

depending on pH i.e. 45�7 or 4�56�7. 

The moles of glycine ions (������7G) would be equal to the moles of hydrogen/ 

hydroxide ions to be added to the samples to obtain solutions of a desired pH. 

1M HCl and 1M NaOH or 2M NaOH (strong acid and strong base) were used to 

provide hydrogen/ hydroxide ions respectively. The volume of acid/ alkali 

(I5��J	7K	5	L5	�) required to provide sufficient hydrogen/ hydroxide ions was calculated 

from:   

I5��J	7K	5	L5	� = ������7GM  

Here	M is the molarity of acid/ alkali. 

 

The volume of water (IN56�K) required could be calculated using the calculated 

volume of acid or alkali and the total solution volume (I6765	):  
IN56�K = I6765	 − I5��J	7K	5	L5	� 

(7.  7) 

(7.  8) 

(7.  9) 
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7.1.3 Experimental Results 

When glycine nanodroplets were present in the solutions, the overall autocorrelation 

function decays appeared to be bimodal with an initial decay at shorter delay times 

which corresponded to small molecular clusters, smaller than one nanometre and a 

second decay at longer delay times due to the presence of glycine nanodroplets1. 

Three main analyses of the results were carried out for each glycine concentration: 

visual inspection of the autocorrelation functions (Figure 7. 1 and Figure 7. 2); a 

cumulant analysis of the nanodroplet decay in the autocorrelation functions to obtain 

average hydrodynamic radii (Figure 7. 3 and Figure 7. 4); and calculating the 

average intensity of light that was scattered during each measurement (Figure 7. 6 

and Figure 7. 7).  

 

Figure 7. 1 
Examples of autocorrelation functions obtained for different pH values for a glycine 
concentration of 110 g glycine per kg solvent. The functions are the average of the 10+ 
measurements taken of a sample and the error bars represent the standard deviation of the 
measurements taken of the sample. 
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Figure 7. 2 
Examples of autocorrelation functions obtained for different pH values for a glycine 
concentration of 220 g glycine per kg solvent. The functions are the average of the 10+ 
measurements taken of a sample and the error bars represent the standard deviation of the 
measurements taken of the sample.  

 
Figure 7. 3 
Mean average hydrodynamic radii calculated for the various pH values for a glycine 
concentration of 110 g glycine per kg solvent. The values represent the average of the 10+ 
measurements that were taken from each sample and the error bars represent the standard 
deviation. When the function could not be fitted, a mean hydrodynamic radius of zero was 
plotted for reference. 
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Figure 7. 4  
Mean average hydrodynamic radii calculated for the various pH values for a glycine 
concentration of 220 g glycine per kg solvent. The values represent the average of the 10+ 
measurements that were taken from each sample and the error bars represent the standard 
deviation. When the function could not be fitted, a mean hydrodynamic radius of zero was 
plotted for reference. 

 

Figure 7. 5  
Comparison of the mean average hydrodynamic radii calculated for the various pH values for 
each glycine concentration studied. 
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Figure 7. 6 
Mean intensity of scattered light measured for the various pH values used values for a 
glycine concentration of 110 g glycine per kg solvent. The values represent the mean of the 
mean intensity measured for each of the 10+ measurements that were taken from each 
sample. The error bars represent the standard deviation. 
 

 
Figure 7. 7 
Mean intensity of scattered light measured for the various pH values used values for a 
glycine concentration of 220 g glycine per kg solvent. The values represent the mean of the 
mean intensity measured for each of the 10+ measurements that were taken from each 
sample. The error bars represent the standard deviation. 
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Figure 7. 8 
Comparison of the mean intensity of scattered light measured for the various pH values used 
values for each glycine concentration. 
 

Altering the pH of glycine solutions had a strong impact on the DLS measurements. 

pH had an influence on the prominence (y-intercept) of the decays of the 

autocorrelation functions due to glycine nanodroplets. For example, in aqueous 

solutions, strong decays with large y-intercepts were measured (corresponding to 

radii in the region of 100 nm) however, when more extreme pH values were used, 

the decays became significantly less prominent with lower intercepts. This is shown 

in Figure 7. 1 and Figure 7. 2. For both of these glycine concentrations, pH values 

less than 4 resulted in very weak or immeasurable nanodroplet decays. pH values 

greater than 9 also resulted in less prominent decays.  

These observations are reflected in the measurements of the mean intensity of light 

scattered by the solutions (Figure 7. 6 and Figure 7. 7). The measurements showed 

that when the pH of the solutions was between ~5 and ~8, high intensities of 

scattered light were measured, while the use of more extreme pH values resulted in 

lower intensities of scattered light, particularly for pH less than 4 and greater than 9. 

The mean average hydrodynamic radii found by doing a cumulant analysis of the 

main decays (fitted across delay times between 0.03 ms and 0.7 ms for all) are 

given in Figure 7. 3 and Figure 7. 4 and show that the average hydrodynamic radius 

appeared to remain relatively constant across all pH values where autocorrelation 
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functions could be fitted (see Figure 7. 5). Since the sizes of the nanodroplets 

appeared to remain relatively constant, the average intensities of scattered light 

were indicative of the number concentration of glycine nanodroplets. This therefore 

suggested that pH had a strong influence on the number concentration of glycine 

nanodroplets in the solutions. When functions could not be fitted using the cumulant 

method employed (negative values or error was greater than 33% of the mean 

average hydrodynamic radius), a mean average hydrodynamic radius of zero was 

plotted; the mean hydrodynamic was immeasurable and would not actually have 

been zero but this was just for reference. 

It should be noted that the average hydrodynamic radii will have a degree of 

uncertainty due to the values used for the viscosities of the glycine solutions at a 

particular pH value (PQR). These were approximated by scaling the viscosity of 

glycine dissolved in water (P5ST�7TG	�	
���	G7	T6�7), which was found from rheology 

measurements or literature8 (see Table 7.3), by the viscosity of the solvent used to 

obtain a particular pH value (PG7	U�6) relative to the viscosity of pure water (PN56�K).   

PQR = P5ST�7TG	�	
���	G7	T6�7 PG7	U�6PN56�K  

The viscosity of the solvent was approximated from the viscosity of pure water 

(PN56�K) and the viscosity of the acid/ alkali solution used (P;VW	XY	Z�[;).  

PG7	U�6 = 4N56�KPN56�K + #1 − 4N56�K(P;VW	XY	Z�[; 

Here 4N56�K is the water volume fraction of solvent. 

Table 7. 3 
Viscosities of aqueous glycine solutions, measured by PhD students Claire Forsyth and 
Alexander Hope using a parallel plate rotational rheometer (TA Discovery HR-2), or obtained 
from literature

8
. 

 

 

Glycine Concentrations 

(g glycine per kg water) 

Viscosity of Solution at 25oC (Pa.s) 

 

110 0.0011 (rheology) 

220 0.0013 (literature) 

(7.  10) 

(7.  11) 
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To check whether the behaviour seen was dependent on the concentration of 

glycine in the solutions (and level of saturation since pH has an effect on solubility4), 

two glycine concentrations were studied. The patterns in behaviour were seen 

across both concentrations (Figure 7. 8). The concentration of glycine is thought to 

affect the formation of nanodroplets e.g. at low supersaturation (<0.2) fewer 

nanodroplets were observed using Brownian microscopy2.  The range of glycine 

concentrations studied here meant that lower and higher levels of supersaturation 

were covered for each solvent (as low as 0.3 when glycine was dissolved in 1M 

HCl). Since trends were consistent for both concentrations used, this showed that 

when measurements suggested that no (or very few) nanodroplets formed, this was 

not due to a low concentration of glycine and was instead due to the effect of pH. 

7.1.4 Consideration of Results 

 

Figure 7. 9 
Mean intensity of scattered light measured for the various pH values for each glycine 
concentration, normalised between 0 and 1. The lines divide the graph into regions where 
the α and γ polymorphs would be expected to form. Speciation (see Chapter 1 Section 1.5) 
is also shown.  
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It is well known that glycine speciation is strongly influenced by the pH of solutions. 

A plot of the mean scattering intensity measured as a function of pH (with intensities 

normalised between 0 and 1) and glycine speciation is given in Figure 7. 9. It 

showed that scattered light intensities generally started to decrease when anions 

and cations started forming in more significant quantities. This suggested that the 

number concentration of nanodroplets decreased when the fraction of glycine 

forming anions and cations increased. 

As mentioned in Chapter 1 Section 1.5.2, glycine speciation is thought to have a 

profound effect on the arrangement of glycine molecules in the solutions, for 

example, in more neutral conditions, glycine is thought to form a large number of 

cyclic dimers9 (α- glycine growth units), while at more extreme pH values, the 

glycine cations or anions were speculated to induce glycine to form head-to-tail 

open chains (γ- glycine growth units) and undermine the formation of cyclic dimers4. 

The previous study of glycine nanodroplets suggested that nucleation occurred in 

glycine nanodroplets1. Since literature generally indicates that cyclic dimers are the 

building blocks for α-glycine, nanodroplets could potentially be largely self-

associations of cyclic dimers. 

Han et al. speculate that the presence of glycine anions and cations can help 

explain the presence of liquid-like glycine clusters in solution (see Chapter 1 Section 

1.5). The glycine ions were thought to interact strongly with glycine zwitterions to 

form charged dimers, and a charged dimer may then interact with several other 

zwitterions through strong ion-dipole interactions, leading to the formation of a 

higher n-mer. Han et al. postulated that this would be particularly likely when the 

concentration of anions or cations was low, since one ion would be surrounded by 

many zwitterions and would interact with them readily. When the concentration of 

anions/ cations was higher, there would be fewer zwitterions so the interaction 

would be less likely. This would weaken the effectiveness of the formation of liquid-

like glycine clusters4. Han et al.’s concept of the presence of liquid-like glycine 

clusters being less prominent at more extreme pH values matched the results found 

here, which showed that lower number concentrations of glycine rich liquid-like 

nanodroplets occurred at pH values where the speciation suggested that the fraction 

of anions or cations became more significant.  
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For the pH values where scattering intensities were measured to be high in the 

experiments, only a very small fraction of glycine would have formed ions; therefore 

it was unclear whether there would have been a sufficient number of ions to result in 

the production of enough nanodroplets to result in the scattering observed. A 

previous study of glycine nanodroplets1 estimated that they only contained a mole 

fraction of around 10-6 of the total glycine solute. A higher mole fraction than this 

would have formed ions according to the speciation for the pH values measured in 

the experiments, suggesting that there would have been plentiful ions to initiate the 

formation of clusters. Therefore, it remained possible that the presence of low 

quantities of anions and cations had a role in the formation of the glycine 

nanodroplets. The mechanism proposed by Han et al., however, may not explain the 

sizes of the clusters seen here.   

Glycine speciation is thought to play a role in the formation of polymorphs3, 4, which 

is detailed in Chapter 1 Section 1.5. As mentioned in Chapter 1 Section 1.5, at low 

and high pH values (pH < 3.8 and pH > 8.9), the γ polymorph of glycine forms in 

solution3, while at intermediate pH values, α-glycine would be expected to form. The 

experiments here suggested that the nanodroplet population was notably lower (as 

evidenced by lower scattering intensities) under conditions where γ- glycine would 

form from solutions, had the solutions been supersaturated, compared to conditions 

where α-glycine would be expected to form. This is illustrated in Figure 7. 9, which 

shows the mean scattering intensities measured as a function of pH for each glycine 

concentration (normalised between 0 and 1), and also shows the regions where the 

α and γ polymorphs would be expected to form. The trends observed in the 

undersaturated solutions are expected to be similarly observed in supersaturated 

solutions2, with preliminary data (unpublished) confirming this. These findings 

therefore suggest that there may be a link between the concentration of 

nanodroplets in the solutions and the formation of α- glycine  and γ- glycine.   
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7.2 Influence of the Presence of Sodium 

Chloride on Mesoscale Clustering in Aqueous 

Glycine Solutions 

In order to gain further understanding on the glycine nanodroplets, the effect of the 

addition of sodium chloride (NaCl) to aqueous glycine solutions was studied. NaCl 

was chosen since it is well known that sufficiently high concentrations of NaCl can 

be used to induce γ-glycine formation5, 10 and it can affect clustering behaviour6. 

7.2.1 Experimental Methodology and Procedure 

To ascertain the effect of the addition of sodium chloride on mesoscale clustering in 

glycine solutions, a set of experiments was carried out whereby various masses of 

NaCl were added to fixed volumes of aqueous glycine solution. Aqueous glycine 

solutions were prepared with 3 different concentrations (55 g glycine per kg water, 

110 g glycine per kg water and 220 g glycine per kg water). Details of the solutions 

prepared are given in Table 7. 4.  

Each solution was well shaken and left incubated at 55oC for 3 hours to ensure that 

the sodium chloride was fully dissolved. At least 5 solutions of each outlined in Table 

7. 4 were prepared and 2 samples were taken from each solution. Samples of 

solution were then filtered using preheated 0.2 µm SFCA disposable syringe filters 

into preheated disposable glass tubes, which were then left to cool in surrounding 

air (23oC) for 15 minutes. Samples were then placed in a commercial DLS 

instrument (ALV/LSE-5004) and were left for 5 minutes to equilibrate to 25oC. A 

thermocouple was used to check that the cooling times were valid. Dynamic light 

scattering measurements at 90o were then taken from each sample. At least 10 

measurements were taken for each sample and each measurement lasted for 10 

seconds.  

The pH of the solutions was checked (at the start and the end of an experiment) 

using a Jenway 3510 pH meter and glass electrode (924 050) and the values were 

not found to be influenced by the addition of NaCl i.e. pH values remained similar to 

aqueous glycine solution. 
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7.2.2 Experimental Results 

As with pH measurements, 3 main analyses of the results were carried out: visual 

inspection of the autocorrelation functions (Figure 7. 10 to Figure 7. 12); a cumulant 

analysis of the decay in the autocorrelation functions due to nanodroplets to obtain 

average hydrodynamic radii (Figure 7. 13 to Figure 7. 15); and calculating the 

average intensity of light that was scattered during each measurement (Figure 7. 17 

to Figure 7. 19).  

Concentrations of 

aqueous glycine 

solutions used (g 

glycine per kg water) 

Mass of NaCl 

added to 10ml 

aqueous 

glycine 

solution (g) 

Concentration of 

NaCl 

(g NaCl/l aqueous 

glycine solution) 

55, 110, 220 0 0 

55, 110, 220 0.1 10 

55, 110, 220 0.3 30 

55, 110, 220 0.6 60 

55, 110, 220 1.0 100 

55, 110, 220 1.5 150 

55, 110, 220 2.0 200 

55, 110, 220 3.0 300 

Table 7. 4 
Details of the solutions that were used in experiments to investigate the effect of the 
addition of NaCl on glycine nanodroplets. 
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Figure 7. 10 
Examples of autocorrelation functions obtained from experiments where known masses of 
NaCl were added to aqueous glycine solution with a concentration of 220 g glycine per kg 
water. The functions represent the average of the 10+ measurements that were taken from a 
sample and the error bars represent the standard deviation. 

 

Figure 7. 11  
Examples of autocorrelation functions obtained from experiments where known masses of 
NaCl were added to aqueous glycine solution with a concentration of 110 g glycine per kg 
water. The functions represent the average of the 10+ measurements that were taken from a 
sample and the error bars represent the standard deviation. 
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Figure 7. 12 
Examples of autocorrelation functions obtained from experiments where known masses of 
NaCl were added to aqueous glycine solution with a concentration of 55 g glycine per kg 
water. The functions represent the average of the 10+ measurements that were taken from a 
sample and the error bars represent the standard deviation. 
 

 
Figure 7. 13 
Mean average hydrodynamic radii calculated for the various NaCl concentrations used with a 
glycine concentration of 220 g glycine per kg solvent. The values represent the average of 
the 10+ measurements that were taken from each sample and the error bars represent the 
standard deviation. When the function could not be fitted, a mean hydrodynamic radius of 
zero was plotted for reference. 
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Figure 7. 14 
Mean average hydrodynamic radii calculated for the various NaCl concentrations used with a 
glycine concentration of 110 g glycine per kg solvent. The values represent the average of 
the 10+ measurements that were taken from each sample and the error bars represent the 
standard deviation. When the function could not be fitted, a mean hydrodynamic radius of 
zero was plotted for reference. 
 

 

Figure 7. 15 
Mean average hydrodynamic radii calculated for the various NaCl concentrations used with a 
glycine concentration of 55 g glycine per kg solvent. The values represent the average of the 
10+ measurements that were taken from each sample and the error bars represent the 
standard deviation. When the function could not be fitted, a mean hydrodynamic radius of 
zero was plotted for reference. 
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Figure 7. 16 
Comparison of the mean average hydrodynamic radii calculated for each glycine solution 
concentration. 

 
Figure 7. 17 
Mean intensity of scattered light measured for the various NaCl concentrations used with a 
glycine concentration of 220g glycine per kg solvent. The values represent the mean of the 
mean intensity measured for each of the 10+ measurements that were taken from each 
sample. The error bars represent the standard deviation. 
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Figure 7. 18 
Mean intensity of scattered light measured for the various NaCl concentrations used with a 
glycine concentration of 110g glycine per kg solvent. The values represent the mean of the 
mean intensity measured for each of the 10+ measurements that were taken from each 
sample. The error bars represent the standard deviation. 

 
Figure 7. 19 
Mean intensity of scattered light measured for the various NaCl concentrations used with a 
glycine concentration of 55g glycine per kg solvent. The values represent the mean of the 
mean intensity measured for each of the 10+ measurements that were taken from each 
sample. The error bars represent the standard deviation. 
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Figure 7. 20 
Comparison of mean intensity of scattered light measured for the various NaCl 
concentrations used with each glycine concentration. The values represent the mean of the 
mean intensity measured for each of the 10+ measurements that were taken from each 
sample. The error bars represent the standard deviation. (linear-linear) 

 

Figure 7. 21 
Comparison of mean intensity of scattered light measured for the various NaCl 
concentrations used with each glycine concentration. The values represent the mean of the 
mean intensity measured for each of the 10+ measurements that were taken from each 
sample. The error bars represent the standard deviation. (log-log) 
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The addition of NaCl resulted in the decay of the autocorrelation functions due to 

glycine nanodroplets becoming less prominent (lower y-intercepts), as shown in 

Figure 7. 10 to Figure 7. 12. Eventually with the addition of a sufficient mass of 

sodium chloride, the decay could not be clearly detected. This trend occurred for 

each of the glycine concentrations studied and generally, the decays due to 

nanodroplets could not be detected once salt concentrations had exceeded 100 g/l. 

These findings are reflected in the mean intensity of light scattered by the solutions 

(given in Figure 7. 17 to Figure 7. 19). They show that when no salt was present in 

the solutions, high intensities of scattered light were measured, while the addition of 

salt resulted in the lowering of the intensities of scattered light measured. The mean 

average hydrodynamic radii found by doing a cumulant analysis of the nanodroplet 

decays (fitted across delay times between 0.03 ms and 0.7 ms for all) are given in 

Figure 7. 13 to Figure 7. 15. The mean average hydrodynamic radius appeared to 

remain relatively constant across all salt concentrations where autocorrelation 

functions could be fitted by the cumulant method described. Since average 

hydrodynamic radii were calculated to remain relatively constant across all 

concentrations of NaCl and glycine, the intensity of scattered light was indicative of 

the number concentration of nanodroplets in the solutions.  This therefore suggested 

that the presence of NaCl had a strong influence on the number concentration of 

glycine nanodroplets in the solutions. The intensities measured for each glycine 

concentration are compared in Figure 7. 20 and Figure 7. 21. The relationship 

between scattered intensity (and therefore nanodroplet concentration) and salt 

concentration appeared close to linear when plotted log-log (Figure 7. 21), which 

suggested there may have been a power law relationship between scattered 

intensity (therefore number concentration) and salt concentrations.  

When the autocorrelation functions could not be fitted using the cumulant method 

employed here (negative values or error was greater than 33% of the mean average 

hydrodynamic radius), a mean average hydrodynamic radius of zero was plotted for 

reference. It was found that above a certain critical NaCl concentration, decays 

could not be fitted using the method employed here. This occurred once the NaCl 

concentration was greater than 60 g/l for each glycine concentration studied. 
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It should be noted that the average hydrodynamic radii will have a degree of 

uncertainty due to the values used for the viscosities of the solutions here since 

these were approximated from literature and rheology measurements. Rheology 

measurements were taken of NaCl solutions with glycine concentrations of 110 g 

glycine/kg water and 264 g glycine/kg water (by PhD students Claire Forsyth and 

Alexander Hope using a parallel plate rotational rheometer (TA Discovery HR-2). 

For NaCl solutions with glycine solution concentrations of 55 g glycine/kg water and 

220 g glycine/kg water, the viscosities measured for NaCl solutions with glycine 

concentrations of 110 g glycine/kg water and 264 g glycine/kg water were scaled, 

respectively. For scaling the data, literature obtained values of viscosity for aqueous 

glycine values i.e. 0 g/l NaCl were obtained and used as the basis for scaling8. The 

values of viscosity used in calculating average hydrodynamic radii are given in Table 

7. 5. 

P[�	
���],[]5^	] = P[K_�7	7�
	�	
���],[]5^	]
P[K_�7	7�
	�	
���],[@	�	]5^	] P[�	
���],[@	�	]5^	] 

 

Here P[�	
���],[]5^	] is the estimated viscosity of a solution with certain glycine and 

sodium chloride concentrations, P[K_�7	7�
	�	
���],[]5^	] is the viscosity measured 

using a rheometer for solutions of certain glycine (110 g glycine/kg water or 264 g 

glycine/kg water) and sodium chloride concentrations, P[K_�7	7�
	�	
���],[@	�	]5^	] is 

the viscosity measured using a rheometer for aqueous glycine solutions  (110 g 

glycine/kg water or 264 g glycine/kg water) and P[�	
���],[@	�	]5^	] is literature 

obtained viscosity values for aqueous glycine solution of a particular glycine 

concentration. When estimating viscosities, the measured rheology data used 

corresponded to the glycine concentration (110 g glycine/kg water or 264 g 

glycine/kg) closest to the concentrations of solution to be estimated (55 g glycine/kg 

water and 220 g glycine/kg water).   

 

 

 

(7.  12) 
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7.2.3 Consideration of Results 

The decreased formation of glycine nanodroplets with increased salt concentrations 

suggest that the nanodropets do not form due to Coulomb interactions. For a colloid 

aggregation mechanism, sodium chloride would screen electrostatic repulsion and 

allow short range attractive van der Waals attraction to dominate6. If nanodroplet 

formation followed such a mechanism, their size would be expected to increase with 

the addition of NaCl. 

The effect of the addition of NaCl on glycine in solution is not well understood5, 10. As 

mentioned in Chapter 1 Section 1.5, the presence of electrolytes is thought to 

potentially modify the packing arrangement of glycine molecules5.  For example, 

cyclic dimers (α- glycine growth units) may be disrupted by the presence of NaCl, 

while the formation of head-to-tail open chains (γ- glycine growth units) may be 

promoted5.  The NaCl may contribute to an ionic atmosphere which results in the 

charging of glycine molecules.  From the analysis of the pH results (Section 7.2.3), a 

large number of charged molecules were thought to reduce the likelihood of glycine 

forming liquid like clusters4. This could help explain why larger salt concentrations 

resulted in a lower concentration of nanodroplets being measured.  

Concentration of 

NaCl 

 

(g NaCl/l aqueous 

glycine solution) 

Viscosity of 

Solution at 25oC 

(Pa.s) 

 

(NaCl added to 55 

g/kg aqueous 

glycine solution) 

Viscosity of 

Solution at 25oC  

(Pa.s) 

 

(NaCl added to 

110 g/kg aqueous 

glycine solution) 

Viscosity of 

Solution at 25oC  

(Pa.s) 

 

(NaCl added to 

220 g/kg aqueous 

glycine solution) 

0 0.00090 0.0011 0.0013 

10 0.00094 0.0012 0.0025 

30 0.0010 0.0013 0.0013 

60 0.0012 0.0014 0.0016 

150 0.0014 0.0017 0.0018 

200 0.0016 0.0020 0.0020 

300 0.0019 0.0023 0.0027 

Table 7. 5 
Viscosity values used for calculating the average hydrodynamic radius. 
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From literature, a salt concentration of 80 g/l was found to result in the γ- glycine 

polymorph of glycine forming5 and computational studies showed that when a NaCl 

concentration of 80 g/l was used, γ- glycine nuclei were made more stable while α- 

glycine nuclei became less stable10. From the results obtained here, when a salt 

concentration of generally above 60 g/l NaCl was used, the decays of the 

autocorrelation functions due to nanodroplets were not prominent and scattering 

was low, which suggested that the population of nanodroplets was low. Although 

undersaturated solutions were studied here, due to the similarities of salt 

concentrations which resulted in the nucleation of γ- glycine in literature5 and the 

salt concentrations which resulted in low levels of scattering from nanodroplets here, 

the findings suggest that there may be a link between the concentration of glycine 

nanodroplets and the formation of γ- glycine, which was also found with the pH 

studies detailed in Section 7.1. The trends observed in the undersaturated solutions 

are expected to be similarly observed in supersaturated solutions2, with preliminary 

data (unpublished) confirming this. 

It is worth noting that the presence of NaCl did not appear to influence the pH of the 

solutions. The range of glycine concentrations covered also showed that the effects 

seen could not be attributed to the effect of NaCl on the solubility of glycine in the 

solutions5.The behaviour seen for the different pH results can also not be due to the 

presence of sodium or chlorine ions as the quantities of Na+ or Cl- present in pH 

experiments that resulted in nanodroplets being immeasurable were different than 

the quantities present in NaCl experiments3, 4.  

7.3 Conclusions 

The results found here suggested that the use of pH values away from neutral 

conditions (close to the isoelectric point) resulted in a decrease in the concentration 

of liquid-like mesoscale clusters (nanodroplets) in glycine solutions. Evidence for 

this came from the measurement of lower intensities of scattered light when the pH 

was made higher or lower. The average size of nanodroplets remained constant 

across all conditions studied. The decrease of nanodroplet concentration appeared 

to correlate with the presence of more significant fractions of anions or cations, 

according to speciation models. It is therefore possible that the charged glycine ions 

reduced the formation of the glycine nanodroplets. Since γ-glycine formation is also 
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associated with pH conditions where the nanodroplet population was found to be 

lower, the nanodroplets may potentially be linked to the nucleation of α-glycine or γ-

glycine. 

The addition of sodium chloride to aqueous glycine solutions resulted in a decrease 

in the concentration of the glycine nanodroplets. Evidence for this came from the 

measurement of lower intensities of scattered light when sodium chloride was added 

to aqueous glycine solutions. The average size of nanodroplets remained constant 

across all conditions studied, which suggested that clusters did not form through 

standard Coulomb interactions. The reduction in scattering measured could 

potentially have been a result of sodium chloride contributing to an ionic 

atmosphere, resulting in the charging of glycine molecules and reducing cluster 

formation. The addition of sodium chloride is well known to affect the polymorphic 

outcome, and there were strong similarities between the sodium chloride 

concentrations that were found to result in immeasurable levels of nanodroplets, and 

the sodium chloride concentrations found to result in the nucleation of γ-glycine 

(rather than α- glycine) from literature5.   

The results obtained by investigating the effect of pH and the addition of sodium 

chloride on mesoscale clusters in glycine solutions therefore indicated that pH and 

the presence of sodium chloride may influence the arrangement of molecules in 

solution, and the concentration of mesoscale clusters in the solutions may be linked 

to glycine polymorphism. 

7.4 Summary 

• When the pH of glycine solutions was moved away from neutral conditions 

(close to the isoelectric point), a decrease in the concentration of nanodroplets in 

glycine solutions occurred. 

• The addition of sodium chloride to aqueous glycine solutions resulted in a 

decrease in the concentration of the glycine nanodroplets. 

• The presence of charged glycine species appeared to reduce the likelihood of 

clusters forming. 
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• The average size of nanodroplets remained constant across all conditions 

studied. This suggested that clusters did not form through standard Coulomb 

interactions. 

• Conditions where the concentration of nanodroplets was low/ immeasurable 

correlated with conditions where γ-glycine would be expected to nucleate from 

supersaturated solutions. 
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7.5.2 Main Nomenclature 

M= molarity of acid/ alkali 

������	
���= total moles of glycine 

������7G= total moles of glycine ions 

I5��J	7K	5	L5	�= volume of acid/ alkali 

IN56�K= volume of water 

I6765	= total solution volume 

45�7= mole fraction of glycine anions 

4�56�7= mole fraction of glycine cations 

4�7=mole fraction of glycine that would be ionised  

4N56�K = water mass fraction of solvent 

 

P5ST�7TG	�	
���	G7	T6�7= viscosity of aqueous glycine solution 

P;VW	XY	Z�[;=viscosity of the acid/ alkali solution used 

PQR= viscosity of glycine solution at a particular pH value 

PG7	U�6= viscosity of solvent 

PN56�K= viscosity of water 

P[�	
���],[]5^	]= estimated viscosity of a solution with certain glycine and sodium 

chloride concentrations 

P[K_�7	7�
	�	
���],[]5^	] = viscosity measured using rheometer for solutions of certain 

glycine and sodium chloride concentrations 

P[K_�7	7�
	�	
���],[@	�	]5^	] = viscosity measured using rheometer for aqueous glycine 

solutions   

P[�	
���],[@	�	]5^	] = literature obtained viscosity values for aqueous glycine solution 

of a particular glycine concentration.  
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8. Model to Estimate Nucleation 

Rates from Transmission 

Measurements 

Chapter Outline and Contents 
In Chapter 3, it was shown that transmission measurements could be used to gain 

information on the attenuation of incident light. In this chapter, the attenuation of 

light incident on a sample was further examined and a model was produced which 

ultimately allowed crystal nucleation rates to be obtained from transmission 

measurements of a crystallising solution.  

The model was based on analysing the extinction of light incident on a sample. The 

extinction was a result of scattering by a constant number concentration of growing 

particles, much larger than the wavelength of incident light. A theoretical expression 

for the transmission of light through the sample was obtained, and this was fitted to 

experimental data and solved for the number concentration of particles, particle 

growth rates and initial particle sizes. It was ensured that the theoretical 

sedimentation time of the particles was matched to experimentally observed 

sedimentation times to narrow the range of possible solutions. A material balance 

was used to confirm the reliability of the model’s solutions. The analysis carried out 

was based on cuboids but could easily be applied to other particle shapes. 

This chapter covers: 

• Basic theory on the transmission of light through monodisperse solutions of 

cuboids. 

• Theory on the sedimentation of cuboids. 

• Details of the model and how it was fitted to experimental data. 

• The use of a material balance to assess the validity of the model.  
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8.1 Introduction 

Nucleation rates are difficult to measure. Methods outlined in literature, as detailed 

in Chapter 1, often involve difficult and cumbersome techniques, such as counting 

the number of crystals formed in a given volume of solution and metastable zone 

width measurements1-9. Induction times can be measured easily experimentally and 

can be related to the nucleation rate using models (see Chapters 4 and 5), however, 

several repetitions are often required to obtain statistically valid results10. In addition, 

an experimentally deduced induction time cannot be considered a fundamental 

characteristic of a system due to the significant variability that arises depending on 

the sensitivity of detection equipment and procedures carried out11. Finding a 

simpler way of quantifying nucleation rates is therefore of value. The transmission 

measurement method outlined here provides a straightforward way of estimating the 

number concentration of growing crystals in a solution, which can easily be related 

to the nucleation rate. 

The model here applies to a solution where all nuclei had already formed by time 

zero i.e. no further nucleation took place during the transmission measurements. 

The solution was quiescent during measurements so crystals were free to grow and 

settle. In such a system, the transmission of light would decrease initially due to the 

growth of crystals. The transmission data corresponding to this decrease in 

transmission due to crystal growth were used in the model and examples are given 

in Figure 8. 1. After a particular time, known here as the sedimentation time, the 

transmission increased back towards unity as particles had sedimented below the 

light’s path through the solution. This sedimentation time was used in the model to 

limit the range of possible solutions.  

The data analysed here to check the model were based on results obtained by 

previous PhD students Ulrich Schacht and Andrew Brown12, 13. The data used were 

transmission measurements of a valine solution that was undergoing anti-solvent 

crystallisation (aqueous valine solution plus isopropanol). Valine aqueous solution 

was mixed with isopropanol (1:1 v/v) using a static mixer setup (confined impinging 

jet mixer). The flow rate of solution through each entrance to the mixer was varied 

from 300 ml/ min to 700 ml/min. All nucleation was assumed to have taken place by 

the time a sample was transferred to a cuvette for transmission measurements12, 13. 
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While in the cuvette, crystals grew until supersaturation was depleted. Solutions 

were quiescent so crystals were free to settle. 

 

8.2 Transmission of Light through Monodisperse 

Solutions 

8.2.1 Light Scattering Introduction 

In Chapter 3, the basic theory of how measurements of the transmission of light (�) 

through a sample across an optical path length (�) could be related to an attenuation 

coefficient (�) was described.  

� = −�	(�)�  
    

It was shown that the attenuation coefficient could be written in terms of the number 

of particles � per unit volume (�) and the extinction cross section of particle �, 
(����). � = 1,2, … , 	 where  	 is the total number of types of particle. 
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Figure 8. 1 
Examples of the transmission data that were analysed. The data correspond to the 
intial decrease in transmission due to the growth of crystals. 
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� = � �����
�


 

The extinction cross section of particle � could be written in terms of the scattering 

cross section of particle � (����) and the absorption cross section of particle �, 
(����).  

� = � ����� + �����
�


 

For the system studied here, it was assumed that extinction due to molecular 

absorption was negligible and all extinction was therefore due to scattering. This 

was valid for the wavelength of light used. It was assumed that samples were 

monodisperse and homogenous so the term for the attenuation coefficient could be 

simplified to:  

� = ����� 

Here � is the total number of particles per unit volume and ���� is the average 

scattering cross section of the particles.  

The particles studied here (valine crystals) were approximated to be cuboids 

(plates), so for the model, a term for ����  was devised that was applicable to 

growing cuboids. The dimension ratio of the cuboids was 1:10:30 (thickness (�): 

width (�): length (�)) and this ratio was assumed to stay constant throughout the 

transmission measurements12, 13. 

8.2.2 Transmission of Light through a Monodisperse Solution 

of Cuboids 

For particles whose dimensions are much larger than the wavelength of incident 

light, scattering will be in the diffraction limit and their scattering cross section can be 

taken as their geometric cross section.  

(8. 2) 

(8. 3) 

(8. 4) 
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8.2.2.1 Geometric Scattering Cross Section at Angle � 
It is known that a cuboid settling in the Stoke’s law region will align vertically (longest 

surface aligns almost parallel to direction of motion) to minimise drag14. The 

geometric scattering cross section of the cuboid would depend on the angle of the 

vertically aligned cuboid ( ) relative to incident light. For example, when angled at 

zero degrees, i.e. perpendicular to the direction of incident light, light would be 

blocked by the total cross section of the cuboid, however, if the cuboid was angled 

at 90o to the incoming beam, only the thickness of the cuboid (which was taken as 

negligible) would block incident light. This is shown diagrammatically in Figure 8. 2. 

 

 

Since the geometric scattering cross section varied with cuboid angle, the average 

geometric scattering cross section of the cuboids had to be calculated over the 

angular range of zero to 90o. It was assumed that the cuboids had no particular 

angular preference and that the effect of cuboid thickness on the scattering of 

incident light was negligible (the thickness was small compared to cuboid height and 

width so this was reasonable).  

The geometric scattering cross section at a particular angle was calculated using 

trigonometry. The ‘scattering width’ (see Figure 8. 3) at a particular angle was 

effectively the adjacent side of a right angled triangle whose hypotenuse was the 

actual width of the crystal. 

The geometric cross section at angle   (!"#( )) could therefore be calculated from:  

!"#( ) = ��cos ( ) (8. 5) 

Figure 8. 2 
Diagram showing how cuboids may align relative to the incoming light beam.  
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8.2.2.2 Average Geometric Scattering Cross Section 

Using Eqn. (8. 5), the average geometric scattering cross section ���� was 

calculated over the angular range of zero to 90o: 

���� = �� ' ()*(+),+-./ -.01  

Since the area under a cosine curve between 0o and 90o is 1, this could be 

simplified to:  

���� = 2345  

For simplicity, the dimension ratio of the cuboids was used so that the geometric 

scattering cross section ���� was written in terms of length only.  

� = 6� = 7� 
Here 6 and 7 are dimension ratios. 

���� could therefore be written as: 

���� = 27 �2
8  

From Eqn. (8. 4) and Eqn. (8. 9), the attenuation coefficient could be written in terms 

of the average geometric scattering cross section and the number concentration of 

particles. Assuming all particles were the same size and had the same dimension 

(8. 6) 

(8. 7) 

(8. 8) 

(8. 9) 

Figure 8. 3 
Diagram showing how scattering width is related to the actual cuboid width and the 
angle at which the cuboid is aligned.  
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ratio:  

� = � 927 �2
8 : 

8.2.2.3 Average Geometric Scattering Cross Section Accounting 

for Cuboid Growth 

Due to the growth of cuboids, the average scattering cross section will vary with 

time, so this had to be taken into account for the model. The growth of cuboids was 

responsible for the initial decrease in transmission measured by experiment. 

Since cuboid faces had different dimensions, the faces of the cuboids must grow at 

different rates. Assuming the dimension ratio (Eqn. (8. 8)) remains constant:  

;3 = 6;< = 7;4 

Here ;3 is the length growth rate, ;< is the thickness growth rate and ;4 is the 

width growth rate.  

At time zero, it was assumed that all particles formed were of size �1, �1 and �1. It 

was assumed that the growth rates and dimension ratio remained constant so 

equations could be written in terms of the length growth rate only. The change in 

length of the particles with time was written as:  

=� = ;3=> 

Assuming a constant length growth rate and that at time zero, all particles were of 

an initial size �1, Eqn. (8. 12) could be integrated over boundary conditions: 

' =�33/ = ;3 ' =>�1  

� = �1 + ;3> 

This could similarly be done for the changes of cuboid width and thickness:  

� = �1 + ;?> 
� = �1 + ;<> 

(8. 10) 

(8. 11) 

(8. 12) 

(8. 13) 

(8. 14) 

(8. 15) 

(8. 16) 
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The term for length growth (Eqn. (8. 14)) could be substituted into Eqn. (8. 9), 

meaning that the scattering cross section could be written in terms of an initial 

length, the length growth rate and time: 

����(>) = 27 (�1 + ;3>)2
8  

This term for the scattering cross section could be used to write an expression for 

the change in transmission due to cuboid growth over time:  

�(>) = @0A9.BCD/EFDGH.
- :3

 

Since this expression for transmission took the number concentration of cuboids to 

be constant, it was assumed that additional nucleation of the sample did not occur 

during transmission measurements and cuboids did not agglomerate. 

8.2.3 Settling of Cuboids 

The transmission equation (Eqn. (8. 18)) was fitted to experimental transmission 

data corresponding to the initial decrease in transmission due to particle growth, and 

it was solved for �, �1 and ;3. There were many possible solutions.  

To obtain the best solutions of �, �1 and ;3, the time taken for particles to sediment 

below the light source’s path >��, was taken into consideration. Only limited 

combinations of �1 and ;3 gave theoretical sedimentation times matched to 

experimentally measured sedimentation times. To quantify the settling of particles, 

the drag force on cuboids had to be calculated and this was used to find the settling 

velocity of the cuboids.  

8.2.3.1 Drag Force for Cuboids 

The total drag force for cuboids experiencing creeping flow (IJ) was estimated using 

Stoke’s law with the inclusion of a dynamic shape factor (K�) that accounted for the 

drag forces experienced by non-spherical objects15. The dynamic shape factor was 

(8. 17) 

(8. 18) 
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calculated from the form drag and friction drag experienced by a non-spherical 

object.  

Form drag, which accounts for 1/3 of the total drag, is due to the integration of fluid 

pressure over the object’s surface15. It should therefore be associated with the area 

of the object (cuboid) projected normal to its direction of motion. For non-spherical 

objects, it can be expressed through the Stoke’s law form drag on a sphere with the 

same projected area as the projected area of the object, normal to its direction of 

flow15. The diameter of this sphere is L�.  

L� can be calculated as follows. For a cuboid falling with its longest edge parallel to 

the direction of flow, the projected area normal to its direction of flow will be the 

width of the cuboid, multiplied by its thickness.  The projected area of the sphere will 

be equal to its cross-sectional area. 

�� = 5JM.
N  

Writing in terms of length, 6 and 7: 

L� = 2�P867 

Friction drag, which accounts for 2/3 of total drag, is due to the integration of friction 

forces over the object’s surface15. It should therefore be associated with the total 

effective surface area of the object. For non-spherical objects, it could be expressed 

through the Stoke’s law friction drag on a sphere with the same total surface area as 

the object. The diameter of this sphere is L�, which can be calculated as follows for 

cuboids:  

2(�� + �� + ��) = 8L�2 

L� = �Q25 RST + SU + STUV      

(8. 19) 

(8. 20) 

(8. 21) 

(8. 22) 
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The total drag force experienced by the non-spherical object was therefore written in 

terms of the diameters of spheres with equal projected and effective areas as the 

non-spherical object, rather than through directly measured dimensions of the non-

spherical object.  

IJ = 38XY Z13 L� + 23 L[\ 

Here X is the fluid’s dynamic viscosity and Y is the settling velocity of the non-

spherical objects. 

This is commonly written as: 

IJ = 38XYL�K� 

Where 

K� = 13 + 23 ZL[L�\ 

Terms for L� and L� (Eqn. (8. 20) and Eqn. (8. 22)) were substituted into Eqn. (8. 

25), so the dynamic shape factor for cuboids became:  

K� = 13 + 23 ]6 + 7 + 12  

A term for the total drag force in terms of cuboid length and dimension constants 6 

and 7 was written by substituting Eqn. (8. 20) for L� into Eqn. (8. 24): 

IJ = 6] 867 XY�K� 

(8. 23) 

(8. 24) 

(8. 25) 

(8. 26) 

(8. 27) 
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8.2.3.2 Use of Drag Force to Obtain Settling Velocity for Cuboids 

The total drag force (IJ) was used in a force balance and the force balance was 

used to calculate the settling velocity of the cuboids.  The force balance used the 

term for the total drag force applied to the cuboids (Eqn. (8. 27)), as well as 

expressions for the weight and buoyancy (gravitational forces) experienced by the 

cuboids. It was assumed that Reynolds numbers were low (Re<<1) i.e. creeping 

flow.  

The force balance was written as: 

�@�_ℎ> = abcde	fd + Lge_ Icgf@ 

Expressions for weight, buoyancy and the total drag force (Eqn. (8. 27) were 

substituted in:  

���hi_ = ���hj_ + 6Q 5TU XY�K� 

Here hi is the density of the cuboids and hj is the density of the surrounding fluid. 

The force balance was solved for the settling velocity, and the dimension ratio of the 

cuboids (Eqn. (8. 8)) was used so that the expression was written in terms of cuboid 

length.  

Y = �2(hi − hj)_6P678 XK�  

Taking particle growth into account (Eqn. (8. 14)), a term for settling velocity as a 

function of time was obtained.  

Y(>) = (�1 + ;3>)2(hi − hj)_6P678 XK�  

(8. 28) 

(8. 29) 

(8. 30) 

(8. 31) 
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8.2.3.3 Use of Settling Velocity to obtain Settling Time 

When cuboids had settled below the light source’s path, the transmission increased. 

The theoretical time taken for cuboids to settle below the light beam’s path 

>��,_�l�m was estimated by using the settling velocity of cuboids to calculate the 

displacement of cuboids as a function of time. Assuming that particles settled at 

their terminal velocity, the total displacement of particles (") after a given time could 

be calculated by integrating the term for settling velocity (Eqn, (8. 31)) over time.  

n =o[
1 = n Y(>) =>�

1  

"(>) = pi R�12> + �1;3>2 + qD.�r
s V  

Where 

pi = Ctu0tvHwxPTU5 yzM 

The theoretical sedimentation time was found by finding the roots of the 

displacement expression (Eqn. (8. 33)) when " was made equal to the distance 

between the top of the solution and the light source beam, L (see Figure 8. 4) i.e. 

pi 9�12> + �1;3>2 + ;32>s
3 : − L = 0 

 

(8. 32) 

(8. 33) 

(8. 34) 

(8. 35) 

Figure 8. 4 

Distance between top of solution and light beam. 
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8.2.4 Application to Different Shapes 

This theory outlined for cuboids can easily be applied to other particle shapes, for 

example, when applied to monodisperse growing spheres, the transmission of light 

can be shown to be described by:  

�(>) = @0AC5(|/}q~�).H3 

Where g1 is the initial radius of the sphere and ;� is the radial growth rate.  

For the settling of growing spheres, the settling velocity and displacement can be 

shown to be:  

Y(>) = 2� Ctu0tvHy _(g1 + ;�>)2 

"(>) = p� Rg12> + g1;�>2 + q~.�r
s V 

Where 

p� = 29 Chi − hjHX _ 

As with cuboids, the theoretical sedimentation time for spheres can be found by 

finding the roots of the displacement expression, when " equalled the distance 

between the top of the solution and the top of the light beam, L. 

8.3 Matlab Model 

The theory outlined was used to analyse experimentally obtained transmission 

data12, 13. Code was written using Matlab and it used 106 combinations of �, �1 and 

;3 values (from a user specified range of values) in Eqn. (8. 18) to obtain theoretical 

transmission values (��l�m(>)). These theoretical transmission values were 

(8. 36) 

(8. 37) 

(8. 38) 

(8. 39) 
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compared to the experimental transmission data (���i�(>)) and the sum of squares 

of the residuals (""�) was found.  

 

""� = �C���i�(>) − ��l�m(>)H2���
��1

 

	 is the last transmission point used in the analysis. 

The �1 and ;3 values were used in Eqn. (8. 35) to find the theoretical sedimentation 

times. These were compared to the experimental sedimentation time. If the times 

were within a 2% tolerance, the corresponding solution values (�, �1, ;3 and 

log (""�)) were plotted.  

Solutions where log(""�) ≤ � (where � is the largest value of log(""�) that generally 

gave good fits to the experimental data) were extracted and the mean values of �, 

�1 and ;3 were found, along with standard deviations. 

If desired, the dimension ratio of cuboids (Eqn. (8. 8)) could be used along with 

solutions of the model (�1 and ;3) to calculate initial cuboid heights and widths, as 

well as the growth rate for each plane. The number concentration of particles (�) 

could be used to obtain nucleation rates, �.   
� = A�M 

Where >� is the time over which nucleation occurred. 

8.4 Material Balance 

As an additional check on the validity of the model’s solutions, a material balance 

was carried out to estimate the mass of crystals that would have formed. This 

calculated mass was then compared to experimentally determined crystal masses.  

(8. 40) 

(8. 41) 
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The mass of crystals (�) formed per unit volume at time > could be estimated using 

�(>) = �h� �(>)s
67  

Where (from Eqn. (8. 14)): �(>) = �1 + ;3> 
The values used for � and �1 corresponded to the mean values of � and �1 

solutions where log(""�) ≤ � in the model. For the material balance, unlike the 

model which assumed ;3 was constant, ;3 was treated as a linear function of 

supersaturation (Eqn. (8. 43)). The maximum growth rate used was made equal to 

the mean growth rate predicted by the model for solutions where log(""�) ≤ �. This 

was used as the growth rate at time zero when the supersaturation would be 

highest. The minimum growth rate used was zero (when the solution became 

saturated i.e. supersaturation was equal to 1).   

;3(>) = �"(>) + f  

Here " is the supersaturation, f is the y intercept of ;3(>) versus "(>),  � is the 

gradient of ;3(>)versus "(>). 

The supersaturation could be written as:  

"(>) = �1 − �(>)�∗  

Where �1 is the initial solute concentration and �∗ is the solute’s solubility. 

The model had assumed that the growth rate was constant, unlike the material 

balances. The times for which theoretical (model) and experimental masses were 

compared here corresponded to short time scales. This meant that the mass of 

crystals formed was low so the supersaturation, and therefore growth rate, was 

relatively constant for the times at which masses were compared. 

(8. 42) 

(8. 43) 

(8. 44) 
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Due to the range of solutions that gave reasonable fits to the experimental data, 

errors in the theoretical mass concentrations �� were calculated using the general 

error propagation equation16. Assuming that errors in aspect ratio and crystal density 

were negligible and that other errors were uncorrelated and random:  

�� = QR����A� ��V2 + R����3 � ��V2
 

�� = QR�h� 3(�)r
TU � ��V2 + R�3�h� 3(�).

TU � ��V2
 

�� was taken as the standard deviation of � values for model solutions where 

log(""�) ≤ �.  
The error in length �� could be found by using Eqn. (8. 14) for �:  

�� = QR� �3�3/� ��1V2 + R� �3�qD� �;3V2
 

�� = P(|1|��1)2 + (|>|�;3)2 

��1 was taken as the standard deviation of �1 values for model solutions where 

log(""�) ≤ �. Since the growth rate changed with time for the material balances 

(;3(>)), its error �;3(>) was taken as the growth rate value at a particular time 

multiplied by the standard deviation of ;3 values found for model solutions where 

log(""�) ≤ � (�;3(0)), divided by the mean ;3 value found for model solutions 

where log(""�) ≤ � (;3(0)) (see Eqn. (8. 49)). As mentioned previously, the model 

solutions for  ;3  were used for time zero in the material balance.  

�;3(>) = �qD(1)qD(1) ;3(>)  

The error in time was assumed to have been accounted for in the 2% tolerance that 

was used in the model for accepting solutions that gave similar experimental and 

theoretical sedimentation times.  

(8. 45) 

(8. 46) 

(8. 47) 

(8. 48) 

(8. 49) 
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8.5 Results and Discussion  

The results obtained from analysing the data from the thesis of a previous PhD 

student12 (Andrew Brown) are shown in Figure 8. 5 to Figure 8. 8. The value of 

log (""�) is represented by a colour and it can be seen there was a narrow region 

with lowest residuals. Solutions where log(""�) ≤ −3 generally gave good fits to the 

experimental data. These better solutions are plotted in Figure 8. 9. The solutions to 

the model showed that increasing the flow rate of solution resulted in an increase in 

the number concentration of crystals. The mass evolution of crystals predicted is 

shown in Figure 8. 10.  

A second set of data obtained by another past PhD student13  (Ulrich Schacht) were 

also analysed. The results for these are shown in Figure 8. 13 to Figure 8. 11 and 

there was a narrow region with lowest residuals. Solutions where log(""�) ≤ −2 

generally gave good fits to the experimental data. These better solutions are plotted 

in Figure 8. 14. The mass evolution of crystals predicted is shown in Figure 8. 15.   

The axes on the graphs were as follows: Number Concentration (cm-3), Initial Length 

(µm), Growth Rate (µm/min). The flow rates are the flow rate of solution through 

each entrance to the mixer. 
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Results from Data Set 1 

 

 

 

 

 

Figure 8. 5 
Model solutions for 300 ml/min flow rates into mixer transmission data. 

Figure 8. 6 
Model solutions for 400 ml/min flow rates into mixer transmission data. 
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Figure 8. 7 
Model solutions for 600 ml/min flow rates into mixer transmission data. 

Figure 8. 8 
Model solutions for 700 ml/min flow rates into mixer transmission data. 
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Figure 8. 9 

Model solutions which corresponded to log(""�) ≤ −3. 

Figure 8. 10 

Mass fraction of crystals formed using theoretical mass balance. 
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Results from Data Set 2 

 

 

 

 

 

Figure 8. 12 
Model solutions for 600 ml/min flow rates into mixer transmission data. 

Figure 8. 11 
Model solutions for 400 ml/min flow rates into mixer transmission data. 
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Figure 8. 13 
Model solutions for 700 ml/min flow rates into mixer transmission data. 

Figure 8. 14 

Model solutions which corresponded to log(""�) ≤ −2. 
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The solutions to the model that had the lowest residuals were of a relatively narrow 

range for each condition studied. The material balances showed that the theoretical 

total mass of crystals formed with time compared fairly well to the experimental 

measurements of the mass evolution of crystals12, 13. This served as a further check 

that solutions to the model were sensible. The several simplifying assumptions 

made for the model, such as monodisperse, homogenous cuboids, may account for 

the differences and the model could be modified to be more applicable to the system 

studied if needed. 

Non-linear least squares fitting of Eqn. (8. 18) to the experimental data resulted in a 

wide range of solutions (extremely large confidence intervals) as it did not take the 

sedimentation time of the cuboids into consideration. Including the comparison of 

the experimental and theoretical sedimentation time was therefore important to limit 

the range of possible solutions. Another possibility to limit solutions would have 

been to obtain reliable growth rate data to eliminate it as a variable. Some of the 

assumptions made in the model may not be justified for more complex systems, 

such as those that are highly polydisperse, have highly variable growth rates and 

where nucleation is on-going. The simple principles behind this model, however, can 

be adapted to suit such a system.  
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Figure 8. 15 

Mass fraction of crystals formed using theoretical mass balance. 
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8.6 Conclusions 

A simple model to estimate nucleation rates from transmission measurements was 

produced. It was based on analysing the extinction of light incident on a sample of 

growing crystals under quiescent conditions. The extinction of light was assumed to 

be a result of the scattering of light by a constant number concentration of growing 

cuboids, much larger than the wavelength of incident light. A theoretical expression 

for the transmission of light through the sample was obtained, and this was fitted to 

experimental data and solved for the number concentration of cuboids, cuboid 

growth rates and initial cuboid sizes. It was ensured that the theoretical 

sedimentation time of the cuboids matched experimentally observed sedimentation 

times to narrow the possible solutions. A material balance was used to check the 

reliability of the model’s solutions. Although the analysis carried out was based on 

cuboids, it could easily be applied to other particle shapes. 

8.7 Summary 

• A simple model to estimate nucleation rates from transmission measurements 

was produced. 

• It was based on analysing the extinction of light incident on a sample of growing 

crystals under quiescent conditions. 

• A theoretical expression for the transmission of light through the sample was 

obtained, and this was fitted to experimental data and solved for the number 

concentration of cuboids. 

• The theoretical sedimentation time of the cuboids was matched to 

experimentally observed sedimentation times to limit the possible solutions. 

• A material balance was used to check the reliability of the model’s solutions. 

• The model was based on cuboids but could easily be adapted to suit other 

particle shapes. 
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8.8.2 Main Nomenclature #= absorbance 

�∗ = solute’s solubility 

�1 = initial solute concentration and is the solute’s solubility 

���� = average scattering cross section of the particles 

����= absorption cross section of particle � 
����= extinction cross section of particle � 
����= scattering cross section of particle � 
f = y intercept of ;3(>) versus "(>)  

L= vertical distance between top of solution and light beam 

L�= diameter of sphere whose projected area is the same as the projected area of 

the cuboid, normal to the direction of flow 

L�= diameter of sphere with same effective surface area as the cuboid 

L�= diameter of sphere with same volume as cuboid 

IJ= total drag force experienced in creeping flow 

;3 = length growth rate  

�;3= error in the crystal growth rate calculated 

;< = thickness growth rate  

;�= radial growth rate.  

;4 = width growth rate 

� = cuboid thickness (height)  

�1= initial cuboid thickness (height) 

�= largest value of log(""�) that generally gave good fits to the experimental data 

K�= dynamic shape factor 

� = optical path length or cuboid length 

��= error in the crystal length calculated 

�1= initial cuboid length 

��1 = standard deviation of �1 values for model solutions where log(""�) ≤ � 
� = mass of crystals per unit volume 

�� = error in the theoretical mass concentration calculated 

� = gradient of ;(>) versus "(>). 
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� = total number of particles per unit volume  

�� = standard deviation of � values for model solutions where log(""�) ≤ � 
�= number of particles i per unit volume 

	= number of types of particle or last transmission data point used in analysis 

g1 = initial radius of the sphere  

" = supersaturation 

""�= sum of squares of the residuals 

� = transmission of light through a sample  

���i�(>)= experimental transmission  

��l�m(>)= theoretical transmission  

>= time 

>� = time over which nucleation was occurring 

Y= settling velocity 

� = cuboid width 

�1 = initial cuboid width 

!"#( )= geometric cross section at angle   

 

6 = cuboid thickness dimension ratio (length/ thickness (height)) 

7= cuboid width dimension ratio (length/ width) 

X= fluid viscosity (dynamic) 

hi = density of the cuboids  

hj= density of the surrounding fluid 

 = angle of vertically aligned cuboid  

�= attenuation coefficient 

 



301 
 

9. Conclusions and Future Work 

9.1 Conclusions 

The main conclusions from this work are summarised below. 

Equipment was designed and used for experiments. 

Bespoke flow setups (Couette and capillary) were designed and constructed to allow 

the influence of controlled fluid shear on crystal nucleation to be studied. Using 

these devices was advantageous since fluid shear could be quantified and 

controlled. 

To monitor solutions while they underwent controlled fluid shear in the flow devices, 

a custom made setup which measured the transmission of light through a sample 

while it was being sheared was designed and constructed. Light scattered by the 

sample at 90o could also be measured simultaneously. Induction times were 

obtained from these measurements as the onset of crystallisation caused solutions 

to rapidly become turbid, resulting in a sharp decrease in transmission and increase 

in scattering. Imaging was also used as a tool to obtain induction times as 

crystallisation resulted in a sharp increase in the mean pixel intensity.  

To improve understanding of what was happening in solutions at small length scales 

(in the order of a few hundred nanometres), dynamic light scattering hardware was 

setup to allow in-situ measurements to be taken from solution contained within the 

Couette cell.  

Controlled fluid shear was found to increase the rate of primary nucleation in 

aqueous glycine solutions. 

The Couette and capillary flow devices were used to expose supersaturated, 

aqueous glycine solutions to well-controlled fluid shear under isothermal conditions. 

Average shear rates between 25 s-1 and 1000 s-1 were studied and induction times 

were measured. Great care was taken to eliminate any seeding in order to avoid 

secondary nucleation preceding the formation of the first crystals through primary 

nucleation. 
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Induction times obtained under shearing in the Couette and capillary setups were 

found to be considerably lower than those in unsheared solutions. The probability 

distributions of the induction times appeared to closely follow a distribution based on 

a previously published model by Jiang and ter Horst1. Using their model, where the 

induction time is related to the rate of formation of primary nuclei and the time it 

takes them to grow to the size where the secondary nucleation becomes significant, 

it was found that both the primary nucleation rate and the growth time were strongly 

dependent on the shear rate imposed. Moreover, increasing the average shear rate 

reduced the mean induction time in a power law relationship: ���� ∝ ���	

��.��±	�.��. 

Due to the stochastic nature of nucleation, experiments were repeated multiple 

times and a detailed statistical analysis, which involved bootstrapping and Monte 

Carlo simulations, was carried out to ensure that the number of repetitions was 

sufficient for trends to be statistically valid.  

Exposing aqueous glycine solutions to increased surface areas was found to 

increase the rate of primary nucleation. 

Further Couette flow induction time experiments were carried out to investigate the 

influence of the surface area that supersaturated glycine solutions were exposed to, 

as well as the effect of fluid shear. A wide range of average shear rates (25 s-1 to 

250 s-1) were used and the surface area that solution was exposed to was varied 

(2.5 cm2 per ml solution to 10 cm2 per ml solution). Care was taken to ensure that 

the first crystals formed through primary nucleation, and due to the stochastic nature 

of nucleation, experiments were repeated multiple times.  

Induction times obtained under shearing were found to be considerably lower than 

those in unsheared solutions for each of the surface to volume ratios used, with 

higher surface to volume ratios resulting in shorter induction times. The model 

proposed by Jiang and ter Horst showed that as the shear rate and surface area 

increased, the primary nucleation rate increased and growth time decreased. The 

induction times were found to decrease with increased shear rates and increased 

surface areas in a power law relationship: �� ∝ (���	
�)
��.��±�.�. The probability 

distributions of induction times were found to scale with shear rate and surface area. 

This suggested that all processes that took place during nucleation were measured 

on one key timescale, which was proportional to 
�

������
. These findings therefore 
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suggested that the total deformation of solutions and the surface area that solutions 

were exposed to were important in determining induction times and hence rates of 

primary nucleation. Reasons behind the role that fluid shear and surface had on the 

nucleation of glycine is unclear but surface and shear enhanced cluster aggregation 

was the most likely mechanism. 

Exposing aqueous glycine solutions to controlled fluid shear may have resulted in 

the coalescence of mesoscale clusters, which led to a more rapid nucleation 

pathway. 

Dynamic light scattering studies of aqueous glycine solutions that had been sheared 

in the Couette cell suggested that shearing resulted in the average hydrodynamic 

radius of mesoscale clusters (nanodroplets) that exist in aqueous glycine solutions 

increasing with increasing durations of applied shear. A detailed analysis of data 

was carried out to ensure that the trends seen were valid.  

The rate of increase in average hydrodynamic radius appeared to be a function of 

the shear rate and surface area that solutions were exposed to, with larger shear 

rates and surface areas resulting in higher rates of increase. Since increased shear 

rates and surface areas also led to shorter induction times and hence higher rates of 

primary nucleation, patterns seen in the increase in average hydrodynamic radius 

with increased exposure to fluid shear and surface suggested that there was a link 

between cluster size and the onset of nucleation. The shear and surface enhanced 

coalescence of clusters is a possible explanation for the increases in cluster size 

observed.  

Altering the pH away from the isoelectric point and adding sodium chloride was 

found to reduce the concentration of mesoscale clusters in glycine solutions. 

Dynamic light scattering studies suggested that when the pH of glycine solutions 

was moved away from neutral conditions (close to the isoelectric point), a decrease 

in the concentration of mesoscale clusters occurred. The decrease in mesoscale 

cluster concentration appeared to correlate with the presence of more significant 

fractions of anions or cations. Since γ-glycine formation is also associated with the 

pH conditions where the cluster population was found to be lower, the mesoscale 

clusters may potentially be linked to the nucleation of α-glycine or γ-glycine. 
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The addition of sodium chloride to aqueous glycine solutions resulted in the 

concentration of the mesoscale clusters decreasing. The reduction in clustering 

could potentially be a result of sodium chloride contributing to an ionic environment, 

resulting in the charging of glycine molecules and ultimately reducing the likelihood 

of liquid-like clusters forming. The addition of sodium chloride is well known to affect 

the polymorphic outcome, and there were strong similarities between the sodium 

chloride concentrations that were found to result in immeasurable concentrations of 

clusters, and the sodium chloride concentrations found to result in the nucleation of 

γ-glycine (rather than α- glycine) from literature2.  

The results obtained by investigating the effect of pH and addition of sodium 

chloride on mesoscale clustering therefore indicated that pH and the presence of 

sodium chloride may influence the arrangement of molecules in solution, and the 

concentration of mesoscale clusters in the solutions may be linked to glycine 

polymorphism. 

A basic model was produced to estimate nucleation rates from transmission 

measurements.  

A simple model to estimate nucleation rates from transmission measurements was 

produced. It was based on analysing the extinction of light incident on a sample of 

growing crystals under quiescent conditions. The extinction of light was assumed to 

be a result of the scattering of light by a constant number concentration of growing 

cuboids, much larger than the wavelength of incident light. A theoretical expression 

for the transmission of light through the sample was obtained, and this was fitted to 

experimental data and solved for the number concentration of cuboids. It was 

ensured that the theoretical sedimentation time of the cuboids matched 

experimentally observed sedimentation times to narrow the possible solutions. A 

material balance was used to check the reliability of the model’s solutions.  

General Conclusions 

The research carried out for this thesis showed that the primary nucleation of glycine 

in aqueous solutions can be strongly influenced by fluid shear, with increased shear 

rates leading to higher rates of primary nucleation. Exposing solutions to increased 

surface areas also resulted in increased rates of primary nucleation. By subjecting 
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solutions to flow conditions where shear rates could be well quantified, experiments 

could be done in a controlled manner and allow quality data to be obtained.  

The increased rates of primary nucleation seen with exposure to increased shear 

rates and surface areas were thought to be due to the coalescence of liquid-like, 

mesoscale clusters, with the larger coalesced clusters leading to a more rapid 

nucleation pathway. Coalescence was enhanced by exposing solutions to increased 

shear rates and surface areas.  

The mesoscale clusters were found to be strongly influenced by the pH of the 

solutions and the addition of sodium chloride. The use of pH values away from the 

isoelectric point and the addition of sodium chloride were found to reduce the 

concentration of clusters. 

Due to the suspected role of mesoscale clusters in the nucleation of glycine from 

aqueous solution, classical nucleation theory does not apply well to the glycine 

system studied, and some form of non-classical mechanism that involves the role of 

mesoscale clusters is more likely. 
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9.2 Future Work 

This work has produced some useful conclusions and ideas but there are various 

areas of future work that would be useful to strengthen and broaden the work 

carried out here and advance the research done in this area. 

 

Couette flow cells that allow for easier alignment could be worth designing. The 

current design required re-aligning each time they were used which was fairly time 

consuming. The use of x, y, z stages, etc. could make alignment easier and more 

robust.  

Only one Couette flow experiment could be carried out at a time, which meant that it 

took a long time to obtain experimental data. It would therefore be useful to have 

multiple Couette cells setup and monitored simultaneously to allow large data sets 

to be obtained more quickly. Using imaging, rather than transmission measurements 

would be a cheaper and easier way to monitor multiple experiments simultaneously. 

The development of other controlled flow geometries would be interesting e.g. cone 

and plate or parallel plate geometries. Refining the quantitative means of measuring 

induction times for use with the capillary setup would help reduce uncertainty in 

capillary based experiments.  

The use of improved temperature control would be beneficial to ensure that 

supersaturations were known more accurately. A way to monitor the temperature of 

the solutions while they were being sheared would also be useful. A way to do this 

non-intrusively would be through the use of an infrared thermometer.  

The use of magnetic stirrers is a quick and easy way to obtain induction time data 

for solutions that are being sheared since multiple experiments can be carried out 

simultaneously by using a multi-vial stirrer plate. Experiments can also be carried 

out in sealed bottles, so samples can be redissolved and reused, making 

experiments less cumbersome and tedious that the Couette cell experiments. 

Drawbacks, however, are that the shear is uncontrolled and unquantifiable, 

particularly due to the interaction of the stirrer bar and the bottom of the vial. 

The model by Jiang and ter Horst used to obtain nucleation rates from induction 

times was fairly basic and involved many simplifying assumptions, such as a 
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constant nucleation rate. It was based on forming at least one crystal through 

primary nucleation during a nucleation time but it did not specify how many crystals. 

Since the growth times calculated appeared to be influenced by the surface area 

that solutions were exposed to, this suggested that a single nucleus mechanism 

may not have been occurring (discussed in Chapter 5). It could therefore be 

worthwhile further developing the model to deal with a polynuclear mechanism, 

which may have occurred and also varying nucleation rates. 

The current understanding of crystal nucleation from solution is still lacking so 

perhaps carrying out more fundamental experiments would be advantageous before 

focussing on factors such as the influence of fluid shear. Further dynamic light 

scattering measurements could be a good way to do this and could also help to 

understand the composition and role of clusters and the mechanism of cluster 

formation. The effect of pH and addition of sodium chloride on the mesoscale 

clusters in glycine solutions were interesting findings, particularly since it suggested 

that the presence of clusters may be linked to polymorphism. It would be useful to 

carry out a wide range of light scattering experiments with supersaturated solutions 

and eventually check the polymorph of the crystals that form. It would also be 

interesting to monitor the glycine clusters over time, for example, one could initially 

begin with an aqueous solution (which would have a measurable population of 

clusters) and take measurements from it. Then salt could be added to the sample or 

the pH could be adjusted and the decrease in concentration of clusters over time 

could be monitored.  The influence of filtration on cluster populations would also be 

worth investigating, particularly due to the unsteady state at which the syringe filters 

operate. The use of computer modelling work would also be helpful to gain an 

improved understanding of the role, composition and structure of glycine clusters. 

Since coalesced clusters, thought to have formed due to fluid shear, were 

associated with increased nucleation rates, it would be interesting to investigate the 

influence of fluid shear on nucleation rates in solutions where the cluster population 

was lower e.g. under acidic conditions.  

Studying the crystallisation of compounds other than glycine would be very useful to 

see whether the behaviour displayed by glycine could be generalised. The use of 

compounds with high solubilities and temperature dependence on solubility would 

be good since detectable quantities of crystals would form more easily than if 
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compounds with lower solubilities and temperature dependence were used. Using 

compounds with high growth rates, such as urea, ammonium chloride and citric acid 

(see Section 9.3), are also worth studying as these would close to eliminate the 

growth time required for crystallisation to reach a detectable level. This would 

reduce the uncertainty of the growth time aspect of the Jiang and ter Horst model. 

Studying other amino acids would be useful, as well as other solutions which show 

mesoscale clustering. The influence of pH and the addition of sodium chloride on 

these would be interesting. DLS studies of urea would be particularly interesting, 

particularly monitoring the clusters over time and after shearing (see Section 9.3).  

The model that was produced to estimate nucleation rates from transmission 

measurements could be further adapted, for example, for particles with geometries 

other than cuboids or spheres. Literature obtained growth rates could be used 

instead of estimating them in the model. This would eliminate growth rates as a 

variable. The model also assumed that no nucleation took place during the 

transmission measurements, so terms for continuing nucleation could be added in if 

this was thought to occur in the system under investigation. If more information was 

known about secondary nucleation kinetics, terms for secondary nucleation could be 

included and the model could then be applied to systems where solutions were 

agitated and secondary nucleation was occurring. 
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9.3 Influence of Fluid Shear on the Nucleation of Urea 

from Aqueous Solution 

Preliminary experiments to investigate the influence of fluid shear on the nucleation 

of urea from aqueous solutions were carried out in the Couette cell and showed that 

urea crystallisation from aqueous solution was strongly influenced by fluid shear, but 

it was affected differently than glycine. The procedures carried out were similar to 

those outlined for glycine experiments in the thesis (see Chapter 4). It was found 

that, for the supersaturations used (1.40)3, urea solutions crystallised within the first 

10 seconds of cylinder rotation (agitation). This happened for all shear rates tested. 

An example of how transmission through the sample varied with time when the 

motor was switched on is given in Figure 9. 1. 

The growth rate of urea is very high4 and when solutions were seeded, they rapidly 

became clouded by crystals, even when not agitated (widespread crystallisation 

became visible within 5 seconds). This meant that it was unlikely that small crystals 

which could not be seen by eye were present in the solutions when agitation was 

commenced, as these would rapidly have grown to visible levels. This, in 

conjunction with the strict procedures that were carried out in order to eliminate 

seeding of solutions, indicated that something which could not have been a crystal, 

was present in urea solutions and triggered nucleation when agitated.  

 

Figure 9. 1 
Urea transmission measurement data (25 s

-1
 average shear rate). 1-5 are experimental 

repetitions.  
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These findings were further investigated by international project students (Danielle 

Trap, France and Leticia Maria Sampaio Barros, Brazil), where it was found that 

Couette cell experiments either resulted in the crystallisation of solution within the 

first few seconds of agitation, or solutions would not crystallise over an extended 

period of agitation. The experiments where the solution did not nucleate were 

thought to be due to the solution’s temperature increasing while the fluid was 

sheared (solutions were fairly viscous), or due to heat from the motor causing the 

overall temperature inside the incubator to increase. This would have lowered the 

supersaturation and therefore driving force for nucleation.  

Experiments were also carried out where urea solutions were agitated using a 

magnetic stirrer using a wide range of rotational rates (150 rpm to 900 rpm). Results 

for this showed some similarities with the Couette flow results for example, during 

the first few seconds of agitation by magnetic stirrer, many samples (up to 80%) 

would crystallise. Several samples, however, would take longer to nucleate (minutes 

to hours, rather than seconds). Further investigation of the first few seconds of 

agitation were studied by waiting for fixed periods of time after the vials had cooled 

to ambient temperature before commencing agitation. It was found that the longer 

the vials were left isothermally unstirred, the greater the fraction of vials that 

crystallised during the first few seconds of agitation.   

The findings with urea therefore strongly suggested that something which could not 

have been a crystal was present in aqueous urea solutions and when agitated, 

could induce nucleation. It would be interesting to do dynamic light scattering 

studies on urea solutions (before and after shearing, as well as for quiescent 

solutions left to age for different times) to see whether mesoscale clusters5 were 

likely to have been affected by the fluid shear and/ or the time that they were left 

isothermally unstirred. 
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Appendix 

Appendix 1 Design of Experiments (DoE) Minitab 

Statistical Analysis Theory (Chapter 5) 

The main theory behind a 2 factor factorial experiment in given here. The theory 

summarises the calculations carried out by Minitab for DoE analyses. Full theory 

and explanations can be found in texts such as Montgomery’s Applied Statistics and 

Probability for Engineers 1, 2.  

A1.1 DoE Theory Introduction 

For simplicity, factors will be referred to as A and B and their levels will be denoted � 

and � respectively. Each replicate is denoted �. The main table produced from a 

Minitab analysis includes the following headings: sum of squares; degrees of 

freedom; mean square, �� and P value. The steps required to calculate each value 

is addressed in this section, and the significance of what is calculated i.e. how one 

can deduce which factors/ interactions have an effect, is described. 

An observation at a particular treatment (factor level combination) can be described 

by a linear statistical model1, 2. The theory given here is simplified to assume that 

each treatment is repeated � times. In practice, the number of repetitions of each 

treatment varied (see Chapter 5).  

��	
 = � + �� + �	 + (��)�	 + ��	
 

 

Here: 

� = 1, 2, … , � 

� = 1, 2, … , � 

� = 1, 2, … , � 

�= level of factor A 

�= number of levels of factor A 

�= level of factor B 

�= number of levels of factor B 

�= replicate 
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�= number of replicates 

��	
= observation made during the �th replicate for level � of factor A and level � of 

factor B. 

�= overall mean effect 

��= effect of the �th level of factor A 

�	= effect of the �th level of factor B 

(��)�	= effect of the interaction between A and B 

��	
=random error component  

 

For the experiments carried out, A and B are fixed factors as they are chosen by the 

experimenter. The effects (��, �	 and (��)�	) are defined as deviations from the 

mean so that: 

� ��
�

���
= 0 

� �	
�

	��
= 0 

�(��)�	
�

���
= 0 

�(��)�	
�

	��
= 0 

It is assumed that the errors are normally and independently distributed, with a 

mean of zero and variance  !. This means that for each treatment, the observations 

(and residuals) should be normally and independently distributed1, 2.  
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A1.2 Hypothesis Testing and ANOVA 
For the analysis, hypothesis testing is carried out using ANOVA (analysis of 

variance); since there are 2 factors, it can be called a two-way analysis of variance. 

The two-way analysis of variance procedure tests the equality of population means 

when there are two fixed factors1.  

 

The hypotheses tested are:  

No main effect for factor A 

"�: �� = �! = ⋯ = �� = 0 

"�: �% &'�(% )�' �� ≠ 0 

No main effect for factor B 

"�: �� = �! = ⋯ = �	 = 0 

"�: �% &'�(% )�' �� ≠ 0 

No interaction effect between A and B 

"�: (��)�� = (��)�! = ⋯ = (��)�� = 0 

"�: �% &'�(% )�' (��)�	 ≠ 0 

 

ANOVA tests these hypotheses by breaking down the total variability (total sum of 

squares of the observations) into component parts, and the components are then 

compared and analysed1, 2.  

A1.3 Sum of Squares 

The total sum of squares ++, can symbolically be broken into: 

++, = ++- + ++. + ++-. + ++/ 

 

++,= total sum of squares 

++-= sum of squares for factor A 

++.= sum of squares for factor B 

++-.= sum of squares for the ineraction between A and B 

++/= error sum of squares 

The total sum of square ++, and its decomposition can be written algebraicly as1, 2: 



4 
 

++, = � � �0��	
 − �2…3!
4


��

�

	��

�

���
 

= �� �(�2�.. − �2…)!
�

���
+  �� �0�2.	. − �2…3!

�

	��
+  � � �0�2�	. − �2�.. − �2.	. − �2…3!

�

	��

�

���

+ � � �0��	
 − �2�	.3!
4


��

�

	��

�

���
 

Where:  

Dot subscripts imply summation over the subscript that it replaces. 

��..is the total of all observations taken at the �th level of factor A and �2�.. is the mean 

value. 

 

��.. = � � ��	

4


��

�

	��
 

 

�2�.. = ��..
�� 

 

 

�.	. is the total of all observations taken at the �th level of factor B and �2.	. is the 

mean value. 

 

�.	. = � � ��	

4


��

�

���
 

�2.	. = �.	.
�� 

 

��	. is the total of all observations made at the treatment (factor level combination) of 

the �th level of factor A combined with the �th level of factor B and �2�	. is its mean 

value. 
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��	. = � ��	

4


��
 

�2�	. = ��	.
�  

 

�… is the grand total of all observations and �2… is the mean value. 

�… = � � � ��	

4


��

�

	��

�

���
 

�2… = �…
��� 

 

A1.4 Degrees of Freedom 
Degrees of freedom is the number of independent and fair comparisons that can be 

made from a set of data i.e. it is the number of values in the final calculation of a 

statistic that are free to vary. For DoE, the number of degrees of freedom for a main 

effect is equal to the number of levels for that factor minus one1, 2. 

Main Effect Degrees of Freedom 

Factor A � − 1 

Factor B � − 1 

The degrees of freedom for an interaction is equal to the product of the degrees of 

freedom associated with each factor involved in that particular interaction effect. 

Interaction Effect Degrees of Freedom 

AB interaction (� − 1)(� − 1) 

The degrees of freedom for error is equal to the product of the number of levels for 

each factor and the number of replicates minus one. This arises since for each 

treatment, there are (� − 1) degrees of freedom, and observations made for a 

particular treatment can only differ due to random error. There are  �� treatments in 

total. 

 Degrees of Freedom 

Error ��(� − 1) 
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The number of degrees of freedom for the entire experiment is equal to the total 

number of observations minus one.  

 Degrees of Freedom 

Total ��� − 1 

A1.5 Mean Squares 
Mean squares are obtained by dividing a sum of squares by its corresponding 

degrees of freedom1, 2. 

 Mean Square 

Factor A 6+- = ++-
� − 1 

Factor B 6+. = ++.
� − 1 

AB 

Interaction 
6+-. = ++-.

(� − 1)(� − 1) 

Error 6+/ = ++/
��(� − 1) 

 

6+-= mean square for factor A 

6+.= mean square for factor B 

6+-.= mean square for AB interaction 

6+/= mean square for error 
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A1.6 F Test 

To test the null hypothesis that that the factor/ interaction effects are equal to zero 

i.e. are insignificant, the ratio of the factor or interaction mean square and the error 

mean square is used to obtain a parameter ��, the F statistic1, 2. 

 

F test for factor A 

To test the null hypothesis that factor A has no effect on the response ("�: �� = �! =
⋯ = �� = 0), the following ratio is used to obtain the F statistic: 
�� = 6+-

6+/
 

This has an F-distribution with � − 1 and ��(� − 1) degrees of freedom if the null 

hypothesis is true. The null hypothesis is rejected at the level of significance 7 if 

�� > 7, � − 1, ��(� − 1) 

F test for factor B 

To test the null hypothesis that factor B has no effect on the response ("�: �� = �! =
⋯ = �	 = 0), the following ratio is used to obtain the F statistic: 

 
�� = 6+.

6+/
 

This has an F-distribution with � − 1 and ��(� − 1) degrees of freedom if the null 

hypothesis is true. The null hypothesis is rejected at the level of significance 7 if 

�� > 7, � − 1, ��(� − 1) 

F test for AB interaction 

To test the null hypothesis that the interaction between A and B has no effect on the 

response ("�: (��)�� = (��)�! = ⋯ = (��)�� = 0), the following ratio is used to 

obtain the F statistic: 
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�� = 6+-.
6+/

 

This has an F-distribution with (� − 1)(� − 1) and ��(� − 1) degrees of freedom if 

the null hypothesis is true. The null hypothesis is rejected at the level of significance 

7 if 

�� > 7, (� − 1)(� − 1), ��(� − 1) 

A1.7 P-Value 
The p-value is the level of significance that would lead to rejection of the null 

hypothesis. If the p-value is less than or equal to 7, it can be concluded that the 

effect is significant. If the p-value is greater than 7, it can be concluded that the 

effect is not significant1, 2. 

 

A1.8 Residuals 
Analysis of the residuals from the ANOVA procedure gives a good indication of 

model adequacy.  The residuals from a 2 factor factorial are: 

'�	
 = ��	
 − �2�	. 

i.e. an observation for a particular factor level combination minus the mean of all the 

replicates for the particular factor level combination. A normality plot of the residual 

gives a good indication that the normality assumption made for the analysis was 

valid.   

A1.9 Normal plots 
Normal plots of the residuals can be produced by plotting the residuals against their 

cumulative frequency on normal probability plotting paper. First the residuals are 

ordered from smallest to largest and numbered (9�, 9!, … , 94)  with 94 being the 

largest1, 2. The ordered residuals 9	 were then plotted against their observed 

cumulative frequency, which was calculated from  
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:;<;&�%�=' �>'?;'�:� = � − 0.5
�  

�= total number of residuals 

�= number associated with an ordered residual 

If data followed the assumed normal distribution, the plots would form approximately 

a straight line. If they deviated strongly from a straight line, it could be concluded 

that the normality assumption was not appropriate. 
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A1.10 Summary Table  

 

Source of 

Variation 

Sum of 

Squares 

Degrees of 

Freedom 

Mean Square AB 

(F Test) 

Reject null hypothesis if P Value 

Factor A ++- � − 1 6+- = ++-
� − 1 

6+-
6+/

 
�� > 7, � − 1, ��(� − 1)  

Factor B ++. � − 1 6+. = ++.
� − 1 

6+.
6+/

 
�� > 7, � − 1, ��(� − 1)  

Interaction 

between A 

and B 

++-. (� − 1)(� − 1) 6+-.

= ++-.
(� − 1)(� − 1) 

6+-.
6+/

 
�� > 7, (� − 1)(� − 1), ��(� − 1)  

Error ++/ ��(� − 1) 6+/ = ++/
��(� − 1) 

   

Total ++, ��� − 1     
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Appendix 2 Additional DLS Information (Chapter 6) 

A2.1 Regularisation 
The general structure of the regularisation function is3:  

 

C0D(Γ)3 = F D(4)(Γ)GΓ
HIJK

HILM
 

Here C is the regulariser function and � is the nth differentiation of D(Γ) with respect 

to Γ. 

For the CONTIN analyses performed here, a zero order regulariser was used and it 

tried to keep the ‘total mass’ in the system as small as possible: the area under the 

function D(Γ) was minimised. Another option was to use a second order regulariser 

which would have tried to minimise the 2nd derivative of the distribution function i.e. it 

tried to get a smoother function. These types of regulariser were very general. The 

choice of regulariser was not very important since due to the relatively low data 

quality and small number of extractable degrees of freedom, each type of regulariser 

would not be able to show its distinct features3.  

For fitting, the regularisation term along with a term for the sum of the square of the 

residuals of the fit to the data, were minimised3, 4:  

6�� = � N�0O�PQRS − O�TUVPW3!
X

�
+ 7C! 

Here 7 is the strength of regulariser, � = 1, 2, … , 6, 6 is the number of data points, 

O�PQRSis an experimental data point , O�TUVPWis a value predicted by the model, 

N� = �
YLZ

 is a weighting factor.  

The strength of the regularisation is set by the factor 7. This was optimised during 

the fitting process. If 7 = 0, or is very small, the solution will be equivalent to a 

standard least squares fit to the data, whereas if 7 is larger, the regulariser becomes 
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more influential and solutions with many peaks will be penalised4. If 7 is very large, 

the solution is solely determined by the regulariser and the correlation data has 

negligible influence of the experimental results.  

It is important that the value of 7 is selected properly. For CONTIN, Provencher5 

uses a Fisher F-test to calculate the probability of rejecting the regularised/penalised 

solution. This method is suitable when little is known about the solution or the errors. 

For the method, a ‘reference solution’ for which 7 = 0 is obtained. The variance 

(sum of the weighted squared deviations of the fit to the data) of this ‘unsmoothed’ 

problem is compared to the variance of a ‘smoothed’ solution with a particular value 

of 7. This is repeated for a range of 7 values. The regularised solutions will have 

higher variances than the solution without regularisation. For the unsmoothed 

solution, the variance is due only to experimental noise4. 

As mentioned, the F-test calculates the probability of rejecting the penalised/ 

regularised solutions; this probability of rejection indicates when 7 has reached such 

a value that the variance of the smoothed/ penalised solution exceeds the variance 

of the unsmoothed solution too much4. A probability of rejection value of 0.5 was 

chosen since it is generally considered to be the best compromise between too little 

regularisation and too strong biasing due to the regularisation3. The solution which 

corresponds best to this F-test is the chosen solution4.  
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A2.2 Autocorrelation Functions 

The following are plots of the 25 autocorrelation functions measured for each setup 

for every duration of applied shear. For all graphs given, data have been normalised 

based on the average of the first 30 data points and final data points from point 70 

onwards. Times less than 0.01 ms have been excluded from analysis. 

Setup A 

 

Figure 2. 1 
Autocorrelation functions measured for setup A (25 s

-1
 and surface area of 2.5 cm

2
 per ml 

solution) after 0 s applied shear. 
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Figure 2. 2 
Autocorrelation functions measured for setup A (25 s

-1
 and surface area of 2.5 cm

2
 per ml 

solution) after 120 s applied shear. 

 

Figure 2. 3 
Autocorrelation functions measured for setup A (25 s

-1
 and surface area of 2.5 cm

2
 per ml 

solution) after 300 s applied shear. 
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Figure 2. 4 
Autocorrelation functions measured for setup A (25 s

-1
 and surface area of 2.5 cm

2
 per ml 

solution) after 600 s applied shear. 

 

 

 

Figure 2. 5 
Autocorrelation functions measured for setup A (25 s

-1
 and surface area of 2.5 cm

2
 per ml 

solution) after 1200 s applied shear. 
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Figure 2. 6 
Autocorrelation functions measured for setup A (25 s

-1
 and surface area of 2.5 cm

2
 per ml 

solution) after each duration of applied shear. Colours represent the shear durations of the 
previous plots. 
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Setup B 

 

Figure 2. 7 
Autocorrelation functions measured for setup B (125 s

-1
 and surface area of 2.5 cm

2
 per ml 

solution) after 0 s applied shear. 

 

 

Figure 2. 8 
Autocorrelation functions measured for setup B (125 s

-1
 and surface area of 2.5 cm

2
 per ml 

solution) after 120 s applied shear. 
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Figure 2. 9 
Autocorrelation functions measured for setup B (125 s

-1
 and surface area of 2.5 cm

2
 per ml 

solution) after 300 s applied shear. 

 

 

Figure 2. 10 
Autocorrelation functions measured for setup B (125 s

-1
 and surface area of 2.5 cm

2
 per ml 

solution) after each duration of applied shear. Colours represent the shear durations of the 
previous plots. 
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Setup C 

 

Figure 2. 11 
Autocorrelation functions measured for setup C (25 s

-1
 and surface area of 5 cm

2
 per ml 

solution) after 0 s applied shear. 

 

Figure 2. 12 
Autocorrelation functions measured for setup C (25 s

-1
 and surface area of 5 cm

2
 per ml 

solution) after 120 s applied shear. 
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Figure 2. 13 
Autocorrelation functions measured for setup C (25 s

-1
 and surface area of 5 cm

2
 per ml 

solution) after 300 s applied shear. 

 

 

Figure 2. 14 
Autocorrelation functions measured for setup C (25 s

-1
 and surface area of 5 cm

2
 per ml 

solution) after 600 s applied shear. 
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Figure 2. 15 
Autocorrelation functions measured for setup C (25 s

-1
 and surface area of 5 cm

2
 per ml 

solution) after 1200 s applied shear. 

 

 

Figure 2. 16 
Autocorrelation functions measured for setup C (25 s

-1
 and surface area of 5 cm

2
 per ml 

solution) after each duration of applied shear. Colours represent the shear durations of the 
previous plots. 
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Setup D 

 

Figure 2. 17 
Autocorrelation functions measured for setup D (125 s

-1
 and surface area of 5 cm

2
 per ml 

solution) after 0 s applied shear. 

 

 

Figure 2. 18 
Autocorrelation functions measured for setup D (125 s

-1
 and surface area of 5 cm

2
 per ml 

solution) after 120 s applied shear. 
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Figure 2. 19 
Autocorrelation functions measured for setup D (125 s

-1
 and surface area of 5 cm

2
 per ml 

solution) after each duration of applied shear. Colours represent the shear durations of the 
previous plots. 
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A2.3 CONTIN Analysis of DLS Results 

The decays of the correlation functions did not represent entirely monodisperse 

samples and showed slight deviations from a single exponential decay. The 

deviation from a single exponential decay was greater for sheared solutions. To gain 

a better insight into the size distribution of particles in the solutions, the CONTIN 

method was used to obtain particle size distributions (PSDs). The intensity-weighted 

size distributions were obtained and these were also converted to number weighted 

distributions.  

The fundamental size distribution data output by the ALV CONTIN software 

corresponded to the intensity weighted logarithmic differential distribution of decay 

rates, normalised between 0 and 1. The decay rates were converted to radii through 

the Stokes-Einstein relation, to give an idea of particle size3. Logarithmic differential 

number weighted distributions were obtained by assuming that scattering was in the 

Rayleigh-Debye regime. Cumulative distributions were easily obtained from the 

differential distribution data. 

The logarithmic differential distribution, ?(log (9�^�)), can be expressed as: 

?(log (9�^�)) = _(9�^�) − _(9�)
log (9�^�) − log (9�) 

Here _(9�) is the cumulative distribution function value at radius, 9�. 

The logarithmic differential distribution shows the differential distribution of the 

logarithm of the characteristic parameter (particle size), and this can be difficult to 

interpret when distributions are monomodal. The maximum value corresponds to the 

most frequently occurring value of the logarithm of particle size, which is not very 

meaningful, rather than the mode of the particle size distribution6.  Therefore, 

standard differential distributions, ?(9�), were calculated, normalised between 0 and 

1 and plotted. 

?(9�^�) = _(9�^�) − _(9�)
9�^� − 9�

 



25 
 

The intensity weighted PSDs obtained are given in Figure 2. 20 to Figure 2. 27 and 

the number weighted PSDs obtained are given in Figure 2. 28 to Figure 2. 35. Due 

to the amount of data collected, PSDs were only obtained for randomly selected 

measurements. 5 PSDs were obtained for each shear duration for each 

arrangement (A, B, C and D). A statistical analysis was then done to validate that 

this was sufficient for trends to be reliable. It is noted that due to data noise, the 

CONTIN fits were extremely sensitive to which points were used in the analyses. 

Graphs and trends shown are therefore suggestive only. 

From visually observing the particle size distributions, shearing caused the particle 

size distributions to become broader, particularly in the case of intensity weighted 

distributions. The number weighted distributions were considerably narrower than 

the intensity weighted distributions. This would be expected since intensity weighted 

distributions are biased towards larger particles (scattering is roughly proportional to 

radius to the 6th power7); scattering from a small number of larger particles can 

mask scattering from a large number of smaller particles. The width of intensity 

distribution peaks tend to be overestimated in DLS measurements and this can be 

magnified in the transformation to number based distributions3. This was not the 

case here so strongly suggested that the number weighted peaks were indeed 

notably narrower than the intensity weighted peaks. Due to the assumptions made 

e.g. Rayleigh-Debye scattering, however, the number weighted distributions can be 

taken as approximate only4. 

 

To quantify the broadening of the peaks, the full width at half maximum (FWHM) 

was found for each distribution (Figure 2. 36 and Figure 2. 37). This was chosen 

over the full width of the distributions since the extremes are more likely to be 

affected by noise. For intensity weighted distributions, the full width at half maximum 

increased with the duration of applied shear for each arrangement, which was in 

agreement with the visual observation of PSDs becoming broader. The number 

weighted peaks generally increased over time, but by an amount significantly 

smaller than the hydrodynamic radius or intensity weighted PSDs.  
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Intensity Weighted Particle Size Distributions 

 

 

 

 

10 100 1000

0.0

0.2

0.4

0.6

0.8

1.0
 0s

 120s

 300s

 600s

 1200s

 

 

C
u

m
u

la
ti

v
e

 D
is

tr
ib

u
ti

o
n

Intensity Weighted Radius (nm)

10 100 1000
0.0

0.2

0.4

0.6

0.8

1.0

 0s

 120s

 300s

 600s

 1200s

 

 

D
if

fe
re

n
ti

a
l 

F
re

q
u

e
n

c
y

 D
is

tr
ib

u
ti

o
n

Intensity Weighted Radius (nm) 

Figure 2. 20 
Cumulative PSDs (intensity weighted) obtained using CONTIN analysis. Obtained from 
setup A (shear rate of 25 s

-1
 and surface area of 2.5 cm

2
 per ml solution) DLS 

measurements. 
 

Figure 2. 21 
Differential PSDs (intensity weighted) obtained using CONTIN analysis. Obtained from 
setup A (shear rate of 25 s

-1
 and surface area of 2.5 cm

2
 per ml solution) DLS 

measurements. Normalised between 0 and 1. 
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Figure 2. 22 
Cumulative PSDs (intensity weighted) obtained using CONTIN analysis. Obtained from 
setup B (shear rate of 125 s

-1
 and surface area of 2.5 cm

2
 per ml solution) DLS 

measurements. 
 

Figure 2. 23 
Differential PSDs (intensity weighted) obtained using CONTIN analysis. Obtained from 
setup B (shear rate of 125 s

-1
 and surface area of 2.5 cm

2
 per ml solution) DLS 

measurements. Normalised between 0 and 1. 
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Figure 2. 24 
Cumulative PSDs (intensity weighted) obtained using CONTIN analysis. Obtained from 
setup C (shear rate of 25 s

-1
 and surface area of 5 cm

2
 per ml solution) DLS 

measurements. 
 

Figure 2. 25 
Differential PSDs (intensity weighted) obtained using CONTIN analysis. Obtained from 
setup C (shear rate of 25 s

-1
 and surface area of 5 cm

2
 per ml solution) DLS 

measurements. Normalised between 0 and 1. 
 



29 
 

 

 

 

 

 

 

 

10 100 1000

0.0

0.2

0.4

0.6

0.8

1.0

 

 

 0s

 120s

In
te

n
s

it
y

 W
e

ig
h

te
d

 D
is

tr
ib

u
ti

o
n

Intensity Weighted Radius (nm)

10 100 1000
0.0

0.2

0.4

0.6

0.8

1.0

 

 

D
if

fe
re

n
ti

a
l 

F
re

q
u

e
n

c
y

 D
is

tr
ib

u
ti

o
n

Intensity Weighted Radius (nm) 

 0s

 120s

Figure 2. 26 
Cumulative PSDs (intensity weighted) obtained using CONTIN analysis. Obtained from 
setup D (shear rate of 125 s

-1
 and surface area of 5 cm

2
 per ml solution) DLS 

measurements. 
 

Figure 2. 27 
Differential PSDs (intensity weighted) obtained using CONTIN analysis. Obtained from 
setup D (shear rate of 125 s

-1
 and surface area of 5 cm

2
 per ml solution) DLS 

measurements. Normalised between 0 and 1. 
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Number Weighted Particle Size Distributions 
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Figure 2. 28 
Cumulative PSDs (number weighted) obtained using CONTIN analysis. Obtained from 
setup A (shear rate of 25 s

-1
 and surface area of 2.5 cm

2
 per ml solution) DLS 

measurements. 
 

Figure 2. 29 
Differential PSDs (number weighted) obtained using CONTIN analysis. Obtained from 
setup A (shear rate of 25 s

-1
 and surface area of 2.5 cm

2
 per ml solution) DLS 

measurements. Normalised between 0 and 1. 
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Figure 2. 30 
Cumulative PSDs (number weighted) obtained using CONTIN analysis. Obtained from 
setup B (shear rate of 125 s

-1
 and surface area of 2.5 cm

2
 per ml solution) DLS 

measurements. 
 

Figure 2. 31 
Differential PSDs (number weighted) obtained using CONTIN analysis. Obtained from 
setup B (shear rate of 125 s

-1
 and surface area of 2.5 cm

2
 per ml solution) DLS 

measurements. Normalised between 0 and 1. 
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Figure 2. 32 
Cumulative PSDs (number weighted) obtained using CONTIN analysis. Obtained from 
setup C (shear rate of 25 s

-1
 and surface area of 5 cm

2
 per ml solution) DLS 

measurements. 
 

Figure 2. 33 
Differential PSDs (number weighted) obtained using CONTIN analysis. Obtained from 
setup C (shear rate of 25 s

-1
 and surface area of 5 cm

2
 per ml solution) DLS 

measurements. Normalised between 0 and 1. 
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Figure 2. 34 
Cumulative PSDs (number weighted) obtained using CONTIN analysis. Obtained from 
setup D (shear rate of 125 s

-1
 and surface area of 5 cm

2
 per ml solution) DLS 

measurements. 
 

Figure 2. 35 
Differential PSDs (number weighted) obtained using CONTIN analysis. Obtained from 
setup D (shear rate of 125 s

-1
 and surface area of 5 cm

2
 per ml solution) DLS 

measurements. Normalised between 0 and 1. 
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FWHM Data 

The values of FWHM found from the PSDs given previously are given below. 
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Figure 2. 36 
Intensity weighted FWHM as a function of the duration of applied shear. 

Figure 2. 37 
Number weighted FWHM as a function of the duration of applied shear. 
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Statistical Validity of CONTIN Trends 

To ensure that this trend of increasing FWHM with increasing duration of shear was 

statistically significant, a bootstrapping statistical analysis was carried out. 

Bootstrapping has been used to prove the reliability of trends in nucleating systems 

before (see Chapter 4).   

For bootstrapping, the reliability of the regression slopes obtained from linear least 

squares fits to the FWHM data as a function of shear duration was found. If the 

slope remained positive within its whole confidence interval, it was valid to conclude 

that the FWHM increased with increasing durations of applied shear.  

The experimental data were randomly resampled (with replacement so that a given 

data point could be re-selected) for each set of conditions and the slope from the 

least squares fit for the resampled data was calculated. This was repeated 400 

times and the mean slope and standard deviation were found. Full bootstraps were 

done. For this, the number of resamples was equal to the number of measurements 

in each data-set taken at the various experimental conditions.  

From the full bootstrap slope values and their confidence interval of 2 standard 

deviations (Figure 6. 1), for intensity weighted distributions, it is clear that the trend 

of increasing FWHM with increased durations of applied shear appears to be 

statistically significant for each of the arrangements studied here since the slopes 

remained positive within their whole confidence interval range. For number weighted 

distributions, this is less clear since arrangement D had very large confidence 

intervals. 

As with the average hydrodynamic radius (Chapter 6) and induction times (Chapter 

5), the choice of shear rate and Couette surface arrangement was found to affect 

the rate of change of FWHM. A plot of the rate of change in FWHM as a function of 

the product of shear rate and surface area, as given in Figure 6. 1, suggested that 

increased shear rates in conjunction with increased surface areas led to a faster 

increase in FWHM. The rate of change of FWHM of intensity weighted PSDs was a 

strong function of the product of shear rate and surface area, however, this was less 

obvious with the rate of change of FWHM of number weighted PSDs.  
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By comparing the number and intensity weighted PSDs, the results suggest that 

shear causes a small number of larger nanodroplets to form (in comparison to the 

larger number of smaller nanodroplets). 
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Figure 6. 1 
Rate of increase in FWHM as a function of the product of shear rate and surface area. 
Error bars represent 2 standard deviations.  
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