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Abstract

This thesis presents a theory for investigating streaming instabilities in converging ge-

ometries in warm and cold plasmas. We address the number density inhomogeneity by

approximating the perturbed components with the Wentzel-Kramers-Brillouin (WKB)

approximation. In the case of a warm plasma, an isotropic temperature is added to the

set of coupled ordinary differential equations and their wavenumbers are obtained. The

temporal growth rates are determined by mapping the wavenumbers to the frequency

and obtained saddle points. Particle-in-cell (PIC) simulations are performed to support

the semi-analytical theory. The PIC simulations demonstrate an agreement to within

an order of magnitude of the theoretical predictions for the cold plasma case. The PIC

simulations for varying temperature and a fixed mode are performed and demonstrated

to be in good agreement of less than an order of magnitude with the theoretical predic-

tions. PIC simulations for fixed temperature and varying azimuthal mode number have

been performed and demonstrate to be in good agreement within an order of magnitude

with small qualitative differences.

PIC simulations are performed to replicate recent experiments. The simulations demon-

strated that electrons are ejected transversely to the laser’s propagation direction. They
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Chapter 0. Abstract

are known as “side electrons”. We then describe the differences between the simulations

and experiments. A theory for the mechanism responsible for the azimuthal modula-

tions in the “side electrons” is proposed. Electrons converge on the axis of propagation

and are mostly reflected by the large fields given the on-axis charge concentration. Elec-

trons that diverge and then counter-stream with electrons that are converging on-axis.

As a result, an electric field co-moves with the back of the bubble thus perpetuatuating

an instability. PIC simulations are performed for two colliding electron flows with an in-

phase azimuthal sinusoidal modulation for converging geometry. The obtained change

of phase in one of the annuli demonstrates the presence of an instability. Further slab

geometry simulations are performed for two counter-streaming slabs with in-phase mod-

ulations with an asymmetric strength, symmetric strength, a reverse momenta and a

reflective boundary. All the simulations demonstrate the growth of the waves. The

instabilities considered are the two-stream instability and the current filamentation in-

stability.
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Chapter 1

Introduction

Plasma is believed to constitute approximately 99% of the matter in the observable

universe [1]. Which is more than enough reason to investigate it. The word plasma

comes from the Greek word πλασµα, which means jelly-like material. Irving Langmuir

was the first person to systemically study plasma and identified ionized gas with plasma

mainly because plasmas had a jelly like diffusion [1]. It is often identified as the fourth

state of matter because if enough heat is administered electrons detach from their

corresponding nuclei and yield an electrically neutral gas of charged particles. This

give the plasma very interesting properties, and even more interesting applications.

Plasma is usually created by heating a gas sufficiently to ionize it, or by administering

a curring to gas to ionize it.

Plasma physics has been garnering a rather large interest due to its almost never ending

array of applications in day-to-day life. Such applications can include welding, plasma-

etching, smartphones, television, to state-of-the-art experiments and technology such

as nuclear fusion. Considerable research is pursued to develop a way to have an energy
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reactor via nuclear fusion due that it is almost an infinite amount of clean energy. New

and exciting particle acceleration methods have been proposed such as laser and plasma

wakefield acceleration. Plasma can be notoriously challenging to control because of its

n-particle composition and the electric charge in the plasma. Plasmas are also prone

to positive feedback mechanisms that can disturb the overall flow or composition of the

plasma, which can lead to unexpected or undesired effects.

1.1 Instabilities

Positive feedback mechanisms that can disrupt the overall flow and composition of

plasma are know as plasma instabilities [1]. They come in many forms and are known

to plague modern plasma physics experiments. Instabilities can arise from a long list

of causes. An example of an instability that occurs both in plasma physics and fluid

mechanics is the Kelvin-Helmholtz instability [1]. They occur for two fluids along their

boundaries where both fluids propagate in the same direction but have different veloci-

ties and densities [1]. In nature, it is commonly observed in clouds as shown in Fig. 1.1.

Figure 1.1: Kelvin-Helmholtz instability in clouds [2]

3
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In plasma, the velocity shear layer will cause exchange of momentum between the two

layers [3]. However, this is not the only type of plasma instability. In recent years,

there has been an increased interest in streaming-type instabilities because of novel

technologies such as inertial confinement fusion [4] (ICF), which, have also reflected in

an increase in research publications. In this thesis, we focus in streaming type of insta-

bilities. These occur when two fluids flow relative to each other. A positive feedback

loop mechanism persists as long as the two fluids interact which can lead to overall

disruption, microstructure formation, and transfer of energy from the particles of each

of the species to electromagnetic fields [1, 4].

1.2 Laser Wakefield Acceleration

On the 4th of July 2012, CERN announced the observation of a particle in the 125 GeV

mass regime consistent with the Higgs’ boson properties. These observations were

made using the large hadron collider (LHC), which is a 27 kilometer circumference

ring that accelerates particles using electromagnetic fields. Particle accelerators are

commonly used to demonstraete the fundamental principles of physics by smashing

particles together at high energies. They are usually very large and extremely expensive.

An exciting new particle acceleration mechanism that can dramatically reduces the size

of particle is the laser wakefield accelerator (LWFA).

In 1979, Tajima and Dawson [5] suggested a novel method for particle acceleration

using intense ultrashort lasers. By focusing an intense laser pulse into plasma, electrons

and ions are driven apart. The displaced electrons are attracted back to the ions. Some

4



Chapter 1. Introduction

electrons form a sheath that surrounds the ion structure and inject into the cavity.

After injection, the particles can be accelerated to very high energies in very short

distances because of the very high electric fields inside the ion cavity. At the time when

the wakefield accelerator was proposed, it was impossible to attain so high intensities.

However, chirped pulse amplification, pioneered by Strickland and Mourou [6] resulted

in terawatt to petawatt lasers.

1.3 Aim of this thesis

This thesis will explore streaming instabilites in a disk-like geometry where particles

converge and diverging into a a common point. These are relevant in a wide range of

applications including laboratory plasmas such as LWFA, and extreme astrophysical

events such as, coronal mass ejections, and supernovae. We begin by introducing the

constraints of these type of geometries and describe instabilities in converging geome-

tries. We also apply a semi-analytical approach to obtain the growth rates and perform

particle-in-cell (PIC) simulations to compare with the semi-analytical predictions. We

then expand the theory to encompass warm plasma for a more realistic description of

instabilities in converging geometries. We repeat the same process described for the

cold plasma approach to find an agreement between the theoretical and numerical pre-

dictions.

In the following part of the thesis, we present a recent experimental campaign that inves-

tigated electrons ejected transversly to the direction of laser propagation. The ejected

electrons exhibited features indicating plasma streaming instabilities, particularily the

5
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current filamentation instability. We perform full 3D PIC simulations to replicate the

experiment and investigate correlations between numerical and experimental results and

develop a theoretical description of particle interaction at the back of the LWFA bub-

ble which may explain that the structures are a result from counter-streaming particle

interactions leading to instabilities. We perform additional PIC simulations of reduced

models to gain insight into the mechanisms underlying the instabilities. Finally, we

present the results and conclusions of the study and suggest further studies that can be

performed.
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Chapter 2

The laser wakefield accelerator

2.1 Introduction

Before proceeding with the thesis, it is paramount to gain an understanding of the

concepts underlying the following chapters. We start by introducing electrodynamics

and electromagnetic plane waves. We then discuss wave-particle interactions before

introducing ponderomotive force and laser wakefield acceleration plasmas. Then we

introduce plasma physics, and finally a brief introduction to particle-in-cell codes.

2.2 Electrodynamics

To begin the journey through this thesis, there is no single, more important set of

equations than Maxwell’s equations. These are the foundation of almost everything

that will be presented in this thesis. In classical electrodynamics, Maxwell’s equations
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in the vacuum in differential form are:

∇ ·E =
ρ

ε0
, (2.1)

∇ ·B = 0, (2.2)

∇×E = −∂tB, (2.3)

∇×B = µ0ε0∂tE + µ0J . (2.4)

This set of coupled partial differential equations describe the production of electric

fields E by charge densities ρ and/or by magnetic fields, B, which change in time. The

magnetic fields can be produced by either changing electric fields or currents J [7]. ε0

is the dielectric constant, µ0 is the permittivity constant and c = 1/
√
ε0µ0 is the speed

of light. The homogeneous Maxwell’s equations imply that the electric and magnetic

fields can be rewritten in terms of the scalar, φ, and vector potential:

B = ∇×A, (2.5)

E = −∇φ− ∂tA. (2.6)

We can substitute back into the inhomogeneous equations (Gauss’s law and Ampère’s

law) to obtain an expression relating the charges and currents to the scalar and vector

potentials:

∇2φ+∇ · ∂tA = − ρ
ε0
, (2.7)

∇2A− 1

c2
∂2tA−∇

(
∇ ·A+

1

c2
∂tφ

)
= µ0J . (2.8)

8
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These two equations are coupled. However, one can decouple them by exploiting the

arbitrariness in the definition of potentials [8]. Because the magnetic field is Eqn. (2.5),

the vector potential is arbitrary to the extent that the gradient of some scalar function

Λ can be added and the magnetic field is unchanged by this transformation.

A→ A′ = A+ ∇.Λ (2.9)

The scalar potential also needs to be transformed for E to remain unchanged, then we

can add the time derivative of the scalar function Λ

φ→ φ′ = φ− ∂tΛ (2.10)

This implies that we can choose a set of potentials that yield

∇ ·A+
1

c2
∂tφ = 0, (2.11)

and thus will uncouple Eqns. (2.7) and (2.8) and yield two inhomogeneous wave equa-

tions corresponding to φ and A

�2φ = − ρ
ε0
, (2.12)

�2A = −µ0J , (2.13)

where�2 = ∇2−µ0ε0∂2t is the d’Lambertian operator. The transformations in Eqns. (2.9)

and (2.10) are called gauge transformations, and the invariance of the fields under such
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transformation is called gauge invariance [8]. Eqn. (2.11) is commonly referred as the

Lorentz gauge or Lorentz condition.

Another gauge which is commonly used through electrodynamics is the Coulomb gauge

or also known as radiation or transverse gauge[8]. In this gauge, we set

∇ ·A = 0. (2.14)

Using this gauge in Eqn. (2.7), we can observe that the scalar potential satisfies Poisson’s

equation

∇2φ = − ρ
ε0
, (2.15)

which has the solution

φ(x, t) =
1

4πε0

∫
d3x′

ρ(x′, t)

| x− x′ |
, (2.16)

where x is the position vector of the source charge and x′ is the position vector of the

charge.

2.2.1 Lorentz Force

Prior to discuss particle-wave interaction, we have to show how they interact. Consider

the special case of electrostatics, where source charges are static, the force exerted on a

test charge q from a source point charge qs is calculated using Coulomb’s Law:

Felec =
1

4πε0

qsq

r2
r̂, (2.17)
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where r is the separation vector r = r−r′ from r′ (the location of qs) to r (the location

of q). If we have several points, we take the superposition of all the particles acting

upon our test charge and if we have a continuous distribution, we can integrate the

distribution accordingly and obtain

F = qE. (2.18)

Now, consider we have the source and test charges propagating at a constant speed.

This current, besides producing an electric field, will produce a magnetic (induction)

field. The force of the magnetic induction acting on the test charge is:

Fmag = q(v ×B), (2.19)

where v is the velocity of the charge. In the presence of both, electric and magnetic

fields, a charge will experience a net force from both fields, which lead to the Lorentz

Force Law

F = q (E + v ×B) . (2.20)

11
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2.3 Electromagnetic waves

Assuming vacuum, which is charge and current free, one can obtain wave equations for

the magnetic and electric fields

�2E = 0, (2.21)

�2B = 0. (2.22)

The equations above allow for a different solutions. We can use the special case for

plane waves and obtain:

E = E0e
ik·x−iωt,B = B0e

ik·x−iωt, (2.23)

where the amplitudes E0 and B0 are constant and complex; k is the wave-vector and ω

is the frequency. The physical fields would correspond to the real part of the expression.

We can put this in terms of the vector potential assuming φ = 0 and using Eqns. (2.5)

and (2.6).

E = iωA0e
ik·x−iωt, (2.24)

B = ik ×A0e
ik·x−iωt. (2.25)

For the charge-free case, Gauss’ law for the electric field yields a constraint

k ·A0 = 0. (2.26)
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Faraday’s law also yields a further constraint,

B0 =
k

ω
×E0, (2.27)

which show that electromagnetic waves are transverse to the direction of propagation

and both the electric and magnetic field are in phase and mutually perpendicular.

As an electromagnetic wave travels, it carries energy. The energy flux density is given

by the Poynting vector:

S =
1

µ0
(E ×B), (2.28)

where the energy flow is

S = cε0|E|2n̂, (2.29)

where n̂ is the direction of propagation. The intensity is the average power per unit

area transported by the electromagnetic wave. In the vacuum, the intensity is:

I ≡ 〈S〉 =
1

2
cε0|E|2, (2.30)

in terms of the vector potential where E0 = iωA0

I =
ω2|A|2

2cµ0
. (2.31)

2.3.1 Particle-Wave Interaction

Before proceeding to more complicated concepts, it is adequate to introduce how a single

particle interacts with an electromagnetic wave. Following Gibbon [9], we consider a
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non-relativistic electron which is under the influence of an EM plane wave traveling in

the positive x−direction and has a vector potential of the form:

A = (0, δa0 cos(kx− ωt), (1− δ2)1/2a0 sin(kx− ωt)), (2.32)

where a0 is the normalized amplitude (v/c) and δ is the polarization parameter and

δ = {±1, 0}. We can use the Lorentz force law, Eqn. (2.20) and the energy equation

dt(γmc
2) = −e(v ·E), (2.33)

to calculate the influence of the EM wave on the particle. Knowing that F = dp/dt,

we can separate the perpendicular component:

dtp⊥ = (∂t + vx∂x)A. (2.34)

We can integrate the equation above over time to obtain:

p⊥ −A = p⊥,0. (2.35)

The longitudinal components of the momenta will yield

γ − px = α, (2.36)
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where α is a constant of motion. Because γ2 = 1 + p2x/m
2c2 + p2⊥/m

2c2, a relationship

between the longitudinal and perpendicular components of the momenta is obtained:

2αpx = 1− α2 + p2⊥. (2.37)

In the average rest frame, we set the drift velocity px = 0, and obtain:

1 + 〈A2〉 − α2 = 0. (2.38)

We can also average over laser cycle to remove the rapidly varying terms , we get

α =

√
1 +

a20
2
. (2.39)

The parameter alpha is found to be γ0. We can substitute equation above to and obtain

the components of the momenta

px = (2δ2 − 1)
a20
4γ0

cos(2(kx− ωt)), (2.40)

py = δa0 cos(kx− ωt), (2.41)

pz = (1− δ2)1/2a0 sin(kx− ωt). (2.42)

The trajectory of the electron can be obtained by integrating once more in time and

will yield a “figure of eight” motion [9].
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2.4 Ponderomotive Force

The consequence of EM fields interacting with particles is the ponderomotive force or

ponderomotive effect. Ponderomotive effects are due to oscillating EM fields that have

a spatial gradient that push electrons from high field areas to low field areas [10]. It is

also referred to as field-gradient force [11]. The ponderomotive force has been derived

extensively in literature [11, 12, 13, 14, 15, 16]. In this thesis, we will follow Gibbon’s

more tractable approach [9]. Let us consider the Lorentz force on an electron in terms

of the vector potential (assuming φ = 0):

∂tp+ (v ·∇)p = −e
c

(∂tA− v × (∇×A)) . (2.43)

The double product yields v × (∇ ×A) = ∇(v ·A) − (v ·∇)A. Combining the last

term with the partial time derivative on the r.h.s., we obtain the total time derivative

of the vector potential

dp

dt
= e

dA

dt
− e∇(v ·A). (2.44)

By inspecting eqn (2.44), we can see a separation of timescales. The first term of

eqn. (2.44) drives fast oscillations

dpf
dt

= e
dA

dt
. (2.45)
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The effects of the second term, which occur on a slower timescale, are obtained by

taking the average over one laser cycle, denoted as 〈...〉:

dps
dt

= −q〈∇(v ·A)〉 (2.46)

Eqn. (2.46) can be rewritten by replacing the velocity with the momentum as p = γmev

to the usual ponderomotive force expression by

Fp = −mc2∇〈γ〉 (2.47)

where γ = (1 + p2s/(m
2c2) + a20/2)1/2. This expression, as initially stated, corresponds

to the ponderomotive force affecting a single electron.

2.5 Laser Wakefield Acceleration

As a laser pulse propagates through a plasma, it excites a co-propagating plasma wave

that trails the pulse. In the linear 3D regime, we can examine the wakefield generation

using the cold fluid equations. Following Sprangle et al [17], we can calculate the plasma

wave starting from Eqns. (2.4), (2.3) and using Eqn. (2.1),

�2E =
1

c2ε0
∂tδJ +

e

ε0
∇(δn), (2.48)

where δJ and δn are the plasma response current and number density. We can also

obtain the velocity and density response using the linearised momentum and continuity
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equations

∂tδu = − e

m
∇φ− 1

m
Fpond., (2.49)

∂tδn = −n0∇ · δu. (2.50)

By taking the divergence of Eqn. (2.49) and taking the partial derivative with respect

to time in Eqn. (2.50) substituting the former into the latter and dividing both sides by

the background density n0 and using the ponderomotive force, Eq. 2.47, in the linear

limit a� 1 [18]

(
∂2t + ω2

p

) δn
n0

= c2∇2a2/2, (2.51)

(
∂2t + ω2

p

)
φ = −

ω2
pa

2

2
. (2.52)

With φ being the electrostatic potential of wake in the limit a2 << 1, and

ωp =

√
e2n0
meε0

(2.53)

is the plasma frequency. The causal solution of Eqn. (2.51) is:

δn/n0 = (c2/ωp)

∫ t

−∞
dt′ sin[ωp(t− t′)]∇2a2(r, t′)/2, (2.54)

and the electric field of the wake is:

E/E0 = −c
∫ t

0
dt′ sin[ωp(t− t′)]∇a2(r, t′)/2. (2.55)
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These two equations are valid for E � E0, where E0 = mecωp/e. They describe plasma

waves driven by the ponderomotive force, which oscillate at the plasma frequency ωp

after the driving force have passed. The solutions to Eqns (2.54) and (2.55) indicate

that the most effective generation of wakefields will be when the driver’s envelope scale

length is on the order of the plasma wavelength [18]

λp =
2πc

ωp
. (2.56)

Besides the axial (relative to the driver’s propagation axis) wakefield Ez, transverse

wakefields Er and Bθ will be generated in the frame of reference of the driver and are

related to the axial wakefield by the Panofsky-Wenzel theorem, ∂rEz = ∂z−ct(Er −Bθ)

[18].

Plasmas can support large amplitude electrostatic waves with phase velocities near the

speed of light [18]. The electric field of a plasma wave has the form

Ez = Emax sin[ωp(z/vp − t)], (2.57)

where vp is the phase velocity. A particle, in the case an electron can ride the plasma

wave staying in phase with the electric field. For a longitudinal propagating wave, an

increase in initial amplitude can lead to amplitude distortion which can lead the elimina-

tion of the oscillation, or as it is described more commonly, wave breaking. Dawson [19]

presented a very tangible example for a 1-D wave and derived the cold nonrelativistic
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wave breaking field as

EWB =
en0
ε0kp

, (2.58)

For nonlinear relativistic plasma waves, the amplitude of the waves can exceed EWB.

The corrections have been calculated in the literature [18, 20]. Wave breaking has sig-

nificant importance since it can lead to self-trapping and acceleration of electrons by

the plasma wave [21].

For the plasma wakefield in 3D described above, the sinusoidal form of the electric field

can continue in the linear regime, however, in the nonlinear regime, the structure de-

parts greatly from the sinusoidal form described above. One effect of the nonlinearities

is that the wave front of the plasma can be curved; another effect is that the laser

intensity can be sufficiently high to expel all the electrons near the axis of propagation

[18, 21]. The region where the electrons are expelled is called the “ion cavity” or “bub-

ble” [21, 22]. Ions in this region can be considered to be immobile since their response

length is assumed to be larger than the cavity radius [21]. The electrons form a narrow,

high density sheath surrounding the cavity. The space charge of the ions pull back the

electrons , which establishes a wake in the form of a closed bubble [23]. The shape

of this bubble depends on the laser pulse shape and intensity. For properly matched

parameters, it is spherical [23].

Electrons can be injected into the bubble and accelerate to very high energies over

short distances. Several methods of particle injection have been discussed in literature,

ranging, among others [15], from ponderomotive injection [18] to self-injection due to

density gradients [24]. We will briefly discuss the latter case. Bulanov et al. presented

20



Chapter 2. The laser wakefield accelerator

the concept of injection using a density gradient with scale length long compared to the

plasma wavelength, which will induce wave breaking. A decrease in the plasma density

causes the plasma wavelength to increase, which leads the plasma wave fronts falling

behind the laser. This decreases the wake phase velocity to trap background plasma

electrons [18]. This mechanism has been proposed for injecting attosecond bunches [25].

As previously mentioned, the bubble can be considered as a spherical ion bubble sur-

rounded by a thin high density electron sheath following the laser driver. A simplified

calculation can be performed by assuming a spherical bubble shape, and using a qua-

sistatic approximation in a Galilean reference frame moving with the laser pulse. The

fields inside the bubble have been calculated in the literature [21, 26] Electron trajec-

tories can be calculated using the fields calculated from the moving ion bubble [26, 27].

Some of the electrons are ejected, others continue to form further bubbles following the

first, and others are ejected obliquely to the direction of propagation. These electrons

are usually referred to as “side electrons” [28].

2.6 Plasma

The simplest description of plasma is that it is ionized gas [1]. A more accurate de-

scription can be found in Swanson’s book “Plasma Waves” [29]: “The plasma state is

a characterization of matter where long-range electromagnetic interactions dominate

the short-range interatomic or intermolecular forces among a large number of parti-

cles” [29]. A plasma corresponding to a mixture of ions and electrons is a collection

of particles which their overall net charge is zero. However, we allow for local and/or
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periodic deviations from exact neutrality [29]. This is known as the quasineutrality

condition. Electrons will oscillate due the restoring force of the ions and will oscillate

at the plasma frequency ωp. Since plasma is a collection of particles, it is natural to

describe plasma using statisical mechanics. Classically, a microscopic description in-

volves a point charges in phase space, for which we can write a microscopic distribution

function depending on the location of each of the particles as:

N(r1, r2, ..., rN ,v1,v2, ...,vN , t) =

N∏
j=1

δ(r − rj(t))δ(v − vj(t)). (2.59)

The description using this distribution function and Maxwell’s equations, albeit com-

plete, can involve the solution to a large number of equations. Therefore, a more

tractable way is to use a macroscopic distribution where the physical quantities are

averaged over a microscopic distribution function f(r,v, t), e.g., the particle density in

configuration space, n(r, t), is

n(r, t) =

∫
f(r,v, t)d3v, (2.60)

where the distribution function’ f(r,v, t) arguments, position r, velocity v and time t

are 7-dimensional. The evolution of the distribution function is described by Vlasov-

Boltzmann equation coupled to Maxwell’s equations (2.1) to (2.4) [1, 29]

∂tf + v ·∇f +
FLorentz

m
·∇vf = (∂tf)coll. . (2.61)
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Where ∇v is the gradient in velocity space, and the term on the r.h.s is the collision

term. The collision term accounts for the transfer of momentum from plasma particles

via Coulomb forces. The collisions tend to relax the distribution function to thermal

equilibrium [29]. However, for the purposes in this section, we will use the collisionless

Vlasov equation

∂tf + v ·∇f +
FLorentz

m
·∇vf = 0. (2.62)

This thesis focuses in the fluid equations, which follow from a moment expansion of the

Vlasov equation. Following from Swanson, chapter 3 [29], the number density is:

n =

∫
f(r,v, t)d3v. (2.63)

Since, r and v are independent variables, f∇ · v = 0 and f∇v · F = 0 due to the

orthogonality between the cross product of v and B and ∇v. We can introduce a

function of velocity, namely Q(v) and we define the moment process by an average of

the velocity

〈Q〉 =
1

n

∫
Qfdv. (2.64)

We multiply the collisionless Vlasov equation by Q and integrate over velocity

∂t

∫
Qfdv + ∇ ·

∫
Qvfdv +

1

m

∫
Q∇v · F fdv = 0. (2.65)

The term containing the force F /m is simply the acceleration, a. The third term on

the l.h.s. can be re-written according to the product ∇v · (Qaf) = af · ∇v +Q∇v · af
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and obtain, using the divergence theorem [30],
∫
V ∇ · hdx =

∮
S h · n̂d

2x,

∫
Q∇v · afdv =

∮
Sv

(Qaf) · dSv −
∫
fa ·∇vQdv. (2.66)

We assume that the distribution disappears sufficiently fast as v → ∞ so the surface

integral vanishes. We then obtain:

∂t(n〈Q〉) +∇ · (n〈Qv〉)− n〈a ·∇vQ〉 = 0. (2.67)

To obtain the 0-th moment, we let Q = 1, which implies 〈Q〉 = 1 and 〈Qv〉, where

〈v〉 = u(r,v, t) is the mean velocity of the fluid element at position r and time t. The

third term on the l.h.s. vanishes and we find the continuity equation

∂tn+ ∇ · (nu) = 0. (2.68)

Taking the first moment, we can let Q = mv and let v = u + w, where w measures

the perturbation from the average velocity 〈w〉 = 0, we now obtain 〈Q〉 = mu, 〈Qu〉 =

nmuu + nm〈ww〉, 〈a ·∇vQ〉 = m〈a〉 = q (E + u×B). Putting everything together,

we obtain the momentum equation

m (∂tu+ (u ·∇)u) +m∇ · 〈ww〉 − q (E + u×B) = 0. (2.69)

nm∇ · 〈ww〉 is known as the stress tensor. Assuming a cold plasma, the small fluc-

tuations in the velocity are negligible and the momentum equation takes the following
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form

nm (∂tu+ (u ·∇)u)− qn (E + u×B) = 0 (2.70)

Further moments can be taken to obtain the energy-momentum stress flux, etc. The

moments are usually taken as

F (α) =

∫
vαf(v, t)d3v, (2.71)

where the superscript α corresponds to the order. The hierarchy of moments is termi-

nated by assuming a thermodynamic process.

A plethora of waves with different properties determined by the interaction of electro-

magnetic waves and free charges can exist and propagate in a plasma. Linear waves

are characterised by their frequency and wavenumber, which are linked by a dispersion

relation. There are different ways to obtain these dispersion relations, which will be

studied in more detail in the next chapter.

2.7 Particle-In-Cell simulations

The nature of plasmas being a collection of many particles often leads to analytical

model simplifications. Albeit the analytical models can be excellent, there is a need to

validate through numerical modelling. A widely-used tool for modelling plasmas and

laser-plasma interactions are particle-in-cell (PIC) codes. In PIC codes, the particle

distributions are represented by discrete macroparticles, each of which correspond to a,

possibly large, number of plasma particles. In each time step, the charges and currents
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of the macroparticles are deposited on the points of a grid and used to update the EM

fields. Then, the fields are interpolated to the positions of the macroparticles and used

to update their momenta.

PIC codes numerically integrate Vlasov-Maxwell’s equations with respect to time us-

ing a finite-difference time-domain (FDTD) method [31, 32]. The FDTD is standard

in most PIC codes to solve Maxwell’s equations numerically [33]. The most common

FDTD schemes use a “Yee” staggered grid [32, 33] where continuous space-time is dis-

cretized. Maxwell’s equations are then discretized by using central-difference approxi-

mations methods. To assure stability and that the electromagnetic field does not change

significantly, the Courant-Friedrichs-Lewy (CFL) condition has to be satisfied [32]. The

electric and magnetic fields specified on a Yee staggered grid means that the centered

second order accurate derivatives are easily implemented [33], e.g.,

(∂xEy)i+ 1
2
,j,k =

Eyi+1,j,k
− Eyi,j,k

∆x
, (2.72)

where ∆x is the distance between cells in the x−direction, and the subscripts i, j, k

correspond to the grid points, as stated in Yee [32] (i, j, k) = (i∆x, j∆y, k∆z). A “leap-

frog” method is used, which solves the equations of motions at interleaved times [31].

When the fields have been calculated, the particle position and momentum are updated

using a particle “pusher” which numerically integrates the relativistic equations of mo-

tion under the Lorentz force for each macroparticle in the simulation. Most PIC codes

use the Boris rotation algorithm [33]. Some other PIC codes use a Vay pusher since the

Boris pusher is not Lorentz-invariant.
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PIC codes are vulnerable to artefacts that yield unphysical phenomena, which can ruin

the investigation such numerical instabilities and numerical heating [31]. The latter

corresponds to the grid adding an artificial temperature to the particles [31, 33]. The

temperature addition can be attributed to unphysical “random” force fluctuations of the

grid upon the particles [31, 34] According to Abe et al, the force fluctuations are due

to a non-physical force due to the grid [34]. Self-heating is related to the Debye length

is resolved by the grid size, it is also related to number of particles per cell [33].

In this thesis, we will use three different PIC codes, namely, EPOCH [33], FBPIC \cite{lehe_spectral_2016}, and \verbOSIRIS|[35].

Whilst EPOCH and OSIRIS are in cartesian geometry, FBPIC uses a cylindrical geometry

with azimuthal Fourier mode decomposition of the electromagnetic field components.

The EPOCH simulations are in 2D, FBPIC are in quasi-3D, and OSIRIS is in full 3D.

2.8 Summary

In this chapter, we have introduced the main concepts for the later chapters of this

thesis. We have introduced electrodynamics and the ansatz of plane waves. We have

calculated the interaction between electromagnetic plane waves and particles using the

Lorentz force law and derived the equations of motion. Having discussed particle-wave

interaction and plasma, we introduced the ponderomotive force and the laser wakefield

acceleration. We discussed mechanisms for injecting plasma electrons into the wakefield.

Later, we discussed plasma using a statistical distribution functions, which are governed

by the Vlasov-Maxwell equations. By taking moments, we obtained a fluid description

of the plasma. Finally, we introduced particle-in-cell codes, that are commonly used to
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numerically verify analytical predictions. In the next chapter, we will delve further into

plasma waves and plasma instabilities.
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Plasma Streaming Instabilities

3.1 Introduction

Investigation on astrophysical phenomena [36] such as supernovae [37], gamma ray

bursts [4, 38], coronal mass ejectors [39, 40], and the recent onset of new development

of technologies including, but not limited to, inertial confinement fusion (ICF) [4], toka-

maks [41, 42, 43], and LWFA, has lead to an increase in the investigations of instabilities

[4]. In this chapter, we introduce the main concepts of plasma instabilities, precisely,

plasma streaming instabilities. We introduce waves in plasmas, the general process

of studying waves in plasmas, and then continue with instabilities and their proper-

ties, unstable growth, and the two main types of instabilities. The effects of different

plasma properties on streaming instabilities by discussing relativistic plasmas, warm

plasmas and inhomogeneous plasmas are discussed. In each section, we introduce basic

derivations and properties of the instabilities. In this thesis, we focus on streaming

instabilities, such as the two-stream instability, current filamentation instability and a
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combination of both.

3.2 Waves in Plasma

Plasma is a collection of electrons and ions where the overall charge of the system is

zero but due to Coulomb interaction, periodic deviations from exact neutrality occur

naturally. This is known as quasineutrality [1, 29]. The motion of plasma usually

results in waves [29]. Laboratory plasmas can be heated and probed by waves, can be

disturbed using intense lasers [5], so the study of wave propagation is paramount in

plasma physics. The usual approach to studying plasma waves in the linear regime is

to obtain an equation relating the angular frequency, ω, to the wavenumber, k, which

is known as the dispersion relation. The dispersion relation can be obtained from the

continuity, momentum, and Maxwell’s equations [1, 8, 29]

∂tn = −∇ · (nu), (3.1)

(∂t + u ·∇)p = q (E + u×B)−∇P /n, (3.2)

∇ ·E =
ρ

ε0
, (3.3)

∇ ·B = 0, (3.4)

∇×E = −∂tB, (3.5)

∇×B =
1

c2
∂tE + µ0J . (3.6)

A common approach to describe waves in plasmas is by linearisation using perturbation

theory [1, 29, 44]. We can apply perturbation theory where an equilibrium solution is
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expanded to a first order [45] where ψ̃/ψ̄ � 1, ψ corresponds to any of the quantities

describing the plasma or electromagnetic fields, the tilde denotes perturbation, and bar

equilibrium. In a linear system, the perturbations can be assumed to be harmonic,

oscillating along the equilibrium solution and can be represented by the superposition

of the equilibrium and the perturbation as:

ψ = ψ̄ + ψ̃ (3.7)

We first need to find the response of the plasma to an electric field perturbation, i.e, the

dielectric tensor. Combining it with Maxwell’s equations yields a description of wave

propagation. Let us consider a homogeneous, non-relativistic, collisionless, charge and

current neutral plasma, i.e.,
∑

j qjn̄j = 0 and
∑

j qjn̄jūj = 0 and Ē = B̄ = 0, where

the subscript j denotes the species. The continuity and momentum equations can be

linearized and since the equilibrium solutions are assumed to be spatially homogeneous

and time-independent, assuming harmonic dependence exp(ikz − iωt). The differential

operators multiplied with the perturbed components, assuming a constant amplitude,

can be replaced as: ∇→ ik, ∂t = −iω. The continuity and momentum equations take

the following forms:

iωñj = ik · (ñjūj + n̄jũj) , (3.8)

i (ūj · k − ω) ũj =
qj
mj

(
Ẽ + ūj × B̃

)
−∇Pj/(n0mj), (3.9)
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where mj is the mass of species j. From Faraday’s and Ampère’s equation, one obtains:

ik × Ẽ = iωB̃, (3.10)

ik × B̃ = − iω
c2
Ẽ + µ0

∑
j

J̃j , (3.11)

One can substitute Eq. (3.10) into Eq. (3.11) to eliminate B̃.

ik ×
(
k × Ẽ

)
= − iω

2

c2
Ẽ + ωµ0

∑
j

J̃j . (3.12)

The current density can be expressed as: J̃j = qj (ũjn̄j + ūjñj). We can rearrange

Eqn. (3.12):

k2Ẽ − k(k · Ẽ) =
ω2

c2

(
I +

i

ε0ω
σ

)
Ẽ, (3.13)

where σ is the conductivity tensor [1]. We can simplify and define the dielectric tensor

as:

ε = ε0

(
I +

i

ε0ω
σ

)
. (3.14)

Eqn. (3.13) can be written in the form:

χ · Ẽ = 0, (3.15)

with

χ = ω2µ0ε+ k ⊗ k − k2I, (3.16)

32



Chapter 3. Plasma Streaming Instabilities

where the symbol ⊗ denotes the dyadic product. The dispersion relation is then derived

from the determinant of the tensor χ being equal to zero.

As an example, we consider an unmagnetized plasma consisting of electrons neutralized

by ions that are homogeneous, ū = 0, with a small temperature T̄ 6= 0. For a wave

propagating in z-direction, the wave vector is k = kz êz. We want to find the wave

number kz. Assuming an adiabatic equation of state, the pressure perturbation can be

related to ñe by p̃j = 3TkBñj and no B field. The linearized continuity and momentum

equations take the following form:

ñ =
n̄

ω
k · ũ,

ũ = − ie

meω
Ẽ +

3kBT

ωn0me
ñk.

We can find the dispersion relation for k ‖ ū using Gauss’s law and replacing ñ. This

result is the Bohm-Gross dispersion relation [1, 46]

ω2 = ω2
p + 3v2t k

2, (3.17)

where ωp =
√
ne2/(meε0) is the plasma frequency and vt =

√
kBT/me is the thermal

velocity. This dispersion relation corresponds to an electrostatic Langmuir wave.

Equation 3.17 is an approximation only valid for kvt/ωp � 1 and is strongly modified

by kinetic effects. The Langmuir wave is heavily Landau damped for kvt/ωp > 0.3. For

low mode numbers k, the wave phase velocity can be arbitrarily large; in contrast, the

group velocity tends to 0 as k → 0, meaning that no information or energy propagates
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Figure 3.1: Bohm-Gross dispersion relation (solid blue) and the line which the Bohm-
Gross dispersion relation asymptotically approaches as k →∞ (dashed red).

[1]. The oscillations at low k can be referred to as plasma oscillations [1].

Waves in plasmas can be generally studied by solving for the frequency in the secular

equation. Such approach allows for a plethora (or as Swanson describes: “zoo”) of waves

ocurrying in magnetized [1, 29], non-neutral [47], inhomogeneous [29, 48, 49], warm

[4, 50], relativistic [4], and combinations thereof [48, 51, 52]. However, plasma waves

can be subject to positive feedback leading to growth of the amplitude of oscillation

and then on disruption of the plasma. Energy from the particles can be transferred to

the fields [1, 29].

3.3 Instabilities

In plasma physics literature, there are many examples of instabilities [4, 29, 53, 54,

55, 56, 57]. An instability occurs when a propagating wave evolves in time into a

growing wave in time or space [29]. Whenever the dispersion relation, D(ω, k) = 0,

has either complex solutions ω for real k, or vice versa, the wave exp (ik · x− iωt) can
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be described as stable or unstable, depending on whether the wave grows or decays

in time. The usual nomenclature for an unstable wave growing in time, is if for some

real k with ω = ωre + iωim, the frequency has a positive imaginary part. Plasma

physics literature usually classifies instabilities into two different types: convective and

absolute instabilities [29, 57, 58]. An absolute instability is an instability that leads to

growth at every point in space. A convective instability occurs for a growing disturbance

propagating in space. Such a disturbance can grow at a fixed point in space, but may

decay in time [29, 57, 58] after it has propagated on.

The following discussion of instabilities follows Briggs [57] and Swanson [29]. We can

introduce a localized source to have an explicit interpretation.

Figure 3.2: Analytic region of F (z, ω)

The system can be assumed to be infinite and uniform in the z direction but have a

bounded source as g(z) = Θ(z − a)Θ(a− z), where Θ is the Heaviside function. Using
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Fourier transform in space, we obtain:

g(k) =

∫ ∞
−∞

dzg(z) exp(−ikz) =
2

k
sin(ka). (3.18)

Laplace transforms are used to ensure that the source vanished for t < 0. We assume a

steady-state source of the form:

f(t) = exp(−iω0t), (3.19)

with real frequency ω0. Its Laplace transform (F (s) =
∫∞
0 f(t)e−stdt) then is:

f ′(ω) =
1

ω − ω0
. (3.20)

The response of the plasma to the source can be represented in terms of Green’s func-

tions, or in terms of transform of the Green’s functions G(k, ω) as:

ψ(z, t) =

∫ ∞+iσ

−∞+iσ

dω

2π

∫ ∞
−∞

dk

2π
G(k, ω)g(k)f(ω) exp(ikz − iω) (3.21)

Eqn. (3.21) can be rewritten as:

ψ(z, t) =

∫ ∞+iσ

−∞+iσ
F (z, ω)f(ω) exp(−iωt)dω

2π
, (3.22)

with

F (z, ω) =

∫ ∞
−∞

G(k, ω)g(k) exp(ikz)
dk

2π
, (3.23)
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F (z, ω) is analytic in a region as shown in Fig. 3.2 since σ is chosen to extend the path

above all the singularities. Since source is bounded between −a and a, the response

outside the region has to be in terms of normal modes of the system. The roots of

the dispersion relation D(ω, k) = 0 represent poles in the Green function G(k, ω) since

G(k, ω) ∝ 1/D(k, ω). Since g(k) exp(ikz) → 0 as k → i∞ for z > a, it is possible to

close a Fourier contour above. Using the residue theorem,

F (z, ω) =

∮
C
G(k, ω)g(k) exp(ikz)

dk

2π
= 2πi

∑
n+

Res
g(k)

G−1(k, ω)
(3.24)

we can then take the limit as k → knp . Furthermore, we can take the derivative of

G−1(k, ω) with respect to k, to obtain the residues.

Figure 3.3: (a) contour C for the continuation of the motion of the poles of G(ω, k).
(b) Movement of the Laplace contour resulting in the motion of the poles in G(ω, k)

Finally, F (z, ω) can be expressed as:

F (z, ω) =
∑
np

ig[knp(ω)]

[∂kG−1(k, ω)]k=knp

eiknpz. (3.25)

The sum is over the roots of the dispersion relation which lie in the upper half k-plane
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for some frequency ω lying on the Laplace contour as shown in Fig. 3.3.

It is advantageous to deform the contour by varying the imaginary part of ω, ωi,

while keeping the real part fixed. Then, the poles of the dispersion relation will describe

trajectories in the k-plane. If these poles cross the real k−axis, the analytic continuation

of F (z, ω) has to be defined in terms of:

F̃ (z, ω) =

∫
C
G(k, ω)g(k)eikz

dk

2π
, (3.26)

the contour C is deformed ensuring that all poles that were below the contour re-

main below and the poles originally above stay above. This translates that the sum of

eqn. (3.25) is over the roots that were originally above the real k-axis when ωi = σ. If

Figure 3.4: Laplace contour with an absolute instability

there are two poles that merge, one coming from below and the other from above, the

contour C can no longer pass between the poles. This corresponds to a saddle point of

the dispersion relation so that dkω = 0 at ω = ωs. Since G−1(ω, k) ∝ D(ω, k) = 0 , we
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can use the chain rule to obtain:

dD

dk
=

(
dD

dω

)
dω

dk
+
∂D

∂k
= 0, (3.27)

which leads to

∂D

∂k
= 0. (3.28)

Hence, the inverse Green’s function can then be expanded about the saddle point to

obtain:

G−1(k, ω) ' ∂G−1

∂ω

∣∣∣∣
ωs

(ω − ωs) +
1

2

∂2G−1

∂k2

∣∣∣∣
ks

(k − ks)2. (3.29)

Hence, substituting into Eqn. (3.25) we obtain

F̃ (z, ω) = ± ig(k)eikz

∂k

(
∂ωG−1

∣∣
ωs

(ω − ωs) + 1
2∂

2
kG
−1
∣∣
ks

(k − ks)2
) . (3.30)

Knowing that ∂kG−1 = 0, we can solve for k. Focussing on the denominator we can

find:

∂ωG
−1∣∣

ωs
(ω − ωs) = −1

2
∂2kG

−1∣∣
ks

(k − ks)2, (3.31)

k± = ks ±
ip

q

√
ω − ωs, (3.32)

where the subscript ± is for z > a and z < −a respectively and where

p2 = ∂ωG
−1∣∣

ωs
,

q2 =
1

2
∂2kG

−1∣∣
ks
,
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Then, Eqn. (3.30) takes the form:

F̃ (z, ω) = ± ig(k±)eik±z

q2(k± − k∓)
' g(ks)e

iksz

2pq
√
ω − ωs

. (3.33)

From Eqn. (3.33) we note there is a branch point at ω = ωs. The entire upper half

ω−plane has to be explored for the largest singularity since it will yield the fastest grow-

ing mode and will dominate above other singularities. The time asymptotic response is

evaluated as:

ψ(z, t) ' g(ks)f(ωs)e
i(ksz −ωst)

pq

∫ ∞
−∞

ei(ωs−ω)t
√
ω − ωs

dω

2π
,

ψ(z, t) ' g(ks)f(ωs)e
i(ksz−ωst)

2pq
√
πit

. (3.34)

The absolute instability is characterized by the positive imaginary part of ωs corre-

sponding to temporal growth everywhere.

3.3.1 Two-stream instability

The two-stream instability (TSI) was first observed by Bohm and Gross when they pre-

sented a kinetic theory of unstable perturbations along the direction of propagation [46].

The instability occurs for counterstreaming particle beams interacting with each other.

The small perturbations within each particle beam lead to out-of-phase oscillations par-

allel to the direction of propagation which can drive strong oscillations and ultimately

yield particle bunching [1, 4, 44] which can also be observed as phase space holes [4].

The energy from the particles that are bunched up is dissipated into the plasma waves

[1]. Because the affected wave vector is parallel to the electric field, this instability is

40



Chapter 3. Plasma Streaming Instabilities

electrostatic [1]. The two-stream instability gathered attention in early experiments in

gas discharged fluctuations [4] and has also been studied in the quantum regime [59, 60].

Dispersion Relation

As an illustrative example, we consider two counterstreaming, non relativistic, homo-

geneous electron beams. The beams are propagating as ū1 = −ū2 = u0êz and have

the same equilibrium electron number density n0, where n̄1 = n̄2 = n0. To satisfy

quasineutrality, the ion density is equal to the addition of both electron species. Since

we assume a harmonic perturbation, we can substitute ∇ = ikêz, ∂t = −iω. We can

obtain an expression for the velocity perturbation from the momentum equation:

ũj = − e

meΩj
Ẽ, (3.35)

where Ωj = ω−ūj ·k. Substituting Eqn. (3.35) into the Eqn. (3.1) and then substituting

into Eqn. (3.3) (with a little bit of elimination and algebra) yields the dispersion relation:

1− ω2
p

[
1

Ω2
1

+
1

Ω2
2

]
= 0 (3.36)

presents poles at ω = ±ku, for the region −ku < ω < ku.

Growth Rates

From the dispersion relation (3.36) one can derive the growth rate as the positive imag-

inary part of the frequency. The equation is of fourth order in ω. However, for the

chosen symmetric case, it is quadratic in ω2, with a positive and a negative root, yield-
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ing respectively real and purely imaginary solutions for the frequency. The imaginary

frequencies correspond to a purely growing and a decaying mode. The unstable mode

is given by:

ΓTSI =
[(
A2 − k4u4 + 2k2u2ω2

p

)1/2 −A]1/2 , (3.37)

where A = 2ω2
p + 2k2u2. It can be immediately observed that the instability will be

present as long as the term uk <
√

2ωp.

Figure 3.5: Growth rate of the two-stream instability

The growth rate of the two-stream instability is shown in Fig. 3.5. The two-stream

instability has a finite range of wavenumbers and has a maximum growth rate.

3.3.2 Current filamentation instability

Waves transverse to the propagation direction can also be susceptible to unstable growth

[4]. Weibel in his seminal paper demonstrated that modulations can grow perpendicular

to the direction of propagation due to thermal anisotropies [61]. Later, Fried expanded

from Weibel’s paper using the analogy of momentum anisotropies that can be under-

stood as two counterstreaming beams [62]. As the particle populations overlap, the
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particles of both species interact via their corresponding microscopic currents. Comov-

ing particles will attract, whilst repelling the counter-streaming particles. The magnetic

field then grows due to the rearrangement of the counterstreaming particles and will con-

fine the electrons into filaments by pinching them. This is known as magnetic trapping

[4, 63].

Figure 3.6: Cartoon demonstrating two
co-moving particles and their magnetic
field lines. The green lines represent their
direction of propagation which they are
attracting to each other.

Figure 3.7: Cartoon demonstrating two
counter-streaming particles and their
magnetic field lines. The red arrows
demonstrate the direction of propagation
which they are repelling to each other.

Figure 3.6 and Fig. 3.7 show how would particles either attract or repel each other.

This feedback loop is perpetuated as long as the two species overlap and interact with

each other. In literature, the Weibel and CFI terms are used almost interchangeably [4].

There are occasions that “pure” Weibel modes can couple to the current filamentation

modes [64]. In comparison with the TSI, for particle beams with similar densities and

mildly relativistic speeds the CFI has larger growth rates [4]. Bret et al. [4] mention

that the the CFI has been subject to a considerable research due to its ubiquity in novel

laboratory experiments such as ICF and space plasma [4].
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Dispersion relation

Similarily to the TSI, the CFI dispersion relation and ultimately the growth rates,

can be obtained with a similar approach, where the two electron populations counter

propagate with ū1 = −ū2 = u0êz. We follow from the same assumptions as in the

previous subsection, but here we investigate wave vectors transverse to the direction of

propagation k ⊥ u; we shall use ky êy. The momentum equation in this case encompasses

the perturbed magnetic field, and takes the following form:

ũj = − ie

meω

(
Ẽ +

ūj
ω
×
(
k × Ẽ

))
. (3.38)

Eqn. (3.38), can be substituted into the continuity equation. After solving the continuity

equation for the number density perturbation, one finds an expression for the current

density J̃ = −e
∑

j (ūjñj + n0ũj), so it can be substituted into Maxwell-Ampere’s

equation to yield:

k2Ẽ − k2Ẽy êy =
ω2

c2
Ẽ − 2

ω2
p

c2

[
k2u2

ω2
Ẽz êz + Ẽ

]
. (3.39)

One can immediately recognize that Eqn. (3.39) can lead to different solutions depending

on the direction of the electric field. By choosing E parallel to êx

ω2 = c2k2 + 2ω2
p (3.40)

which is the usual dispersion relation of plasma oscillations. The factor of 2 in front of

the plasma frequency in the equation above corresponds to two electron populations.
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For E ‖ êz we obtain:

ω2 = k2c2 + 2ω2
p

(
1 +

k2u2

ω2

)
. (3.41)

This is the dispersion relation for the CFI.

Growth rate

Similar to the TSI dispersion, it is quadratic in ω2, with two real solutions, one of which

is negative. This implies a positive imaginary root for the frequency corresponding to

the instability. The growth rate is then:

Γcfi =
[(
A2/4 + 2k2u2ω2

p

)1/2 −A/2]1/2 , (3.42)

where A = 2ω2
p + c2k2. According to Eqn. (3.42), the CFI exists for a seemingly

Figure 3.8: Growth rate for the current filamentation instability for u = 0.4c

infinite range of wavenumbers with a large growth rate that implies, compared with the

TSI, that CFI should be more common because it is rather unstable “infinite” range of

wavenumbers as seen in Fig. 3.8. However, this infinite range is unphysical. Thermal

effects limit the range of wavenumbers that yield the instability and can suppress the
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growth rates [65].

3.3.3 Oblique instabilities

Since wave vectors are not limited to be either parallel or perpendicular to the direction

of propagation, oblique modes are also possible [4, 54, 55]. Oblique modes are also

known as two-stream/filamentation (TSF) branches since they combine elements of

both the TSI and CFI [4]. It has been pointed out that coupling between the TSI and

CFI should be analysed [4, 56]. Oblique modes have been found to dominate in the

case of cold and diluted relativistic electron beams [66]. Analyzing the oblique angles

yields several advantages over restricting to certain wave vector direction. Studying

oblique wave vectors can yield a robust description of the unstable modes over all k

space [56, 66]. Different initial conditions of the plasma can lead to different dominating

modes [55]. Magnetization of the plasma can also lead to regions where the TSI can

dominate in a larger range over CFI and TSFI modes [55].

To generalise the preceding description we choose a wave vector oblique to the streaming

velocities (which remain along êz), k = ky êy + kz êz i.e., ∇ → ik. The continuity and

momentum equations then take the following form:

ñj =
n0
Ωj
k · ũj , (3.43)

ũj = − ie

meΩj

[
Ẽ + ūj ×

(
k × Ẽ

)
/ω
]
, (3.44)
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where we have used that B̃ = k × Ẽ/ω. We can factor out the perturbed electric field

from Eq. 3.44 following the steps:

ũj = − ie

meΩj

[
Ẽ +

k

ω
(uj · Ẽ)− Ẽ

ω
(u · k)

]
, (3.45)

ũj = − ie

meΩj

[(
1− uj · k

ω

)
Ẽ +

k

ω
(uj · Ẽ)

]
. (3.46)

We can multiply Ωj and factor out ω:

ũj = − ie

meω

[
1

Ωj
(ω − uj · k) Ẽ +

k

Ωj
(uj · Ẽ)

]
. (3.47)

Since Ωj = ω−uj ·k it will divide out with the first in the r.h.s, and then we can factor

out Ẽ:

ũj = − ie

meω

[
Ẽ +

k

Ωj
(uj · Ẽ)

]
, (3.48)

ũj = − ie

meω

[
1 +

k ⊗ uj
Ωj

]
· Ẽ. (3.49)

Substituting Eq. 3.49 into Eq. 3.43 one obtains:

ñj = −n0
Ωj
k ·
{
ieω

me

[
1 +

k ⊗ uj
Ωj

]
· Ẽ
}

(3.50)

Replacing the perturbed density and velocity into the current density and following

the same steps as in the previous subsections, the conductivity tensor now takes the
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following form:

σ =
∑
j

iω2
pε0

ω

(
1 +

uj ⊗ k
Ωj

)
·
(

1 +
k ⊗ uj

Ωj

)
. (3.51)

We can express the equation ultimately as in Eqn. (3.16) and obtain the dispersion

relation by obtaining the determinant of the matrix χ. By adding the contributions for

both particles populations, we can build the dielectric tensor:

ε = ε0(I + iσ/(ε0ω)), (3.52)

with the components of σ being:

σxx = σyy =
2iω2

pε0

ω
,

σyz = σzy =
ikyu0ω

2
pε0

ω

(
1

Ω1
− 1

Ω2

)
,

σzz =
iω2
pε0

ω

[
2 + 2ukz

(
1

Ω1
− 1

Ω2

)
+ u2k2

(
1

Ω2
1

+
1

Ω2
2

)]
.

When substituting into the secular equation the determinant factorises

det(χ) = 0. (3.53)

One factor yields the dispersion relation for a transverse electromagnetic wave in a

plasma

(k2y + k2z)− ω2µ0εxx = 0, (3.54)
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while the dispersion relation we are interested in follows from:

∣∣∣∣∣∣∣∣
ω2µ0εyy − k2z ω2µ0εyz + kzky

ω2µ0εzy + kzky ω2µ0εzz − k2y

∣∣∣∣∣∣∣∣ = 0. (3.55)

3.3.4 Growth Rates, Oblique Instabilites

Solving the dispersion relation (3.55) for the angular frequency, is an algebraically in-

tensive task that yields to use of numerical codes. Using Python’s library for symbolic

manipulation SymPy [67], we can solve for an algebraic expression of the growth rates.

It can be seen that the growth rate of the oblique instability tends to the CFI growth
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Figure 3.9: Growth rate heatmap of oblique instabilities

rate as kz → 0 and to the TSI growth rate as ky → 0. For wavenumbers that are not

entirely perpendicular or parallel to propagation, Fig. (3.9)
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3.4 Streaming Instabilities in relativistic plasma

Diverging from the insightful approximation for a non-relativistic cold plasma, the need

to consider relativistic effects becomes apparent for space and laboratory plasma. The

inclusion of relativistic effects makes the spectrum of instabilities in plasmas richer

[55, 68] and can also have a stabilizing influence [53].

3.4.1 Dispersion relations, TSI, CFI, Oblique instability

Expanding from the previous section, we now account for relativistic mean velocities

(ū/c ≈ 1) and the Lorentz factor γ = (1 − β2)−1/2, where β = ū/c. To derive the

dispersion relations and ultimately the growth rates of the TSI and CFI, the steps

are mostly the same, except when solving for the velocity perturbation where p̃j =

γmeũj + γ̃meūj . The momentum equation for arbitrary wave vectors is:

(−iω + iū · k) · p̃j = −e
(
Ẽ + ū× B̃

)
. (3.56)

In the equation above, p̃j = γ̄meũj + γ̃meūj . We can obtain γ̃ ≈ γ̄3ũj · ūj/c2 and

follow the derivation:

(−iω + iū · k) ·
(
γ̄meũj +

meγ̄
3ũj · ūj
c2

ūj

)
= −e

(
Ẽ + ū× B̃

)
, (3.57)

Ωjme

(
γ̄ũj +

γ̄3ũj · ūj
c2

ūj

)
= −ie

(
Ẽ + ūj × (k × Ẽ)/ω

)
, (3.58)
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where we can factor out the perturbed velocity from the inner product as: (ũj · ūj)ūj =

(ūj ⊗ ūj)ũj and obtain the momentum equation with relativistic effects:

(
γ̄1 +

γ̄3

c2
ūj ⊗ ūj

)
· ũj = − ie

meΩj

(
Ẽ + ūj × (k × Ẽ)/ω

)
. (3.59)

Whilst solving for the TSI dispersion relations, the term multiplying the velocity per-

turbation can be approximated as ≈ γ̄3. Then, Eqn. (3.59) takes the form:

ũj = − ie

γ̄3meΩj
Ẽ. (3.60)

We can then substitute into eqn. (3.3) where then, relativistically corrected dispersion

relation for the TSI takes the familiar form:

1−
ω2
p

γ̄3

[
1

Ω2
1

+
1

Ω2
2

]
= 0. (3.61)

The growth rates are obtained similarly as in the previous section. The growth rate

with the relativistic correction for the TSI is then:

ΓTSI =
[(
B2 − k4u4 + 2ω2

pk
2u2/γ̄3

)1/2 − B]1/2 , (3.62)

where B = (ω2
p/γ̄

3 + u2k2). To obtain the dispersion relation for the CFI, we use

k = ky êy which is perpendicular to the direction of propagation. Then, eqn. (3.59) can
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take the following forms depending on its direction:

ũj,y = − ie

γ̄meΩj

(
Ẽy +

ūjky
ω

Ẽz

)
, (3.63)

ũj,z = − ie

γ̄3me
Ẽz. (3.64)

And inserting eqn. (3.64) into the current density and adding the contributions of both

electron species we obtain:

J̃ = 2
in̄e2

meγ̄3ω
Ẽz + 2

in̄e2ū2k2y
ω3γ̄

Ẽz. (3.65)

We use Eqn. (3.65) and substitute into Eqn. (3.6). With a little algebra and dividing

both side by Ẽz, we obtain the expression for the dispersion relation of the CFI with

relativistic corrections

ω2 = k2c2 + 2ω2
p

(
1

γ̄3
+
ū2k2

ω2γ̄

)
. (3.66)

Similarly, we can obtain the growth rate of the instability by solving for ω.

ΓCFI =
(√
C2/4 + 2ω2

pk
2ū2/γ − C/2

)1/2
, (3.67)

where C = c2k2 + 2ω2
p/γ̄

3. We can see that the relativistic terms have a direct impact

on the growth rate of the instabilities. It can be inferred that the faster the particles

are, the smaller the growth rate is.

As observed in Fig. 3.5, the growth rate for the TSI has a similar dependence to

the cold, non-relativistic case, where for increasing k, it rises to a maximum and then
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Figure 3.10: Growth rate for the two-stream instability (a) and the current filamentation
instability (b) as a function of k and γ̄.

disappears. However, the relativistic effects reduces the k range and decreases the

maximum growth rate impact the instability growth rate as higher velocities. For the

CFI, the growth rates continue increasing similarily as in the non-relativistic approach,

and demonstrate a “plateau”, where the relativistic effects have not decreased the growth

rate. As the velocity increases, the inverse proportionality to the Lorentz factor has a

considerable effect and decreases the growth rates.

As for the case of arbitrarily oriented wave numbers, we can also derive its dispersion

relation. Following from Eqn. (3.59), by solving for ũj :

ũj =
−ie
γ̄mω

(
1− uj ⊗ uj

c2

)
·
(

1 +
k ⊗ uj

Ωj

)
· Ẽ (3.68)
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We then substitute into the perturbed number density, Eq. 3.43:

ñj =
n0
Ωj
k ·
{
−ie
γ̄mω

(
1− uj ⊗ uj

c2

)
·
(

1 +
k ⊗ uj

Ωj

)
· Ẽ
}

(3.69)

and we then can substitute both into the current density and build up the dielectric

tensor from:

σj = i
ω2
pε0

γ̄ω

(
1 +

uj ⊗ k
Ωj

)
·
(

1 +
Kj ⊗ uj

Ωj

)
, (3.70)

where Kj = k − ujω/c2. By taking the dot product of the two terms in backets of

Eqn. (3.70) and replacing σ into the dielectric tensor, we can get an equation of the

form (3.16), we can obtain the entries for the tensor χ.

χ =


ω2µ0εxx − (k2y + k2z) 0 0

0 ω2µ0εyy − k2z ω2µ0εyz + kzky

0 ω2µ0εzy + kzky ω2µ0εzz − k2y

 , (3.71)

with

εxx = εyy = ε0 − ε0
2ω2

p

γ̄ω2
,

εyz = εzy = −ε0
kyu0ω

2
p

γ̄ω2

(
1

Ω1
− 1

Ω2

)
,

εzz = ε0 − ε0
ω2
p

γ̄ω2

[
2 + 2ukz

(
1

Ω1
− 1

Ω2

)
+ u2(k2 +

ω2

c2
)

(
1

Ω2
1

+
1

Ω2
2

)]
.

the dispersion relation is obtained from the secular equation (3.53). The growth rates

are obtained similarly to the previous section using SymPy.
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Figure 3.11: Growth rates for the TSFI modes for γ̄ = 2

Fig. 3.11 shows that current filamentation modes are dominant in weakly relativistic

velocities.

3.5 Thermal effects on streaming instabilities

In this chapter, we have been focusing mostly on cold plasma, neglecting the pressure

term in the momentum equation. Finite plasma temperature can have an array of dif-

ferent effects on the instabilities: it can increase the growth rate of an instability due to

cumulative effects of two istabilities [50], lead to the development of new instabilities like

the Weibel instability [61], or suppress instabilities [65]. Kinetic effects can be considered
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using the Vlasov-Maxwell equations [1]. We can still, however, use the fluid approach to

investigate plasma if the momentum distribution can be approximated using the lowest

order moments. The fluid description can miss kinetic effects that could be described by

the Vlasov-Maxwell description. A covariant theory of warm plasma using an invariant

measure of thermal momentum spread can be found in Refs. [51, 69, 70, 71].

For an estimate of the effects of finite plasma temperature on the instabilities we ap-

proximate the distribution and hence the pressure as isotropic in the laboratory frame.

The pressure term on the right hand side of Eqn. (3.2) can be approximated assuming

an adiabatic equation of state, as P̃j = 3ñjkBT . Substituting for ñj using the continuity

equation, the momentum equation then takes the following shape:

ũj = − ie

meΩj

(
Ẽ + ūj × (k × Ẽ)/ω

)
+

3kBTk · ũj
meΩ2

j

k. (3.72)

For E ‖ k, corresponding to the TSI, the eqn. (3.72) simplifies to

ũj = − ie

meΩj
Ẽ +

3kBTk
2

meΩ2
j

ũj . (3.73)

Following the same steps in deriving the dispersion relations, we obtain the TSI disper-

sion relation including thermal effects

1 = ω2
p

(
1

Ω2
1 − k2v2t

+
1

Ω2
2 − k2v2t

)
. (3.74)
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where v2t = 3kBT/me. We similarily obtain the dispersion relation for the CFI including

thermal effects:

ω2 = c2k2 + 2ω2
p

(
1 +

k2u2

ω2 − k2v2t

)
. (3.75)

Solving for the growth rates yield:

ΓTSI =
[
(C/4−D)1/2 − C/2

]1/2
, (3.76)

ΓCFI =
(

(E − F)1/2 /2− E
]1/2

, (3.77)

where C = ω2
p + k2u2 + v2t k

2,D = −k4(u2 − v2t )2 + k2ω2
p(v

2
t − 2u2), E = k2c2 + 2ω2

p +

k2v2t ,F = k2(c2k2v2t + 2ω2
p(v

2
t − u2)). As observed from the growth rates, the thermal

velocity spread will reduce the growth in both cases. A thermal spread parallel to the

direction of particle propagation can lead to growth [65]. The coupling of the CFI and

Weibel modes is plausible [50, 72], this coupling can lead to both instabilities enhancing

unstable growth. For a negative anisotropy, the Weibel instability does not exists and

the cumulative growth is decreased [50]. The CFI and TSI growth rates illustrated in

Fig. 3.12 as frame (a) and (b) respectively. The heatmaps in Fig. 3.12, (b) the range

of wavenumbers yielding unstable growth drastically decreases as the temperature is

increased.

Naturally, oblique modes will be influenced by a finite temperature [4, 73]. The

finite temperature can yield a dominating branch with properties closer to the TSI than

the CFI [73]. However, an anisotropic thermal distribution can have different effects

depending the direction of the anisotropy [73]; a thermal anisotropy perpendicular to
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Figure 3.12: Growth rate for (a) the two-stream instability and (b) the current filamen-
tation instability as a function of k and vt.

propagation can diminish the CFI growth rates whilst in thermal anisotropy parallel to

the propagation can yield a coupling with “pure” Weibel modes [65]. The derivation for

the dispersion relation for arbitrary (excluding Weibel) modes follows from Eqn. (3.1).

We can adapt it to this analysis and find:

νj · ũj = − ie

meω

(
1 +

k ⊗ ūj
Ωj

)
Ẽ, (3.78)

where νj = 1 − v2t k ⊗ k/Ω2
j . The perturbed velocity is obtained by multiplying with

the inverse of the tensor. The inverse of ν is:

ν−1j =


1 0 0

0
1−k2zV 2

j

1−k2V 2
j

kykzV 2
j

1−k2V 2
j

0
kykzV 2

j

1−k2V 2
j

1−k2y
1−k2V 2

j

 , (3.79)
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with k2 = k2y + k2z and V 2
j = v2t /Ω

2
j . For T = 0, one has ν−1j = 1. Furthermore, we can

assemble the conductivity tensor, which will have the form:

σj =
iω2
pε0

ω

(
1 +

ūj ⊗ k
Ωj

)
ν−1j ·

(
1 +

k ⊗ ūj
Ωj

)
. (3.80)

Similarly, as before, the conductivity tensors for both species are added to dielectric

tensor, with components:

εxx = ε0 − ε0
ω2
p

ω2
, (3.81)

εyy = ε0 − ε0
ω2
p

ω2

(
ν−11,yy + ν−12,yy

)
, (3.82)

εyz = εzy = ε0
ω2
p

ω2

(
kyu

(
ν−11,yy

Ω1
−
ν−12,yy

Ω2

)
+ ν−11,yz + ν−12,yz + kzu

(
ν−11,yz

Ω1
−
ν−12,yz

Ω2

))
,

(3.83)

εzz = ε0−ε0
ω2
p

ω2

(
u2k2y

(
ν−1yy1
Ω2
1

+
ν−1yy2
Ω2
2

)
+ u2k2z

(
ν−1zz1
Ω2
1

+
ν−1zz2
Ω2
2

)
+ 2kykzu

2

(
ν−1yz1
Ω2
1

+
ν−1yz2
Ω2
2

))

− ε0
ω2
p

ω2

(
2kyu

(
ν−1yz1
Ω1
−
ν−1yz2
Ω2

)
+ 2kzu

(
ν−1zz1
Ω1
−
ν−1zz2
Ω2

)
+ ν−1zz1 + ν−1zz2

)
. (3.84)

The remaining components of the dielectric tensor are zero. By setting the temperature

T = 0, these components reduce to those in section 3.3. Similarily as before, we need

to set the determinant of the tensor χ, defined in Eqn. (3.53), equal to zero. One of the

solutions, χxx = 0, yields the dispersion relation of a transverse electromagnetic wave

in a plasma, and the dispersion relation for oblique modes in a thermal plasma can be

obtained from (ω2εyy − c2k2z)(ω2εzz − c2k2y)− (ω2εyz + c2kzky)(ω
2εzy + c2kzky) = 0.
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3.6 Streaming instabilities in inhomogeneous media

Plasma is not usually homogeneous [29]. Inhomogeneities in plasma are abundant, in-

cluding spatially varying densities [48, 49], velocities [74], temperatures [75, 76], and

magnetic fields. For the purposes of this thesis, we solely focus on inhomogeneities in

the number density of plasma. Inhomogeneities in plasma have been extensively studied

both theoretically [49] and experimentally [77]. In the theoretical descriptions, inho-

mogeneous densities have mostly been approached using a Wentzel-Kramers-Brillouin

(WKB) approximation in the perturbed component [29, 49, 74, 78], which can yield a

generalised dispersion relation. Other authors have used a variational method to de-

rive the electromagnetic response of waves in plasma [79]. Assuming plasma with an

inhomogeneity along êx, in the approach used in Refs. [29, 49] would have the following

form:

ψ̃ = ψ0 exp(i

∫
dx′k(x′) + ikyy + ikzz − iωt). (3.85)

The derivation of a general dispersion relation for a magnetized inhomogeneous (and to

that extent, a homogeneous) plasma is an arduous task [48, 49]. In the kinetic approach,

the magnetization of the plasma requires the cyclotron motion to be considered and thus

the trajectories of particles must be taken into account in the derivations. The final

result is a very complicated general dielectric tensor consisting of integro-differential

equations due to the Vlasov-Maxwell’s equations, which has to be simplified to perform

a meaningful analysis [48, 49]. Here, we consider plasma with an inhomogeneous density

profile in êz, n̄(z), and keep all the previous assumptions of a cold, non-relativistic

plasma as in subsection 1.3. Using the WKB approximation, the perturbations adopt
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the form ψ̃(y, z, t) = ψ0(z) exp(ikyy + i
∫
kz(z)dz − iωt). Since the amplitude of the

perturbation depends on the inhomogeneity, we can solve this problem differently as

presented in literature examples [49]. We will develop a set of coupled linear ordinary

differential equations, which we solve as an eigenvalue problem. Starting from the

equilibrium number density, we can observe that having an inhomogeneous density

profile leads to an inhomogeneous mean velocity profile:

∂tn̄+∇ · (ū±n̄) = 0, (3.86)

ū± · ∇n̄+ n̄∇ · ū± = 0, (3.87)

ū± · ∇n̄ = −n̄∇ · ū±, (3.88)

1

n̄
dzn̄ =

1

ū±
∂zū±. (3.89)

We can obtain the differential equation for the perturbed number density perturbation

becomes:

∂zñj =
iω − dzūj

ūj
ñj −

ikyn̄

ūj
ũj,y −

ũj,z
ūj

dzn̄−
n̄

ūj
∂zũj,z. (3.90)

From Faraday’s law we obtain:

∂zẼy = −iωB̃x + ikyẼz (3.91)
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Using Eqn. (3.91), the components of the velocity perturbation satisfy

∂zũj,y = − e

mūj

(
Ẽy − ūjB̃x

)
+
iω

ūj
ũj,y, (3.92)

∂zũj,z = − e

mūj
Ẽz +

iω

ūj
ũj,z. (3.93)

Gauss’s law yields:

∂zẼz = − e

ε0

∑
j

ñj − ikyẼy, (3.94)

and from Ampère’s law:

∂zB̃x =
iω

c2
Ẽy +

e

ε0c2

∑
j

n̄j ũj,y. (3.95)

We can separate the z-derivative of the denstiy and velocity perturbations by substi-

tuting Eq. (3.93) into Eq. (3.90) and obtain:

dzñj =
iω − dzūj

ūj
ñj −

ikyn̄

ūj
ũj,y −

ũj,z
ūj

dzn̄−
n̄

ūj

(
− e

mūj
Ẽy +

iω

ūj
ũj,z

)
. (3.96)

We now have a set of coupled linear ordinary differential equations that can be expressed

as:

X ′ = ΛX. (3.97)

HereX is a vector containing the perturbation components, the apostrophe ′ denotes the

spatial derivative with respect to z, and Λ is the matrix containing the coefficients mul-

tiplying the perturbed components. We make the variables dimensionless by dividing

the equation by an arbitrary scale length z0. We introduce the dimensionless variable as:
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ζ = z/z0. Furthermore, we make the number density, velocity and field perturbations di-

mensionless as: Ñj = ñj/n̄, Ũj = ũj/ū, Ẽα = ez0/(meū
2)Ẽα, B̃α = ez0/(meū)B̃x, where

α = y, z. By extension, the plasma frequency in dimensionless units is Ωp = z0ωp/ū; the

angular frequency in dimensionless units is Ω = z0ω/ū; the dimensionless wave number

is κy = ky/ū, and the ratio between mean velocity and the speed of light β = ū/c.

Equations (3.91), (3.92), (3.93, (3.94), (3.95) and eqn. (3.96) can be written as:

∂ζ Ẽy = −iΩB̃x + iκẼz, (3.98)

∂ζ Ũj,y = −Ẽy + B̃x + iΩŨj,y, (3.99)

∂ζ Ũj,ζ = −Ẽζ + iΩŨj,ζ , (3.100)

∂ζ Ẽζ = −Ωp

∑
j

Ñj − iκẼy, (3.101)

∂ζB̃x = iβ2Ẽy + Ω2
pβ

2
∑
j

Ũj,y, (3.102)

∂ζÑj = (iΩj + dζ Ū)Ñj − iκyŨj,y − Ũj,zdζN̄ + Ẽy − iΩeUj,z. (3.103)
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We put these equations in the same form as in Eqn. (3.97) and show them in matrix

form:



iΩ− dζU iκy − iΩ −dζN̄ 0 0 0 1 0 0

0 iΩ 0 0 0 0 −1 0 1

0 0 iΩ 0 0 0 0 −1 0

0 0 0 −iΩ + dζ Ū iκy + iΩ dζN̄ 1 0 0

0 0 0 0 −iΩ 0 1 0 1

0 0 0 0 0 −iΩ 0 1 0

0 0 0 0 0 0 0 iκy −iΩ

−Ω2
p 0 0 −Ω2

p 0 0 0 −iκy 0

0 Ω2
pβ

2 0 0 Ω2
pβ

2 0 −iβ2 0 0



·



Ñ1

Ũ1,y

Ũ1,ζ

Ñ2

Ũ2,y

Ũ2,ζ

Ẽy

Ẽz

B̃x



=



dζÑ1

dζ Ũ1,y

dζ Ũ1,z

dζÑ2

dζ Ũ2,y

dζ Ũ2,z

dζ Ẽy

dζ Ẽz

dζB̃x


(3.104)

Eqn. (3.104) can be solved by obtaining its correspondent eigenvalues, which can yield

kz as kz = iλ. Furthermore, the analysis will have to define an equilibrium number

density distribution. In this situation, we can use a Gaussian distribution of the form

n̄ = n0 exp(−(z − z0)2/2c2) where c is arbitrary. The velocity will have a Gaussian

distribution as well: ūj = u0,j exp(−(z − z0)2/2c2). Since for a chosen frequency this

procedure yields spatially varying complex wave numbers, it is not straightforward to

obtain the complex frequency corresponding to real wave numbers so that its imaginary

part can immediately be interpreted as a growth rate. Therefore, as described in section

1.3, it is required to investigate for saddle points in the mapping of the frequency onto

the complex wave number [29, 57]. To investigate the TSI, we can simply set ky = 0, and

determine kz. For the CFI however, the perturbations will depend on both y (exp(ikyy))

and z = 0. This would make the distinction from oblique modes difficult. One way of
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distinguishing pure transverse modes would be by having purely imaginary kz.

3.7 Summary

We have introduced the basic concepts of streaming instabilities in plasma. These are

closely related to propagating waves, of which this medium supports a great variety.

Using a fluid description of the plasma we have derived a dielectric tensor to describe

its linear response to electromagnetic fields. This can be used in a secular equation to

obtain dispersion relations for waves and instabilities in homogeneous plasma. We have

derived the Bohm-Gross dispersion relation for longitudinal plasma waves and discussed

its properties. We then discussed how unstable growth of waves is related to complex

wavenumbers and frequencies introduced the distinction between convective and abso-

lute instabilities. We focussed the discussion on instabilities arising from counterstream-

ing particle beams know as streaming instabilities, namely the two-stream instability,

current filamentation instability and two-stream filametation/oblique instabilites. We

derived their dispersion relations for cold uniform plasma with non-relativistic streaming

speeds, discussed their properties, and compared them. We then widened the discussion

by adding allowing for relativistic streaming speeds, finite temperature, and inhomoge-

neous density and discussed the effects on the instabilities. The concepts introduced in

this chapter are the foundation for the results obtained in chapters 3 and 5.
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Side Electron Experiment

4.1 Introduction

Before proceeding to the final sections of the thesis, we will discuss an experiment

that influenced the development of the theory corresponding of transverse ejection of

electrons. This chapter reports are experiments in the paper: “Generation of ultra-high

charge beams from a laser wakefield accelerator driven by a petawatt laser” by Antoine

Matraillain that has been submitted for publication at the time of writing of the thesis.

The author was not involved in the experiments and the data analysis of thereof, but

was involved in discussions and development of the theoretical section of the paper.

4.2 Motivation and description of the experiment

In wakefield acceleration, only a fraction of plasma electrons are accelerated to high

energies [80]. Non-injected electrons, which are particles that are not injected into the

bubble, constitute by far the largest portion of plasma electrons, gain momentum from
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the laser pulse and form the sheath of the plasma bubble, are emitted obliquely in a

well defined conically-shaped, low energy electron beam, in the forward direction, by a

“sling-shot” action [81, 82, 83, 84, 85]. Relativistic electrons are emitted at angles of up

to about 60◦ from the laser axis in the forward direction and a weakly relativistic beam

is also emitted in the counter-propagation direction [83, 85]. The energy of side electrons

is acquired from the ponderomotive force of the intense laser pulse. The oblique, forward

emitted beam has a broad energy spectrum with a mean energy in the MeV range, a

relatively high divergence (≈ 10◦) and relatively short duration (sub-ps in an angular

segment) at the accelerator exit. Surprisingly, very high charge “side electron” beams of

several nC has been observed by several groups [81, 82, 83, 85]. They have an energy-

angle correlation with a slice energy spread of ≈ 10%[83]. Recently, higher energy,

very high charge electron beams have also been generated in the forward direction, with

relatively high efficiencies, using relatively long duration and high energy laser pulses

[86].

The sheath electrons converging at the rear of the bubble, prior to being emitted

as side electrons, form regions of very high local densities that can exceed 1022 cm−3 in

the sheath-crossing region at the back of the bubble, for ambient plasma densities of

1019 cm−3. Counter-streaming beams have momenta of several mec, where me is the

electron rest mass and c is the speed of light in vacuum. A more complete picture of

the electron motion will help evaluate the overall efficiency of the accelerator, and how

the laser energy is apportioned. Because the efficiency of producing side electrons can

approach several tens of percent (conversion of laser energy to electron beam energy)

it opens up the potential of using the beams for sterilisation [87], ultra-fast studies in
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condensed matter [88], pulsed radiolysis [89], dense matter imaging [90] and as energetic

secondary sources of THz radiation [90, 91]. In addition, the study of converging charged

particle beams is relevant to extreme astrophysical scenarios [36], such as supernovae

[92], gamma-ray bursts [4, 38] and coronal mass ejection [39, 40, 93], and to inertial

confinement fusion [4, 72, 94]. Another more practical reason for understanding the

properties of side electrons is that they cause damage to equipment and components

surrounding the LWFA, including capillaries, translation stages, gas jet controllers,

optics, detectors etc., either directly, or by producing secondary radiation. Side electrons

can carry off several tens of percent of the laser energy and create significant quantities

of unwanted background radiation, which has a significant impact on use of petawatt

lasers to drive LWFAs[83].

The emission of the side electron beam depends intimately on the evolution of the

bubble and is closely connected to electron self-injection leading to high energy electron

beams. Side electrons counter stream at the back of the bubble prior to being ejected,

which creates ideal conditions for observing new plasma and beam instabilities.

The investigation of the production of side electron beams was undertaken using

the 17 J CLPU VEGA petawatt laser in Salamanca [95, 96]. It was shown that side

electrons can be produced with high efficiencies, in excess of tens of percent. It was

also shown that ≈ 500 nC, MeV level bunches can carry away about 1 J of the incident

laser energy (6 J of laser energy is concentrated in the central laser spot of the 17 J,

PW laser pulse). A fine ray-like spatial structure was observed to be imprinted onto

the side electron beams, which we ascribe to filamentation and streaming instabilities

that occurr when electrons counter-stream at the rear of the bubble. The experimental
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findings are compared with analytic models and PIC simulations.

4.3 Laser

The experiments were carried out using the 800nm wavelength PW laser VEGA-3 [95]

at the Centro de Láseres Pulsados (CLPU), in Salamanca, Spain. The laser pulse energy

on target is 17.45 (± 0.78) J, its beam diameter is 22 cm and it is linearly polarised. It is

focused with a 2.5m focal length off-axis parabolic (OAP) mirror to a 16.3 (± 1.1)µm

FWHM focal spot containing 29.3 (± 0.1)% of the total laser energy. The laser pulse

duration is measured using a Fastlite WizzlerTM to be 26.3 (± 0.1) fs FWHM. This

results in a maximal initial a0 = 3.89 ± 0.41.

4.4 Gas target

The gas target used is a 5mm supersonic gas jet emanating from a nozzle, presenting

a flat top-like profile with 250 µm gradients at a pressure of 40 bar. The gas used is

a mixture of 99% He and 1% N2, resulting in a background electron density of about

1.2× 1019 cm−3 at 2.4mm above the nozzle exit.

A Lanex “Regular” is placed close to the interaction point to image the spatial

distribution of the side electron beam in two different configurations. In the first, only

half of the beam is imaged because of geometric constraints in the chamber, with the

Lanex screen placed 65mm from the source and 15mm from the laser axis at a 32◦

angle from this axis. In the second configuration, a Lanex screen is placed orthogonal

to the laser axis and 30mm from the source, with an aperture that allows the laser
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to propagate though the screen. This enables imaging of the full side electron beam

profile, as shown in Fig. 4.3a.

A sheet of HD-V2 Gafchromic film [97] is wrapped around the nozzle. Two apertures

pierce the film to allow the laser pulse to propagate through. A single laser shot produces

a side electron beam, irradiating the film. A sample of the film from the same batch

was externally calibrated to determine the total incident charge. The total charge of the

side electron beam is estimated by recording the dose deposited in HD-V2 Gafchromic

film bent around the gas jet into a cylinder of 2.3 cm radius. Apertures in the film allow

the passage of the laser and the on axis, narrow divergent electron beam. A 15µm

thick aluminium foil covering the inner and outer faces of the film prevents exposure

due to reflected light. Each laser shot, with energies on target that can exceed 17 J

produces a side electron beam, which is recorded and scanned. The film was scanned

one week after irradiation using an EPSON 10000XL Pro Flat Bed Scanner, to produce

a 48 bit RGB image. The dose distribution around the exit aperture recorded by the

red channel is shown in Fig. 4.1 (a), which is processed using the protocol described

in [98]. To reconstruct the dose distribution, a film calibration was performed at the

National Physical Laboratory (NPL) by exposing HD-V2 from the same batch as used

in experiments, to beams from a 12MeV clinical linac depositing doses between 5Gy

and 1900Gy.

The experimental dose distribution has been reproduced in numerical simulations

using the Monte Carlo code Geant4 [99], which models the electron beam with a Gaus-

sian transverse spatial profile interacting with an HD-V2 film for the same geometry as

in the experiment. This is shown as a thick line in Fig. 4.1 (b-d), with the experimental
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data plotted as symbols. The beam divergence, energy and charge have been adjusted

to produce a radial dose profile matching the experimental distribution. Results for

the blue and green channel indicate a total charge of 500± 50nC. The charge estimated

from the red channel is around 30% higher, but this is likely due to errors due to sat-

uration. The maximum dose measured experimentally is about 3 times higher than

the maximum doses used for calibration at NPL. The dose-response curve has therefore

been extrapolated. This extrapolation is likely to fail for the red channel, which is the

most sensitive and the first to saturate.

Assuming 500nC charge and an average energy of 1.3MeV, the total energy carried

by the electron beam (in the forward direction) is 650mJ. This energy corresponds to

3.7± 0.5% of the total laser energy or 12.7± 1.9% of the laser energy in the focal spot,

which shows that a significant portion of the energy is transferred to the side electron

beam, and that it is important to take it into account when considering the efficiency

of an LWFA.

4.5 Results

4.5.1 Side electron beam charge characterisation

Experimental results

The VEGA PW laser beam is focussed to a 13.8 µm radius spot (assuming a Gaussian fo-

cal spot radius at 1/e2 intensity) where the normalised amplitude a0 =
√

2IL/(ε0c)(e/mecωL)

can be varied between 1.2 and 3.9, where e is the charge of an electron, ωL and IL are the

laser frequency and intensity, respectively, and ε0 is the vacuum permittivity. A 5mm
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Figure 4.1: a, scanned HD-V2 Gafchromic film image. b-d, plots of the deposited dose
as a function of the angle from the laser axis for the 3 channels, red, green and blue,
respectively. The symbols represent the experimental data, while the line is for Geant4
simulations.

wide helium gas jet is used to produce plasma with a density of ne ≈ 1.2× 1019 cm−3.

4.6 Simulations to estimate the charge of side electron beams

The simulations in this section were performed and analysed by Dr. Enrico Brunetti.

Simulations were performed using the quasi-3D particle-in-cell code FBPIC [100] to inves-

tigate the gross properties of the side side electron beams emitted by a linearly-polarized

800nm laser interacting with pre-ionized plasma of 5mm length and electron density

of 1.4 x 1019 cm−3. The ions are considered immobile and the laser energy is varied

from 1 J to 14 J. It was checked that enabling ion motion does not significantly change
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the simulation results. The transverse profile is Gaussian with a waist (radius at 1/e2

intensity) of 20 µm. The temporal profile is a cos2 function with a FWHM of 20 fs. As

described in references [83, 85], side electron beams are generated when the pondero-

motive force of the laser pushes plasma electrons away from the high-intensity region.

These electrons stream backwards forming an ion-filled cavity (“bubble”) trailing the

laser pulse. A small fraction of these electrons are trapped inside the bubble and accel-

erate to high energy. The majority are ejected over a large angle, gaining an average

energy of 1-2MeV.
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Figure 4.2: (a) Total charge emitted. (b) Average emission angle. (c) Average electron
energy. The blue line is to guide the reader’s eye.

Figure 4.2 a shows that the total charge contained within the side angle electron

beam grow is predicted to linearly with laser energy, reaching values of several µC. The

mean angle, shown in Fig. 4.2 (b), is approximately constant, at 51◦-53◦. The mean

energy of the side electron beams, shown in Fig. 4.2 (c), also depends weakly on laser
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energy and is around 1-1.5MeV. As reported in [83, 85] there is a dependence of energy

on angle. Electrons that experience the fields inside the bubble for a longer period of

time gain a higher longitudinal momentum and are therefore emitted closer to the laser

axis. This is in good agreement with the experimental observations reported in the

following section.

4.6.1 Side electron beam spatial structure

Experimental results

a

Figure 4.3: Typical angular profile of side electron beams measured on a Lanex screen
positioned 30mm from the accelerator. (a) A false colour image showing the 2D charge
distribution where a Gaussian filter was applied and substracted from the raw image.
(b) The Fourier Transform of the radially integrated charge distribution in the ring
displayed in (a) as a function of the azimuthal mode number.

A typical image of the angular profile of the side electron beam is shown in Fig. 4.3

(a). This is measured on a Lanex screen placed 30mm from the source. A hole in

the centre of the screen allows passage of the laser beam and the forward high-energy

electrons.
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4.6.2 Modal decomposition

Radial, ray-like striations are observed across the entire beam. A Gaussian filter is

applied to the image and then subtracted from it to minimise the effect of gross asym-

metries due to the interaction and geometrical distortions, which emphasises the stri-

ations. A section of the image, corresponding to a ring of radius r and thickness t,

marked in the figure, has been selected for analysis. A fast Fourier transform (FFT) is

applied to the charge distribution averaged radially over the thickness t, which is shown

in Fig. 4.3(b) as a function of the mode number l, describing a periodicity of 2π/l. It is

clear that most of the excited modes, with spectral intensity higher than 0.4, have low

mode numbers (< 50). Mode numbers of interest here are above 10, given the typical

periodicity of the striations of interest in this work.

The parameters r and t defining the region of interest have been varied to evaluate

the robustness of the striation pattern, demonstrating that the mode distribution is

independent of both parameters. In contrast, it is very sensitive to the position of the

centre of the ring, which is carefully determined by identifying the point of convergence

of several striations or rays.

The energy spectrum of the side electron beam is measured using two methods: a

dipole magnet with a Lanex screen, and an array of thin aluminium sheets. The average

energy is found to be slightly higher than 1MeV and depends on the emission angle,

which is consistent with previous observations [81, 82, 83, 85] and the PIC simulation

results presented in the previous section.

The side electron beam is extremely robust and shows very little dependence on
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Figure 4.4: Spatial profile of half side electron beam obtained on a Lanex screen po-
sitioned 65mm from the accelerator for different laser energies. (a-c) False colour
images for a0 of 1.8, 2.8 and 3.9, respectively. (d) Normalised charge distribution inside
the vertical (blue) rectangle overlaid on images (a-c) summed horizontally. (e) Nor-
malised charge distribution inside the horizontal (black) rectangle overlaid on images
(a-c) summed vertically.

experimental parameters, such as longitudinal position of the nozzle with respect to the

laser focal plane, or the pulse duration. In particular, side electron beams are produced

even when no forward electrons are observed, in contrast to reference [84]. Nevertheless,

the charge increases and the spatial distribution of the side electron beam evolves with

the laser energy, as previously predicted [83]. This is shown in Fig. 4.4 (a-c) and (e).

Figure 4.4 (a-c) presents false colour images of the Lanex screen, located 65mm from

the source, intercepting around half of the side electron beam profile during an energy

scan.

The signal in the vertical blue rectangle on Fig. 4.4 (a-c) is summed horizontally,

normalised and plotted in Fig. 4.4 (d). The bottom region on Fig. 4.4(a - c) is darker
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due to the shadow of the gas nozzle, which blocks part of the emitted side electron beam.

From Fig. 4.4 (d), it can be observed that the 90–10% of the distance (the distance

required for the edge response to rise from 10% to 90%) value increases with the laser

normalised intensity, from about 4mm at the lowest intensity up to and longer than

the accessible length (>15mm) for the highest intensity, demonstrating an increase in

the size of the electron source. This means that the side electron beam source length

increases and can be understood by calculating the laser depletion length [101, 102] for

these parameters, which varies from 0.84 to 2.5mm between the two energies considered.

This is also observed in the plasma channel top-view diagnostic and in PIC simulations.

The signal contained inside the horizontal black rectangle overlaid in Fig. 4.4 (a-c)

is summed vertically, normalised and plotted in Fig. 4.4 (e). It shows that the charge

distribution is close to a ring-like distribution at lower laser energies, and fills the cone

at higher energies, as predicted in Yang et al., [83]. The striations are always observed,

regardless of the experimental parameters.

The top and bottom panels in Fig. 4.5 show the averaged FFT and associated

standard deviation of the normalised intensity in a ring, obtained with the same method

used to generate Fig. 4.3 (b), for consecutive shots (> 5) and normalised laser vector

amplitudes a0 = 1.8 (Fig. 4.5, top panel) and a0 = 3.9 (Fig. 4.5, bottom panel).

This figure clearly shows that the modes excited in the region of interest (l > 10) are

situated in the same region of the spectrum (around mode 15± 5). The effect of a longer

source size on the striations has been investigated by comparing the modes excited as a

function of the normalised intensity (during a laser energy scan). It was shown earlier

in this section that increasing the energy lengthened the source size. One may expect
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Figure 4.5: Azimuthal mode distribution obtained at different values of a0. Averaged
and standard deviation (blue area) FFT of the normalised intensity signal for consecu-
tive shots at a0 = 1.8 (in top panel) and a0 = 3.9 (in bottom panel).

different modes excited during acceleration, hence blurring the striations at higher laser

energy. However, this is not what is observed. The number of modes excited (for which

the spectral intensity is above a given threshold) per shot is similar for higher energies

and the mode number distribution does not vary dramatically. The fluctuations in the

mode numbers excited can be explained by shot-to-shot variations of the electron sheath

density as will be discussed in the following section. This demonstrates that the excited

modes develop according to local conditions in a given region of the spectrum at the

beginning of the interaction (with no evidence of repeatable modes shot-to-shot) and

these modes are frozen in over the full length of interaction (similar number of modes

are excited for different a0 values).
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4.7 Conclusion

In conclusion, we have demonstrated the production of extremely high charge (>500± 50nC)

MeV electron beams, emitted with an efficiency exceeding 10%, from a LWFA driven

by a few Joule PW-class laser. This corresponds to a current of the order of 50 kA.

Striations are observed in the emitted electron beams, which are ascribed to stream-

ing instabilities excited when counter-streaming electrons interact at the back of the

LWFA bubble. High efficiency production of this type of electron beam may be useful

for applications requiring high currents, such as pulsed radiolysis [89], and as energetic

secondary sources of THz radiation [90, 91] due to the extremely high charge achieved

with a single laser shot. The description of the particle dynamics and counter-streaming

electron flows follow in the next chapters
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Current Filamentation Instability in

a Converging Geometry

5.1 Introduction

Converging geometries are abundant in laboratory and space plasmas, include inertial

confinement fusion [4, 36], gamma ray bursts [4, 38], coronal mass ejections [39, 93],

and laser wakefield accelerators (LWFAs) [5, 103, 104, 105]. The LWFA accelerating

structure is comprised of an electron-evacuated ion cavity, or “bubble” surrounded by a

high-density sheath of electrons that stream around the bubble surface before converg-

ing and crossing at the back of the bubble. Most electrons converge and pass through

a small region at the back of the bubble rather than being injected into it. After this,

some electrons form subsequent bubbles whilst others are ejected transversely and lost

as “side electrons" [106]. This chapter is partly based on the paper Iñigo Gamiz et al

[107]. We are considering the region of the LWFA at the back of the bubble through
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which particles pass and investigate instabilities in counterstreaming plasmas in con-

verging geometries. This chapter begins by introducing the geometry and the approach

used to develop an analytical description of instabilites in a cold, relativistic, and inho-

mogeneous plasma. Then, the results of PIC simulations are presented and compared

to the analytical theory. In the second part of this chapter, a finite temperature is

introduced to the momentum equations to account for thermal effects. The growth

rates are then studied as a function of temperature and mode number. PIC simulations

using a fixed mode number and varying temperature as well as fixing a temperature and

varying mode number are presented and the inferred growth rates from the simulations

and the theoretical predictions are compared.

5.1.1 Fluid approach in a Converging Geometry

Electrons forming the sheath around a LWFA bubble return to its axis, pass through a

small region close to the axis, and then move away from it [107]. This part of the bubble

observed from a reference frame co-propagating with the back of the bubble, can be seen

as constant streams of electrons propagating radially inwards and outwards. Therefore,

we can simplify further by modelling the back of the bubble as a disk transverse to

its axis where streams of particles converge and diverge. Because the streams overlap,

they should be susceptible to streaming instabilities. Two-stream instability (TSI) in a

converging geometry [108] have been investigated, but not until recently for the current

filamentation instability (CFI) and oblique instabilities [107].

The fluid approaches for studying plasma is common. The continuity and momentum

equations coupled with Maxwell’s equations are used as a framework, which treats the
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plasma as a collection of charged fluid elements [1].

∂tnj = −(∂rêr + r∂θêθ) · (njuuuj) , (5.1)

(∂t + uj · (∂rêr + r∂θêθ))pj = qj (EEE + uj ×BBB)− (êr∂r + i`êθ)PPP j/nj , (5.2)

(∂rêr + r∂θêθ) ·EEE =
N∑
j=1

qjnj
ε0

, (5.3)

(∂rêr + r∂θêθ) ·B = 0, (5.4)

(∂rêr + r∂θêθ)×E = −∂tBBB, (5.5)

(∂rêr + r∂θêθ)×B =
1

c2
∂tE + µ0

N∑
j

qjnjuj , (5.6)

where the subscript j corresponds to the particle species; nj is the number density;

uj is velocity; pj is momentum; qj is the charge of the species; E is the electric field;

B is the magnetic field; and Pj is the pressure tensor; r is the radial position; θ

is azimuthal angle; µ0 is the free-space permeability and c is the speed of light in

vacuum. We assume a cold plasma and neglect the pressure tensor. For a perturbation

analysis, small perturbation is added to the equilibrium state, and expanded to first

(or sometimes higher) order in these perturbations. The linear equations for first-

order perturbations can be Fourier-analysed by assuming harmonic time and space

dependence if the equilibrium is stationary and homogeneous ψ ≈ ψ̄ + ψ̃, where ψ is

an arbitrary variable, the bar denotes the equilibrium component, the tilde denotes the

perturbation and |ψ̃|/|ψ̄| � 1 is assumed. Harmonic perturbations in a homogeneous

system have the following form: ψ̃ = ψ0 exp(ikkk · xxx− iωt), where ψ0 is the amplitude, kkk

is the wave vector, xxx is a position vector, ω is the angular frequency and t is time.
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In the case of disk-like converging geometry, the equilibrium continuity equation implies

that the radial flow of particles is inhomogeneous. For simplicity, we choose a radial

flow with homogeneous speed, and consequently, the density is inhomogeneous:

∂tn̄± = −∇ · n̄±ūuu±,

0 =
ū±
r
∂r(rn̄±),

0 = ∂r(rn̄±),

n̄ =
n±,0r0
r

,

where n̄ is the background plasma density; n0 is the number density multiplied by

reference radial position r0, which can be chosen arbitrarily; r is radial position; and

ū is the radial velocity. The singularity as r → 0 can be avoided by assuming a small

thermal spread in the velocities of the converging electrons [107] so they do not converge

on a single point. In this study, we avoid this region.

As a consequence of the inhomogeneous number density, the radial wave number will

inherit the inhomogeneity. The number density, velocity and the fields can still be

assumed to have a harmonic dependence in the azimuthal angle θ and frequency ω. An

analytical approach to obtain an imaginary frequency will yield a 9th order differential

equation that may yield some un-physical solutions due to the high order. Instead,

a semi-analytical approach is adopted here in which the set of ordinary differential

equations is treated as an eigenvalue problem. In this case, the local wavenumbers kr(r)

are calculated for a fixed frequency. The local wavenumbers can yield a spatial growth

rate. If we are sufficiently far away from the origin, the WKB appromation is applicable.
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The perturbations will now take the form ψ̃(r, θ, t) = ψ0 exp(i
∫
kr(r)dr + i`θ − iωt),

where ` is mode number. The continuity, momentum and Maxwell’s equations can

be linearised to obtain an approximate solution to the set of coupled, linear ordinary

differential equations. We opted for a semi-analytical approach where a set of 9 coupled,

linear ordinary differential equations is used to describe the instability and obtain its

growth rates. The perturbed continuity equation takes the following form:

d
dr
ñ± =

iωñ±
ū±,r

− 1

r
ñ± −

n̄±
ū±,r

d
dr
ũ±,r −

ũ±,r
ū±,r

d
dr
n̄± −

i`n̄

ū±,rr
ũ±,θ −

n̄

ū±,r
ũ±,r, (5.7)

where the subscript ± corresponds to outflowing and inflowing electrons respectively.

Similarly, one can obtain differential equations corresponding to the radial and az-

imuthal velocities.

d
dr
ũ±,r = − eẼr

mγ3
+
iω

ū±
ũ±,r, (5.8)

d
dr
ũ±,θ =

1

γū±

(
−eẼθ + ū±B̃z

)
+
iω

u
ũ±,θ. (5.9)

Here, γ is the relativistic Lorentz factor corresponding to the mean flow; m is the

electron mass; and e is the electron charge. Eq. (5.8) can be substituted into Eq. (5.7)

and remove the differential of the radial velocity to yield:

d
dr
ñ± =

iωñ±
ū±,r

− 1

r
ñ±−

n̄±
ū±,r

(
− eẼr
mγ3

+
iω

ū±
ũ±,r

)
− ũ±,r
ū±,r

∂rn̄±−
iln̄

ū±,rr
ũ±,θ −

n̄

ū±,r
ũ±,r.

(5.10)
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Following from Gauss’s law (Eq. (5.3)), one obtains a differential equation for the radial

electric field:

d
dr
Ẽr = − e

ε0
(ñ+ + ñ−)− 1

r
Ẽr −

il

r
Ẽθ. (5.11)

From Faraday’s law, Eq. (5.5), one obtains:

d
dr
Ẽθ =

il

r
Ẽr −

1

r
Ẽθ + iωB̃z. (5.12)

And finally, from Ampère’s law (Eq. (5.6)),

d
dr
B̃z = iωẼθ +

eµ0
c2

(n̄+ũ+ + n̄−ũ−). (5.13)

From Ampère’s law one also obtains a redundant equation:

il

r
B̃z = i

ω

c2
Ẽr − eµ0 (n̄(ũ+,r + ũ−,r) + u (ñ+ − ñ−)) (5.14)

In this case, it can be ignored because it will not be of much use in our analysis method.

By adding a scale length r0 and introducing the dimensionless position ξ = r/r0, the
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equations can be made dimensionless and take on the following form:

d
dξ
N± = ∓iΩN± −

N±
ξ
∓ Er
ξγ3
∓ iΩU±,r

ξ
−
i`U±,θ
ξ2

, (5.15)

d
dξ
U±,r = ±Er

γ3
± iΩU±,r, (5.16)

d
dξ
U±,θ =

Bz
γ
± Eθ
γ
± iΩU±,θ, (5.17)

d
dξ
Er = Ω2

p(N− +N+)− Er
ξ

+
i`Eθ
ξ
, (5.18)

d
dξ
Eθ =

i`Er
ξ
− Eθ

ξ
+ iΩBz, (5.19)

d
dξ
Bz = iΩβ2Eθ +

Ω2
pβ

2

ξ
(U+,θ + U−,θ), (5.20)

whereN± = ñ±/n0; U±,α = ũ±,α/ū; Eα = er0Ẽα/(mū
2); Bz = er0B̃z/(mū); Ω = r0ω/ū;

Ω2
p = e2n0r

2
0/(ε0mū

2); the subscript α = r, θ. The set of equations from 5.15-5.20, can

be re-written as:

X ′ − ΛX = 0, (5.21)

where X contains the vector composed of the perturbations, X ′ is its derivative with

respect to ξ and Λ is the matrix containing the coefficients multiplying the perturbations

as in equations (5.15-5.20) .

5.1.2 Semi-analytical description

The eigenvalues and the radial wave numbers can be related by krr0 = −iλ. The eigen-

values can be obtained numerically using the numerical python (NumPy) [109] library.

Similarily as in the slab geometry (see the chapter 2), a plasma can become unstable

if there are two real parts of both wavenumbers and frequencies that coalesce and two
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imaginary parts bifurcate [57]. However, the geometry in the inhomogeneous case adds

spatial variations to the wave amplitude, as well as unstable growth due to the insta-

bility.

The TSI can be described using equations (5.15-5.20) by eliminating the azimuthal

dependence (` = 0). The azimuthal velocity, azimuthal electric field and the mag-

netic field in êz will vanish. The set of equations, with the used parameters, does not

demonstrate any coalescence or bifurcation of the real and imaginary parts of the wave

numbers implying that the TSI is not present. This may seem to contrast with Gratton

and Gnavi [108]. However, their calculations include a singularity in the electric field

at the origin, whilst ours avoid that region. We deem the presence of a singularity

unrealistic and this difference may be the reason for the discrepancy between Gratton

and Gnavi’s and ours.

Besides the CFI and TSI, oblique instabilities [56] are possible for modes with non-

zero `, i.e., azimuthal variations of the perturbations, as well as in the direction of

the streaming velocities. Such instabilities combine properties of both CFI and TSI

and, for a homogeneous system, can grow at a particular angle. As the interaction of

counter-propagating beams continues and the instability enters the nonlinear phase, the

interplay between modes with similar growth rates can enhance a “dominant mode”[110].

Fig 5.1. shows the real and imaginary parts of the wave numbers kr. The real wave

numbers demonstrate outgoing waves (Re(kr) > 0) and ingoing waves (Re(kr) < 0) as

well as non-propagating perturbations (Re(kr) = 0). The imaginary parts of kr show

decay (Im(kr) > 0) and growth (Im(kr) < 0) with increasing r. The blue region shows

87



Chapter 5. Current Filamentation Instability in a Converging Geometry

Figure 5.1: Real (left) and imaginary (right) parts of the complex wave number kr as
a function of position (ξ) with number density n̄(r0) = 1019 cm −3, r0 = 1µm, γ = 2, a
fixed real frequency Ω = 1, mode ` = 10. Real and imaginary parts of each branch are
shown in the same colour, and the region of instability is shaded

the radial range where the instability occurs. This implies that for these parameters

the waves will propagate. As observed in the right panel of Fig. 5.1, there is a range

for which the imaginary parts of both branches (4 and 5) are negative, which implies

unstable growth. For ξ > 10, the two waves will continue to propagate and may exhibit

some growth. However, they are not purely growing/unstable waves. As ξ → ∞, the

number density will decrease as 1/r leading to the decay.

5.1.3 Maximum temporal growth rates

Instabilities are best described by temporal rather than spatial growth rates. The

imaginary part of the wave number can give a spatial growth rate, whilst the imaginary
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part of the frequency yields the temporal growth rate. In the inhomogeneous system

considered here, a temporal growth rate cannot be directly determined. Briggs [57]

demonstrates a way of obtaining the maximum temporal growth rate of an instability.

The real and the imaginary parts of the wave numbers are mapped for varying frequen-

cies and one investigates for any possible saddle points. The negative imaginary part

of the frequency at the saddle point will then be the maximum temporal local growth

rate.

Figure 5.2: left panel corresponds to 5 different wave number mappings of their corre-
sponding real and imaginary parts. The saddle point has been identified with a black
dot. The right panel corresponds to the values of the frequency for a fixed real part and
varying imaginary part.

From Fig. 5.2, one can observe where in k the local maximum temporal growth

rate can be obtained. Fig. 5.1 can serve as a guide to investigate the unstable range

and find growth rates by applying the mapping to wave numbers. Since the number

density is explicitly dependent on position, one should investigate the range by iterating

within the unstable range (for a fixed frequency), which is obtained from the analysis
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in Fig. 5.1. In this case, the range is ξ = [1, 10]. One starts by fixing the position

and changing the frequencies. By mapping the complex frequency onto the real and

imaginary parts of the radial wave numbers, one can find a saddle point [57]. In this

analysis, a saddle point is found to be directly on the imaginary kr axis implying that

these modulations are purely in the azimuthal direction and this instability corresponds

to the current filamentation instability. A saddle point with nonzero real part of kr

would correspond to an oblique instability as described above [107]. Since this is an

inhomogeneous system with a radial dependence due to the geometry, the growth rate

inherits a radial dependence. By following the same process presecribed above, we now

iterate for radial positions.

Figure 5.3: Maximum local temporal growth rates from the coalescing and bifurcating
branches of kr at varying radial positions (solid blue) and a fitted curve (dotted orange)
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Fig. 5.3 clearly demonstrates a radial dependence of the temporal growth rate due to

the inhomogeneous number density. By comparison, in the homogeneous slab geometry

case, the growth rate is proportional to the plasma frequency. By extension, one can

assume a direct contribution by the number density to the temporal growth rate in the

inhomogeneous system described. However, as the local growth rate in this case is not

proportional to the local plasma frequency, other effects must play a role.

5.1.4 Simulations

To demonstrate the validity of the analytical theory and the plausibility of streaming

instabilities in a converging geometry, numerical simulations were performed. The PIC

code EPOCH [33] is chosen to perform the simulations, which were set up to replicate

the sheath at the back of the bubble. Due to numerical constraints, the simulation is

restricted to two counter-streaming electron annuli. This results in considerable radial

expansion of the bunches, which, in some cases, suppresses the instability. To counter

this, for each annulus a homogeneous ion annulus is added co-propagating with their

respective electron annuli. With neither ions nor initial fields, the electrons would

oscillate around the neutralizing fields and would expand due to electrostatic repulsion.

To seed the instability and investigate a clear signal, one of the annuli was given a

sinusoidal modulation in the azimuthal direction with strength of 20%. Both annuli

have the same number density at full overlap. To ensure both annuli have the same

number density at full overlap, we set n+ = n−A−/A+ where A± are their areas, equal

and opposite velocities corresponding to γ = 2, and an initial temperature of 0 eV. Both

annuli have a width of 2.6µm, and are separated from the outer of annulus 2 to the
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inner edge of annulus 1 by 5.6µm. Initial electric and magnetic fields were added since

EPOCH does not account for the initial fields for the premodulated annulus. The annuli

have corresponding co-propagating ion annuli to avoid expansion and initial electric and

magnetic fields are added explicitly since EPOCH assumes vanishing initial fields.
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Figure 5.4: Initial number density for the initially modulated annulus (a), number
density of the initially unmodulated annulus (b), azimuthal dependence of number
density (c), and spectral amplitude (d).

Fig. 5.4 shows the initial setup of the simulation. In the following timesteps, the an-

nuli approach each other without interacting. As the annuli begin to overlap, there is no

discernible distinction to the initial fast Fourier transforms of the azimuthal dependence

of the number density (signals), but as they fully overlap, a modulation develops in the

initially unmodulated bunch. The spectral intensity of the azimuthal number density

demonstrates a faster growth at full overlap and a slowing down after full overlap in
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annulus 2. Annulus 1 demonstrates a decrease in the decay rate and the rate continues

to decay as the annulus shrinks. The decay in the spectral intensity can be attributed

to electrons repelling each other due to the area of the annulus shrinking. Thus, the

electrons would most likely repel and decrease the modulation depth.

10 5 0 5 10
x, m

10

5

0

5

10

y,
m

a
annulus 1

3.0

4.0

4.5

n e
, c

m
3

1e18

10 5 0 5 10
x, m

10

5

0

5

10

y,
m

b
annulus 2

2.0

2.5

3.0

n e
, c

m
3

1e18

/2 0 /2
angle, rad

2.5

3.0

3.5

4.0

4.5

dn
/d

 

1e18
c

0 10 20 30 40 50
mode number, 

0

2

4

6

sp
ec

tra
l i

nt
en

sit
y,

 
 a

rb
 u

ni
ts

1e19
d

annulus 1
annulus 2

20.03 fs

Figure 5.5: As Fig. 5.4, but at time 20.03 fs.

Fig. 5.5 clearly shows a modulation present in annulus 2 and the modulation still

present in annulus 1. 20.03 fs is after the complete overlap and interaction of both annuli.

The azimuthal number density of annulus 2 is π out of phase with the modulation from

annulus 1 and their corresponding spectral intensities demonstrate a peak at ` = 10.

To discard any artificial growth, simulations using a single annulus are performed and

compared with the results for interacting annuli. In the case for the unmodulated

annulus, no modulations developed.
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Figure 5.6: Evolution of the spectral amplitude at ` = 10 for annulus 1 (red) and
annulus 2 (blue). The solid lines correspond to the simulation with interaction and the
dot-dashed to the single annulus simulations. The light blue shade corresponds to the
period of interaction of both annuli with the black dashed line being the timestep at
full overlap.

As Fig. 5.6 shows, for annulus 1, the decay rate is decreased when there is interaction

but is still dominated by the repulsion of the electrons as the annulus shrinks.

The current filamentation instability can couple to “pure” (temperature driven) Weibel

unstable modes [64]. In order to avoid any confusion and to check for numerical heating,

the temperature of the bunches determined from the simulation data, using a definition

by Schroeder et al. [51] to be 30meV. At this temperature, the annuli can be considered

cold, and coupling to “pure” Weibel instabilities are unlikely.

Simulations where the initially modulated ring are moving outward were also performed

and demonstrated to have a simular outcome. Again, the modulation is present in the
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initially homogeneous ring after interaction. Equally, in a number of simulations for

larger mode numbers, the modulation develops in the initially unmodulated annulus.

5.1.5 Discussion

Having determined the growth rates using the semi-analytical theory and the simula-

tions, the next step is to compare them. To calculate the total growth rate, a simple

assumption is that the modulations in each ring drive the growth in the other one. This

is described by the equation [107]

d

dt
(S+ + S−) = Γ(S+ + S−), (5.22)

where S± corresponds to the signal for the respective annuli and Γ is the growth rate.

Fig. 5.7 shows a comparison of the growth from the semi-analytical predictions,

a local approximation for the current filamentation, and the simulations. The local

approximation uses the equation for the growth rate for the CFI in a cold relativistic

homogeneous plasma [111]

ΓCFI =

(C2
4

+
2u2k2ω2

p

γ

)1/2

− C
2

1/2

, (5.23)

where C =
(
2ω2

p/γ
3 + k2c2

)
. In Eq. 5.23 the plasma frequency and wave number are

replaced by their local values, ωp =
√
e2n̄(r)/(mε0) and k = 2π`/r. The red tri-

angles correspond to further simulations at larger r and obtained at the respective

positions of full overlap, and the dot-dashed line is a fit to these points. The fitted

curve nicely demonstrates the scaling dependence on the number density that corre-
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Figure 5.7: The predicted local maximum temporal growth rate (dashed) compared with
the growth rates of a simulation of full overlap at r0 = 5.6µm (solid), the maximum
growth rates of simulations with overlap at different positions (triangles) and the local
approximation (dots). The dot dashed line represents a fit to the growth rates from
simulations at different complete overlap positions.

sponds to Γsim ∝ ξ−0.88, where the theoretical predictions have a scaling dependence of

Γs-a ∝ ξ−0.7. The local growth rate has a scaling dependency of Γlocal ∝ ξ−0.75.

A comparison was made to observe if resonance between the local growth rate of the

TSI and the CFI could occur, i.e., the growth would be the same at the same position.

However, the growth rates do not overlap at any time during the interaction of the

bunches, thus discarding possibility of resonance between TSI and CFI.

The semi-analytical theory does prescribe an upper limit to the growth rate. Equa-

tion 5.22 does not consider inertial effects occurring in the interactions. The inertial

effects are seen that the largest growth Fig 5.7 shows how there is a delay between the

response of the annuli and overlap. Simulations with larger rings may yield a closer

96



Chapter 5. Current Filamentation Instability in a Converging Geometry

agreement between the semi-analytically predicted growth rates as the annuli would

interact for a longer period of time. However, the growth rates predicted by our semi-

analytical model agree almost one order of magnitude to the growth rate inferred from

the simulations. Both growth rates exhibit similar scaling dependences due to the num-

ber density’s spatial dependence on radial position.

5.2 Warm Background Plasma

5.2.1 Semi-analytical approach

Although a cold plasma approximation appears reasonable, in reality, plasma can have

an initial temperature. As described in chapter 3, section 5, Jia et al.[65] demonstrate

in their paper that a temperature in the background plasma has an effect on the growth

rates of the current filamentation instability [65]. Warm plasmas are ubiquitous in

space and laboratories, ranging from stars, to inertial and magnetic confinement fusion.

In the current filamentation instability, a transverse momentum spread can completely

suppress the instability [4, 65].

Naturally, the cold plasma approach we have used in the previous section of the chapter

can be expanded by adding a non-zero pressure term in the momentum equation,

(∂t + uuu · ∇∇∇)p̃pp = −e(ẼEE + uuu0,± ×BBB)−∇P̃±/n̄. (5.24)

Approximating the perturbed pressure P̃± as isotropic, its gradient can be expressed (in

two dimensions) as ∇P̃ = 2kBT∇ñ±, where T is temperature. The approach described

in the previous chapter can be utilized to obtain a set of coupled, linear, ordinary
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differential equations. The new set of equations adopt the following form:

d
dξ
N± =

(
±iΩ− 1

ξ

)
N±
P
∓ i`

Pξ2
Uθ,± +

1

Pξ

(
Er
γ3
− iΩUr,±

)
, (5.25)

d
dξ
Ur,± = ∓Er

γ3
± iΩUr,± ∓

T ξ
γ3P

[(
±iΩ− 1

ξ

)
N± ∓

i`

ξ2
Uθ,± +

1

ξ

(
Er
γ3
− iΩUr,±

)]
,

(5.26)

d
dξ
Uθ,± = ∓Eθ

γ
+
Bz
γ
∓ i`T N± ± iΩUθ,±, (5.27)

d
dξ
Er = −Ω2

p(N+ +N−)− i`Eθ
ξ
− Er

ξ
, (5.28)

d
dξ
Eθ = iΩBz +

i`

ξ
Er −

Eθ
ξ
, (5.29)

d
dξ
Bz = iΩβ2Eθ +

β2Ω2
p

ξ
(Uθ,+ + Uθ,−) . (5.30)

Where T = 2kBT/(u
2me) and P = 1−T /γ3. The thermal velocity can be identified

as
√
kBT/me. At T = 0, the equations (5.25) to (5.30) reduce back to equations

(5.15) to (5.20). The equations can also be written in the form of equation 5.21, and

furthermore for ` = 0, this should yield a description of the TSI for a warm plasma. The

eigenvalues for this set of equations are obtained in the way described in the previous

section. They also exhibit coalescence and bifurcation of the real and imaginary parts

of the wavenumber kr. Repeating the same process as before, the maximum temporal

growth rate can be obtained by mapping the real and imaginary parts of the wave

numbers to complex frequencies.

In the homogeneous case with a finite temperature, the range of wavenumbers that

yield an instability decreases, which implies that the range of modes also decreases,

as k = 2π`/r0. Electrons with a higher temperature will not filament into structures
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with high mode numbers, since they are more difficult in confine to a small region.

Electrons with sufficiently high temperature will be able to escape the pinching effect

of the magnetic fields, while for lower modes, the magnetic fields are strong enough

to restrain the electrons from escaping the filaments due to the larger volume. The

pinching magnetic field grows with the filament size, while the pressure gradient grows

with the decrease of the filament size. The growth rate of the instability in warm plasma

can be calculated in a similar way to the case of cold plasma (see chapter 3, section 5).

Figure 5.8: Growth rate as a function of position ξ and mode number ` for a temperature
of 1000 eV.

The growth rate as a function of position and mode number shown in Fig. 5.8

decreases for larger ξ, and decreases for larger mode numbers. In the context of the

99



Chapter 5. Current Filamentation Instability in a Converging Geometry

back of the LWFA bubble, this implies that if instabilities do occur, they would be

strongest near the axis due to the larger number density, and will most likely imprint a

lower mode number into the azimuthal filaments in the particles ejected as side electrons.

At low temperatures, the coalescence and bifurcation of the real and imaginary parts

demonstrate similarities to the cold case but as the temperature increases, the growth

rate decreases. As in the slab geometry case, one would expect that as the plasma

temperature increases, the growth rates decrease more drastically. However, the model

has a shortcoming at large temperatures where the saddle point disappears at a large

temperature without the growth rate tending to zero.

5.2.2 Simulations

Temperature dependence

Simulations have been performed using EPOCH to compare with the above theoretical

analysis. These simulations are set up with different initial temperatures to study the

effects of temperature in the CFI. The simulations use the same initial parameters as

in the previous section, but with a larger number density of n = 3 × 1019 cm−3 at full

overlap. However, in these simulations, a range of temperatures is used, where we will

show the simulations for 100 eV, 1 keV, and 10 keV. As the simulations progress, each

demonstrates a different outcome. The initial setup is the same as for Fig. 5.4 because

the temperature effects have no immediate observable effect at the beginning of the

simulation.

Figurs 5.9-5.11 demostrate the outcome of the simulations with an initial finite

temperature. As the simulations progressed, each demonstrates a different outcome. For
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Figure 5.9: Same layout as Fig. 5.4 but with an initial temperature of 100 eV at the
initial timestep of the simulation
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Figure 5.10: Same layout as Fig. 5.4 but with an initial temperature of 1KeV at the
initial timestep of the simulation
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Figure 5.11: Same layout as Fig. 5.4 but with an initial temperature of 10 keV at the
initial timestep of the simulation

the colder simulations, the instability develops as for the cold case presented previously.

For the 1 keV case, the instability developes slower than in the 100 eV case (smaller

growth rate). At 10 keV, the electron annuli still demonstrate some growth but on closer

inspection demonstrates that the annuli have expanded and the initial modulation has

been suppressed.

Mode Dependence

Since the mode number determines the scale of the modulations in a similar way to

a transverse wave number, and in a homogeneous system with finite temperature, the

dependence of the temporal growth rate on the wave number shows a maximum mode

number, or range of modes can be expected to yield the largest growths. EPOCH simu-

102



Chapter 5. Current Filamentation Instability in a Converging Geometry

lations are performed for a fixed temperature in both electron species and varying the

mode numbers. Intervals of 5 are chosen unless that number is a multiple of 4 to avoid

an artificial growth caused by the Cartesian grid. We use the same setup as before. The

fields in this case impose a limitation because they have a r` dependence and the upper

limit using EPOCH is proved to be ` = 59. Similarly, as in the previous subsection, a

number density of n = 3× 1019 cm−3 at full overlap is used and an initial temperature

of 1KeV is used

Figures. 5.12 to 5.17 show the initial and final timesteps of the simulations for the

initial modulations ` = 15, 25 and ` = 50. In the initial timesteps, the different modes

are observed in the initially modulated annulus. As in the previous sections, the annuli

are designed to counterstream and represent a small section of a much larger stream of

electrons counterflowing in a converging geometry.

The instability begins to develop as the counterstreaming annuli overlap. In the

case for lower mode numbers, the instability develops quickly and has its maximum

growth rate soon after fully overlapping due to the inertial effects. As they have fully

overlapped and begin to exit one another, the growth rate decreases and the instability

ceases to exist. The case ` = 15 exhibits the largest growth rate of the three repre-

sented simulations. From the simulations, larger mode numbers took longer to initiate

developing the instability.
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Figure 5.12: Same layout as Fig. 5.4 but for an initially modulated annulus with mode
number ` = 15 at the initial timestep of the simulation
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Figure 5.13: Same layout as Fig. 5.4 but for an initially modulated annulus with mode
number ` = 25 at the initial timestep of the simulation
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Figure 5.14: Same layout as Fig. 5.4 but for an initially modulated annulus with mode
number ` = 50 at the initial timestep of the simulation
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Figure 5.15: Same layout as Fig. 5.12 but at timestep = 20 fs.
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Figure 5.16: Same layout as Fig. 5.13 but at timestep = 20 fs.
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Figure 5.17: Same layout as Fig. 5.14 but at timestep = 20 fs.

106



Chapter 5. Current Filamentation Instability in a Converging Geometry

5.3 Discussion

5.3.1 Temperature Dependence

As shown in the previous section, similarly to what can be observed in the slab geome-

try/homogeneous case, the temperature is able to weaken and ultimately suppress the

current filamentation instability in a converging geometry.
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Figure 5.18: Growth rate as a function of temperature from the analytical predictions
(dash blue), the growth rate from the slab geometry as a function of temperature (dash
red) inferred growth rate from the simulations (orange dots), a spline fitting the inferred
growth rate from the simulations (solid green).

Figure 5.18 shows the growth rates inferred from the simulations using Eq. (5.22)

and calculated from the semi-analytical analysis as a function of temperature. For

comparison, the temperature dependence for a homogeneous system is also shown. Fig-

ure 5.18 demonstrates an agreement of the scaling with the converging geometry. While

a quicker suppression of the instability is predicted for slab geometry, the simulations
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demonstrate growth extending to higher temperatures. The inferred growth rates and

the semi-analytical predictions also agree in the temperatures at which the instability

disappears. The model has a shortcoming at higher temperatures, where it fails to

provide a qualitative description of the decrease in growth rate and yields a sudden dis-

appearance of the saddle point representing the maximum local temporal growth rates.

Lower number densities have a larger discrepancy with the semi-analytical predictions.

The study can be continued to provide a more accurate description of the instability at

higher temperatures.

Mode Dependence

The slab geometry and the semi-analytical theory for a converging geometry with a

fixed initial temperature predict that the growth rates decrease and the instability is

suppressed at large mode numbers. In slab geometry, the range of unstable modes is

smaller than in converging geometry. Using Eqn. (5.22), we can calculate the growth

rates from the simulations.

Fig. 5.19 demonstrates a faster decay in growth rate from the simulations than in

the semi-analytical predictions. From the simulations it can be inferred that the rings

required a longer overlap before the instability develops. The simulations demonstrate

a peak at approximately ` = 7, which is similar to the slab geometry results but not

the semi-analytical predictions. The simulations demonstrate a decrease as the mode

number is increased. The semi-analytical predictions reach a maximum at 41 marked

with an x in Fig. 5.19. The behaviour of the growth rates inferred from the simulations

agree with the semi-analytical predictions to some extent.
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Figure 5.19: Semi-analytically predicted growth rates for varying mode number (dashed
blue line), local approach using a slab geometry (dashed red), growth rates inferred from
simulations with different initial modulation (orange dots) with a fitted spline (solid
green line)

5.4 Conclusions

In this chapter, we have developed a theory to describe instabilities in a converging ge-

ometry. An analytical description for a cold, inhomogeneous and relativistic plasma is

developed. Using the continuity, momentum and Maxwell’s equations, we’ve obtained a

set of coupled, linear differential equations that can be treated as an eigenvalue problem.

A WKB approximation is used to approximate wave numbers. The eigenvalues of the

system are solved for, and the corresponding wave numbers obtained. By mapping the

real against the imaginary parts of the wavenumbers, we are able to obtain the maxi-

mum local temporal growth rates of the instability. The growth rates inherit a spatial

dependence from the electron number density. PIC simulations have been performed

to support the semi-analytical descriptions with two counter-streaming electron annuli
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representing a small fraction of a continuous converging/diverging stream of electrons

where one annulus is initially modulated whilst the other one is unmodulated where,

in practice, the modulations will arise from random fluctuations instead of a seed. Af-

ter the annuli interact, the initially unmodulated annulus demonstrates a sinusoidal

azimuthal modulation π out of phase to the initially modulated annulus. The corre-

sponding growth rate is calculated and agrees well with the semi-analytical description.

Expanding from the cold plasma approach, a pressure term with an isotropic tempera-

ture distribution is added to the momentum equation. A modified set of coupled, linear

ordinary differential equations is obtained that can be scaled down to the cold plasma

by setting the temperature to zero. The maximum temporal growth rates are obtained

in the same way as for the cold case and the growth rates exhibit a dependence on posi-

tion as well as mode number ` and temperature. It is found that positions further away

from the axis and large mode numbers will yield smaller growth rates. PIC simulations

are performed to support the semi-analytical theory with the same setup as in the cold

case. Increasing the temperature reduces the growth rates in a similar scale with the

semi-analytical approach and can completely suppress the instability.

In addition to varying the temperature for a fixed mode number, the mode number

dependence is also studied, which demonstrates that larger mode numbers decrease the

instability growth rates in the simulation. The study can be expanded by investigating

temperature anisotropies to compare the analysis done by Jia et al [65]. Furthermore, a

more rigorous examination using methods presented by Schroeder and Esarey [51] can

be used to obtain a more accurate description of the thermal effects in a converging

geometry. Also, the study can be expanded by making the system time-dependent and
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solving numerically in space and time.
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Chapter 6

Particle Dynamics at the back of

the LWFA bubble

6.1 Introduction

Experiments presented in chapter 4 demonstrated evidence of azimuthal striations of

electrons as ejected from the LWFA [83]. These are evidence of the current filamentation

instability [4, 61, 62]. To explore the origin of them, we investigate the trajectories and

particle dynamics of the “side electrons”. Full 3D PIC and quasi 3D PIC simulations

have been performed with particle tracking enabled. From the electron trajectory, we

then develop a reduced model that interprets the electron interactions at the back of

the LWFA bubble. Then, reduced 2D simulations are performed in the form of counter-

streaming annuli and counterstreaming slabs. This chapter provides a simulation-based

description to add interpretation of the experimental results described in chapter 4

combining the theory presented in chapter 5.
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6.2 3D simulations

To model the experiments, quasi-3D simulations using FBPIC [100] and 3D simulations

using OSIRIS [112] are performed to visualize side electrons. The OSIRIS simulations

have a resolution of 14×20 nm, a0 = 3, w0 = 7, a density of 2×1019 cm−3, 4 particles per

cell and an initial temperature of 0 eV. While the simulations agree with measurements

from experimental results on emitted charge [113], the spatial distribution of the side

electrons do not show evidence of striations. Initial analysis of the OSIRIS simulations

do demonstrate very fine azimuthal modulations in the radial momenta of the particles

ejected as side electrons. However, as an initial electron temperature spread is increased

to the electrons (while maintaining all the other parameters fixed), the azimuthal mod-

ulations quickly disappear. The sheath electrons are investigated to determine if a

modulation can arise after crossing or “bouncing” from the back of the LWFA bubble

which could explain if instabilities occur.

In Fig. 6.1, we show the azimuthal modulations by taking the azimuthal distribu-

tion of the number density and the azimuthal distribution of the radial momenta at

the back of the bubble. Figure 6.1 (d) and (f) do not show any evidence of growth

or striations after interaction. The simulations demonstrate a homogeneous electron

distribution along the transverse plane which implies there are no modulations. A fast

Fourier transform (FFT) of the azimuthal number density calculated from FBPIC and

OSIRIS data at different timesteps and different longitudinal positions reveals that no

predominant mode or azimuthal structure is present in the number density or radial

momenta. One explanation for this is that the resolution is too low. However, a fine
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Figure 6.1: (a) Electron density in the longitudinal plane with a vertical line denoting
the position where information is obtained from. (b) Particle position in the trans-
verse plane coloured by their radial momentum with a red annulus corresponding to
the selection of particles to be analyzed. (c) Number density in the transverse plane
corresponding to the lineout in part (a). (d) Radial density in the azimuthal direction
and number density in the azimuthal direction. (e) Scatterplot of the lineout. (f) Fast
Fourier transform. x1, x2, and x3 correspond to the transverse coordinates and x3 to
the longitudinal coordinate.

resolution does not exhibit the microstructures. An even higher resolution simulation

requires more resources, the PIC code FBPIC has a limitation on the observation of
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azimuthal striations due to the number of azimuthal mode numbers in the simulations.

Each extra mode increases the amount of resources utilized in GPUs. This quasi-3D

simulation allowed for up to 3 modes (modes 0,1 and 2). Also, increasing the azimuthal

modes higher than 6, leads to numerical instabilities.

We have explored options that could potentially yield a description for the azimuthal

striations present in the side electrons. An example of the explanation would be the

interaction of the side electrons with the background plasma. However, the density

of the background plasma and the outgoing beam would yield a an instability with a

very low growth rate. We present an plausible explanation of the origin of the stria-

tions present in the side electrons by investigating the dynamics of electrons at back

of the bubble and counterstreaming electron flows. The back of the bubble has a very

large number density (near critical density) because particles converge on-axis and can

yield sufficiently high growth rates for instabilities to occur. This requires a thorough

understanding of the particle trajectories at the back of the bubble.

6.3 Electron trajectories and dynamics

Side electrons are first displaced from their initial positions in the plasma due to the

ponderomotive force of the laser pulse, and drawn back by the electrostatic fields of

the ions, which form the sheath of the bubble. A common misconception is that all

the electrons forming the sheath cross at the rear of the bubble [18, 28]. Particles with

sufficient transverse momentum can overcome the influence of the ions and be ejected

as side electrons. We used the simulations presented in the previous section to inves-
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tigate the trajectories of the side electrons, which are usually ejected at an angle ≈ 40

degrees w.r.t. the propagation axis [83]. Side electrons are chosen in the simulations by

filtering electrons which their final recorded energy is between 1 and 2.5MeV, and their

last recorded transverse position is larger than the bubble radius which is calculated to

be ≈ 5µm. Because particles converge on the axis of the bubble, the electron density

increases by at least two orders of magnitude above the background plasma density.

The concentration of charge can repel converging electrons.

Side electrons are selected and studied at three different timesteps of the simulation.

Each timestep corresponds to the longitudinal position of the laser, ct = 180µm,

260µm, 360µm. The FBPIC simulations show that 10% to 30% of particles ejected

as side electrons cross the back of the bubble. Not all side electrons that cross do so at

the first bubble, but some at subsequent ones. They can gather enough whilst forming

part of the subsequent bubbles and then cross. The remaining fraction of side elec-

trons “bounce” due to the large charge concentration at the back of the bubble. The

simulations suggest that the majority of these side electrons bounce off the back of the

first bubble. Fig. 6.2 shows the trajectories of side electrons that have bounced without

reaching or crossing the axis, and the averages (〈.〉) of the cosines of the relative an-

gles between the initial azimuthal angle and current azimuthal angle (〈cos(θt − θi)〉) of

the same particle. Part f and g of Fig. 6.1 shows a histogram of electrons which have

bounced and crossed. It is clear that particles which have crossed have a near 0 deg or

360 deg difference with their initial angle. The bounced electrons demonstrate that most

particles have a difference of ≈ 180 deg. However, there are some electrons that have

≈ 0 deg or ≈ 360 deg implying that they may have been mislabelled as bounced rather
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Figure 6.2: Electron density in the longitudinal plane with trajectories and particle po-
sition superimposed and colour coded with their energy and transparency corresponding
to the weights for crossed (a, c) and bounced electrons (b, d). History of the averages
of the cosines of the relative angle per time step for crossed and bounced electrons (e),
histogram of the distribution of relative angle for crossed (f) and bounced (g) electrons.

than cross. However, the electrons were individually checked to see the trajectories and

they have bounced off axis. This can be attributed to the initial position of the elec-

trons to be close to an axis so the difference in angle yield either ≈ 0 deg or ≈ 360 deg.

Most side electrons were initially located closer to the axis than a bubble radius. Side
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electrons are displaced by the ponderomotive force excerted by the laser pulse and later

attracted back by the electric field of the ions inside the bubble. As the electrons ap-

proach the axis, their transverse momenta decrease due to the higher repulsion felt by

the proximity to the axis and high charge, but some have enough momenta to overcome

the potential on the axis at the back of the bubble. As they cross, they experience the

repulsive force of the large charge concentration. They scatter and acquire transverse

and longitudinal momenta before being ejected as side electrons. Several do not have

sufficient transverse momenta to be ejected as side electrons and form the sheath of

consequent bubbles. Bounced electrons can gain sufficient transverse momenta to be

ejected as side electrons, or they can form the subsequent bubble sheaths.

6.3.1 Interaction of particles

As the electron bubble is formed, a sheath with a high number density is formed. From

a frame of reference co-propagating with the back of the bubble, the back of the sheath

takes the form of a disk where particles converge onto the axis. The disk will have

a finite thickness. To model the back of the bubble, we assume that all the particles

converge on axis at a constant radial velocity and that they have no axial velocity. The

particles will then converge on and can cross the axis. However, we add a small thermal

spread to avoid a density singularity on axis. We disregard this region in this study.

Fig 6.3 shows the energies (b) and radial momenta (c) of electrons in a selected

volume at the back of the bubble. The depth of the volume, 600 nm, is chosen is to
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Figure 6.3: Electron density in the plane propagation axis plane with a red lineout
corresponding to a volume with dimensions 5µm ×5µm ×5 nm and a magenta lineout
corresponding to a volume of 2µm ×2µm × 600 nm (a). A plot (corresponding to
the red lineout in frame (a)) with particle position in the transverse plane at z =
175.7µm with an arrow showing their radial momenta coloured by their energy and the
transparency corresponding to the particle weights (b). A scatterplot in the propagation
axis for particles (corresponding to the magenta lineout in frame (a) in the back of the
bubble coloured by their radial momentum and their transparency correponds to their
weight (c).

confirm that the particles are in close proximity. Fig 6.3 amplifies the conclusions drawn

from Fig 6.2 by demonstrating electrons with opposite transverse momenta where the

electron flows overlap. Around 2µm from the axis, many electrons have near-zero radial

momenta. Further in the simulation, the electrons with zero transverse momenta change

direction from converging to diverging and counterstream with converging electrons.

However, assuming that the velocity directions are not randomised, but azimuthal an-
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gles change either by little (when bouncing, Fig. 6.2 (f)) or by close to 180 degrees (when

crossing, Fig. 6.2 (g)) due to the on-axis charge, an azimuthal modulation formed in

the converging electron stream leads to an in-phase modulation in a diverging stream if

the electrons have bounced, while in a stream of electrons having crossed only modula-

tions with even mode numbers are in phase, but those with odd mode numbers are out

of phase with the converging stream. Since the unstable growth requires out-of-phase

modulations in the counter-streams, the modulations must change phase in the opposite

case. The out of phase modulations are needed for the feedback loop. If the instability

is to persist, the peaks and troughs of the converging or diverging electrons will have

to rearrange to permit the current filamentation of both converging and diverging pop-

ulations. A magnetic field co-propagating with the back of the bubble can allow for

the instability to continue forming and perpetuate the filamentation at the back of the

bubble. This magnetic field can arise due to the interaction of particles at the back of

the bubble. It can also seed a modulation in new electrons which are converging into

the back of the bubble. Fig. 6.4 shows a schematic of the history of the electrons as

they converge towards high charge.

From the initial simulations from FBPIC and OSIRIS, it is concluded that most particles

bounce off rather than go through the axis. Therefore, the filamentation instability can

only grow if modulations can re-arrange quickly.
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Figure 6.4: A schematic describing the scenario for crossing and bouncing electrons.
The yellow wedges correspond to electron modulations and the arrows to the direction
of the flow.

6.3.2 Mode rearrangement

Counterstreaming annuli

To demonstrate how density modulations in the electron streams re-arrange, simulations

using EPOCH[33] have been performed to replicate the back of the bubble for two counter-
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streaming electron annuli with in-phase modulations. The parameters are similar from

those used from the FBPIC and OSIRIS simulations. The annuli have a number density of

1.1×1020 cm−3 at the point of full overlap, where n1 = A2n2/A1, where nj is the number

density of the annuli; Aj is the area of the annuli, a radial velocity corresponding to

γ = 2.5, a temperature of 12.8 eV as for the FBPIC and OSIRIS simulations. The annuli

have corresponding co-propagating ion annuli to avoid expansion and initial electric and

magnetic fields are added explicitly since EPOCH assumes vanishing initial fields.

Figure 6.5: Electron number density of the converging (a) and diverging (b) electron
annuli, the radially integrated azimuthal number density (c), and their corresponding
fast Fourier transform (FFT) (d) at the initial timestep

Figure 6.5 (a) and (b) are the initial setup with both annuli exhibiting sinusoidal

modulations in the azimuthal direction, both with mode number 10 and 20% relative

amplitudes. As annulus 1 shrinks and annulus 2 expands, they pass through each
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other. As described in the previous chapter, the modulations respond to the interaction

with a small delay. Fig. 6.6 shows the same simulation after the annuli have fully

overlapped. In Fig. 6.6, the modulation depth of annulus 1 has decreased. As the

annulus shrinks, the electrons are compressed to a smaller volume than it was before,

leading to stronger repulsion which reduces the relative modulation strength, while that

of annulus 2 persists during its expansion. Prior to full overlap, annulus 2 had a stronger

Figure 6.6: As Fig. 6.5, but snapshot at 16.04 fs.

modulation strength and continued to have a stronger modulation. This implies that

when the annuli overlap and the average densities are equal, the density modulations

in annulus 2 are stronger than in annulus 1, and the corresponding currents dominate

the generation of the magnetic field. In addition to re-arranging the modulations in

annulus 1 (causing a phase shift of π). Figure 6.6 c) and d) show peaks in the azimuthal
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intensity which can be attributed to the radial integration to obtain the data for c. As

demonstrated, from two in-phase modulated populations, where one population has a

weaker modulation, the stronger modulation dominates and imposes its phase on the

modulation. Fig. 6.6 a ) shows that the modulations have re-arranged on the inside

of annulus 1, but not on the outside. This corresponds to the duration of overlap and

thus interaction with annulus 2. On the other hand, the decrease of modulation depth

from inside to outside of annulus 2 is due to the reaction to the in-phase modulations

in annulus 1. The radial dependence of the modulation strength is largely due to the

setup of the electron streams as rings of finite width in the simulation.

Discussion

The simulations for two counterstreaming annuli demonstrate that the instability can

persist for two pre-modulated streams in a converging geometry. The presence of a

modulation that is π out of phase with respect to annulus 2 is a clear indication.

However, it remains to show that the signal grows during interaction. Using the eqn. 5.22

we can compare the signal growth

Fig. 6.7 shows the evolution of the signal and the growth rate. In the beginning

of the simulation, the growth rate decays since both annuli are not interacting. The

repulsion forces of the electrons also dampen the modulation depth. The re-arranging of

the modulations necessary for the growth of their amplitudes causes a delay compared to

the case where just one stream is modulated. The positive growth rate observed towards

the end of the overlapping period is ascribed to the completion of the re-arrangement.

Unstable growth occurs and the instability survives a collision of two annuli with in-
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Figure 6.7: Signals of the modulation (solid blue line) and the inferred growth rate
(solid red); the overlapping period denoted is coloured blue.

phase modulations. In practice, both bounced and crossed particles would interact.

However, there are more bounced particles and thus will dominate over the crossed

particles.

Counter-streaming slabs

To confirm the observations in the previous subsections, we have performed simulations

with two counterstreaming slabs of electrons flowing through each other. Both slabs

have a number density of 1× 1020 cm−3, equal and opposite velocities corresponding to

a Lorentz factor γ = 2, and temperature of T = 12.8 eV as in the FBPIC and OSIRIS

simulations. The cell size is 10×10 nm, with 20 particles per cell in a 5×5µm simulation

window. Both populations have been given initial sinusoidal modulations transverse to

the direction of propagation, with wavelength λ = 300 nm and modulation strengths
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(relative to the average density) of 10% for slab 1 and 8% for slab 2. The simulations

have periodic boundary conditions and do not have initial fields explicitly added as in

the counter-streaming annuli case.

Figure 6.8: Electron number densities of slabs 1, (a), and 2, (b), averaged over x along
y, (c), and the corresponding fast Fourier transform, (d).

Fig 6.8 shows the initial timestep of the simulation. Both counter-streaming popu-

lations fully overlap and interact from the start of the simulation, so that the instability

evolves everywhere in the same way. The modulations, which are initially in phase,

compete to set up an unstable pattern of out-of-phase modulations characteristic of the

filamentation instability. As the simulation progresses, slab 1 with its stronger modu-

lation determines the phase of the magnetic field, which re-distributes the electrons in

slab 2, resulting in an out-of-phase modulation.
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Figure 6.9: As Fig. 6.8 but timestep 10 fs

As shown in Fig 6.9, after a short time, the modulation strengths in both slabs

increase because of the instability. As discussed above, the increase in the modulation

strength is a clear indication of the current filamentation instability.

Discussion

Figures 6.8 and 6.9 support our hypothesis from the results in the counterstreaming

annuli simulations, where a pre-modulated electron population colliding with an in-

phase, pre-modulated electron population, but with a weaker modulation strength, will

lead to the stronger modulation imposing the phase on the modulation.

From Fig. 6.10 it is immediately noticeable that growth begins before 6 fs. The

growth rate is then similar to what is expected for the homogeneous case, but then
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Figure 6.10: Signals of the modulation (solid blue line) and the inferred growth rate
(dashed red)

drops off as non-linear effects become important.

Equal modulation strengths

In the previous examples, the phase adopted by the modulations is determined by

the one that is stronger at the start of the interaction. In order to ascertain how the

instability evolves without such an initial asymmetry, a simulation using EPOCH has been

performed similar to that in the previous section, but with initial modulation strengths

of 10% for both slabs.

In the cases considered above, the interaction of the two counter-streaming slabs

gives rise to the current filamentation instability. In contrast to these cases, in absence

of an asymmetry between the streams, perturbations grow from random fluctuations,

resulting in noisy modulations with broad spectra, as can be seen from Fig. 6.12.
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Figure 6.11: Electron number densities of slabs 1, (a), and 2, (b),averaged over x along
y, (c), and the corresponding fast Fourier transform, (d).

Discussion

The case for two equally modulated slabs shows unstable growth without either slab

dominating the other one. As from Figures 6.11 and 6.12, it is clear that unstable

growth can be attributed to the noise inherent in both of the bunches. This noise is

attributed to the deviations caused by small perturbations in the plasma.

Fig. 6.13 shows a large difference from the case for two modulated bunches with

different strengths. The instability takes longer to develop and the inferred growth rate

is weaker. The delay in growth development can be attributed to the “lack of an effective

seed”, similar to the case of two unmodulated counterstreaming beams. Initially, the

perturbations have a wave number spectrum determined by the fluctuations, but as
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Figure 6.12: As Fig. 6.11 but snapshot for timestep 15 fs

they grow, the wave number with the highest growth rate will dominate. These grows

similarily as with the initially unmodulated case.

Reversed beams

To replicate to a limited extent the situation of electrons bouncing off the repulsive

potential at the back of the wakefield bubble and changing directions, another simulation

was set up where the slabs instantaneously change the direction of motion whilst the

electric and magnetic fields stay the same. This is to replicate the conditions at the

back of the bubble where electrons will change momentum and interact with electric and

magnetic fields which are in-phase with the electron number density modulation. The

simulation is for two counter-propagating slabs with in-phase modulations of slightly
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Figure 6.13: Signals of the modulation (solid blue line) and the inferred growth rate
(dashed red)

different strengths. The initial setup is as in Fig 6.8 for the first part of the simulation,

which is exactly the same as in the counter-streaming slabs subsection. At timestep

10 fs, the slabs change direction and then counterstream in the fields developed due to

the instability created by the initial streams. The currents of the reversed slabs yield

a magnetic and electric field opposite to those of the first simulation immediately prior

to reversal. After changing the direction, the growth stagnates for a few timesteps

but it quickly recovers and continues. Fig 6.14 shows the growth 5 fs after changing

the direction of the momentum. This simulation demonstrates that even though the

initial fields, for the second part of the simulation, have the opposite orientation to that

corresponding to the electron currents the unstable growth continues after a short delay

due to the inertia of the currents in the filaments. The systems adapts quickly to this
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Figure 6.14: Number density of slab 1 (a), slab2 (b), corresponding averaged number
density along x, (c) and their corresponding fast Fourier transform (d) in timestep 20 fs
corresponding ton the initial setup after changing the momentum direction.

new setup albeit with the opposite initial currents making clear that unstable growth

can occur.

Discussion

Similarly, the signal growth is worth discussing for reversed flows and different modula-

tion strengths. From the simulation presented in the previous subsection, it is noticeable

that the instability persists. However, the unstable growth varies along the initial and

the pre-loaded (second part of the) simulation with the slabs reversing the propagation

direction.

Fig. 6.15 shows the evolution of the signal and growth rate in this simulation. The
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Figure 6.15: Signals of the modulation before and after the electron streams reverse
direction (solid blue line) and the inferred growth rate (dashed red).

unstable growth takes around 5.5 fs to develop after the momenta reverses. As we

change the direction of propagation of the slabs, the growth pauses and the signal

plateaus for a few femtoseconds before increasing again. Later on, the instability enters

its nonlinear phase and the predetermined modulation at λ = 300 nm, begins to reach a

peak strength before decreasing to half its strength. The growth rate also demonstrates

this by showing a decrease and then a slight increase.

Reflected beams, reflected boundary

As in the previous subsection, we want to see what happens when an electron beam

is reflected to encounter itself in the process, i.e., having the same process. While

encountering itself, it would interact with an in-phase modulation with equal strength

and we would expect to see a similar result to that presented in the previous sections.
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Instead of having two counterstreaming beams as presented previously, we now have

a single electron beam propagating in the −x-direction with a velocity corresponding

to γ = 2. The beam has an initial number density of 1 × 20 cm−3, and we increase

the window size in +x-direction to approximate a constant flow of electrons to the left

boundary. The size of the window is now 10 µm tall and 12 µm wide. From Fig. 6.16,

Figure 6.16: Timestep 16.4 fs of the reflective boundary simulation. Number density of
the electron slab with a grey lineout of width 1.2µm, a blue lineout at 1µm with the
same width and a red lineout at 3µm with the same width (a). The number density
along y averaged in x with the three corresponding coloured lineouts in (a), (b).

it is observed that a modulation is present in the front of the reflected beam. Part b of

Fig. 6.16 also demonstrates an out-of-phase modulation in the reflected beam. Unstable

134



Chapter 6. Particle Dynamics at the back of the LWFA bubble

growth is able to predominate even when the reflected beam interacts with itself. This

yields a stronger argument that bouncing electrons from the back of the bubble will

interact with the incoming beam and can change the phase of the modulation.

6.4 Conclusions

The experiment discussed in the chapter 3 showed evidence azimuthal striations in the

electron beam ejected transversely to the laser wakefield bubble’s propagation. In this

chapter, we discussed the causes of these microstructures. PIC simulations have been

performed to study the dynamics and trajectories of electrons as they are ejected trans-

versely from the laser wakefield bubble structure. Most of these side electrons originate

from within a bubble radius of the propagation axis, and most of them (between 70%

and 90%) have bounced off the large charge concentration at its rear. Diverging elec-

trons (side electrons and electrons forming the subsequent bubbles) counterstream and

interact with converging electrons which are closing the bubble structure, which can

lead to streaming instabilities.

Quasi-3D simulations in FBPIC and full 3D simulations OSIRIS have been performed to

test if azimuthal modulations are plausible in the LWFA. Neither code demonstrated

any azimuthal striations. In the case of FBPIC the lack of azimuthal striations in the

side electrons can be attributed to the low mode number constraint to perform these

simulations. OSIRIS lack of results can be attributed to resolution and particle number

which are limitations for modern super computers. Further studies can be performed

to demonstrate if grid heating can diminish the growth of instabilities at regions of
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high density with a small number of cells. A reduced model of the full simulations is

adopted for two pre-modulated systems, consisting of two counterstreaming annuli, and

they have demonstrated succesful change of phase of the modulation of one particle

populations and the other mantaining its phase.

2D simulations in a slab geometry have been performed to confirm the observations

from the counter-streaming annuli simulations. Two counter-streaming electron slabs

with in-phase modulations with asymmetric modulation strengths have been performed.

The simulations demonstrate that the stronger modulation imposes a phase change on

the weaker modulated slab. 2D simulations with two in-phase, but equally strong mod-

ulations have been performed and demonstrate unstable growth from noise. A third

simulation, where the propagation of the slab is reversed while mantaining the field in-

formation of the original direction has been performed. These demonstrate a stagnation

in the unstable growth, which then regains strength before nonlinear effects become im-

portant. Finally, simulations with a reflective boundary demonstrates that a reflected

beam propagating within itself will also impose a change in phase and exhibit unstable

growth. These set of simulation support the hypothesis that when particle have bounced

and interacted with incoming beams, it is possible that a modulation phase may switch

to perpetuate the instability. To conclude, further 2D slab geometry simulations with

a reflective boundary need to be performed and the growth rates studied at different

points. Besides, a future project related to this investigation would be to perform 3D

simulations with increased resolution and particle numbers to search for striations.
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Conclusions and outlook

In this thesis, we have developed a theory for streaming instabilities in converging/diverging

geometries for relativistic plasmas. We began by introducing the problem for inhomoge-

neous plasma streaming radially inwards whilst interacting with another beam stream-

ing radially outwards. We derived a set of linear, coupled ordinary differential equations

that are then solved as an eigenvalue problem. The eigenvalues demonstrate a coales-

cence and bifurcation of the real and imaginary parts of the wavenumber as a function

of position for real frequencies. We then implemented an approach where the real and

imaginary parts of the wavenumber are mapped for varying imaginary frequency and

investigated for saddle points that switch from the real to the negative imaginary parts

of the wavenumber. The spatial dependence of the growth rates is also investigated as

the number density is spatially dependent and it is demonstrated to have an inverse

depedence on the radial positions.

Particle-in-cell simulations were performed for two counterstreaming electron annuli to

investigate the microstructure formation for counterstreaming beams in a converging
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geometry. In the simulations co-moving ion beams were added to avoid an expansion

of the electron annuli and cancel any initial fields prescribed by the PIC codes. An

initial small modulation was added to an annulus to seed the instability and for ease of

calculation. The initially unmodulated annuli exhibited a modulation to the same mode

number π out of phase with the initially modulated bunch in any of the iterations. The

thermal spread is calculated along the simulation to discard coupling between the CFI

and Weibel instabilities. The growth is compared with the single propagating annuli

to demonstrate the extent of geometrical effects in the annuli and discard any artificial

growth/decay. The growth rate is then calculated from an FFT of the azimuthal num-

ber density of each annuli. The growth rates agree well within an order of magnitude to

the semi-analytically calculated growth rates and exhibit a radial dependence similarily.

The semi-analytical theory is expanded further by adding a small thermal spread to the

plasma. The thermal spread is anisotropic and can be calculated from the equations of

state. The thermal spread is added to model more accurately the experimental obser-

vations and avoid a seemingly infinite range of modes yielding unstable growth as for

CFI in the cold case (see streaming instability section). The semi-analytical predictions

yield a finite spatial range where the instability is plausible, similarily as in the cold

case. The maximum, local, temporal growth rates are obtained by mapping the real

and imaginary parts of the wavenumbers with varying imaginary frequency. The range

of mode numbers yielding the instability is reduced, as in the slab geometry case. A

range yielding the maximum growth rate is obtained and shows to favour smaller mode

numbers. The favouring of small azimuthal mode number can be attributed to particles

that escape the pinching magnetic fields due to their higher energies.
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Further PIC simulations are performed to compare the prescribed semi-analytical re-

sults. Simulations using an initially modulated bunch, as in the cold case, were per-

formed, except with isotropic temperature distributions. The growth rates obtained

show qualitative similarities to the semi-analytical prescription, in addition to the range

of mode numbers that yield the largest growth rates. The temperature range in which

the instability is present also agrees qualitatively with the predicted growth rates.

The thesis also reports on experiments performed to observe microstructure formation

in side electrons from a laser wakefield accelerator. The side electrons demonstrate a

very high charge and striations in their azimuthal direction. These seem quasi-periodic

in nature, which resembles the current filamentation instability. Such striations are ob-

served in the side electrons in every shot. It can be inferred that an instability is bound

to occur which result in filamentation of the radially outward propagating electrons.

From these experimental observations, we develop a theory taht may explain the origin

of the striations.

Full 3D PIC simulations using OSIRIS and quasi-3D simulations using FBPIC were per-

formed to compare with the experimental results, and investigate if azimuthal striations

in the radial momentum of side electrons can be reproduced. The full simulations failed

to demonstrate such striations when an initial temperature was added. Numerical am-

plification of the temperature of the particles can “wash out” azimuthal modulations

and suppress the instability mechanism. It has been demonstrated in literature that

thermal effects can effectively suppress instabilities [65]

A theory for the particle dynamics at the back of the bubble is proposed to explain

the azimuthal strations at the back of the bubble. These investigate counterstreaming
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flows and show that the majority of electrons that are ejected as “side electrons” bounce

off from the charge build a region concentrated on the axis of the bubble. We then

present a reduced model of a beam bouncing and interacting with itself. The beam is

reduced to two counter-streaming annuli and modelled in PIC simulations using EPOCH.

Both annuli have in-phase modulations. After interaction, annuli changed its phase of

modulation implying that an instability adjusts its modulation phase. To support this

argument, simulations in slab geometry were performed for i) two counter streaming

slabs, ii) with an asymmetric modulation strength, iii) equal modulation strength, re-

versed at a timestep and iv) reflected from a boundary. Each simulation demonstrated

a change of modulation phase with exception of the equally modulated strengths which

demonstrated a modal distribution similar to two initially unmodulated bunches.

The methods presented in this thesis provide an insightful approach to studying

instabilities in cold and warm plasma with converging/diverging geometries. This semi-

analytical approach can be applied to a wide range of equations that cannot be solved

analytically or where analytical solutions are too complicated. This theory can be

expanded to encompass a kinetic approach, rather than a fluid approach which can

yield insight to the deformation of plasma distribution functions and including coupling

to more instabilities.

Further PIC simulations need to be performed to investigate microstructure formation

at the rear of the bubble. A study in the self-heating in these PIC codes is required

to prove the extent of the influence of the grid in the particles. It is known that the

laser-particle interactions also heat particles. More simulations with a larger number of

particles per cell would yield a better result and hopefully a better agreement between
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theory and experiments.
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