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Abstract 

The growth of mobile communications systems over the past decade indicates 

a trend towards an always-on, ubiquitously networked society. This increase 

in communications availability leads to a corresponding increase in informa­

tion gathered, processed, and transmitted over these networks. Some of this 

information is loosely considered by users of these systems to be private, and 

in some cases, even the general pattern of use of network services could be 

regarded as revealing personal information. Therefore, along with growth in 

communications comes growth in privacy concerns. 

One approach to protecting users' privacy is to offer anonymity: the abil­

ity to blend into a crowd, such that any communications cannot be attributed 

to a particular real identity. This research study investigates two aspects of 

providing anonymity in mobile networks: in services, and for network access. 

Anonymous mobile service provision is approached by analysing sev­

eral fixed-network approaches to anonymous communications, and examining 

how they can be reapplied to mobile systems. A set of conclusions and rec­

ommendations for future implementations are contributed, along with a case 

study of providing anonymous location-based services for mobile systems. 

Being able to connect to a network while remaining truly anonymous 

is a novel concept, only made possible by the untethered nature of mobile 

communications. Analysis of the practical requirements for achieving such 

service is presented, and a solution is proposed, based on a new approach to 

mobile network service provision called the Digital Marketplace. To support 

this approach to network access, the fair and reliable operation of the market 

is ensured by securing its protocol operation. FUrther modifications to this 

scheme are proposed, in order to enable fully anonymous network access. 
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Chapter 1 

Introduction 

Contents 
1.1 Privacy .... 

1.2 Anonymity 

1.3 Outline.... 

2 

3 

4 

Improvements in wireless communications teclmology over the last decade 

have led to huge growth in mobile network usage. Over two billion peo­

ple worldwide own and use mobile phones, and the market is continuing to 

grow[3]. This near-ubiquity of cellular communications has opened a vast 

market for network services, which allow users to use handheld devices in 

new ways. 

Another trend in the last decade is the increase in tlueats to privacy. 

Demographic data has become a highly valued commodity, and personal 

information is now being traded in ways previously unimagined. Whole in­

dustries are dedicated to collecting, analysing, and selling sensitive data that 

individuals once viewed as private. This is worryingly easy to do: many peo­

ple are happy to exchange information like shopping habits, credit history, 

and lists of friends for discounts on products or services. 

In a functional democracy, the government is allowed only the infornlation 

about its citizens which is required to do its job; giving the government more 

power than it needs can lead to corruption, and an increasingly authoritarian 
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state. In the modern era, large corporations wield so much lobbying leverage 

and financial resources that they are almost as powerful as governments, and 

so keeping personal information out of their hands is just as important. 

Therefore, the consequences of privacy loss are extremely concerning, 

whether the privacy invasion comes from the state or a corporation. Never 

before has it been so vital to keep personal information private. At the same 

time, the increase in privacy-invading technologies makes this task extremely 

challenging. 

Privacy invasion need not happen on a large scale for it to have a great 

impact. A particular type of fraud known as 'identity theft' can devastate 

an individual's life, leaving them in financial or legal trouble through no 

fault of their own. This occurs when a criminal uses false identification 

to impersonate an innocent member of the public; the consequences of any 

illegal actions they then take fall upon the victim instead. 

Many organisations and individuals recognise these new privacy problems, 

and are working to raise public awareness. This in turn could lead to a new 

mobile services market: providing guaranteed privacy and anonymity to users 

who desire it. There are many technical challenges to overcome on the way 

to achieving true mobile network anonymity, and this thesis aims to identify 

and address these. 

1.1 Privacy 

As in all areas of security, achieving privacy is only possible with respect to 

a specific threat model. Threats to mobile communications systems secu­

rity have traditionally been from third parties; that is, the network service 

provider is trusted, as is the user. This security model continued into much 

of the privacy research undertaken in the past few years, which leads to the 

situation that there is little work which does not trust the network service 

provider. 

However, this assumption of trust is not necessarily justified. Even if 

users feel able to trust the corporation as a whole with private data, indi­

viduals within those corporations can be bribed or otherwise coerced into 
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revealing sensitive information. Social engineering is an extremely powerful 

technique, which can involve using confidence tricks to convince key em­

ployees to compromise security measures. Some particularly privacy-aware 

consumers would prefer to invalidate such attacks, by removing the necessity 

to trust their network services provider. 

A fresh approach to mobile communications security is needed to solve 

this growing problem. Starting with the assumption that the network service 

provider is not to be fully trusted can make it more difficult to achieve some 

goals, but it is also then possible to attain full privacy even if the provider 

is an attacker. 

1.2 Anonymity 

Pfitzmann defines anonymity as "the state of being not identifiable within 

a set of subjects, the anonymity set" [99]. This definition is often used as a 

starting point for anonymity research, and schemes are proposed to main­

tain the anonymity set against a series of attacks. The threats which these 

schemes defend against tend to be statistical analyses of data or traffic, used 

to reduce the anonymity set towards unity. 

Defending against such attacks is extremely challenging. It is a never­

ending task to keep up with new statistical attacks, which often bring in 

side information which was thought to be irrelevant by the system designers. 

However, in many situations, this is the only feasible solution: research into 

preserving anonymity against data mining attacks is one example ofthis[122]. 

Another approach is to set aside the concept of a set of possible subjects, 

and simply concentrate on unlinkability. If the attacker is unable to deter­

mine a relationship between two or more discrete events, it is impossible to 

build a user activity profile from observation. If this is the case, and the 

user never explicitly reveals his or her identity, anonymity is maintained. In 

network systems, methods for achieving this clearly require hiding of the ad­

dress of the user, and sometimes more sophisticated defences against traffic 

analysis. 

Whichever approach is taken, technology providing some form of an~ 
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nymity for mobile communications systems could assist greatly in combating 

privacy invasion. This work presents security research leading towards this 

goal in two areas: mobile services, and mobile network access. 

1.3 Outline 

The remainder of this thesis is organised into eight chapters. Following this 

introduction, chapter 2 presents a background in the concepts of privacy and 

anonymity. A definition of the meaning of anonymity in the context of this 

study is given here. 

Chapter 3 provides a basic background to relevant areas of cryptographic 

technologies. The core principles of secrecy and authenticity are covered, 

including both symmetric and asymmetric ciphers, message authentication 

codes, and digital signatures. An introduction to the field of certification 

and public-key infrastructure is also presented. Finally, the cryptographic 

techniques and security implications of digital cash are discussed. 

Building on this, chapter 4 presents the state-of-the-art in anonymous 

communications protocols. The concept of a MIX network is explained, along 

with examples of current applications of this technology. Derivatives and 

alternatives, such as onion routing and crowds, are also presented. Following 

this is discussion of the challenges facing adoption of these protocols in a 

mobile envirornnent. The final contribution in the chapter is a case study of 

protocol design for anonymous mobile communications, with location-based 

services as the application. 

Chapter 5 introduces the concept of privacy-enhanced network access. 

Discussion of its increasing importance leads to examples of problems with 

current identified network access systems. An examination of current tech­

nologies which could be used for a limited form of anonymous access is pre­

sented, and from this a series of requirements for an improved scheme are 

derived. Following this, the Digital Marketplace (DMP) is introduced; a 

next-generation call management architecture, the DMP has the potential to 

be used as the basis for a privacy-enhanced network system. Discussion of 

the match between the requirements and the DMP as it stands leads to the 
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conclusion that it is not currently suitable, but this could be altered. 

One of the key obstacles to adoption of the DMP as an anonymous net­

work access scheme is that it has not been securely designed. Therefore, 

chapter 6 contributes a comprehensive security analysis of the Digital ~Iar­

ketplace protocols. From this analysis, a definition of a secure Digital Mar­

ketplace is derived. Then, design changes and modifications to the protocol 

are presented which meet these requirements. To conclude the chapter, the 

newly-secured protocol is presented, along with an argument that all known 

security threats have been countered. 

Another major issue with Digital Marketplace security is reputation. 

Chapter 7 examines the DMP-specific needs for a reputation system in de­

tail. A novel reputation function is contributed, and compared with other 

relevant work in the field. The function is tested by simulation in a number 

of scenarios, and results are presented to demonstrate its appropriateness to 

the Digital Marketplace. 

With the security and reliability of the Digital Marketplace dealt with, 

chapter 8 examines its application as a privacy-enhanced network access 

scheme. The issues which make the D MP immediately unsuitable for ano­

nymity are presented and discussed. Building on the work of the previous 

two chapters, augmentations to the protocol to enable anonymity are con­

tributed. A discussion of tertiary threats to anonymity follows, along with 

counter-measures for those threats. 

The final chapter summarises the work presented in this thesis, and re­

emphasises the importance of anonymity in mobile communications systems. 

The major achievements and contributions from this study are identified, 

and an outline of possible future work is given. 
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Chapter 2 

Privacy and Anonymity 

Contents 
2.1 Mobile Communications and Privacy ...... 6 

2.1.1 Demand. 

2.1.2 Summary 

7 

8 

2.2 Privacy Protection. . . . . . . . . . . . . . . . . . 8 

2.3 Anonymity .... · . . . . . . . . . . . . . . . . . 9 

2.3.1 Anonymity Set . . . 10 

2.3.2 Pseudonymity. · . 10 

2.3.3 Unlinkability · . . . . . 11 

2.3.4 Unobservability . . 11 

2.3.5 Degree of Anonymity. . . . . . . . . . 12 

2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . 13 

2.1 Mobile Communications and Privacy 

Recent enhancements in mobile network technology has led to almost ubiqui­

tous communications availability, and accordingly high usage levels. In 2005, 

80% of UK adults owned mobile phones, and this figure is growing {'very 
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year[94]. The ability to keep in touch at any time has great benefits, both 

for personal communications and for business. However, the same technology 

can be misused to invade personal privacy. 

As the general population spends more and more time in communication, 

there is a corresponding increase in personal information transferred across 

networks. This privacy issue may go unnoticed by many users; the informa­

tion released is perhaps not obviously private. For example, a user switching 

on a mobile phone allows their network provider to find their identity, and 

record their location along with the time of day. This in itself is perhaps 

not highly private information, but the ability of the provider to record the 

movement of the user throughout the day is more invasive. 

Privacy invasions do not only come from network service providers. With 

the availability of 2.5G and 3G data services, mobile communications is mov­

ing away from circuit-switched communications towards packet-based data 

transfer. This gives the mobile phone the ability to directly access Internet 

services, and even receive information pushed to the device as appropriate, 

which has great potential for new mobile applications. At the same time, 

accessing these services requires the user to reveal their network address, 

which may be used by Internet providers to find the user's network provider, 

location, and potentially other identifying information. 

2.1.1 Demand 

A 2004 study by the UK Information Commisioner's Office reports that 70% 

of respondents indicated high or very high concern for protecting people's 

personal information[62]. Privacy was rated as more important than equal 

rights, freedom of speech, the environment, and unemployment; this indicates 

that it is not a fringe issue. 

Similarly rapid growth in usage of the Internet for electronic commerce 

had a similar effect on interest in privacy, as is shown by several Internet­

related privacy surveys. The 2001 UCLA Internet Report showed that 94.5% 

of surveyed respondents are concerned about privacy of their personal infor­

mation when participating in online commerce[25]. Furthermore, 77% of 
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world-wide web users responding to a 1998 Georgia Tech survey indicated 

that they value privacy more than convenience[56]. The importance of pri­

vate communications is also shown by a 2001 Culnan-Milne report, which 

showed that 64% of respondents chose not to purchase online because of 

privacy concerns [29] . 

These data show that the level of public interest in privacy is high. Aware­

ness of personal information issues in mobile communications is uncertain, 

but with this level of concern for privacy in general, it is fair to assume 

that mobile privacy issues would garner the same interest if well-understood. 

Therefore, technological solutions to offer privacy to those who wish it would 

be of benefit to a significant proportion of the communicating population. 

2.1.2 Summary 

The aim of this chapter is to provide an understanding of what privacy pro­

tection and anonymity in communications systems means. To achieve this, 

related material in the area of privacy protection and anonymity provision is 

presented and summarised. Several properties of anonymity are shown, and 

an approach to classifying level of anonymity is discussed. 

2.2 Privacy Protection 

Control of personal information is a fundamental concept which is the basis 

of much privacy research. With current communications systems, the end­

user often has little or no control of much of this information; instead, the 

network or service provider is trusted not to act against the interests of the 

user. A common theme in privacy research is proposals which allow the 

user to express privacy preferences as a policy, which the network or service 

provider must then implement. 

These policies must be written in a standardised way, to allow unlimited 

interchange of privacy-controlling requirements. For example, the W3C's 

Platform for Privacy Preferences (P3P)[27] allows web sites and web services 

providers to specify their privacy practices in an XML format. These privacy 
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policies can then be interpreted by users' browsers or web service clients, and 

appropriate action taken depending on the user's locally-specified privacy 

preferences. 

Gunter et ale give an example of the application of P3P to mobile systems, 

for privacy of location data[58]. This work combines P3P into a digital rights 

language to formalise users' privacy demands into contracts, which are agreed 

by the service providers before service usage. This language allows users to 

specify what the providers may do with their data, how long it may be 

retained, and the consequences for non-compliance. 

Agrawal et ale proposed an implementation of P3P which is more suit­

able for mobile systems than the commonly-used client-based filtering[l]. 

This proposal uses a database server to process privacy policies on behalf of 

users. Among other benefits, this reduces the processing requirement on the 

client device, which is of prime concern for mobile systems with low-powered 

handsets. 

One important problem with the policy approach is the trust requirement. 

Users must trust that the service providers both accurately represent their 

privacy policies, and ensure compliance to those policies by their employ­

ees. This trust is extended still further for centralised policy checks, where 

the user must also trust the policy database provider to operate fairly. In 

practice, policy-based approaches are only useful when all participants in the 

system are generally trustworthy, and the user has a mild preference for how 

their information is processed. When privacy is more important, and other 

parties are not so trusted, other approaches should be taken. 

2.3 Anonymity 

In everyday life, anonymity is generally thought of as the state in which a 

person cannot be identified by name. In communications, the term is more 

nuanced than this, and the person's name is rarely of immediate relevance. 

Within the field of privacy, anonymity provision is concerned with infor­

mation which could be used to identify the user. Research in the field has 

taken a number of different approaches to controlling such information, and 
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there are several different properties of anonymity to achieve. These were de­

fined by Pfitzmann and Kohntopp's terminology paper[99], and are discussed 

below. 

These properties of anonymity lead to a more formal concept of degree 

of anonymity. This was proposed by Reiter and Rubin in their work on 

the Crowds anonymity scheme[l04]. Degree of anonymity is described in 

section 2.3.5. 

2.3.1 Anonymity Set 

Formal classifications of anonymity normally do not claim that the user is 

completely unidentifiable. Instead, they restrict the attacker to being able 

to claim that a user is a member of a given anonymity set. If known, the 

size of this set can be used as an estimate of how anonymous a user is, for a 

given situation. In some situations, the size of the set is not clearly defined: 

an anonymity scheme which only depends on the total number of users n can 

be said to have an anonymity set of size n. 

The idea of the anonymity set was used by Sweeney to provide a particular 

level of privacy for data-rich reports[122]. By programmtically restricting 

the scope of the information retrieved, a set of k indistinguishable records is 

created, thus providing anonymity for the people described by those records. 

Similar techniques can be applied to high-latency communications systems; 

see the description of MIX networks in section 4.1 for an example. 

2.3.2 Pseudonymity 

One simple form of hiding identity is to use a false name, or pseudonym. If 

every communicant has a pseudonym for identification, then communication 

remains possible, and real identities of the communicants are not necessarily 

revealed. 

This is a very straightforward method of achieving some level of anonym­

ity. Many protocols already use some form of pseudonym to address users: 

for example, email addresses are not necessarily directly identifying. So, for 

email pseudonyms, all that is required is an address which reveals nothing 

10 



about the identity of the user. For example, this could be a random num­

ber at a fixed public domain, like 73961629<oanonymail. com. The address 

itself does not contain the name of the user; it only has meaning once an 

association is somehow made with the real email recipient. 

The main problem with using a fixed pseudonym for anonymity is that 

it is often possible to build up a usage profile based on this false identity. In 

itself, this can reveal identifying information about the user: for example, the 

contents of an email message could contain the user's name; or, the user could 

regularly receive email from a set of contacts which give information about 

who the sender is likely to be. Even if this profiling does not immediately 

reveal the identity of the user, other possibly-sensitive information could be 

revealed and stored; then, if the identity associated with a pseudonym is later 

found, all of this information can be tied to that person. 

2.3.3 Unlinkability 

To prevent profiling attacks, detectable links between subsequent uses of a 

communication system must be removed. This property is called unlinka­

bility, and provides a higher level of privacy protection than pseudonyms 

alone. 

If a user's messages are nnlinkable, then an attacker cannot distinguish 

between two messages from the same user, and two messages from different 

users. This is analogous to using a different pseudonym for each message; if 

the pseudonym is fully anonymous, so that there is no way to determine who 

sent an individual message, anonymity is achieved even against statistical 

attacks. This is a much more useful result, as it allows users to send or 

receive several messages without undue risk of identification. 

2.3.4 Unobservability 

A final, and less practical property of anonymity, is one which allows users to 

send or receive messages without detection: unobsenJability. This means that 

an observer is not only unable to determine who sent or received a message, 

but also unable to determine that a message was sent at all. 
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Chaum published a protocol which achieves this in his Dining Cryptogra­

phers paper[32]; the resulting scheme is known as DC-Net. Clearly, this pro­

vides even more privacy than a successful l1nlinkable communications system. 

However, the protocol is not particularly practical. It is highly inefficient, 

requiring constant transmission of data even when none needs to be sent. 

It also assumes the availability of a reliable broadcast network which does 

not match well either with the fixed Internet or with cellular mobile systems. 

For these reasons, and because no significantly more efficient methods have 

been found, unobservability is generally not a feature of pragmatic privacy 

schemes. 

2.3.5 Degree of Anonymity 

The above three properties of anonymity have been presented on a scale. 

Pseudonymity offers some identity protection, but is susceptible to profil­

ing over multiple messages. Unlinkability counters this by removing links 

between several sessions, removing the ability to correlate between them. Fi­

nally, unobservability ensures that the communications session itself cannot 

even be detected. 

Reiter and Rubin's scale takes a related but slightly different approach. 

The degree of anonymity[104] is a measure of the anonymity offered by a 

given scheme, against a given attack. It ranges from absolute privacy, where 

communication is undetectable, to being provably exposed, where the at­

tacker can demonstrate the identity of the user to others. The full scale is 

shown in Figure 2.1. 

absolute 
privacy 

beyond 
suspicion 

probable possible 
innocence innocence 

exposed 

Figure 2.1: Reiter and Rubin s degree of anonymity scale 

provably 
exposed 

Th point at the extremes of the access are of less interest than those 

towards th centr. Absolut privacy is not practical to obtain in most lr-
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cumstances, as it requires that the anonymity scheme provide full unobserv­

ability; for reasons discussed above, this is difficult to achieve. Similarly, an 

anonymity scheme which allows its users to be exposed (that is, identified), 

or even provably so, has failed. 

Therefore, beyond suspicion is the best achievable level of anonymity. 

Consider a scheme which provides anonymity to the sender of messages. 

Then, the sender of a given message is beyond suspicion if all possible senders 

appear to be equally likely to have sent it. 

Further along the scale, probable innocence is a state of lesser anonymity. 

For the same example, this means that the sender of a message appears to be 

equally likely to have sent or not sent the message. Clearly this will generally 

create a reduced anonymity set compared with being beyond suspicion, but 

the sender cannot be detected as being the most likely sender of the message. 

Further still, possible innocence could also be termed 'plausible denia­

bility' . This means that, from the perspective of the attacker, there is a 

reasonable chance that a participant other than the real sender could have 

actually sent the message. 

This scale can be a useful tool for measuring the properties of anonymity 

schemes against various attacker models. The Crowds paper uses it immedi­

ately to show the degree of anonymity provided by the scheme, considering 

a variety of anonymity properties and opponent models. 

2.4 Summary 

Two approaches to privacy protection for communications systems are pre­

sented by this chapter. The first requires a formal representation of privacy 

policy, and expects a client-based tool to evaluate and compare the claimed 

properties of this policy with the user's needs. This approach demands ev­

ery single service provider must be trusted to accurately interpret the user's 

privacy policy, and strictly adhere to the rules contained therein. 

Another option, which may be used in conjunction with a policy approach, 

is to provide some level of anonymity to users. At one extreme, this can 

mean merely providing a pseudonym which is unconnected to the user's real 
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identity; at the other, the scheme could hide the fact that communication 

is taking place at all. Between these extremes is a more common goal: a 

scheme which ensures that the identity of the user is hidden, and also that 

there are no detectable links between messages which enable correlation. 

Finally, the degree of anonymity measure is presented. This is a scale of 

identity protection, ranging between fully hidden communications and having 

identity completely and provably exposed. This gives a series of reference 

points against which some anonymity schemes can be compared. 
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Chapter 3 

Cryptographic Background 
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Communications systems depend on cryptography to provide security. 

The field of cryptography is very broad, and there are thousands of proto­

cols, schemes, and algorithms which aim to solve many different problems. 
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This chapter introduces some fundamentals of cryptography, selecting inter­

esting ideas from the field which are relevant to this thesis. The areas of 

cryptography covered include secrecy, authenticity, certification, and digital 

cash. 

3.1 Secrecy 

In secure communications, secrecy is the ability to hide information from 

third parties. This is the most well-known area of cryptography, and it has 

been explored for hundreds of years[67]. The process of altering information 

so that it is obscured except to the intended recipient is known as encryption; 

the reverse process is decryption; and an algorithm which performs these 

tasks is known as a cipher. The input to a cipher is known as the plaintext, 

and the output is the ciphertext. 

In the late 19th century, Kerckhoffs listed six desirable properties of a 

cipher[68], many of which still apply today. The most well-known of these 

properties is often restated as: "the security of the cipher must not be com­

promised by the publication of the algorithm". Therefore, the secrecy pro­

vided by the cipher must come from another source: this is a parameter 

called the key. 

Plaintext Ciphertext 

Figure 3.1: Flow chart of cipher operation 

Therefore, a generic cipher algorithm has two secret inputs and one pub­

lishabl output (see Figure 3.1). There are two main classes of cipher: sym­

metric (also known as secret-key) and asymmetric (or public-key), each of 

which are discussed in further detail below. 
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3.1.1 Symmetric Cryptography 

Symmetric ciphers require a secret key to be shared between the sender and 

the recipient. The key is combined with the plaintext by the cipher to give 

the ciphertext; this is done in such a way that it should be unfeasible for 

anyone without the key to perform the reverse operation. 

Symmetric ciphers can be broken into two groups: stream ciphers, which 

process variable-length data by encrypting a byte or bit at a time; and block 

ciphers, which work with a number of fixed-length groups of bits. This thesis 

is concerned only with block ciphers, which are discussed in more detail 

below. 

3.1.1.1 Block Ciphers 

The first important block cipher was the Data Encryption Standard[85). DES 

is a modified form of Lucifer, which was created at IBM by a group of re­

searchers led by Horst Feistel. The United States National Security Agency 

suggested the modifications, which were later found to protect against a 

sophisicated form of cryptanalysis. However, due to its key size of 56 bits, 

DES is now obsolete. In 1999, a distributed effort used brute force to break a 

DES key in 22 hours and 15 minutes, clearly demonstrating the obsolesence 

of the industry standard cipher. 

One commonly-used approach to strengthening DES is called Triple DES. 

This involves three encryption or decryption stages, with three different keys. 

This significantly increases the security of the cipher, at the expense of extra 

computational cost. 

The official replacement for DES is an algorithm submitted to the stan­

dards institute as Rijndael, and now known as the Advanced Encryption 

Standard (AES)[90). It is expected that this cipher will be secure for at least 

several more decades, due in part to its variable key size of up to 256 bits. At 

current estimates of processing power, a brute force attack against a 256-bit 

key would take hundreds of trillions of years to complete. In new systems, 

AES is the preferred cipher for symmetric cryptography, due to its balance of 

robustness against cryptanalysis with hardware and software implementation 
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efficiency. 

3.1.1.2 Block Cipher Modes 

Block ciphers are defined as operating on fixed-length blocks of bits. When 

encrypting a message which is not exactly one block in length, the block 

cipher must be used as part of another encryption function. These functions 

are known as block cipher modes. Some commonly-discussed cipher modes 

are Electronic Codebook (ECB), Counter (CTR), and Cipher Block Chaining 

(CBC)[41]. 

Each of these modes requires padding of the input data until its length is 

an exact multiple of the block size. There are several secure padding schemes 

for block ciphers, many of which are extremely simple. One common method 

is to count the number of bytes to the next block boundary (n), then append 

n bytes of value n to the plaintext[107]. 

ECB is the simplest possible block cipher mode. The plaintext is padded, 

split into blocks, and each block is encrypted separately. In practice, ECB 

is never used to encrypt multiple blocks: because identical plaintext blocks 

encrypt to identical ciphertext blocks, it does not hide large-scale data pat­

terns. 

Both CTR and CBC take a third input to the cipher: a block-sized, 

message-specific number known as an initialisation vector (IV) or nonce (a 

contraction of 'number used once'). As the name indicates, the number 

must only be used once with the key and cipher, but it need not be kept 

secret. 

CBC combines the nonce with the plaintext using XOR, then encrypts 

the result. This block is output as ciphertext, and used instead of the nonce 

in the next block: each subsequent block of plaintext is XORed with the 

previous block of ciphertext. 

In CTR mode, the nonce is encrypted with the cipher, and the output 

is XORed with the plaintext to generate the ciphertext. The nonce is incre­

mented after each encryption step, so two identical plaintext blocks will not 

encrypt to the same ciphertext. 
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Each mode has advantages and disadvantages. CTR encryption can be 

parallelised to improve performance; clearly, in CBC mode the blocks must be 

encrypted in order. Another advantage of CTR is lower memory usage when 

used as a stream cipher: it can process a plaintext block into a ciphertext 

block, send the ciphertext, then reuse the memory allocated for it. In com­

parison, CBC mode clearly must keep the previous ciphertext block around 

to continue encryption. However, if a nonce value is ever used twice, CTR 

mode can reveal some information about the entire message, whereas CBC 

only leaks information about the first block. Therefore, the most appropriate 

mode depends on the threat model of the security system. 

3.1.2 Asymmetric Cryptography 

The most difficult problem in cryptography has traditionally been secret­

sharing. Defeating the best ciphers available has always been difficult: the 

Vigenere cipher remained unbroken for nearly 300 years; DES, while now 

obsolete, can still only be broken using brute force; Shannon presented a 'one­

time pad' method of encryption which is theoretically impossible to break. 

However, every symmetric cipher requires the secure transfer of some secret­

the keyword, the 56-bit key, or the random pad-and it is this stage which 

is often most difficult. Worse, the problem is exacerbated as the number of 

communicators increases. 

A group of 10 people wishing to securely communicate with each other, 

pair-wise, needs a total of I:i=l i = 45 keys. This number might be man­

ageable, but it grows quadratically: a group of 100 people needs 4950 keys; 

a group of 10,000 people needs 49,995,000 keys. Before communication can 

take place, each of these keys must be agreed between the participants via 

some secure channel; for example, by meeting in person. This is obviously 

impractical with a large number of participants, especially for long-distance 

communications. 
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3.1.2.1 Diffie-Hellman Key Exchange 

In 1976, Diffie and Hellman proposed a key-exchange protocol which allowed 

the secure agreement of a key over an insecure channel[36]. First, two par­

ticipants (traditionally called Alice and Bob) agree on a public key. This 

consists of a large prime modulus n, and a generator l g. These values can 

be shared among many participants, and can be agreed over the insecure 

channel. 

Then, Alice chooses some large number x, and sends Bob X = gX mod n. 

In turn, Bob chooses some large number y, and sends Alice Y = gY mod n. 

Then, Alice computes k = yx mod n, and Bob computes k' = XY mod n. 

Both k and k' are now equal to gXY mod n, and so the shared key k is 

reached. Note that an eavesdropper on the insecure channel cannot calculate 

k without knowing one of x and y, which Alice and Bob keep secret at all 

times. Diffie-Hellman key exchange is secure unless gXY can be computed 

given g, X, and Y; solving this computation efficiently is known as the 

Diffie-Hellman problem. The most efficient currently-known approach is to 

solve the discrete logarithm problem; calculating x given gX. 

This concept is now known as public-key or asymmetric cryptography, due 

to the use of a public key with an asymmetric algorithm. The asymmetry in 

the algorithm demands the use of a one-way function E, such that given only 

a public key it is trivial to compute E(x), but extremely difficult to reverse 

this process E- l (E (x) ). To be a practical cipher, the one-way function must 

also have a 'trapdoor', which (given a private key) enables the reverse process 

E-l(E(x)). The public and private keys are known as a key pair; the public 

key should be disseminated as widely as possible, and the private key kept 

absolutely secret. There are many asymmetric ciphers; two of direct relevance 

to this thesis, RSA and EIGamal, are presented below. 

1 A generator is a number such that, for every i from 1 to n - 1, there exists some j 
such that gi = i mod n. 
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3.1.2.2 RSA 

In 1978, Rivest, Shamir, and Adleman were first to publish a public-key ci­

pher algorithm[106]. Named after the initials of its inventors, RSA is now the 

most widely used public-key algorithm in the world. Its popularity is in part 

due to being released first: the three letters RSA have become synonymous 

with public-key cryptography. The algorithm has been studied extensively, 

and has not yet been broken. 

An RSA public key consists of n and e; the private key consists of n and 

d. n is a product of two primes p and q, which must also remain secret; e is a 

nmnber relatively prime to 1> = (p - 1) (q - 1). d is calculated as e-1 mod ¢, 

which means that d and n are also relatively prime. 

Given the public key data, n and e, and a message m, it is trivial to 

compute the ciphertext c = me mod n, but extremely difficult to compute 

m from c. However, if d is known, the inverse computation becomes easy: 

m = cd mod n. In RSA, this property is used as the trapdoor back through 

the one-way function. 

Therefore, RSA's security is dependent on the difficulty of factoring large 

composite nmnbers. The variable element of the public key, n, is the multiple 

of two large primes; if n is factored, the algorithm is broken. Factoring 

algorithms have improved dramatically over the last 25 years: a 256-bit public 

key can be factored in a few hours on a desktop PC; a 512-bit key was broken 

by a distributed effort of several hundred PCs in 1999. A theoretical device 

described by Shamir and Tromer in 2003[113] would be capable of factoring 

1024-bit nmnbers in less than a year, at a cost of a few dozen million US 

dollars. At time of writing, the current recommendation for RSA key size is 

2048 bits. 

3.1.2.3 EIGamal 

EIGamal published his eponymous public-key cipher in 1984, as an alterna­

tive to RSA[42][43]. Unlike RSA, it is llllpatented, although it was arguably 

covered by the Diffie-Hellman patent. This expired three years before the 

REA patent, which for a brief period made EIGamal the first generally useful 

21 



public-key algorithm which was unencumbered by patents in the US. While 

its popularity is still far less than REA, there are some novel properties which 

make it interesting in some use-cases. 

An ElGamal public key consists of p, g, and y; the private key consists 

of p and x. p is a chosen large prime, and 9 and x are two random numbers 

both less than p; finally, y = gX mod p. Both 9 and p can be reused; only x 

(and therefore y) must be different for each user to maintain secrecy. 

ElGamal encryption requires another parameter, k, a random number 

which is relatively prime to p - 1. Then, to encrypt message m, calculate 

a = gk mod p and b = ykm mod p to find the ciphertext c = a, b2. Note 

that this ciphertext is twice the size of the message. Decryption is simply 

b/ax mod p, because aX = gkx mod p, and b/ax = ykm/ax = gXkm/gkx = m 

(mod p). 

Clearly, the decryption process requires that x must be known; calculating 

x from y, g, and p requires calculating the discrete logarithm of y mod p. 

The complexity of this calculation is equivalent to factoring an integer n of 

the same size as p, where n is the product of two primes of roughly equal 

length[72]. 

One property of ElGamal which makes it particularly useful is due to its 

use of finite fields. To encrypt a message to multiple recipients, their public 

keys Yo, Yb ... , Yn can be multiplied to create a group key, YN. Then, this key 

can be used in the normal process of ElGamal encryption, and the ciphertext 

c Illust be decrypted by every recipient in order to find the message. See 

section 4.1.2.1 for an example use of this quirk of the algorithm. 

3.1.2.4 Practical Implementations 

Both of these asymmetric encryption algorithms have some nuances which 

must be taken into account when applying them in practice. Most important 

is a class of problems with small values of m, which reduces the security of 

both REA and ElGamal[16]. For this reason, small messages must be securely 

padded up to the size of the modules (n for REA, or p for ElGamal). Random 

2The , operator indicates concatenation of the two surrounding terms 
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secure padding is required to ensure that the same plaintext encrypts to a 

different ciphertext each time it is encrypted. 

Still, the public-key algorithms described above are not normally used 

to encrypt data, for two reasons. First of all, the algorithm can only be 

used to encrypt a message which is at most the equal to the modulus: n 

for RSA, and p for EIGamal. Messages significantly smaller than this value 

must be padded, as described above; and larger messages must be broken up 

into segments no larger than the modulus. Secondly, public-key encryption 

algorithms are significantly slower than their symmetric counterparts. This 

is particularly noticeable with large messages, as each segment requires a 

completely new run of the encryption algorithm. 

One solution to this is to use both asymmetric and symmetric algorithms 

together, to create 'hybrid' cryptography, also known as a digital envelope. 

The asymmetric cipher is used only to encrypt the randomly-generated sym­

metric cipher key; this key is likely to be smaller than the asymmetric cipher's 

modulus, so encryption is as fast as possible. Then, the symmetric cipher is 

used to encrypt the message, and the two ciphertexts are combined. 

The de-facto standard method for hybrid encryption is published by RSA 

Labs as PKCS #1[108]. This was later built upon by a group led by Victor 

Shoup, in order to create an ISO standard for public-key encryption[64]. ISO 

18033 defines the two halves of hybrid cryptography-key encapsulation and 

data encapsulation-and provides limited security proofs for several schemes 

for each. Of the schemes for key encapsulation, RSA-KEM has the most 

efficient proof, and is therefore regarded as probably being most secure. 

3.1.2.5 Forward Secrecy 

When using asymmetric or hybrid cryptography, the private key must clearly 

be kept secret. However, under realistic threat models of many situations, 

there is the possibility that the private key could be found by an attacker; for 

example, a laptop could be stolen, or some form of virus or other malware 

loaded onto the system. In this case, with the standard digital envelope, all 

previously-transmitted messages could be decrypted by the attacker. 
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The ability of the cipher to cope with this situation is known perfect 

forward secrecy, or more simply forward secrecy3. This can be achieved by 

using a key agreement scheme, such as Diffie-Hellman (see section 3.1.2.1), 

and regularly changing keys and destroying all copies of the previous key. In 

this case, even if the current key is revealed, all previously-recorded messages 

can no longer be decrypted. One example of such a scheme is Off-The-Record 

messaging[17], which uses Diffie-Hellman, AES, and HMAC to provide for­

ward secrecy and message repudiation for casual online conversation, such as 

instant messaging and email. 

3.2 Message Authentication 

One aspect of secure communication which is often overlooked is message 

authentication. Message authentication provides two important capabilities: 

determining who sent a particular message, and detection of in-transit mod­

ification. While it may seem at first counter-intuitive, secrecy is often less 

important than message authentication. If an attacker controls a commu­

nications channel, the ability to modify message contents without detection 

can be far more dangerous than merely reading their contents. 

Message authentication is achieved in different ways for symmetric and 

asymmetric ciphers. When a symmetric shared key is used, message au­

thentication is normally given using a Message Authentication Code (MAC), 

which is calculated and transmitted along with the message. The MAC is 

dependent on the algorithm chosen, the message, and the shared key. 

This allows each communicant to verify that a message was not modified 

in transit. The recipient can take the message, and apply the MAC algorithm 

with the shared key. This value can then be compared with the transmitted 

MAC: if the two are equal, the message has not been modified in transit. 

There is an important difference between the type of authentication of­

fered by MACs and digital signatures. In a MAC scheme, any participant 

3Perfect secrecy is the property of a cipher that the ciphertext reveals no information 
about the plaintext; this does not apply to all systems which provide forward secrecy, so 
the simpler term is more accurate. 
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with the shared key could have created or modified the message. With digital 

signatures, the message can be traced directly to the holder of a private key: 

since these are not shared, this generally means to one individual. 

Digital signature schemes and some MACs require a message digest func­

tion, more commonly known as a hash. Hashes, MACs, and digital signatures 

are all described in more detail below. 

3.2.1 Hash Functions 

A hash function reduces an arbitrarily-long message m to a fixed-size output 

h( m), known as the message hash, digest, or fingerprint. A hash must have 

three properties to be considered cryptographically secure: 

One-way Given h(m), it must be hard to find m 

Second pre-image resistance Given m, it must be hard to find another 

message m' such that h( m) = h( m') 

Collision resistance It must be hard to find two messages m and m' such 

that h(m) = h(m') 

An ideal hash function with output of length n bits requires 2n work for 

a second pre-image attack (where m is fixed), and 2n/2 work for a collision 

(where m is variable). Any function which requires significantly less work 

than this is considered flawed and should not be used for cryptography. 

The NIST standard hash function family is known as the Secure Hash 

Algorithm (SHA)[87]. The first member of the family, now known as SHA-O, 

was found to be flawed by Chabaud and Joux in 1997[20]; collisions can be 

found with complexity 261. In 2005, real collisions in SHA-O were found by 

Wang et al. with only 239 hash operations [128] . SHA-O was made obsolete 

in 1995 by SHA-1[88]; however, SHA-1 has been found subject to similar 

attacks by Wang et al. [129], with expected 269 operations. 

Three more variants have been published since SHA-1, all with increased 

output size compared to the original 160 bits: SHA-256, SHA-384. and SHA-

512, collectively known as SHA-2[91]. The flaws found in SHA-1 have not 
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yet been found in SHA-2, and the increased digest size should reduce the 

practicality of any such attack. As there are currently no clearly-superior al­

ternatives to SHA available, the current NIST recommendation is to migrate 

to SHA-2 for now, and continue work on a new hash standard[18]. 

3.2.2 Message Authentication Codes 

A message authentication code (MAC) takes two parameters: the message 

to be authenticated, and an authentication key. The output is a tag which 

can be used to demonstrate that the message was not altered in transit, 

and that the creator of the message had the authentication key. The same 

authentication key is used to verify the MAC, so third-party verification is 

not possible. 

There are many MAC schemes in the literature. Below are brief discus­

sions of CBC-MAC, HMAC, UMAC, and Poly1305-AES. CBC-MAC is an 

early standard MAC algorithm, while HMAC is another widely-deployed 

scheme; the more recent UMAC and Poly1305-AES compete for highest 

speed. The choice of MAC can be made based on the availability of cryp­

tographic primitives: if a block cipher is available, use a CBC-MAC or 

Poly1305; if a hash function is available, use HMAC or UMAC. 

3.2.2.1 CBC-MAC 

CBC-MAC is a class of MAC, and can be based on any block cipher; for ex­

ample, DES-CBC-MAC is a widely-used NIST standard which uses DES[86]. 

The principle is simple: encrypt the message using the block cipher and the 

authentication key, in CBC mode, and use the final block as the authen­

tication tag. It has been proved as secure as the underlying cipher, but 

only for messages of fixed-length[9]. For messages with variable length, it 

is well-known that CBC-MAC is not secure. Black and Rogaway corrected 

this, with several schemes using multiple keys to ensure that messages of any 

length can be authenticated securely[15]. 
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3.2.2.2 lIlVlJl<J 

HMAC is also a generic MAC, and can use any cryptographically-secure hash 

function [8] ; for example, HMAC-SHA-256 uses SHA-256. The method for 

computing the tag is as follows. First, the key is XORed against a constant 

with length equal to the hash function block size: this is known as padding, 

because the result has fixed size. The padded key has the message appended, 

and the joined result is then hashed. Then, the key is XORed and padded 

again, with a different constant. This second modified key has the output of 

the first hash appended, and the joined result is hashed. 

This double-hashing means that HMAC can be slow, particularly notice­

ably for small messages; for larger messages, the execution time of the first 

hash dwarfs that of the second, as its input is so much larger. The overall 

performance is dictated by the hash function; HMAC-MD5 is much faster 

than HMAC-SHA-256, but not as resistant to attack. HMAC can be used 

with messages of any length, and the security analysis in [8] shows that it is 

as secure as the underlying hash function. 

3.2.2.3 UMJl<J and Poly1305-JlES 

Another hash-based MAC was proposed by Black et al. in 2000, which aimed 

to address the slow performance of HMAC[14]. The scheme is complex, but 

was shown to be an order of magnitude faster than HMAC, for large messages. 

This improvement comes from the use of a very fast hash function 'NH', 

which is used to shorten the input message; UMAC still requires the use 

of a cryptographic hash to provide a pseudo-random mapping between the 

output of NH and the tag. The paper provides a security reduction of the NH 

function which demonstrates that UMAC is as secure as the cryptographic 

hash employed. 

UMAC has disadvantages, however. Every message requires a large nonce, 

and there are significant memory requirements to achieve the increase in 

throughput. Furthermore, UMAC has not been widely deployed nor exten­

sively studied; HMAC's greater popularity and visibility implies that it is the 

safe choice when speed is not so important. 
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Another high-performance hashing scheme was published by Bernstein 

in 2005[12]. This scheme uses AES, although it could be used with other 

algorithms, and is shown to be as secure as the underlying cipher. Its speed 

is comparable to UMAC, but it uses less memory. This means that it scales 

better with a large number of keys, leading to higher throughput with a 

realistic network load. 

3.2.3 Digital Signatures 

Some asymmetric cryptosystems are used to provide digital signatures: there 

are even some which are designed for signatures only. A signature is cal­

culated and transmitted along with the message, similarly to a MAC tag. 

However, digital signatures have several properties which MACs cannot pro­

vide. 

Most importantly, the digital signature identifies exactly who signed the 

message. Only the owner of the private key could have signed it; in a nor­

mal environment, only one entity should have this private key, and so the 

signature can be used for identification. 

This property also means that digital signatures can be used for non­

repudiation. Once a message has been signed, the signer cannot feasibly 

make the claim that someone else signed it. The only way this could have 

happened is if the private key was lost before the message was signed. Even 

then, there are online non-repudiation protocols which handle such situations; 

a summary of the field is given by Kremer et al.[70] 

Of course, digital signatures also provide message integrity. A signed 

message cannot be modified without detection, or the signature would be 

worthless. 

There are numerous schemes which can create digital signatures. Both 

RSA and EIGamal can be used to sign messages as well as encrypt, and 

a third algorithm called DSA was specifically designed as a signature-only 

algorithm. In practice, RSA and DSA are most commonly used, and those 

signature schemes are discussed here. 
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3.2.3.1 RSA 

To illlderstand how RSA signatures work, note that the RSA algorithm is 

commutative (with one key pair). Define RSA encryption of a message m 

with key pair k as Ek(m), and corresponding decryption as Dk(m). Then, 

Dk(Ek(m)) = Ek(Dk(m)); that is, encryption and decryption can be per­

formed in either order. 

Clearly, only the holder of the private key can decrypt; therefore, that 

is the signing operation. Anyone with the signer's public key can verify the 

signature by encrypting it with the public key, and comparing the result 

with the purported message. The signature is valid if and only if the two are 

identical. 

However, RSA signatures are not calculated quite like this in practice. 

Sending another full copy of the entire message as the signature is wasteful, 

as is encrypting such a large message using an asymmetric cipher. Therefore, 

the normal RSA signature scheme is to first apply a cryptographic hash 

function to the message, then pad and sign the hash. This common practice 

was formalised in PKCS #1[108], along with a list of hash algorithms for use 

with the signature scheme. 

In 1996, Bellare and Rogaway published their Probabilistic Signature 

Scheme (PSS)[10], which is proven to be more secure. PKCS #1 signatures 

depend on both the security of RSA, and the security of the hash function 

used. PSS effectively randomises the input to the hash, which allows a secu­

rity proof such that PSS is only related to the security of the RSA function. 

This has been integrated into the latest PKCS #1 document, and is the 

recommended signature scheme for use with RSA. 

3.2.3.2 DSA 

The Digital Signature Algorithm (DSA) was developed by the NSA, and 

published by NIST in 1994; the most recent version of the standard was 

published in January 2000[89]. It is derived from the EIGamal signature 

scheme, and also depends on the difficulty of calculating discrete logarithms. 

DSA had two advantages over RSA signatures at time of publication: 
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it was claimed to be unencumbered by patents, and the signature size is 

much smaller. Twenty years later, the RSA patent has expired, so the first 

point is no longer relevant. The signature size advantage has increased: DSA 

signatures are 320 bits, but RSA signatures are the size of the modulus. An 

REA modulus of 1024 bits was recommended in 1994, and 2048 bits is more 

common now. 

However, DSA is specified only to use SHA-l. With the recent break 

of SHA-l (see section 3.2.1), DSA is no longer safe from a very well-funded 

attacker. SHA-1 could be replaced by SHA-2, or another has function; how­

ever, the resulting signature scheme would not be compatible with DSA. For 

this reason, future systems are recommended to use RSA-PSS for signatures. 

3.3 Certification 

While asymmetric ciphers help to solve the shared-key distribution system 

problem, participants' public keys must be distributed somehow. Anyone 

can encrypt a message with a given public key, using one of the schemes 

described above, and be certain that only the holder of the corresponding 

private key will be able to read it. However, an attacker could publish a 

false public key, claiming to be someone else, and then read any messages 

encrypted to it. 

Public-key infrastructure (PKI) schemes aim to solve this problem. In­

stead of publishing only a public key, users publish a certificate: this includes 

identifying information, a public key, and a signature. Then, anyone who 

wishes to communicate securely with a user retrieves the certificate, checks 

the identifying information matches the user, verifies the signature, and uses 

the public key. If the signature is invalid, the certificate cannot be trusted, 

and secure communications cannot be guaranteed. 

The security offered by such PKI schemes depends on all three parts of 

the certificate described above. The identifying information must be accu­

rate, and sufficient to verify the purported identity of the certificate holder. 

Obviously, the underlying asymmetric cryptography must be secure for the 

system to work. Finally, the entity which signs the certificate must ensure 
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that the identifying information matches the owner of the key. 

3.3.1 Transport Layer Security 

One example of a very widely-used application based on certification is part 

of the world-wide web. Secure web transactions use the HTTPS protocol, 

which uses Transport Layer Security (TLS)[35]. The original security layer 

for the web was called Secure Sockets Layer, or SSL: TLS is an evolution 

of this, and the current standard. This scheme uses X.509 certificates[65], 

which are part of the ITU-T /ISO X.500 directory series of specifications. 

Web browsers (or operating systems) must hold a list of trusted Certifi­

cation Authorities (CAs), which are trusted to verify the link between the 

identifying information and the public key. However, these CAs can delegate 

this responsibility to other parties, by signing their certificates. This leads 

to a certification hierarchy. 

When a certificate is retrieved from a web server, its identity is checked 

against the server, and the signature is verified with the CA's public key. 

If the CA is in the browser's trusted list, this concludes the verification 

process; otherwise, the CA's certificate is verified in the same way. This 

process continues until a trusted CA is found, or a signature is invalid. 

3.3.2 Certificate Revocation 

PKI schemes must cope with the case where a private key is compromised. 

This is achieved by allowing certificate holders to publicly revoke their cer­

tificate, and encouraging users to check for revoked certificates. Therefore, 

CAs must publish a certificate revocation list (CRL), and users must check 

all certificates against this whenever they are used. 

3.4 Digital Cash 

The field of cryptographic electronic cash was started by Chaum's blind 

signature scheme[22]. A blind signature is one which allows a participant to 
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have a message signed by another party, without revealing any information 

about the message contents. Chaum later gave an example of a digital cash 

scheme which uses REA blind signatures [23] , and then another scheme which 

prevents double-spending without requiring online verification [24] . 

3.4.1 Blind Signature Schemes 

Digital cash requires a bank to relate the value of an electronic coin (eCoin) 

to real currency. This is done by signing a blinded message; the bank's 

signature on any message is agreed to be worth some fixed sum, say $1. To 

create coins, a consumer must contact the bank and pay for such a signature. 

To receive coins, the merchant must only verify the signature of the coin, and 

check that it has not been spent twice. Since the bank's signature is blind, it 

cannot determine which of its users paid for the coin, and therefore payment 

IS anonymous. 

The REA scheme is quite simple. Assume that the bank has an RSA key 

pair: n and e are the public key, and n and d are the private key. The con­

sumer generates some random value r, such that r is relatively prime to n, and 

then creates x = rem mod n. This message is 'blinded' by r, and the bank 

cannot remove this blind without knowing the value of r. The bank signs x 

in the normal way to give y = xd mod n. Finally, the consumer can gener­

ate the coin by removing the blind. Because xd = (rem)d = rmd (mod n), 

dividing by r gives an unblinded signature: s = r- 1y = md (mod n). 

At the end of this coin generation process, the consumer has a signature 

which is agreed to be worth a fixed value; say, $1. This can then be presented 

to a merchant in exchange for goods or services, just as a normal coin would. 

The merchant can verify the signature to ensure that the coin is authentic, 

check with the bank to ensure that it has not already been spent, and then 

offer goods or services in exchange for the cash. As noted above, the bank 

cannot trace which of its users created the coin as long as the asymmetric 

cipher is secure. 
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3.4.2 Micropayments 

Blind-signature-based digital cash schemes use asymmetric cryptography ex­

tensively. In some applications, these operations are very expensive~ and 

the computational requirements are too great to be feasible. For example, 

a mobile cellular handset is general low-powered, and so computing an RSA 

signature may take a significant proportion of its battery life. 

This would not be a problem if payments were infrequent. However, 

there has recently been significant interest in micropayment schemes: those 

in which a great number of small transactions are made, for low-value ser­

vices. For such a situation, there exist digital cash systems which do not 

require so many asymmetric cipher operations. Rivest and Shamir proposed 

two schemes, Payword and Micromint, which require relatively few signature 

operations, using hashes instead[105]. Payword requires only one signature 

operation per vendor, and subsequent transactions require only hash compu­

tation. Furthermore, it is a credit-based system, and so can operate offline. 

3.4.3 Commercial Systems 

There are many online payment systems, but few offer anonymous digital 

cash. Chaum's work led to the founding of the DigiCash corporation in 1990, 

which failed to take off, and ceased trading in 1998. A renewed interest in 

anonymous micropayment schemes may lead to further commercial ventures; 

recent start-ups include InternetCash[126] and ePoint[31]. The security and 

efficiency of digital cash protocols is no longer a limiting factor: if demand 

for anonymous cash-like electronic payment schemes increases, compames 

like these will be able to meet that demand. 
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Several schemes exist in the literature which aim to provide anonymity 

at service level. This chapter discusses three of the most important of these: 

MIX Networks, Onion Routing, and Crowds. The threat model, operation, 

and security properties of each of these is presented, followed by a sillIllllary 

of service-level anonymity in mobile networking. Finally, a case study of 

applying an anonymity scheme in a mobile environment is contributed. 

4.1 MIXes and MIX Networks 

Many anonymity schemes are based on a 1981 paper by David Chaum[21]. 

In this seminal work, Chaum introduces the concept of a 'MIX' I
, a server 

which aggregates, reorders, and dispatches messages to disguise their origin. 

lChaum's paper refers to this as a 'mix', but most later work capitalises the noun to 
distinguish it from the verb. 
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4.1.1 Chaum's MIXes 

Chaum's original work has been modified and corrected in the years since 

its publication. However, research has gone in several directions, and it is 

easier to assess the latest MIX networks with a clear understanding of the 

original paper. This section presents the original MIX network specification, 

and examines some of the unstated properties of this proposal. 

4.1.1.1 Threat Model 

Two assumptions about the capabilities of the modelled attacker are stated 

in Chaum's original paper: 

1. No attacker can determine any relationship between a set of ciphertexts 

and the corresponding set of plaintexts. 

2. An attacker can see the sender, receiver, and content of all messages in 

the network, and may also inject, remove, or modify messages. 

In addition to these, the following implicit assumptions are evident: 

1. An attacker can compromise a number of MIXes in the network, with­

out detection. 

2. An attacker is sufficiently well-funded to record and analyse all traffic 

in the MIX network for a duration at least equal to the maximum 

end-t~end latency. 

We also assume that the goal of the attacker is to learn any informa­

tion about the communicating parties. Examples of such attacks are link­

ing senders and receivers, determining the sender or receiver of any given 

message, or determining which messages were sent or received by any given 

participant. 

Notable security properties that Chaum's MIX network does not aim to 

provide include: 
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End-tcrend secrecy The MIX network only encrypts the message while it 

is in transport. At the last MIX node, it is decrypted. For end-to-end 

secrecy, the sender must encrypt the message to the recipient. 

Denial-of-service resistance To create a denial-of-service for users of a 

MIX network, an attacker need only disable one node. Because the MIX 

cascade is fixed (see section 4.1.1.3), this means that the network will 

be unusable until either the node recovers, or the cascade is redefined. 

Communication anonymity MIX networks do not aim to disguise the 

fact that a given user is sending or receiving messages, only the origin 

and destination of communication. 

4.1.1.2 MIX Operation 

Each MIX requires an asymmetric key pair: a public key (K) and a private 

key (K-l). Chaum denotes encryption of a message Musing K by K(R, M), 

where R is some random string of padding. This simplistic form of padding 

is now known to be insecure: see section 4.1.1. 7 for an attack specifically on 

MIX networks. 

To send a message, the public keys of a MIX (K1 ) and of the recipient 

(Ka) are required. The sender "seals" a message, and sends it to the MIX for 

processing. To send a message M to a recipient with address A, the sender 

generates the sealed message X as follows: 

(4.1) 

After gathering a fixed-size batch of sealed messages, the MIX unseals 

each to get Rb Ka(Ro, M) and A, and forwards the message Ka(Ro, M) to 

the recipient A. The random padding Rl is discarded. The order in which 

messages are processed is random; Chaum suggests sorting the messages by 

their ciphertext. 

If the underlying cryptosystem functions correctly, only the MIX may un­

seal the Inessage, and only the recipient may read its contents. Additionally, 

by adding the random delay between the input and output stages and re-

37 



ordering the messages, a passive observer is unable to determine which output 

message corresponds to the input. This provides correspondence anonymity: 

an attacker is unable to determine who is communicating with whom. 

4.1.1.3 Cascade of MIXes 

The output of a MIX can be sent to another MIX, instead of directly to the 

recipient. Chaum's paper proposes a fixed-route cascade, where the sender 

of a message repeatedly seals the message to several MIXes in a pre-defined 

order. For n MIXes, with sending order n ---t 1, the sealed message is: 

Each MIX decrypts the outermost sealing and forwards on to the next 

MIX in the cascade. Clearly, each MIX must know its position in the cascade. 

The decryption process removes one layer of random padding. Therefore, to 

preserve message length, the output must be re-padded after each decryption 

stage. 

A simplified illustration of message flow through a mix network is given in 

Figure 4.1. Note that although the messages (Ml to M4 ) are colour-coded for 

clarity, a passive observer could not correlate them at the input and output 

of each stage. 

The advantage of using multiple MIXes is that any single MIX can pr~ 

vide anonymity for correspondence passing through the entire cascade. This 

means that for n MIXes we require only 1 to be honest, in order that an~ 

nymity is guaranteed. 

For n = 1, clearly this is the case: if the only MIX is dishonest, we 

cannot have anonymity. For n = 2, we have an input MIX and an output 

MIX. The input MIX can correlate the senders to the unsealed messages, 

and the output MIX can correlate the unsealed messages to the recipients. 

Both MIXes would need to be dishonest, and collaborate, in order to relate 

the senders and the recipients. 

For n = 3, in addition to input and output MIXes, we have an intermedi-
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Figure 4.1: Message flow through a three-layer MIX cascade 

ary MIX. In this case, the input MIX can correlate the senders to the first­

stage unsealed messages, the intermediary can correlate the first-stage un­

sealed messages to the second-stage unsealed messages, and the output MIX 

can correlate the second-stage unsealed messages to the recipients. Again, 

to relate the senders to the recipients, all three MIXes need to collaborate. 

Clearly, n > 3 is equivalent to n = 3: each intermediary node can corre­

late only between its inputs and outputs. Therefore, if any of the n MIXes 

does not participate in the collusion, and the underlying cryptosystem holds, 

there can be no relation determined between the sender and the receiver. 

This is a very valuable property, as it allows for a significantly compromised 

network to continue to provide anonymity to its users. 

4.1.1.4 Return Addresses 

The previous two sections describe a method which allows a sender to trans­

mit a message to a receiver, without the receiver (or a third party) knowing 

who sent the message. Another technique is used to allow the receiver to 

reply to the sender, still without removing anonymity protection. 

The case of a single MIX is easiest to understand. The sender of a mes ag 

creat an untraceable return address, which requires the public key of the 
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MIX (KI ), two random padding values (~ and RI ), the address of the sender 

(As). The return address is defined as: 

(4.3) 

This is included as part of the message payload M, and therefore only 

readable by the recipient. The recipient uses the random padding ~ as a 

key to a symmetric cipher to encrypt a reply ~(M'), which is then sent 

to the MIX along with KI(Rt, As). The MIX decrypts this latter part of 

the message to attain RI , As. Then, it encrypts the reply with RI to get 

RI(~(M')), which it sends directly to As. Because the sender originally 

generated the two random keys (~ and R I)' and no other party knows 

both, only it can decrypt the message. Note that this is an example of 

hybrid cryptography, as discussed in section 3.1.2.4. 

Applying this to a MIX network requires n+ 1 random keys for n MIXes. 

Before exiting each MIX, the reply must be encrypted with the associated 

random key. This leads to a final message encrypted n + 1 times: 

(4.4) 

4.1.1.5 Receipts 

One obvious problem with a network of MIXes is that failure at a single node 

will kill the entire chain. Chaum discusses the possibility of a malicious node 

failing to forward its full input, and proposes a mechanism to discourage such 

behaviour. Each sender is provided with a receipt Y for each message input: 

(4.5) 

Note that this is simply a digital signature (KII) of a random value C 

and the sealed message. Now, if a message is not forwarded by a !\tUX, the 

user can prove this by revealing the receipt Y, the sealed message X, and the 

random padding RI . Only the original sender of the message has all three of 

these messages. Because MIXes are bound to output each message received 

in the next batch, it is a trivial task for the sender to verify that his or her 
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message has been forwarded, assuming that they can watch the output of 

the MIX. This principle can be used by each mix in a chain to verify that all 

of its input is represented in an output, so that the malicious MIX can be 

discovered. 

4.1.1.6 Security Properties 

MIX networks are designed to provide two properties of anonymous com­

munication: unobservability, and sender anonymity. Unobservability means 

that, for any given message, an attacker should not be able to determine any 

relationship between the sender and receiver. Sender anonymity is achieved 

when the receiver is unable to determine the identity of the sender. 

However, the fact that an individual is communicating is not hidden. A 

passive observer at the entry or exit of a MIX network can easily see who is 

sending or receiving messages. This can be countered at the sender side by 

continuously sending messages with a fixed time interval, using dummy data 

when no real message is queued. 

Information about the sender and receiver can be leaked in other ways. 

Message length, for example, can be used to correlate between encrypted and 

decrypted messages. For this reason, Chaum recommends a fixed message 

length, with longer messages split into several parts. Additionally, the con­

tents of the message could also reveal information about the identity of the 

sender to the recipient. Ensuring that this is not the case is the responsibility 

of the user. 

Identity protection is achieved by hiding the addresses of the participants. 

Clearly, the initiator of a sequence of correspondence must know both the 

address and the public key of the intended recipient. The intention is not to 

keep all addresses secret, only to prevent an apparent association between 

the addresses of the sender and the receiver. 

4.1.1. 7 Security Issues 

Chaum's original paper was susceptible to an active attack, due to over­

sinlplistic RSA padding. This was noted and corrected by Pfitzmann and 
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Pfitzmann[lOO]. Later, Moller published a security proof for a related method 

of secure encryption, aimed at length-invariant protocols such as :\IIXes[83]. 

As detailed above, MIX networks provide unobservability even if n - 1 of 

n MIXes are colluding against the sender. However, the anonymity provided 

is only within the set of j honest senders and k receivers. Therefore, for small 

values of j and k, or where some side information about likely sender-receiver 

pairs is known, an attacker can make a probabilistic association for a given 

message. Also, the j and k sets may be reduced in size by an attacker, who 

could flood the network with enough false traffic to reduce the anonymity set 

to one person. 

Another problem with many MIX implementations is that forward mes­

sages and replies are distinguishable from each other. This allows an attacker 

to divide the overall anonymity set into two parts: initiators of correspon­

dence, and everyone else. This is particularly important when replies are 

infrequent compared to forward messages: in this case, an attacker with 

control of part of the MIX network can more easily trace replies[30]. 

Chaum proposes signed receipts as a mechanism for detecting MIXes 

which fail to forward messages. In theory, this is a valid solution; however, 

in practice it is not particularly useful. The purpose of a MIX network 

is to allow anonymous communication, so it seems ridiculous to require a 

user to reveal their identity and their sealed message to prove that a node 

is malfunctioning. This immediately removes any anonymity that the MIX 

network offers them, and so users have a clear disincentive for helping to 

detect failure of the system. 

Finally, all MIX network proposals have a fundamental trust issue. All 

users of the MIX network must trust the definer and announcer of the cas­

cade. If the cascade includes only compromised MIXes, no anonymity is 

provided. Therefore, in the initial MIX network proposal, the cascade an­

nouncer is a single point of failure for anonymity. 
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4.1.2 Modified MIX Networks 

There has been a great deal of research around the idea of a MIX, leading 

to a number of modifications to Chaum's original design. Some of these 

changes are generally incremental improvements, not offering radically new 

applications for MIX networks. 

4.1.2.1 Efficiency 

Chaum's original proposal is inefficient with regard to network throughput. 

Multi-level nested encryption using RSA with secure padding results in a 

large expansion in message length, proportional to n for n MIXes. This is 

due to the multiple instances of random padding, which are required for each 

encryption. Park et al. proposed a clever modification of Chaum's scheme[96], 

which increases efficiency by using EIGamal encryption (see section 3.1.2.3 

for further detail). The message is encrypted once, using the product of all 

public keys. Decryption is then performed incrementally, with each MIX 

removing its own key from the product, until all keys are removed and the 

plaintext is found. The properties of EIGamal encryption ensure that the 

fully-sealed message remains fixed in length for any value of n. 

4.1.2.2 Cascade versus Free Routing 

Another practical issue arises due to the fixed cascade of MIXes. IT one of the 

MIXes in the cascade fails, the entire network is useless until another cascade 

route is created and distributed to users. Allowing the user to choose the 

route through the network can help with this problem, and also has other 

advantages. 

Within such a free-routing network, the chosen path can be of any length; 

because the anonymity set at each MIX is equal to the union of the anonym­

ity sets of its inputs, this leads to an increase in the overall anonymity set 

size. Additionally, a user community can report on the trustworthiness of 

individual MIXes, and choose to route around them as appropriate. Berthold 

('t al. provide an analysis of free routes compared to cascades, which shows 
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that free-routing MIX networks provide only slightly poorer anonymity than 

cascades in the worst case[13]. 

4.1.3 Anonymous Remailers 

The most common practical application of MIX technology is in anonymous 

remailers. An anonymous remailer is a service which receives messages, and 

forwards them on to their intended recipient[54]. The message is modified 

and forwarded with the intent that the receiver cannot determine the original 

sender of the message. 

4.1.3.1 Penet Remailer 

Anonymous remailer technology effectively began with the Penet remailer 

service[60]. This server stripped identifying RFC822 [28] headers from in­

coming messages, and forwarded the output to the intended recipient. It 

also kept a table mapping a generated pseudonym to the email address of 

the sender, allowing for anonymous replies. This scheme has several flaws, 

the most worrying being that the administrator of the server has to be fully 

trusted by all the users. The server owner is capable of tracking messages 

on input and output, and recording their origin and destination. Worse, the 

pseudonym table could be inspected, either due to seizure of the server by 

the government, or simply if the server was exploited. Therefore, there can 

be no promise of forward anonymity to users of the service. 

4.1.3.2 Cypherpunk Remailers 

These problems led to the development of Cypherpunk remailer schemes, 

which offer three major security enhancements over the Penet service. First, 

generated pseudonyms are not supported, as the lookup table was seen to be 

a major target for attacks. Secondly, and perhaps most importantly, these 

remailers support input and output of encrypted messages, countering pas­

sive eavesdropping of message contents. Finally, Cypherpunk remailers can 

forward messages to other remailers on the way to the final recipient. The 
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latter two enhancements imply similarity to a free-routed MIX network how-, 
ever, there are some important differences. Although supported, there are 

no guarantees for link encryption or message re-ordering. Additionally, out­

put messages are variable in length, which enables some passive correlation 

attacks. 

4.1.3.3 Mixmaster 

A third attempt at secure anonymous email forwarding was made with Mix­

master[84). Again, some key flaws of previous anonymous remailer designs 

were addressed. 

Mixmaster embraces several elements of the Chaumian MIX network. 

The scheme enforces multiple-server chaining, with link encryption between 

servers; the output of each Mixmaster node is always fixed-length, to defeat 

correlation attacks based on message length; messages are re-ordered be­

tween input and output, to provide security against wide-observation timing 

attacks. However, Mixmaster also has some disadvantages when compared to 

previous schemes. Most crucially, there is no support for anonymous replies, 

which has hindered migration from Cypherpunk remailer network. 

4.1.3.4 Mixminion 

The most recent step in the evolution of anonymous remailer technology 

is Mixminion[30). Arguably its most major practical advantage over Mix­

master is support for anonymous replies. Another important improvement 

is guaranteed forward anonymity: instead of using SMTP[lOl), link-to-link 

communication is done using TLS[35] over TCP. Once the ephemeral TLS 

keys are destroyed, it is impossible for a node to reveal messages transmitted 

in the past. The Mixminion specification has been adopted by the Mixmaster 

team as the basis of the next generation Mixmaster network, and is likely to 

be adopted by most anonymous email users. 
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4.1.4 Conclusions 

Due to the batch-gathering delays at each stage, and the multiple decryption 

operations, MIX networks are not well-suited to real-time communication. 

Chaum's paper is a proposal for an electronic mail system, and indeed the 

most common real-world use for MIX networks is in anonymous remailers. 

However, other applications are possible, if a transmission delay of a few 

seconds to a few minutes is acceptable. 

4.2 Onion Routing 

In the mid 1990s, Goldschlag et al. designed and published a real-time routing 

protocol which attempts to anonymise connections, using methods somewhat 

related to MIXes[55]. This is known as Onion Routing, due to the multi­

layered structure used to set up anonymous connections. Further ideas and 

analyses were later published: on its evolving design, as it was experimentally 

implemented and deployed[103]; a discussion of the access mechanisms to the 

onion routed network for various participant classes[123]; and an adversary 

and security analysis[124]. 

4.2.1 Operation 

The scheme uses a distributed network of onion routers, which is used to 

obscure the senders and receivers of real-time communications. Anonymous 

communication requires three stages: connection setup, data transfer, and 

teardown. The scheme is designed to ensure that the connection setup adds 

as little latency as possible, and that the data transfer stage requires as little 

message size overhead as possible. 

4.2.1.1 Connection Setup 

Connection setup is controlled by the initiator of communications, by creating 

a data structure which defines the path taken through the network of onion 

routers. This is known as an onion, and is a recursively layered strnctlue 
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of parameters for communication. Each onion is encrypted using the public 

key of the router for which it is intended, and consists of two parts: control 

information for the router, and a payload. The payload may either be another 

onion, or for the final stage, random padding2 . 

Each onion's control information consists of the address of the next router 

(A), a symmetric key to communicate with the previous router (Kj - 1 ), a 

symmetric key to communicate with the next router (Kj), and a timeout 

parameter for the hop (Tj ). The address of the previous router is implicitly 

known, as it forwarded the onion to the current router. Timeout is specified 

so that the connection can be dropped automatically if the initiator stops 

responding. 

Upon receiving an onion, the router decrypts it, and records a copy of it 

for future use in communications. It then pads the payload to a fixed size, 

and forwards it to the next router, using the address given in the control 

information. This process can be seen in Figure 4.2. 

A, TI A, T2 A, T3 

K1• Ko K2• Kl K3• K2 
Initiator Receiver 

Onion 2 Onion 3 (Padding) 

Router 1 Router 2 Router 3 

Figure 4.2: Connection setup for a three-hop onion route 

The first and last hops of the route must be entry and exit funnels re­

spectively; these are special routers which are able to accept incoming and 

create outgoing connections to nodes outside the onion network. When the 

onion reaches the exit funnel, connection setup is finished. 

4.2.1.2 D ata Transfer 

Once the setup phase is complete, data transfer can begin. To begin thi , the 

initiator repeatedly encrypts the payload using the symm tric keys generat 

2The final onion contains random padding so that only the exit node knows tha it is 

the final tep in the route. 
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for the original onion (Ki). This is done in reverse order: the last hop's key 

is used first, then the second-last, and so on. 

Data is then sent to the first hop on the route, which decrypts its contents 

using the symmetric key for the next router (Kj), as received in the onion. 

It then forwards the message to the address specified as the next hop on the 

route (A), which follows exactly the same process. At the exit funnel, the 

message is lmencrypted and sent to the intended recipient. 

For return data, the opposite process is followed. Each hop encrypts 

the data with the key for the previous router, and it arrives at the initiator 

encrypted with all keys. Clearly, only the initiator can decrypt this message. 

4.2.1.3 Teardown 

When a connection is no longer needed, the initiator can send a destroy COll­

trol message to begin the teardown process. Each node in the route receives 

the message in turn, closes all connections, destroys all cryptographic param­

eters, and forwards the destroy request to the next router. Alternatively, the 

connection can remain open until the timeout for each hop is reached (Tj), 

at which point it will automatically be destroyed. 

4.2.2 Tor 

The original onion routing specifications never left the experimental stage. 

However, the protocol design was later improved and deployed in a widely­

used anonymous communications scheme: Tor [38] . Initially an Electronic 

Frontier Foundation funded internal project, Tor is now used to anonymise a 

wide variety of Internet traffic: there are currently over 500 routers, handling 

average traffic of around 60MB/s[125]. 

Tor is available as a free download for all major operating systems, and 

acts as a SOCKS proxy[79]. This allows it to interoperate with most standard 

Internet client software, the most commonly-used being web browsers and 

instant messaging protocols. 

While the above principles of onion routing still apply to Tor, there are 

some significant changes to the onion routing design, to counter issues dis-
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covered in the experimental deployment stage. Some of these are implemen­

tation issues: for example, in contrast to previous deployments, Tor does not 

remove private information from the application layer. Instead, a secondary 

privacy-enhancing proxy is required to protect privacy at higher layers; for 

example, the web privacy tool Privoxy[34]. 

Most significantly, the onion structure above is not used in its original 

form. Instead, a route is built incrementally; this is done to achieve forward 

secrecy (see section 3.1.2.5). This means that the initiator agrees session 

keys individually with each hop in the route; at the route teardown, these 

keys are destroyed, and they cannot be recovered. 

The data transfer and teardown steps of the protocol are broadly the 

same as for previous onion routing proposals. More details of the exact op­

eration of the Tor initialisation protocol can be found in the current protocol 

specification[37] . 

4.2.3 Threat Model 

Both Tor and the original onion routing scheme are pragmatic in their threat 

model. Instead of countering a global passive adversary, the designers assume 

a more realistic and less powerful attacker. 

Tor does not make any attempt to hide the fact that communication is 

taking place, only to obscure the eventual recipient of each outgoing message. 

Similarly, it is not secure against end-to-end timing or correlation attacks. 

The assumed adversary has control over some portion of the network, and 

the expected attack is traffic analysis: trawling for interesting information, 

rather than attacking a specific user. 

4.2.4 Security 

Each router only knows which two nodes are before and after it in the route, 

and has no knowledge of the rest of the connection. Indeed, a router could be 

looped through twice in a single route, without being able to distinguish be­

tween such a case and two different connections. This property means that an 

onion routed connection is secure unless the entire network is compromised. 
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While Tor is based on the ideas behind MIX networks, in practice no 

batching and re-ordering is performed by routers. This is one of the trade-offs 

made to improve end-to-end latency, and enables timing attacks to be per­

formed. Therefore, the only anonymity advantage given by a fully-operating 

Tor network is obscuring communications metadata from trawling adver­

saries; it cannot defeat a concerted attack against a particular user. 

Another problem with onion routing is that it is centralised. A list of 

routers is kept on several "trusted" servers, to allow initiators to build an 

onion. If these servers are compromised, the entire network can no longer 

be trusted. Such a single point of failure makes the distributed nature of 

the network less important. The ability to handle a majority of malicious 

routers is irrelevant if there is an easier target for a powerful attacker, and 

in this case that target is the directory servers. 

4.2.5 Conclusions 

The Tor implementation of onion routing is a successful low-latency anonym­

ity service. It is readily available and well-tested, in part because it is free 

and open source software. The anonymity properties provided are a useful 

subset of those given by classical MIX networks: sender-receiver unlinkability 

against a limited attacker. Despite this, it has not yet gained mainstream 

use. 

The most major blocker to widespread adoption of Tor is the trade-off 

between perceived utility and performance. Onion routers are bandwidth­

limited, and the route setup time is in the order of one or two seconds[38]. 

This leads to a noticeable drop in web browsing performance, for little obvious 

value in most cases. Unless the user is defending against a specific attacker, 

there is little reason to accept this performance degradation and use Tor 

regularly. If an anonymity scheme is to be adopted widely, it must provide 

some useful privacy enhancement with little or no degradation in perceived 

performance. 
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4.3 Crowds 

A different approach to service anonymity was proposed by Reiter and Rubin 

in 1998: Crowds[104]. The scheme was named appropriately: every message 

travels through a large group of peers, or a crowd, before reaching its intended 

destination. Crowds is superficially similar to a free-routed MIX network, the 

major difference being that the route is not sender-defined, but generated 

randomly as the message passes through the network. 

One of the most interesting aspects of this work is the introduction of the 

degree of anonymity metric; see section 2.3.5 for an explanation of this term. 

Crowds aims to provide varying degrees of probabilistic anonymity against 

various attackers, but it does not achieve sender-receiver unlinkability. 

4.3.1 Operation 

A Crowd is composed of a number of members (n), each of which runs a 

piece of software called a jond03 . The jondo receives and sends messages to 

other members of the crowd; membership is managed by a central server, 

known as a blender. 

Upon receiving a message, a jondo has two options: it may either submit 

it directly to the recipient, or forward it to another jondo in the crowd. 

The choice between forward and submit is made with a random "coin toss" , 

weighted such that the probability of forwarding is PI. This probability is 

fixed for the entire crowd, and received by each member upon joining. This 

value determines the trade-off between performance and degree of anonymity; 

this is discussed further in section 4.3.3. 

An example of three possible message routes for a simple crowd is given 

In Figure 4.3. For each route, the message originates at member ja. In 

the first route, the message follows ja -+ jb -+ jc ~ r; the second route is 

ja -+ jc -+ jb -+ r; the third is simply ja -+ r. As can be seen, any path 

through the crowd is possible, and therefore the recipient cannot be sure who 

was the original sender of the message, even in the case where it was sent 

3Pronounced "John Doe": a US term for an anonymous or unknown person 
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directly from the first jondo. 

ja jb r 

Pf 

I ja ~GJ [D [ r 
1 

~ 
I - Pf 

Figure 4.3: Three possible routes through a Crowd of jondos ji to recipient 
r: the recipient cannot determine which jondo was the original sender 

Replies are transmitted back through the request path, in reverse order. 

This is achieved by recording path IDs in a local store for each message. 

When forwarding or submitting a message, the jondo waits for a response 

from the next jondo or the end server, as appropriate. Upon receiving a 

response, it simply sends it back to the jondo from which it received the 

request. 

Once a route through the network is established, it remains in place until 

one of two conditions is met. First, if a connection error occurs such that 

one jondo fails to communicate with the next, the remainder of the path is 

randomly re-routed by the last functioning jondo. Secondly, all paths are 

dropped after a fixed period of time. This allows newly-joined members of 

the crowd to add new paths at the same time as other members; otherwise, 

in a near-saturated crowd, any new paths can be reasonably assumed by an 

attacker to be originated by new members. 
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4.3.2 Threat Model 

Like MIX networks and onion routing, Crowds does not hide the fact that 

communication is taking place. Like Tor, the threat model also states that 

the attacker has control of some limited portion of the network. Global 

passive attacks are not countered; in fact, even a local eavesdropper, who 

can only observe the network activity of one jondo, can determine which 

messages that jondo initiated. 

Crowds assumes that possible attackers include local eavesdroppers. the 

message recipient, and collaborating crowd members. It is assumed that 

the first two classes of attackers are passive, and do not collaborate with 

each other, or crowd members. For example, if the recipient collaborates 

with a local eavesdropper, no sender anonymity is achieved; if the recipient 

collaborates with malicious crowd members, the sender anonymity is reduced. 

4.3.3 Security 

Crowds provides some degree of sender anonymity against collaborating crowd 

members and the message recipient. This differs from MIX networks and 

onion routing, which only provides sender-receiver unlinkability against col­

laborating MIX nodes; sender anonymity is not achieved. 

The most important anonymity provision Crowds offers is beyond suspi­

cion sender anonymity against the receiver. This means that the receiver of 

a message has no reason to suspect one particular crowd member is the origi­

nator of the message, as all members of the crowd have similar probability of 

being the original sender. This provision is guaranteed for any size of crowd, 

although clearly the value of this anonymity increases with the size of the 

crowd, along with the anonymity set. 

Against a certain number of collaborating members, Crowds provides 

probable innocence sender anonymity. For this to be true, the following con­

dition must be met: 

n > PI / (c + 1), 
PI - 1 2 
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for n crowd members, PI forwarding probability, and c collaborating mem­

bers. When this is the case, the sender of any message appears no more likely 

to be the originator than to merely be forwarding it. Further, as the size of 

the crowd increases, and c remains fixed, the probability of the collaborating 

members receiving any message tends towards zero, and so sender anonymity 

tends towards absolute privacy. 

Another property which Crowds provides is receiver anonymity, again to 

some degree. As the crowd increases in size, a local eavesdropper is increas­

ingly unlikely to be able to determine who the recipient of any given message 

is; this probability is equal to the chance of the observed jondo being the final 

hop on the route. Similarly, as crowd size increases, collaborating members 

are less likely to receive any given message, and so receiver anonymity tends 

towards absolute privacy. 

4.3.4 Further Work 

Two security analyses of Crowds are of particular interest here. The first de­

scribes the "predecessor attack", which was first noted as an issue in the orig­

inal Crowds paper[104]. Another work applies a probabilistic model checker, 

PRISM, to the routing protocol used in Crowds. 

The impact of the predecessor attack on Crowds and other related an<r 

nymity schemes was considered in detail by Wright et al. in [133]. This attack 

assumes that there are c collaborating jondos in the crowd, which share in­

formation in order to try to determine the initiator of communications. 

When a path initiated by a non-collaborator reaches a collaborator, the 

collaborator can assume that the most likely initiator of the path is its imme­

diate predecessor. For some values of c, PI, and n, this assumption can have 

confidence greater than 1/2, in which case probable innocence sender an<r 

nymity is lost. This was noted by Reiter and Rubin in [104], but Wright et 

al. demonstrate that a more concerted attack can lead to this situation within 

O( ~) path destruction/reformation iterations. This is an important attack: 

recall that paths are destroyed and reformed periodically. and whenever the 

crowd membership changes. 
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Shmatikov conducted a formal analysis of the performance of Crowds 

against the predecessor and other attacks, using a model checking tool[114]. 

This work concentrated on small crowds, due to the computational complex­

ity of the technique used. Regardless, it showed that the sender anonymity 

provided by Crowds against collaborating jondos actually decreases as n in­

creases, so long as n/ c remains constant. This is a somewhat surprising 

result, although the original work indicated that many collaboration-related 

threats could only be solved by increasing n while keeping c constant. 

4.3.5 Conclusions 

Crowds is an alternative approach to low-latency service anonymity provi­

sion. Its main advantages over MIX networks and onion routing are perfor­

mance and scalability. First, because no public-key cryptography is required, 

Crowds is much less demanding of server resources. Somewhat related to 

this, the lack of a separate path setup stage, combined with the temporary 

preservation of routes, leads to a probable reduction in perceived latency. 

Scalability is even more important. Every member of the crowd must run 

a jondo, and must contribute to the network by forwarding messages. How­

ever, as the crowd increases in size, the likelihood of carrying traffic decreases, 

and so the network load on each jondo remains roughly the same. MIX net­

works must have many more users than MIX nodes, and onion routers must 

handle a significant traffic load. These properties make Crowds a more suit­

able choice for broad acceptance. 

Unfortunately, the degree of anonymity provided is lower in some circum­

stances. If we reduce the purpose of the crowd to obscuring which member 

contacted a given recipient, where the attacker is the recipient itself, Crowds 

performs admirably. As detailed above, the protocol guarantees beyond sus­

picion sender anonymity. However, against in-network attackers, Crowds 

performs poorly, as shown by [133] and [114]. 
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4.4 Mobile Service-Level Anonymity 

There is some discussion in the literature of mobile communications an~ 

nymity. Asokan describes a protocol for authentication for mobile services 

which preserves some anonymity, hiding the mobile user's identity from a pas­

sive adversary but not the service provider or the mobile operator[5]. Samfat 

extended this work to allow authentication under many different threat mod­

els, including hiding almost all information about the user from the service 

provider[110]. 

Federrath, Jerichow, and Pfitzmann apply MIX networks at the signalling 

level to hide the cell location of a mobile user from a third-party passive ob­

server, but not from the network operator[46]. Reed describes the use of 

Onion Routing for mobile services[I02], but without considering the signif­

icant differences in capabilities and costs when comparing mobile and fixed 

networks. 

All three approaches discussed in the previous section, and many other 

examples from the literature, are designed from a fixed network perspective. 

MIX networks have been used with many fixed-network protocols; Tor is 

more specifically concerned with Internet protocols such as HTTP and IRe; 

and Crowds is even more specialised, as it is intended only for World-Wide 

Web transactions. 

However, there are some inherent differences between fixed and mobile 

networks which undermine the security assumptions made for these schemes 

when applied to mobile network anonymity. To achieve service-level an~ 

nymity with mobile communications, these differences must be examined. 

This section discusses how anonymity schemes apply to currently-available 

technologies, and goes on to make recommendations on how best to achieve 

anonymity in mobile systems. 

4.4.1 Fixed versus Mobile Networks 

One obvious difference between fixed and mobile communications is avail­

ability. A fixed network connection is always-on; if the network connection is 

1m available , it is generally due to a fault. For a variety of reasons, this is not 
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true for mobile systems. No mobile communications technology has 100% 

geographic coverage, so if the mobile device is actually moving, it may even­

tually move out of range of the network. Battery life is limited, especially 

when actively transferring data, so usage tends to be bursty. Since mobile 

systems are not always available, they cannot be relied upon to act as peers 

in an anonymity network. 

Additionally, current mobile communications systems tend to have poorer 

network performance than their fixed equivalents, in several areas. The most 

obvious is latency: enhanced second-generation cellular systems, like EDGE, 

have very poor round-trip times. Studies have shown that latency in such 

systems is in the order of seconds[111]; this is orders of magnitude higher 

than that of fixed access networks, which tend to be around 3Oms[111]. High 

end-to-end latency has both first- and second-order effects. Most obviously, 

the delay added to each step of a Tor or Crowds route would lead to extremely 

high total round-trip times, which would appear to the user as unacceptable 

latency at the application layer. 

A second-order effect of high latency is reduced effective throughput with 

small file sizes. Due in part to high round-trip times, enhanced second­

generation cellular systems have an average TCP throughput of around 

40kbit/s for 100kB HTTP transfers[111]. In comparison, fixed broadband 

Internet connections have much lower latency, and much higher throughput 

of around 600kbit/s for equivalent transfers[59]. For smaller transfers, the 

gap will only widen further. This further hinders the ability of a mobile 

device to act in a peer-to-peer network: the network is only as fast as its 

slowest link, and this low capability would make anonymous service usage 

seem very sluggish. 

Another difference between fixed and mobile networks is cost of usage. 

Along with slower transfer speeds, mobile communications systems are also 

more expensive. In the UK, mobile data is currently charged on a per 

megabyte basis, at around £1 per megabyte transferred (see section 5.3.2 

for details). This level of expense makes data throughput a scarce resource 

for users, which has two consequences for mobile anonymous services. 

First, tlwre is a need for efficiency: the overheads added by anonymity 
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schemes must be kept to a minimum, or the cost will be prohibitive. More 

importantly, this cost model is yet another barrier to the adoption of peer­

to-peer anonymity schemes. While in fixed networks there is effectively no 

cost associated with being a good citizen in a peer-to-peer network, in mobile 

networks this cost potentially overrides any benefit that could be gained from 

taking part. 

In summary, there are several major differences between fixed and mobile 

networks, which affect the peer-to-peer nature of anonymity schemes such as 

Tor and Crowds. These include sporadic availability due to limited coverage 

and battery life, high end-to-end latency, lower throughput, and cost of send­

ing and receiving data. For these reasons, peer-to-peer anonymity schemes 

are practically 1lllworkable on mobile networks, until costs are lowered to 

approach those of fixed networks. 

4.4.2 Distributed Anonymity Schemes and Trust 

If mobile terminals are unable to take part in peer-to-peer anonymity sys­

tems, another approach to anonymity must be found. The most straightfor­

ward option would be to take part in a Tor or Crowds network, but only as a 

simple, non-contributing client. However, this reduces the level of anonymity 

offered by both protocols. 

A mobile user could use Tor as a client, without running a local onion 

router. This is not recommended, as it means that the first router in the 

path used will know for certain that the user originated the connection. 

Similarly, a user could connect through a multi-user jondo to a Crowds 

network. This case is even worse, as the jondo will know that you origi­

nated the connection and who the destination server is. In this case, sender 

anonymi ty is therefore only offered against the destination server. 

This leads to a fundamental trust problem. Because a mobile terminal 

cannot be a first-class citizen in an anonymity network, even more trust 

than usual must be placed in the other network participants. There is little 

justification for this trust: the user would have no legal recourse if the ser­

vice is dropped, or anonymity is removed. Further, the user would have to 
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place trust in those responsible for providing the anonymity service without 

necessarily knowing who they are. 

One way around this problem is to offer a commercial anonymity service. 

Instead of placing trust in unknown peers, the user need only be concerned 

with the commercial entity with which he/she has a contractual agreement. 

Any breach of privacy can be punished by prosecution under contract law, 

at a minimum, and information privacy laws as applicable (depending on the 

appropriate country's legal system). 

When this option is considered, solutions to other mobile anonymity prob­

lems fall into place. With a single trusted entity providing anonymity, there 

is no need for a sophisticated multi-hop protocol. Instead, a simple single­

layer protocol could be used, and this would also have the benefit of having 

lower overheads in terms of latency and message size. With a single-hop 

anonymity protocol, performance should not be noticeably degraded over a 

non-anonymous system; any additional latency will be due to extra routing 

through fixed networks, which are so much lower-latency than mobile access 

networks that the extra latency will be in the noise. 

4.4.3 Threat Model 

As with any security system, the threat model applied to an anonymity 

scheme must be clearly defined. In this section, potential attackers to mo­

bile service-level anonymity are examined, and a pragmatic threat model is 

outlined. 

There are four expected potential attacker classes: the anonymity provider, 

the service provider, the network provider, and a global passive attacker. The 

first three of these are real entities, whereas the latter is the more general 

attacker class dealt with in the anonymity schemes in the literature. 

4.4.3.1 Anonymity Provider 

As discussed above, with Crowds and Tor in mobile systems, the anonymity 

provider is the operator of the network user list. In a commercial anonymity 

service, the company running the service clearly takes the anonymity provider 
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role instead. 

For any practical anonymity system to work, users must place trust in the 

anonymity provider. Crowds and Tor restrict this trust to fairly presenting 

the list of routers, possibly also extending this responsibility to include veri­

fication of fair router operation. In comparison, using the proposed commer­

cial anonymity service implies much greater trust in the anonymity provider. 

However, this is justified due to identification and contractual obligation: 

there are severe consequences for breaching the agreement and trust. 

Therefore, this threat model defines that the user must trust the ano­

nymity provider. Any unfair behaviour on its part is likely to be difficult to 

detect, but in the case of a commercial provider, there is a route for recourse. 

4.4.3.2 Service Provider 

Remembering that this is service-level anonymity, we define the service provider 

as the operator of the system which provides the high-level service to the user. 

For example, a messaging server, web site operator, or location-based services 

provider. 

The service provider is the most obvious attacker to defend against. A 

user might wish to make use of the services being offered, but not trust the 

service provider with their identity or any identifying information. Service 

providers are likely to receive multiple requests from the same user, and 

may be able to build up a profile based on the similarity of these requests, 

especially if they can be tied to the same network address. 

The service provider is expected to want to find the user's identity. It 

is capable of analysing multiple received messages to mine for identifying 

information, and any anonymity system must work against this to make it 

difficult for the service provider to find the user's identity. 

4.4.3.3 Network Provider 

It is likely that the mobile network operator has full control of the network. 

It has the ability to read, modify, delete, and inject data into the network, 

without detection by the user. Furthennore, it has a great deal of identifying 
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information about the user, and it is likely that it would benefit from gain­

ing more data; this could be used for marketing purposes, or sold to other 

companies for direct profit. 

For these reasons, the network provider must be considered as a threat 

to anonymity. Its capabilities are high, and it has some motive for gathering 

data about its users. 

4.4.3.4 Global Passive Attacker 

While relevant in fixed networks, this threat is somewhat unlikely to exist in 

mobile systems. The mobile access network is private and fairly well-secured. 

Before any network traffic reaches a wider network, such as the Internet, it 

is only likely to be readable by the network provider. An attacker which has 

the ability to read data on both the access network and the wider network 

would have to be extremely powerful, and presumably also have control of 

the network provider. 

Note that in GSM and GPRS networks, this would not be the case; com­

munications between base stations are not encrypted in any way, and an 

attacker could easily intercept at this weak spot. The UMTS third gener­

ation mobile architecture corrects this, so with future mobile systems such 

an attack will not be possible. Only third generation and future systems are 

considered for this analysis. 

A subset of the global passive attacker would be one which has the ability 

to read any traffic passing over the wider network, but not the access network. 

This is still unlikely, but equivalent to global attackers in anonymity schemes 

in fixed networks. It is therefore fair to assume that such an attacker exists, 

and that the scheme should cope with it. 

4.4.4 Summary and Recommendations 

Anonymity schemes can theoretically be applied to mobile networks exactly 

as they are to fixed networks. However, with current technology, the differ­

ences between mobile and fixed networks cause some major practical prob­

lems with this simple approach. 
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Mobile systems have several properties, described above, which make it 

unfeasible to use a mobile device as a peer in a distributed anonymity scheme. 

Therefore, mobile service-level anonymity requires that the mobile device act 

as a client to an anonymity-providing server. 

Such a configuration reduces the anonymity capability of the device with 

some protocols, but less so with others. More importantly, it represents a 

fundamental shift in trust, which is perhaps not immediately obvious. As 

noted in the threat model above, the use of any practical anonymity scheme in 

mobile networks demands that a great deal of trust is placed in the operator 

of the server used to access the anonymity scheme. 

There are two options for the mobile user who wishes to achieve anonym­

ity. They can either use a generally-available system, such as Tor or Crowds, 

and trust that the central server fairly administers the list of servers, and 

that the server they interact with is trustworthy. Alternatively, and more 

pragmatically, the user can pay for an anonymity service from a commercial 

provider, who contractually agrees not to reveal the user's identity. 

It is this latter option which is recommended by this study, as it is the 

most practical in today's third-generation mobile networks. The disadvan­

tage, of greater trust placed in the anonymity provider, is outweighed by the 

many advantages. Trust is placed in a known entity; there is an avenue for 

compensation should the anonymity provider act unfairly; and performance 

degradation due to the anonymity scheme is likely to be significantly lower 

than other options. 

There remains the question of exactly how the commercial anonymity 

provider should operate. This varies according to the precise requirements 

of the user, the service, and the threat model applied. The following section 

presents a case study of this recommended scheme, for anonymous location­

based services. 
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4.5 Case Study: Anonymous Location-Based 

Services 

Many new high-end mobile phones are now equipped with Clobal Positioning 

System (CPS) capabilities, which allow precise measurement of the handset's 

current location. The trend in incorporating CPS functionality into handsets 

is partially due to location measurement requirements of the recent . E911' 

legislation in the United States. This law requires that new handsets must 

be able to report their location when making 911 emergency calls, in order 

to help first responders to find people in danger more quickly[44]. 

Service providers aim to take advantage of the capabilities offered b~' 

CPS, and are preparing to offer sophisticated location-based services (LBS). 

For example, a user could find nearby stores with special offers, or request 

suggestions of nightclubs to visit when leaving a bar, or find online reviews of 

nearby Italian restaurants. There is potential for a very wide range of such 

services, and current services may be augmented by the addition of location 

information. 

A high degree of positioning accuracy is necessary for these new services 

to operate. Using CPS meets this requirement, but this raises new privacy 

concerns for users. CPS receivers can compute position to within a radius of 

5-20 metres, and such precise location can be sensitive information. Some 

privacy-conscious customers may be concerned about the possibility of being 

tracked in everyday situations. Therefore, a major privacy problem facing 

LBS is how to anonymously receive location-related information. 

4.5.1 Location Measurement 

Many methods of measuring mobile phone location exist, and the simplest 

are already possible with today's networks. The most obvious method in 

cellular networks is to use the known centre and fixed radius of the current 

cell as the location area. However, this gives a highly variable precision, 

which can be as poor as 35km4 , so other methods have been developed. 

4The maximum diameter of a standard GSM cell is 70km. 
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The best of these, Uplink Time Difference of Arrival (U-TDOA) provides 

far better precision than the cell-ID method, varying from 50m to 200m 

depending on the number of measuring base stations[19]. However, it requires 

significant investment, and does not function well in rural areas due to the , 
sparsity of base stations. As a result, it has as yet been unsuccessful in the 

marketplace, and many operators in the US have chosen GPS as the solution 

to the E911 requirements. 

GPS is a satellite-based location measurement system, which allows hand­

held devices to attain precise time and position information[53]. The system 

consists of a constellation of 24 satellites, many controlling ground stations 

across the world, and any number of end-user receivers. Each satellite con­

tains an atomic clock for precise timing, and it continuously broadcasts a 

time signal downwards, towards the planet surface. 

The receiver computes its position using trilateration, using the differ­

ence in time of arrival of signals sent from four of the satellites. Errors in 

measurement are introduced due to varying atmospheric conditions and mul­

tipath effects; standard G PS yields location precision of around 20 metres. 

Some of these errors can be countered using fixed ground-based reference 

stations, which improve this figure to around 5 metres. For mobile systems, 

further enhancements have been made to improve the time taken to make 

the measurements [39] . 

4.5.2 Previous Work 

Prior work in the area of location privacy includes policy specification and 

adherence, and operator-provided perturbation of data in time and precision. 

These two approaches, discussed below, are complementary; they share the 

assumption that the mobile network operator is a trusted party which can 

be employed to provide privacy to the untrusted external world. 

The IETF's Geographic Location/Privacy (GeoPriv) working group[81] 

has defined a policy framework which facilitates the transfer of location infor­

mation while retaining privacy[112]. The user is able to specify exactly what 

can be done with the private information, using a well-defined XML-based 
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language. This language allows location information to be tailored to the 

viewer, and even allows rules specifying propagation and retention time of a 

location object. However, it is obviously only useful if the location-based ser­

vice provider supports the framework, and honours the policy specification 

given by the user. 

In contrast to a policy-based approach, other researchers have proposed 

schemes which reduce the information given to the LBS providers. Beres­

ford and Stajano propose a MIX-like approach to location anonymity [1 1). 

This was implemented for the Active Badge position-tracking scheme [1 30) , 

but is equally applicable to mobile location-based services. Users create 

temporary pseudonyms to support return messages, and outbound requests 

enter a location-specific MIX node to counter timing attacks. The conclu­

sion reached from analysis of simulations of the scheme was that the scheme 

provides some form of anonymity, but only at the level of possible innocence 

(see section 2.3.5). This is supposed to be due to the high accuracy of the 

Active Badge location data, but no evidence is presented to directly support 

the conjecture that the scheme would improve for a lower-accuracy system. 

Enhancing this approach, Gruteser and Grunwald describe a scheme in 

which the network operator collates and degrades location data, to create a 

set of k indistinguishable users[57). With this scheme implemented correctly, 

it should be impossible for any external party to determine the identity of a 

user given only their location. However, quality of service is significantly re­

duced: much like a MIX, the scheme requires several similar in-flight requests 

to be grouped together before forwarding them, but also each of these will 

have the location data degraded to make them seem alike. The consequences 

are twofold: first, there will be significant delays while sufficient requests are 

collated; most importantly, the user's position will be misrepresented and 

precision reduced. 

4.5.3 Threat Model 

The approaches described above all assume that the network operator is 

to be trusted with the location data, in order to mix or distort it to pre-
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serve anonymity. This trust is not necessarily well-placed. As described in 

section 4.4.3, the network provider is a powerful attacker, which already col­

lects identifying information about the user. The ability to gather further 

data about the user's exact location could be of benefit to the network oper­

ator, and of concern to the user. Therefore, the threat model for the scheme 

proposed here assumes that the network operator is an attacker which should 

not be given the user's exact location. 

However, it is clearly also unwise to trust the location-based services 

provider with the user's location and identity. The user should be free to 

use any LBS provider, without concern for revealing their identity along with 

their precise location. The second attacker in the system is assumed to be 

the LBS provider, and its goal is to identify the user. 

Therefore, this threat model assumes that the mobile network provider 

knows the user's identity, and wants to know the exact location of the user. 

Similarly, the LBS provider wants to know the user's identity, and giving 

away the user's network address would lead to this. It is also assumed that 

the mobile network and the LBS provider are not in collusion against the 

user. 

Clearly there must be some party which provides anonymity to the user. 

Again as described in section 4.4.3, this party must be trusted by the user 

to provide anonymity. It is assumed that the anonymity provider does not 

collude with the mobile network provider, or with the LBS provider. It is 

also provisionally assumed that the LBS provider is not a global attacker; it 

cannot read the network traffic entering and exiting the anonymity provider. 

4.5.4 Degree of Location Privacy 

There are several techniques which can be used to find the location of a cel­

lular phone (see section 4.5.1). Most of these are network-measured, based 

on measurements of uplink or downlink transmissions; currently, only those 

using GPS are entirely handset-measured. Clearly, only handset-based tech­

niques may be used to measure location anonymously, if the network operator 

is assumed to be an attacker. 
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While the network operator could theoretically obtain an approximate 

location of the user, this is likely to be via the cell-ID method, which is ex­

tremely imprecise. The current best method of locating mobile users without 

their co-operation, U-TDOA, is still an order of magnitude less precise than 

GPS[19]. Furthermore, any network-centric location-tracking system other 

than cell-ID would require significant investment to operate, and so such an 

attack would be unlikely to go unnoticed. 

If the network operator knows the cell location of the user, the operator 

may be able to estimate which city or town the user is in. If given GPS 

measruements, they will know which building the user is standing next to. 

There is a dramatic difference in the precision of these two measruements; 

the latter gives the network operator much more information about the user. 

The very nat rue of crurent cellular mobile telephony requires users to 

give up some privacy in order to make and receive calls. Withholding any 

fruther location information is in the privacy interests of the user. Therefore, 

there is significant reason for the user to withhold the more accruate G PS 

measruements from the mobile network operator, in order to retain some 

degree of location privacy. 

4.5.5 System Overview 

There are two main problems with previous approaches to anonymous location­

based services. The first is in the threat model: the network provider is as­

sumed to be trustworthy, and the anonymity scheme is expected to be run 

by the network operator itself. As explained by the threat model above, this 

is not necessarily a valid assumption. Secondly, distorting the location mea­

sruement value, in order to create an anonymity set, leads to lower quality of 

service. The exact location of the user carmot be known by the LBS provider, 

and so the utility of LBS may be significantly reduced. 

The solution presented here does not require the user to trust the network 

operator, nor reduce the precision of their location measruements. Anonym­

ity is granted against the LBS provider, and the network operator is given 

no further information about the user's location. This is achieved by using a 
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single anonymity-providing server, operated by a user-selected third-party. 

Users of this scheme must trust this anonymity provider, but only in a 

very limited sense. It must not collaborate with the LBS provider, or ano­

nymity will be lost. This constraint means that the relationship between the 

user and the anonymity provider is simple. Instead of a long-term contract, 

payment for this service could be made in advance, using a digital-cash micro­

payments system (see section 3.4). Then, the anonymity provider would not 

know the identity of its users, only their network addresses, thus mitigating 

the privacy loss if the anonymity provider colludes with the LBS provider. 

The scheme defines a short customised protocol, which is optimised for 

the network characteristics of mobile systems. At the same time, it places 

low requirements on the anonymity provider, which should keep running costs 

low. The scheme's protocol is described below. 

4.5.6 Protocol Definition 

The protocol uses an anonymity router, which blindly forwards LBS requests 

and responses between mobile users and a third-party LBS server. These 

messages consist of an encrypted payload (unreadable by the router) and an 

encrypted return address (unreadable by the LBS server). This is achieved by 

using hybrid cryptography (see section 3.1.2.4). The full protocol operation 

is given in Figure 4.4. Table 4.1 lists the notation used in this section. 

Term 

MT 
AR 
LS 
Kx 
K- 1 

x 

Ey 
Dy 
RA 

Explanation 

Mobile terminal, the user of location-based services 
Anonymity router, provided by the network operator 
LBS server, external to the mobile network 
Symmetric encryption with key x 
Symmetric decryption with key x 
Asymmetric encryption with the public key of y 
Asymmetric decryption by y 
Return address of the mobile terminal 

Table 4.1: Notation for anonymous LBS scheme description 
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MT 

1. Generate K s 
2. Encrypt MREQ: 

EAR (RA) 

ELS(Ks) 

Ks(REQ) 

3. Send request 

AR 

4. Forward request 

1 
1 
1 
1 

:8. Decrypt 

1 
1 
1 
1 
1 
1 

l\lREQ 

LS 

1 
1 

: 5. Decrypt: 

1 
1 
1 
1 

Ks = DLS(ELS(Ks)) 

REQ = KSl(Ks(REQ)) 

: 6. Construct M RES: 

1 
1 

EAR(RA) 

: 7. Send response 
1 

AJ~s 

1 

: RA = DAR(EAR(RA)) : 
1 19. Forward response 
1 
1 

.. lURES 
I 
I 

10. Decrypt 1 
1 
I 

RES = KSl(Ks(RES)) : 

Figure 4.4: Protocol flow for anonymous LBS scheme 
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4.5.6.1 Key Requirements 

The system requires two public/private key-pairs: one each for the anonymity 

router AR and the LBS server LS. When starting a protocol session, the 

mobile device also generates a random session-valid secret key K s , which is 

used by both the mobile device and the LBS server to encrypt the message 

payloads using a symmetric cipher. 

Both public keys must be made known to the mobile device before location­

based services can be requested. The anonymity router key will only need 

to be retrieved once before anonymous LBS can be used. However, every 

LBS provider must also provide a key to the user; this could possibly be 

achieved over the Internet, using a standard certification hierarchy to verify 

the identity of the LBS provider (see section 3.3). 

4.5.6.2 Message Format 

There are two messages: request and response. Each contains the mobile 

device's return network address RA, which is encrypted with the public key 

of the anonymity router. Secure padding is required to ensure that the en­

crypted return address is unique to the session, which prevents the LBS server 

from building up a pseudonymous profile of the user's location. 

EAR(RA) is used in every message to free the anonymity router from any 

state-retaining requirements: there is no need for message sequence num­

bering or lookup tables for the real return address. One potential optimi­

sation here is to allow the anonymity router to encrypt the return address 

as messages pass through. This replaces an asymmetric decryption with 

a symmetric encryption and decryption, which mayor may not place less 

computational demand on the router. 

The request and response messages, MREQ and AIRES, have the format: 

MREQ = EAR(RA).ELS(Ks).Ks(REQ) and 

MRES = EAR(RA).ELS(Ks).Ks(RES), 

where REQ and RES are the request and response payloads. The request 

70 



payload consists of the location c~ordinates, and the service required; the 

response contains the result of the service requested. A mobile device can 

determine which LBS request resulted in an incoming response by comparing 

the two encrypted session keys. 

4.5.6.3 Forwarding 

The original request message is forwarded, by the anonymity router, to the 

LBS provider. The address of the LBS provider is specified at the network 

layer; at this stage, the only purpose of the anonymity router is to strip any 

trace of the mobile terminal's address from the message it forwards. 

At step 8 of the protocol, the anonymity router must decrypt the message 

to find the return address of the mobile terminal. The complete response is 

then forwarded to this address, where the mobile terminal can read the LBS 

response. 

4.5.6.4 Cipher Requirements 

To maintain the user's anonymity, the protocol must conceal the address of 

the user from the LBS provider, and the location request from the network 

operator. At the same time, the LBS provider must be able to read the 

location request, and the anonymity router must be able to forward the 

response back to the mobile terminal. 

The address must be unique for each exchange of messages, to prevent 

the LBS provider from building a profile of the user's location. This can 

be achieved with REA by using the secure padding scheme described in sec­

tion 3.1.2.4. 

Encrypting the location information has further requirements. Because 

the network operator can measure the approximate location of the mobile 

user, it is possible to guess parts of the plaintext associated with the enci­

phered request. It is therefore vital that the encryption scheme used is robust 

against known-plaintext analysis. Using the Cipher Block Chaining (CBC) 

mode of the symmetric cipher provides this security; CBC is described in 

section 3.1.1.2. 
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We also require that message integrity is verifiable. This allows the mobile 

user to verify that the received LBS response originated at the LBS provider, 

and that it has not been altered in transit by the mobile network operator. 

The final requirement is that secure ciphers and key lengths are used. 

This scheme recommends RSA with 2048 bit keys for the public-key cipher, 

and AES-128 for the symmetric cipher. These parameters can be increased 

if extra security is desirable, or if more efficient attacks are found against the 

ciphers used. 

4.5.7 Protocol Analysis 

4.5.7.1 Security 

The protocol's simplicity makes a security analysis relatively straightforward. 

The request and response messages have a similar format: they consist of 

two instances of an RSA-KEM-like key transport, followed by symmetrically 

enciphered data with the same key. Therefore, if implemented correctly, 

the security is equivalent to that of RSA-KEM+DEMI (which has a formal 

security analysis by Shoup[115]), and of the underlying ciphers. RSA-KEM 

is proven to be secure against chosen-plaintext attacks, and DEMI is secure 

against known-plaintext attacks. 

Additionally, DEMI includes a Message Authentication Code, which pnr 

vides message integrity. This scheme suggests using HMAC-SHA-256 as the 

MAC, but any of the algoritluns specified in ISO/IEC 9797-2[66] are suitable. 

A major strength of the protocol is that no public/private key pair is 

required for the mobile user. This removes the need for complex public-key 

infrastructure, which would be particularly difficult to implement with the 

rapidly-changing subscriber base common in mobile networks. 

4.5.7.2 Anonymity 

Anonymity is provided to the user under the above threat model. The m~ 

bile network and anonymity provider cannot find the user's location without 

colluding with the LBS provider; the LBS provider cannot find the user's 
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true network address without colluding with the anonymity provider. The 

scheme is somewhat similar to a mobile optimised single-hop onion router. 

and provides much the same anonymity with lower overheads. 

Note that the scheme described above does not provide anonymity against 

the LBS provider if a global passive attack can be mounted. To counter this, 

a MIX-like batch-and-reorder phase could trivially be added. The disad­

vantage to this is increased latency between request and response, which is 

proportional to the number of LBS requests being handled. This does not 

seem to be a likely attack, and so the default of this scheme is to assume it 

is unimportant. 

In practice, the anonymity router could be run by the mobile nptwork, as 

it cannot read the messages passing through it. This would be disadvanta­

geous if the mobile network operator also offers location-based services; then, 

it would be trivial to collude within the organisation to trace messages. For 

this reason, an external anonymity provider would be a safer option. 

4.5.7.3 Overheads 

To estimate the percentage overhead due to encryption, we must first esti­

mate the size of the payload. The request and response payloads consist of 

the location data, and the location request or response. 

We assume that location is transmitted in latitude and longitude degrees 

(-90 to 90 and -180 to 180), minutes, seconds, and hundredths of seconds. 

This gives a precision of around 30cm, and latitude and longitude can be 

stored in 32 bits each. Therefore, a full location can be represented in 64 

bits (8 octets). 

Payload data are more variable in size. Location-based service responses 

can vary from a few characters of text to an annotated map; therefore, their 

size can vary from hundreds of bytes to tens of kilobytes. We will consider 

two cases, with payloads of 1024 bytes and 64 kilobytes. representing a series 

of directions, and a detailed graphical map, respectively. 

The protocol overhead is defined as that of two RSA-KErvl+DEMl mes­

sages. RSA-KEM's output length is equal to the length of the R..SA public 
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key; for this analysis, we will choose this as 1024 bits (128 octets). DE~I1's 

output length is affected by the symmetric cipher mode and the ~IAC cho­

sen; for AES-128-CBC and HMAC-SHA-256, this will again be 128 octets in 

the worst case. Therefore, the total overhead per message due to encryption 

is (128 + 128) x 2 = 512 octets. 

In terms of percentage overhead, the protocol encryption therefore adds 

512/(1024 + 8) = 49.6% to a request with a 1024 byte LBS payload, and 

512/(65536 + 8) = 0.8% to a request with a 64 kilobyte payload. This will 

clearly introduce some delay into the transmission of the message, but it is 

so little as to be negligible in comparison to other inherent latencies in the 

overall communications system. 

Most importantly, the protocol requires no additional messages or wait­

states over a non-anonymous but otherwise equivalent solution. This makes it 

approximately equal in performance, while adding the benefit of fully anony­

mous serVIce usage. 

4.5.8 Summary 

This section presents a protocol design which allows users to anonymously 

receive location-based information, within certain restrictions. The protocol 

can be used to guarantee user anonymity for user-requested location-based 

services with a location measurement system which is handset-based. 

The cryptographic techniques used have security proofs in the literature, 

and do not seriously reduce the performance of the system compared to a 

non-anonymous scheme. This is important, as it means that the overhead 

due to providing anonymous services is low, which will encourage uptake. 

4.6 Conclusions 

The anonymity literature describes several schemes which aim to provide 

service-level privacy enhancements to users. Three of the most major of these 

are MIX networks, Onion Routing, and Crowds. Each of these schemes is 

described in detail in this chapter. 
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However, much of this work has been aimed at fixed networks, particu­

larly the Internet. Mobile networks have very different characteristics from 

those assumed by these schemes. Latency is much higher, expected through­

put is lower, and cost is a significant issue. For these reasons, service-level 

anonymity schemes cannot trivially be applied to mobile systems. 

This work recommends a close assessment of the threats against anonym­

ity in mobile systems. Some previous research into mobile anonymity has not 

considered the privacy danger which exists when the network service provider 

is trusted. Some proposals assume that the service provider can be trusted 

to anonymise data. Section 4.4.3 describes a generic threat model for mobile 

anonymity which argues that this is not a safe assumption to make. 

Also presented in this chapter is a case study of a mobile anonymity 

scheme, applied to the new market of location-based services. This is related 

to previous service-level anonymity schemes, but optimised for mobile sys­

tems. A security and anonymity analysis is provided, along with an estimate 

of the overheads required. Against the pragmatic threat model determined 

to be appropriate for mobile systems, this scheme provides anonymity to LBS 

users without significantly impacting performance. 

In summary, the previous work on service-level anonymity must be closely 

considered when providing anonymous services to mobile systems. The threat 

model presented in this chapter can be used as a starting point, which must 

be extended and further analysed for each specific situation. A further rec­

ommendation is to take into account the network performance of mobile 

systems when designing anonymous systems, as this has a significant impact 

on the anonymity which can be provided. Uncomplicated schemes, such as 

the anonymous LBS protocol described above, can offer a better anonymity­

to-performance compromise than traditional, more complicated systems. 
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5.1 Introduction 

Access to any communications network requires a network service provider, 

an organisation which offers local-link connectivity to a wider network. Ex­

amples include dial-up or broadband Internet Service Providers, and GSl\I 

or CDMA mobile network operators such as T-Mobile or Verizon. By defi­

nition, the role of the network operator is to allow a local node to send data 

to (and receive data from) many remote nodes. All data transferred to and 

from the local device must pass through this network operator. 

From a privacy standpoint, this raises an immediate problem. The net­

work operator can inspect, record, modify, and inject data transferred to 

each local device. The ability to inspect and record data allows the network 

operator access to any personal or sensitive information which its users com­

municate; modification and injection of data could change the behaviour of 

application-level protocols, leading to personal information leaking. 

It is therefore placed in a position of absolute trust by default, regardless 

of whether or not this trust is deserved. With ever-decreasing storage costs, 

each transmitted message can be stored indefinitely, creating a long-term 

record of who each user communicates with, and what was said. Along with 

the message, or instead of the full message, the network operator can record 

relevant metadata, such as time of transmission, or in mobile systems, the 

user's location. These data can be analysed to find the frequency of com­

munication, and then to group sets of discrete messages into conversations. 

FUrthermore, long-term profiling can be used to track the user's location and 

communication habits, revealing still more information which many people 

feel should be private. 

To counter this, cryptographic techniques can be used to provide secrecy 

and authenticity of communications for all transactions made via the net­

work operator: secrecy prevents inspection and recording of data, and au­

thenticity prevents modification and injection. Additionally, the service-level 

anonymity schemes discussed in the previous chapter can be used to provide 

communications privacy at the application level. However, the communica­

tion metadata is still revealed to the network provider, and it may analyse 
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it to find usage patterns. Therefore, the network provider must be trusted 

by its users. Recent events have shown that this is not be a safe position to 

take. 

5.1.1 US Cell Phone Records Released 

In mid-2005, a demonstration of the privacy problems inherent with commu­

nications systems entered the public eye. Several companies in the United 

States were found to offer a cell phone record retrieval service: given any cell 

phone number, and a small fee, the company would provide a list of time­

stamped inbound and outbound calls[71]. Despite the obvious personal pri­

vacy invasion, the legality of the companies' actions was a matter of dispute. 

These services employ a technique known as "pretexting": impersonating a 

customer to retrieve customer information. While this sounds to the layman 

like a simple case of fraud, this appears to be legal unless information is re­

trieved from a financial institution[45]. Although pretexting has reportedly 

been used by private investigators for many years, the new wider availability 

of the information caused a great outcry from the general public, and led 

to several proposals[69] of laws specifically targeted at the cell phone record 

retrieval companies. 

This example shows that, whether through incompetence or malice, any 

communications provider is able to reveal private information about all of its 

customers. An effective solution would be to remove this capability: prevent 

communications providers from obtaining, recording, and therefore releasing 

personal information. Without the ability to abuse identity information, the 

motive or punishment for doing so become irrelevant. This can be achieved 

by enabling anonymous network access. 

5.2 Towards Anonymous Network Access 

With the above in mind, the potential for privacy invasion by network op­

erators is clear. While not universal, there are a growing number of mobile 

network users who are uncomfortable with this possibility. Some of these 
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users would prefer to use an alternative method of network access, and even 

pay a premium for it, if they could be certain that it would allow them to 
do so anonymously. 

In order to achieve this anonymous network access, its exact meaning 

must be made clear. Therefore, let anonymous network access be defined as 

a scheme for wide-area network access in which users are uniden­

tifiable by the network provider. We therefore explicitly distrust the 

network access provider, and must assume that it is attempting to determine 

its users' identities. 

Creating an all-new anonymous network access system would require mas­

sive investment, so much as to be unfeasible. This thesis therefore aims to 

take current network infrastructure, along with previously-discussed future 

network architectures, and enhance them so that these privacy-conscious 

users can subscribe to a service which offers them complete privacy from 

their network operator. 

5.2.1 Wireless Networks 

The recent increase in wireless network usage is a mixed blessing for personal 

privacy. On one hand, the trend towards ubiquitous, always-on connections 

implies greater network usage, which in turn makes statistical profiling of an 

individual much more feasible. However, some properties of wireless networks 

open new possibilities for privacy protection. 

Unlike in fixed networks, wireless network users have no physical connec­

tion to their network access provider. This fundamental difference means 

that users are able to change service provider whenever they desire: for ex­

ample, by changing the SIM card in a GSM/UMTS handset. From this, the 

possibility arises of continually changing service provider to mitigate long­

term profiling. 

While this is a privacy-enhancing concept, it would only rnitigate the 

ability to detect users' usage patterns. If the user must still use a SI~I card 

to authenticate to the network provider, pseudonymity is all that is possible. 

The SIM is a constant identifier which can be matched to customer records 
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to find the identity of a user for any given connection. Therefore, the user's 

identity must be revealed to the network provider in order to gain access to 

the network. This obviously prevents user anonymity. 

5.2.2 Wireless Hotspots 

One example of potentially-anonymous network access is using open 802.11 

"WiFi" hotspots. All 802.11-compliant wireless base stations have at least 

some security functionality in WEP[73]; however, it is not universally used. A 

2004 world-wide survey of 228,000 access points[61] revealed that 61.6% had 

no access restrictions at all[40]. Many of these can be used to anonymously 

access the Internet, with or without the consent of the owner. 

There have been several cases of legal proceedings taken against people 

who use unsecured wireless access points without permission[80][78]. How­

ever, there are also many wireless access points which are advertised as being 

free for all to use; in pubs, restaurants, cafes, and public parks. In many 

countries, there are ongoing trials of publicly-funded free wireless access in 

urban areas[131][6]. 

5.2.2.1 Anonymity Provided 

Because the wireless networks are unsecured, no credentials whatsoever are 

required to access them. Therefore, access is granted to anyone with a ca­

pable WiFi device. This is an important step towards anonymous network 

access: the ability to connect to a network without revealing any identifying 

information. 

In these circumstances, the user's identity is not necessarily explicitly re­

vealed at any point during network usage. There remain application-level 

mistakes that the user can make, which would accidentally reveal their iden­

tity. For example, the user should avoid the usage of authenticated services. 

such as webmail or VPN clients. Alternatively, such usage could go through 

a service-level anonymity scheme. If this is done, and the network is used for 

purposes which could be attributed to anyone, anonymous usage is possible. 
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5.2.2.2 Disadvantages 

However, there is still the potential to perform long-term profiling of users, if 

they use the same (or affiliated) access points on a regular basis. All 802.11 

network interfaces have a fixed IEEE 802 MAC address, which can be used 

as a key to relate two separate sessions to one user. Practically speaking, this 

is less of a problem than 81M-based session linking. Open wireless hotspots 

tend to be independent and flm by small companies or individuals. Therefore, 

there are fewer resources available to carry out tracking, and in many cases 

tracking over multiple different locations is impossible. However, looking 

forward, we may see more and more government-run free wireless networks, 

at which point session tracking will clearly become more of an issue. 

There are other problems with depending on free WiFi hotspots for 

anonymous network access. Perhaps most important is the lack of cover­

age. At the moment, WiFi hotspots are obviously more common in highly­

populated urban areas than in rural locations. Access points also have highly 

limited range: ordinarily around 100 feet, which degrades rapidly with phys­

ical obstacles such as walls. This means that hotspots tend only to be usable 

indoors, within the same building as the access point. The final technical 

concern is that there is currently no way to seamlessly handover between 

two independent WiFi networks, so client mobility is very much restricted. 

From an economic standpoint, there is one further issue. Users can have 

no guarantee or expectation of reliability from a free wireless access point. 

This is important, because 802.11 b performance rapidly degrades as network 

utilisation increases[48]. This factor is directly related to the lack of payment 

for service: there is no economic incentive for the operator to improve the 

network to increase reliability, as long as it works most of the time. 

5.2.2.3 Summary 

Open wireless hotspots are one possible method of achieving anonymous 

network access, with technology that is widely available today. There are 

several advantages to this method of network access. These include: 

Cost Open WiFi hotspots are free to use; 
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Anonymity No identification is required to access the network , 

Throughput 802.11 b provides enough local throughput to match most broad­

band Internet connections. 

There are also disadvantages to relying on wireless hotspots for anony­

mous network access. The most important of these are: 

Linkability Client hardware address can be used to link multiple sessions, 

removing some anonymity; 

Coverage Hotspot range is limited, and geographic coverage is therefore 

fairly low; 

Mobility No ability for inter-network handover means mobility is restricted; 

Reliability Users cannot expect service to be fully available, as it is free. 

This example highlights desirable properties of a sustainable anonymous 

network access system. While initially attractive, open wireless hotspots do 

not meet all of these requirements, and therefore we should seek a better 

solution. 

5.2.3 Requirements for Anonymous Network Access 

From the example above, we can derive three key requirements of any sys­

tem which aims to provide anonymous network access. These are reliability, 

unidentifiability, and unlinkability. If all of these requirements are met, there 

would exist an anonymous network access system which is a viable functional 

replacement for current mobile access networks. 

5.2.3.1 Reliability 

The Inost crucial failure of wireless hotspots as an anonymous network ac­

cess mechanism is their availability. Each hotspot tends to be isolated: access 

points are fairly sparsely distributed; there are very few public wireless net­

works outside built-up urban areas. Additionally, there is no support for 
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mobility: moving between multiple networks is not supported, and most free 

access points are not part of a single federated network. 

Further, neither availability nor quality of service are guaranteed. If the 

free hotspot stops working, there's nothing that a user can do but go else­

where and try to find another network connection. As there is no direct 

revenue stream from providing the hotspot, it may not be a high priority for 

investment from the provider. Therefore, reliability is always going to be an 

lssue. 

But to provide viable anonymous network access, the network must be 

reliable. Coverage, mobility, and quality of service must be of a level which 

is acceptable to potential users, or they will not use it. Without some source 

of revenue, there is no way to invest in the service provision, and widespread 

reliability then becomes difficult to ensure. An obvious solution is to charge 

users for access at the point of usage. 

In summary, for a network access mechanism to be reliable, it must have 

three features. These are: 

Coverage Network access must be available over a wide area, and in a 

majority of urban locations; 

Mobility Users must be able to use the network service while travelling; 

Quality of Service Sustained availability of the network connection must 

be guaranteed. 

These features all create expense for the network operators, which means 

that users must be able to pay for network service. This leads on to the next 

requirement, as payment must be made while maintaining unidentifiability. 

5.2.3.2 Unidentifiability 

There are two main properties of anonymity that an anonymous network 

access scheme must have. This first requirement states that the network 

service provider should not be able to identify its users. Simply put. anyone 

should be able to access the network without the provider knowing who they 

are. This has several meanings. 
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Traditionally, a user must authenticate to their service provider to access 

a service. This is normally achieved using a shared secret, such as a user name 

and password, or simply a unique subscriber number. The service provider 

validates the secret given by the user against its records: if successful, this will 

identify a unique user account. This is one form of identification: determining 

which one of all known users is using a particular network connection. 

Another form of identification is determining who this unique user is in 

the real world. For paid services, this can easily be achieved using billing 

information, such as a credit card, or contact information, such as a home 

address. This thesis defines personally identifying information as anything 

which can be used to reasonably distinguish a person from the set of all other 

people. 

Therefore, an anonymous network access scheme requires an anonymous 

payment scheme, which does not allow the service provider to identify its 

customers. It must also be usable without any other form of identifying 

information, such as a unique user account. 

5.2.3.3 Unlinkability 

The final requirement is another property of anonymity, unlinkability. Specif­

ically, this means that the network provider must not be able to correlate 

any two user sessions. A user should be able to use the network without 

revealing any constant information that allows this to happen. 

We must exclude anything outside the immediate domain of network ac­

cess here. That is, while the user should be able to access the network without 

revealing any linkable information, this does not mean that they must retain 

anonymity when sending and receiving data. Application-level anonymity 

schemes must be employed if the user wishes to make use of identifying ser­

vices without revealing this information. The choice of which scheme is most 

appropriate is outside the scope of the network access scheme. 

There are many possible data which would create links between sessions. 

For example, as mentioned in the previous section, a requirement for a unique 

user pseudonym would create a very clear link. Effectively, any data which 

84 



leaves the user's mobile terminal must be subject to scrutiny to ensure that 

it does not leave a trail over multiple sessions. 

5.2.3.4 Summary 

To summarise, there are three key requirements for any anonymous network 

access scheme. These are: 

Reliability Network access must be paid for to ensure availability and qual­

ity of service; 

Unidentifiability Users must be able to pay for and use network service 

without being identified; 

Unlinkability Network providers must not be able to correlate two sessions 

to one user. 

5.3 Digital Marketplace 

5.3.1 Introduction 

The first anonymous network access requirement, reliability, can be met by 

existing cellular telephony networks. In the UK, cross-operator mobile cell 

coverage exceeds 95% of land area, and mobile handsets are capable of seam­

less handoff between cells. There is a robust and well-tested mechanism for 

paying for network access, and so quality of service guarantees can be offered. 

Unfortunately, the other two requirements cannot be met. Current­

generation cellular telephony systems, such as UMTS and CDMA2000, are 

founded on the principle of uniquely-identified users. Authorisation is achieved 

using a shared secret protocol for mutual authentication: the user can verify 

the network's identity, as the network can verify the user's identity. This 

principle of identification-for-authorisation cannot easily be changed within 

present call management architectures. 

Another key problem is that the current system assumes a long-term 

contract with one network provider. A unique account is set up with one 
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network operator for the period of the telephony contract, normally one year 

or eighteen months. While this does not (in itself) make linkability trivial, it 

does make it easier: the size of the anonymity set is reduced from all possible 

users of any network, to all possible users of one network. Ideally, the user's 

network provider should change frequently, to make it more difficult for any 

given network operator to correlate multiple user sessions over time. 

One proposal for a next-generation call architecture retains the strengths 

of cellular telephony, while opening the possibility to solve the problems of 

anonymity. This is known as the Digital Marketplace, and was first proposed 

by Le Bodie et al. in 2000[77]. The original motive behind the Digital Mar­

ketplace proposal was entirely unrelated to privacy: its primary goal was to 

increase efficiency. 

5.3.2 Future Directions in Service Provision 

As the mobile telephony market slowly migrates to the third-generation ar­

chitectures, new business challenges are becoming evident. Customers are 

used to fairly constant prices, and are on the whole uninterested in pay­

ing extra for new services. While text messaging is still extremely popular, 

WAP, picture messaging, video calling, and downloadable content have all 

dramatically failed to meet sales expectations. For example, in the UK in 

2005, approximately 550 messages were sent by each active mobile customer 

on average; of these, only 0.8% were multimedia messages[93]. 

At the same time, mobile service providers are expected to maintain quar­

terly growth, as are all publicly-traded companies. The mobile telephony 

market is in saturation: in 2005, the UK had 59.6 million residents [120] 

and 62.5 million active mobile phone subscriptions, with around 80% of UK 

adults using mobile phones[94]. There is therefore an urgent need for new 

revenue streams if service providers are to continue to grow. This has led to 

the rapid development of still more advanced services: for example, location­

based maps and directions, music downloads, and streaming video. 

One problem with these services is that they all require a significant 

amount of data to be transferred. As of June 2006, the average end-user 
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3G data fee on a UK network is around £1 per megabyte (based on prices 

from Vodafone[127] , 02[92], and Orange[95]). Services which require multiple 

megabytes per session are therefore going to be prohibitively expensive to 

use, without even considering the cost of the service on top of the data 

transferred. This will clearly limit the uptake of new services, unless the cost 

of throughput can be decreased. 

5.3.3 Improving Network Efficiency 

In Scottish economist Adam Smith's seminal work, The Wealth of Nations, 

he argued that a freely-operating market is the most efficient way to allo­

cate scarce resources while satisfying both producers and consumers[117]. 

Currently, cellular networks are more accurately described as an oligopoly: 

competition is extremely limited, the ability to choose supplier is restricted, 

and the barrier to entry is high. If Smith is correct, this means that the 

available radio resources are not being used as effectively as possible. 

It is upon this principle that the Digital Marketplace (DMP) was de­

signed. The DMP aims to provide a freely-operating market for network 

service. This should increase resource usage efficiency, and therefore lower 

costs. This is done by providing a market environment in which auctions 

can be carried out for network service on a per-call basis. With correct de­

sign and implementation, this market will be freely-operating, and the result 

should be positive for both network service providers and their customers. 

5.3.4 Requirements for a Freely-Operating Market 

Creating a dynamic market for network service is not difficult, but ensuring 

that it operates freely is extremely challenging. If this is not achieved, the 

Digital Marketplace cannot achieve its goal of increasing efficiency, and it 

will not be able to offer anything useful. There are three core requirements 

for a marketplace to be freely-operating: 

1. Accessibility: Producers and consumers must be able to buy and sell 

freely; 
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2. Transparency: Service must be accurately described; 

3. Conformance: Consumers must be able to trust that service will be 

provided as agreed. 

5.3.4.1 Accessibility 

The first requirement is perhaps the most obvious one in any market environ­

ment. For a given marketplace, every producer must be able to offer service 

to every consumer, and every consumer must be able to purchase service from 

any producer. Another consequence of this requirement is that the market 

must have a low barrier to entry. This is to encourage more providers to offer 

services, creating competition, and lowering prices. 

This is fundamentally different from how mobile network access works 

at present. Currently, a user has a contract with a network operator, who 

provides service throughout the country. Where the network operator has no 

coverage, the user cannot access the network. Lowering the barrier to entry, 

and allowing the user to use different providers, means that availability of 

network access will increase. 

5.3.4.2 Transparency 

For one network provider's service to be substitutable for another's, there 

must be an agreed ontology for describing the parameters of the service pro­

vided. The consumer must offer a specific description of the service required, 

which must be general enough to cope with the possibility of different net­

work providers using different underlying network types. This description of 

service is the basis of what the Digital Marketplace calls a 'flow contract', 

and it is these contracts which are the target of bids from network operators. 

The Digital Marketplace proposal for flow contracts includes three core 

parameters which define the required connection quality: bit rate, bit error 

rate (BER), and delay. However, these terms alone are insufficient to des<'ribe 

a contract for mobile wireless network service: they do not take into account 

the variability of the environment, and resulting loss of quality. Three addi-
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tional parameters are used to specifiy this: degradation allowance, sampling 

rate, and monitoring period. 

With these parameters specified, the network providers are able to es­

timate their commitments, and offer a price to the user. As all network 

operators are bidding on the same contract, the user may select the best bid 

accordingly. 

5.3.4.3 Conformance 

One of the key initial problems with the Digital Marketplace is that con­

sumers are expected to purchase services from producers with whom they 

have no prior relationship. While there can be some punishment or compen­

sation expected for breach of contract by a network provider, this is of little 

interest to the user, who simply wants to use a reliable network. 

For this reason, the Digital Marketplace uses a reputation system to keep 

track of network provider reliability. This information can then be used 

by the user's negotiator as appropriate, to offer some expected probability 

of conformance. By introducing reputation into the bid selection process, 

we automatically give reputation a value, and create another incentive for 

network operators to meet their contractual agreements. This also offers 

users peace of mind that they are dealing with a reputable provider. 

5.3.5 Anonymous Digital Marketplace Access 

Several properties of the Digital Marketplace make it an attractive option for 

enabling anonymous network access. The open marketplace raises the possi­

bility of a user negotiating directly with access network operators. By using 

different network providers for each call, the user could potentially achieve 

unlinkability. At the same time, the flexible free-market environment cre­

ates a sustainable environment for users to purchase network service without 

revealing their identities. 

While not all of the requirements specified in section 5.2.3.4 can be met 

with the original proposal, there is potential for some changes to be made 

to the DMP to correct this. Each of the three requirements raises particular 
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issues, which are addressed in turn in the remaining chapters of this thesis. 

The first concern is for reliability. One of the most important aspects of 

the Digital Marketplace is that it benefits from reusing the pre-existing m~ 

bile access network infrastructure. This certainly makes reliability possible; 

in aid of this, the original proposals include support for quality of service 

measurement, and a network provider reputation scheme to give a financial 

incentive for reliability. However, one concern with this aspect of the Digital 

Marketplace is that there has previously been no examination of the secu­

rity issues involved in such a market environment. Until these are examined, 

presented, and addressed, there can be no guarantee that the market will op­

erate securely. Securing the Digital Marketplace is crucial to ensuring that 

it can feasibly be used for reliable network access. 

Both of the remaining requirements deal more specifically with anonymity 

itself. The current Digital Marketplace design does not explicitly support 

unidentified access, and therefore modifications are required to enable this. 

Such modifications must of course take into account the security problems 

that arise from providing anonymity. The final requirement, unlinkability, 

has also not been considered in depth. Possible long-term linking attacks 

against anonymity must be examined to ensure that the modified DMP can 

indeed provide anonymous network access. 

5.4 Summary 

Network service providers are placed in the ideal position to gather private 

information about their customers. Recent events have shown that this p~ 

sit ion of trust may be unwarranted in some cases. Some privacy-consciom; 

customers would prefer an alternative solution, in which there is no single en­

tity with such power over their personal information. Such a solution would 

be known as anonymous network access. 

To achieve sustainable network access with anonymity, three requirements 

must be met: reliability, unidentifiability, and unlinkability. Tradi tional m~ 

bile network access mechanisms, such as GSM and Ur.-ITS, can provide only 

reliability; the other two requirements would require major changes to call 
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management systems. A possible alternative is open WiFi hotspots, which 

can meet the second and third requirements; however, the requirement of 

reliability cannot be met without a secure, scalable, and universal payment 

system. 

The Digital Marketplace is a future market-based call-management archi­

tecture. Although the original scheme cannot necessarily meet any of these 

requirements, it has the potential to meet all three. By providing a means of 

payment, it enables reliability; by separating the service provider from the 

network provider, it allows unidentifiability; by opening a wide marketplace, 

it permits unlinkability. 

Meeting these requirements in full demands two areas of original work. 

First, to ensure that sustainable, reliable service is possible, it is necessary to 

examine and counter the security issues in the Digital Marketplace protocols. 

Second, to enable anonymous usage of the Digital Marketplace, all threats 

to privacy-conscious users must be determined, and modifications to the 

operation of the DMP must be proposed, such that the market still operates 

fairly while allowing customers to retain anonymity. These two areas of work 

are described in the remainder of this thesis. 
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6.11 Conclusions . . . . . . . . . . . . . . . . . . . . .. 152 

6.1 Introduction 

The Digital Marketplace proposal opens network access provision to a wider 

number of sellers, in order to increase competition and improve efficiency. 

Instead of being tied to one access provider, mobile network users ran use 

the one most appropriate for their connection requirements. 

This fundamental change in operation also changes the organisation of 

mobile network access. Instead of having one constant network service provider, 

the ordinary user may interact with many different service and network 

providers. Additionally, these interactions will often be fleeting: a network 

operator may only provide network service to a user once, and never interact 

with them again. 

With the increase in number of participants, and the limited duration of 

the relationships, it is expected that new security issues will arise. If the 

marketplace is to be secure, these must be identified and addressed. These 

steps are necessary for the market to operate successfully. IT a serious flaw 

in the security of the marketplace exists, the free operation of the market 

can be distorted, and the Digital Marketplace will not be attractive to users, 

service providers, or network operators. 

This chapter first presents the organisation of the Digital Marketplace, as 

previously proposed. This is followed by a trust analysis, from the perspective 

of each participant, and a model of potential adversaries. There follows a 

description of the three key Digital Marketplace protocol components: session 

initiation, contract negotiation, and session termination. Each of these is 

analysed in context for possible security threats, from which are derived 

a series of requirements for secure operation. Finally, a series of security 

measures to meet the requirements are proposed, thus securing the Digital 

Marketplace. 
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6.2 Digital Marketplace Organisation 

The Digital Marketplace proposal envisages a number of individual market­

places, each serving a limited geographical area. Each marketplace consists 

of several participants: an administrator and several network operators re­

main engaged permanently, and mobile users and their service providers join 

to negotiate and leave when finished. 

One of the main principles of the Digital Marketplace is this division 

of the traditional mobile network service provider role. Currently, a mobile 

network user holds a contract with a service provider, which ordinarily has its 

own access network. More recently, the concept of Mobile Virtual Network 

Operators has arisen: a service provider without an access network of its own, 

but with contractual agreements with network providers to use their access 

networks. The DMP takes this a step further, and divides the role of the 

network service provider into two parts: the user-focused service provider, 

and the access network operator. 

In marketplace interactions, the service provider negotiates with the net­

work operator on behalf of its users. While not strictly necessary, the service 

provider does have a useful purpose: it can aggregate demand, charge users a 

fixed rate, and benefit from dynamic pricing from network operators. On the 

other hand, users may choose to represent themselves in the market place, 

trading off potential savings against variable cost to use the network. 

6.2.1 Agents 

The main practical difference between current call management strategies 

and the Digital Marketplace is real-time negotiation. Because connections 

must be established quickly, auctions for network service cannot be handled 

manually. To negotiate quickly, the DMP proposal therefore requires some 

representative for each of the actors in the transaction. The recommended 

technology in previous Digital Marketplace work is the intelligent agent[132]. 

95 



6.2.1.1 Agent Overview 

An agent is an encapsulated piece of software which communicates using 

standard grammars and protocols. In practice, an agent is often used as 

a representative, acting on behalf of a person or a corporation. However 

agents are really just another level of abstraction in software design. Instead 

of thinking primarily in terms of sequential instructions (imperative design) 

or data structures and relationships (object-oriented design) , agent design 

focuses on environmental perception, goals, and using available abilities to 
achieve those goals. 

Agent 

Goals State lit .. 
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.., 
Other Agents 4 • - u .- • ..c 
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CI) c: 

Core Behaviour 
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Figure 6.1: Conceptual components of an intelligent agent 

A clear distinction between agents and intelligent agents is made by [132]. 

An agent is simply an autonomous actor in an environment; in contrast, an 

intelligent agent displays flexibility. This flexibility can be achieved through 

reactivity, proactiveness, and social ability; intelligent agents have some mix­

ture of each of these properties. 

Intelligent agents can be broken down into six main conceptual compo­

nents (see Figure 6.1). At the base of the agent is its core behaviour: this is 

the task-specific functionality which allows the agent to achieve its purpo . 

At the highest level of abstraction are two things: the goals and the urrent 

state. The goals of the agent may be quite simple, or very compi x; th r 

may be multiple possible states in which the agent is meeting it goals. Stat 

encapsulates both internal properties of the agent and information g tb r , I 
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from the environment. 

Every agent has an environment, and many have sensors (to retrieve in­

formation from the surroundings) and effectors (to modify the environment). 

These are linked most closely to the state component and the core behaviour 

of the agent. Additionally, agents within multi-agent systems can make use of 

social interaction to achieve their own goals with the assistance of their peers. 

Agents can communicate to share their capabilities, present their goals re­

quest assistance, or negotiate with competing agents. This messaging i don 

through the social interface to other agents, and uses standardised message 

types, protocols, and content languages. 

At the centre of the agent is its intelligence. Intelligence may take many 

forms: for example, planning how best to use available abilities in multiple 

steps to reach the goal; or using heuristic techniques to approximately solve 

complex problems. Most importantly, these AI techniques are used to move 

away from the current state (using core behaviour, social behaviour and 

environment effectors) towards its goals. 

6.2.1.2 Agents in the Digital Marketplace 

------------------------------. • • • , 
Mobile Market Service Network 

User Consortium Provider Operator 

! ! ! ! 
• • 

...... 4 •••• ': 

.. J 1 --..J 1 .. r J . 
SPA NA MT 

, 
MA ... l J .. L J'" L 

A 
A 

Legend 

----~ 
Represents 

~ 
Communicates 

Agent 

Figure 6.2: Agent organisation in the Digital Marketplac 

Each actor in the Digital Marketplace has an as ociated ag nt: m bil 

users, service providers, and network operators (s Figur 6.2). In addi­

tion, a facilitator agent is required for a,dministrativ purpo ; thi ag n ' 

97 



represents an impartial Digital Marketplace Consortium, known as the ~lar­

ket Operator. Therefore, the acting agents in a single marketplace scenario 

are the user's Mobile Terminal (MT), the Market Agent (MA), the Service 

Provider Agent (SPA), and the Network Agents (NA). 

Agents are a particularly appropriate technology for the Digital Market­

place for several reasons. The six components of an intelligent agent are a 

close fit for the needs of any user of a freely-operating market. Additionally, 

some features of agent execution platforms and current middleware imple­

mentations match other requirements which are more specific to the Digital 

Marketplace. 

The abilities of an agent which are of most importance here are social 

communication and intelligent goal-achieving. All agents must send and re­

ceive messages in the marketplace, and each agent Jnust employ other agents' 

abilities to achieve its goals. Each agent must act in the interest of its owner; 

in the market context, this means that the service provider agent and the 

network agents must come to an agreement which maximises utility for all 

parties. 

Therefore, it is important to note that agents are an excellent choice 

for performing negotiations among several competing participants. There 

are many standardised negotiation protocols, and freely-available implemen­

tations of these. These current standards lower the barrier to creating a 

working system based on market negotiation. 

Another property exhibited by some agents is mobility. This means that 

it is possible for an agent to migrate across a network, and run on another 

computer. This is a common feature of agent architectures, although it is 

not always used in real-world agent systems. Previous work on the Digital 

Marketplace specified the use of mobile agents, in order that national ser­

vice providers are able to send representative agents to local marketplaces. 

Although not experimentally verified, this choice is expected to reduce nego­

tiations latency when compared to long-distance messaging. 
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6.2.1.3 Standards 

If an agent is to be able to interact with other agents in a social context, there 

must be some common language for such interaction. Clearly, standardisa­

tion is a key issue in the success of multi-agent systems. The Foundation for 

Intelligent Physical Agents (FIPA) is a Standards Committee of the IEEE 

Computer Society, which publishes specifications for many aspects of agent 

behaviour and communications. 

FIPA specifications are available for free, from the committee web site[51]. 

The standards are grouped into five categories: agent communication, agent 

transport, agent management, abstract architecture, and applications. Of 

most direct interest to this thesis are the communication and agent manage­

ment sections. 

Communication specifications cover messages, protocols, communicative 

acts, and content languages. An Agent Communication Language (ACL) is 

specified, which allows any two FIPA-compliant agents to send messages to 

each other in a commonly-understood format. Also of direct interest are the 

FIPA standard protocols, which enable interoperability between agents in 

common interaction scenarios. 

Two of the most important parts of the agent management specifica­

tions are the Directory Facilitator (DF) and the Agent Management System 

(AMS). The DF can be used to allow agents to locate and communicate 

with others in the same envirorunent. Agents should register their available 

services with the DF; then, clients can search the DF for agents which offer 

particular services. In response to such queries, the D F returns the name of 

an agent; the AMS is used to resolve this name into an agent address, which 

can then be used to directly communicate. 

6.2.2 Protocol Overview 

There are essentially five stages in the contract negotiation procedure, as 

shown in Figure 6.3. These are: 

1. User's Mobile Terminal (MT) sends a connection request to the local 
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Figure 6.3: Simplified negotiation protocols for the Digital Marketplac 

marketplace environment using a publicly-accessible Logical Market 

Channel 

2. Market operator (MA) forwards this request to the addressed service 

provider, which migrates a Service Provider Agent (SPA) into the agent 

marketplace environment 

3. SPA distributes the user's flow contract requirements to all network 

operator agents (N As), which respond with bids 

4. Bid selection is made by the SPA, and the winning NA is informed of 

contract acceptance 

5. Winning NA establishes a network connection to the user over the local 

wireless network 

Once the session is established, the user is able to use the n twork for 

whatever purpose they desire. The same procedure could be used to et up 

a registration and paging contract, which would allow in oming calls to b 

received by the user. 
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6.3 Trust Model 

There are four classes of participant in the Digital Marketplace: users. ser­

vice providers, network operators, and the market operator. Most of these 

participants will only have very short-term relationships with each other, and 

we therefore assume that there is no trust between these parties. The only 

exception to this is the user's relationship with their service provider. 

It is expected that there will be two classes of user in the Digital Market­

place. The first is the most common: a user who has a long-term contract 

with a service provider, who acts on the user's behalf in negotiations. The 

second is more rare, but important to consider: a user who chooses to self­

represent in marketplace interactions, and thus has no interaction at all with 

a service provider. 

The first class of user clearly has a relationship with a service provider, 

the terms of which are set out in a legally-binding contract. It is then fair to 

assume that there is some trust between the user and the service provider. 

More explicitly, the user trusts that the service provider will provide service 

to the best of its ability, and bill fairly and accurately, just as is the case in 

traditional telephony contracts. In the other direction, the service provider 

only trusts that the user will pay for service as billed. 

Until the market interaction protocols are demonstrated to provide secu­

rity features, we cannot assume any other trusting relationships exist. This 

is the safest possible position to take, from a security perspective: being so 

paranoid as to believe that all other actors in the market are trying to win 

at all costs. With this trust model in mind, the adversary model becomes 

clearer. 

6.4 Adversary Model 

In tIlls section, each participant class is characterised according to the model 

proposed by Salter et al.[109]: in terms of their resources, risk tolerance. and 

objectives. Resources restrict what an adversary is able to do; risk tolerance 

determines what an adversary is willing to do; and objectives describe what 
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the adversary wants to achieve. Without a model of the expected adversaries, 

it is impossible to build a solid threat model. Once adversaries are assessed 

and prioritised, the most important threats are more easily dealt with. 

The adversary model is closely tied to the trust model. With the exct'l}­

tion of the user who has a service provider, each participant must view all 

other participants as potential adversaries. Users with service provider only 

trust their service provider, and offer no trust to any other party. 

Adversary Resources Risk Objectives 

Market Operator High Very Low None known 
Service Provider Medium Medium Increase revenue 
Network Operator Medium/Low Low Harm competitors 
Mobile User Low High Reduce costs 

Table 6.1: Adversary resources, risk tolerance, and objectives characterisa­
tion 

As can be seen from Table 6.1, the resource and risk characteristics are 

defined as relative to other adversaries. The primary goal here is not to 

determine exactly which attacks are possible, but to examine which of the 

participants are most likely to be attackers. Therefore, knowing that the 

network operator has far fewer resources available than the market operator, 

but equal risk tolerance, implies that the market operator is overall a more 

important adversary to consider. 

6.4.1 Resources 

At first glance, it might seem that the market operator should be considered 

to be a neutral party. The DMP Consortium would be a non-profit entity, 

which has no financial interest in marketplace transactions. Therefore, it has 

nothing to gain from distorting the market operation. 

However, it is important to recognise that the market operator should 

not be completely disregarded because of this seeIning lack of motive. \Vhile 

the likelihood is very low, it still may act in collusion with another party, 

and it has exceptional power over the marketplace. The market operator h&" 
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control of the agent environment in which negotiations take place. If it is 

allowed to abuse this position, other participants will not trust the market. 

Therefore, we must consider the market operator to be an unlikely but very 

powerful adversary. 

Attack resources are otherwise based on the estimated financial resources 

of each entity. This in turn is expected to be related to the number of 

each class. There are likely to be relatively few service providers. and they 

are likely to have large financial resources (due to the relatively high cost of 

marketing to attract customers). Comparatively, there will be a large number 

of small network operators, as the barrier to market entry is designed to be 

low; each of these will have significantly less revenue to work with than 

the service provider. Finally, there will be a large number of individual 

mobile users, most of whom will have almost no capital to invest in attacks. 

Therefore, the service providers are likely to have the most financial resources, 

followed by the smaller network operators, and the individual mobile users. 

6.4.2 Risk Tolerance 

The market operator's risk tolerance is extremely low. If any participant has 

reason to suspect that the supposedly-neutral consortium is actually acting 

unfairly, the market will be undermined. This is why we characterise it as a 

very unlikely adversary. 

As the service provider is entirely dependent on its users for revenue, it 

has a great deal to lose if the user detects any unfair behaviour. However. 

this could plausibly be blamed on a billing error, and as long as the user is 

compensated, little is likely to be lost. In comparison, the network opera­

tor has only a very fleeting relationship with the user. If they are caught 

cheating, the Digital Marketplace's reputation system will come into play. 

and the network operator will subsequently find it difficult to gain service 

contracts. Finally, other mobile users have nothing to lose from manipulating 

the marketplace to their advantage, so their risk tolerance is high. 
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6.4.3 Objectives 

The most likely objectives of each attacker are obviously financial. Service 

providers and network providers both want to increase profit; both could do 

so by padding the true cost of the call, over-billing the user or the sen'ice 

provider, respectively. 

Network operators also have the objective of increasing revenue, This is 

achieved by being selected by service providers more often than their com­

petitors in the marketplace. 

Malicious mobile users would prefer to make use of network service for 

reduced cost, or even free. Another potential objective could be to act in 

collusion with a network operator to damage its competitors, or in collusion 

with a service provider to defraud a network operator. 

6.4.4 Conclusion 

It is clear from this model that the least dangerous adversaries are likely 

to be mobile users. Larger network operators and service providers have 

the most to gain, and the most resources with which to launch attacks. 

The remaining medium-scale attackers have higher risk tolerance to counter 

their lower resources. Finally, we can almost ignore the market operator 

as a practical adversary, but must remember that it will not be completely 

trusted by the other participants. 

6.5 Detailed Protocol Operation 

Earlier work outlined the Digital Marketplace protocol operation for out­

bound communications sessions [63] . The overall protocol flow is shown in 

Figure 6.4. Other versions of the protocol exist, for example for registra­

tion and paging contracts, but they are equivalent for our security analysis: 

the only difference being the wireless network activity between steps 7 and 

8. For clarity of analysis, the protocol can be separated into three logical 

components: session initiation, contract negotiation, and establisrunent to 

termination. 
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6.5.1 Session Initiation 

The purpose of this first stage of the protocol is to bring thp user's repre­

sentative agent into the marketplace environment. \Vhen a user switches on 

their mobile terminal, the device scans for a broadcasting Logical !\Iarket 

Channel (LMC). Each marketplace has at least one LMC for each supported 

air interface: so, for example, a market supporting UMTS and 802.11 would 

provide at least two LMCs. Each LMC is contracted with local network 

operators by the market operator, to ensure independence. 

It is important to note that the role of the Service Provider Agent need 

not necessarily be filled by a second-party to the user. Instead, the user may 

migrate an agent directly into the marketplace with the connection request 

message in step 1 below. This makes steps 2 and 3 below redundant for tius 

case, but otherwise has little impact on the protocol. 

6.5.1.1 1: Connection Request 

Once the mobile terminal locates a suitable LMC, it uses the channel to 

establish local communication with the market operator agent (MA). Its 

local agent (the User Terminal Agent, or UTA) then sends a Connection 

Request message to the MA. This request includes a network address for 

the user's service provider, and desired terms for the session contract. See 

section 6.5.2.2 below for discussion of contracts in the Digital Marketplace. 

6.5.1.2 2: Migrate 

Next, the MA uses the address given in the user's connection request to 

communicate with their service provider. The MA sends the service provider 

an invitation to join the marketplace, including the user's session contract 

terms, and a list of the currently available network operators. 

6.5.1.3 3: Join 

In response, the service provider migrates an appropriate negotiating agent 

to the marketplace. This agent is called the Service Provider Agent. or SPA. 

106 



It establishes itself in the agent environment by the transfer of compatible 

agent code across the network, which is then executed in the local agent 

container. 

6.5.2 Contract Negotiation 

Once the SPA has migrated to the marketplace, negotiation can begin. ~lul­

tiple negotiations can take place at one time, even to fulfil only one session 

contract. Negotiations consist of an auction for flow contmcts: each of these 

terms is described below. 

6.5.2.1 Auction Format 

The auction format chosen for the Digital Marketplace is the sealed-bid, first 

price scheme [75] . This was selected over three other major auction types: 

sealed-bid, second price; open-outcry; and descending price. 

A sealed-bid, first price auction is very simple: all bidders place a bid for 

the price they are willing to pay, and the best bid wins. Bids are sealed. which 

means that other bidders cannot read them and respond with their own bid. 

This auction type is most suitable when a quick auction is important, as the 

only delay is due to bidders deciding on a bid value. The sealed-bid, second 

price auction is identical, except for the amount paid. The bidder with the 

best bid still wins, but only pays the second-highest bidder's price. 

An open outcry auction (also known as an English auction) starts at 

a minimum price, known as a reserve. Bidders then openly announce the 

maximum price they are willing to pay for the goods, and are permitted to 

place a new bid in response to competition. Similarly, a descending price 

auction (also known as a Dutch auction) works in reverse: the goods start at 

a high price, which is lowered in small increments until the price is acceptable 

to one bidder. 

These latter two auction types have several iterations, are therefore un­

suitable for the Digital Marketplace due to the resulting extra latency during 

call set-up. The second price auction is also inappropriate. but for a differ­

ent reason. The bids placed by network operators can be weighted in ma.ny 
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ways: favouring reputation over price, or price over reputation. Therefore 

the second-highest price depends on how the bid parameters were weighted 

and cannot be decided by anyone other than the SPA. For this reason the 

only fair price to pay is the first price: the price offered by the winning 

bidder. 

6.5.2.2 Contract Types 

Auctions are carried out to agree upon network service contracts. The Digital 

Marketplace has two fundamental contract types: the session contract and 

the flow contract. One flow contract is the subject of multiple bids in each 

auction. An example flow contract and a single bid are given in Figure 6.5. 

Flow Contract 

Bit rate : 125 Kb/s Degradation: 20% 

BER: 10- 2 Rate: 20Hz 

Delay: 120ms Period: lOs 

Bid 

Price: £0.03 

Commitment: 95% 

Reputation: 47 

Figure 6.5: Sample values for a flow contract and associated bid 

A session contract is a formal agreement between the user and their 

service provider, while a flow contract is an agreement between a service 

provider and a network operator. The service provider may decompose a 

session contract into multiple flow contracts, if the user's mobile terminal 

supports multiple concurrent sessions (see Figure 6.6). 

Each contract consists of the six parameters discussed in section 5.3.4.2. 

Performance requirements are specified by bit rate, BER and delay and con­

formance requirements are degradation allowance, sampling rate, and moni­

toring period. An operator can be said to have failed to meet the contracted 

commitments if the measured performance is lower than that allowed by th 

degradation allowance. 

6.5.2.3 Bid Format 

Bids in the service auctions are placed by network op rator '. A bid for a 

flow contract consists of price, commitment level and reputation. Pri , and 
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Figure 6.6: Decomposition of single session into muiltiple flows 

commitment level can be dynamically altered by the network operator for 

each auction, whereas reputation is calculated by the market operator and 

made available directly to the service provider. The service provider must 

combine these three parameters to decide which bid is the best. 

A commitment level is a statistical goal of service provision, which is 

intended as a parameter to keep reputation accurate. For example, one 

provider may agree to a 95% commitment level for all calls, and another 

may offer 90% commitment at a lower cost. The user's agent may choose 

between the more reliable provider, or the cheaper one. To exactly meet 

their commitment level, the first provider must consistently fail to provide 

the agreed quality of service to exactly 5% of calls, and the second must do 

the same for exactly 10% of calls. 

6.5.2.4 4: Flow Contract 

Returning to the protocol: once in the marketplace, the SPA uses the session 

contract to form a number of flow contracts. It sends these contracts to the 

Network Operator Agents (NAs), requesting bids. Note that the number of 

flow contracts could simply be one, for some cases. 

6.5.2.5 5: Bidding 

Each Network Operator Agent (NA) receives the proposed contracts from 

the SPA. They interpret the parameters, combine with their current com-
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mitments, and calculate whether or not they can fulfil the requirements. If so. 

they respond to the SPA with a bid for each contract they hope to win. The 

flow contract message specifies a deadline by which bids must be received. 

6.5.2.6 6: Bid Selection 

Once the bids have been collected, the SPA compares them to choose the 

winner. The function combining price and reputation is determined by the 

service provider, and may change to reflect their users' preferences for cost 

over reliability. 

The winning N A is then informed that a flow contract has been awarded 

to them at the price they bid. At this point, there exists a legally-binding 

contract between the service provider and the network operator. 

6.5.3 Establishment to Termination 

The final stage of the negotiation protocol wraps directly around the use of 

network service. The user establishes the actual network flows purchased by 

their service provider, and uses them for whatever purpose they desire. At 

the end of the network session, there is a tear-down and reporting procedure, 

which concludes the Digital Marketplace protocol. 

6.5.3.1 7: Flow Establishment 

Before the user can access the network, they must establish a communications 

session with a network operator. The SPA gives the UTA's address to the 

selected NAs, each of which instructs the UTA to establish a flow. The 

UTA can then contact the mobile terminal, which establishes an out-going 

communications session as normal. 

6.5.3.2 8: Flow Release 

While the flow is established, the user communicates for whatever purpose 

they want. At the end of the communications session, the UTA indicates that 

the flow should be terminated to each of the network operators concerned. 

110 



This marks the end of communication between the user's mobile terminal 

and the network operator. 

6.5.3.3 9: Terminate Session 

After flow termination, the network operator contacts the service provider to 

indicate session termination. This marks the end of the flow contract period, 

and if it is the final flow in the user's session, also the end of the user's 

communications session. 

6.5.3.4 10: Report 

The terminating NA also communicates with the Market Operator Agent at 

this stage. In order to keep its reputation accurate, the network operator is 

required to measure its commitment fulfihnent according to the terms of the 

flow contract. These measurements are reported to the Market Operator, 

which applies the appropriate changes to the network operator's reputation. 

6.5.3.5 11: Leave 

After all flow contracts have been terminated, the session contract is also 

terminated. At this stage, the SPA leaves the marketplace, and updates the 

user's billing record. 

6.6 Threat Analysis 

While the DMP protocol has previously been thoroughly analysed, both for 

negotiation overhead[76] and free-market feasibility [77] , so far there has been 

no focus on security. The first step towards ensuring that the Digital Mar­

ketplace protocol can operate securely must be to perform a comprehensive 

threat analysis. 

The method used to perform this threat analysis is described here. For 

each step of the protocol, I consider the capabilities and motivations of all 

potential adversaries (see section 6.4). Then, an enumeration of possible 

security threats which result from this analysis can be presented. A security 
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threat is defined here as an unfair action which can be taken by a market 

participant, in order to benefit the participant, to the detriment of other 

parties in the market. 

The output of this Digital Marketplace threat analysis is the discovery 

of a great number of security threats applicable to the session negotiation 

protocol described in section 6.5. Each of these threats is associated with 

one or more steps in the protocol, and can be assigned to an overall class of 

security threat. These threat classes include: impersonation, bid repudiation, 

bid inspection, reputation manipulation, and collusion. 

6.6.1 Impersonation 

This class of threat is one in which the attacker sends messages purporting 

to be from someone else. With little trust among the many participants in 

the open marketplace, clearly this is an important issue to consider. 

Many of these attacks could be performed without the ability' to modify 

the contents of messages. All that is required is the ability to record and 

re-send previous transactions. This is commonly known as a replay attack. 

Another difference from the modification threat class is that many of 

these attacks are time-sensitive. If the attacker is only able to modify a 

request while in-transit, they are unable to carry out timing-related attacks: 

for example, ending a session before the user requests it to end. The ability to 

carry out such attacks makes impersonation a much more pervasive security 

problem. 

6.6.1.1 1: Connection Request 

Any observer of the LMC could observe a mobile user's identifying informa­

tion as the connection request is transmitted to the market operator. It could 

later use this information to send another connection request to the original 

user's SPA. The perpetrator of this attack could receive network service for 

free, while the victim pays for it. 

A similar attack with a more malicious motive also exists. Instead of 

using only the identifying information, the attacker could resend a previous 
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connection request verbatim. This would result in the original user being 

supplied illlwanted service, and again having to pay for it. Clearly this could 

be of benefit to the winning network operator, which gives a motive for the 

attack. 

6.6.1.2 5: Bidding 

Some of the most critical threats due to impersonation arise in the auction 

stages. First consider the bidding stage: if identity can be forged, an attacker 

could place a contract bid in the name of any network operator. The SPA 

would not be able to distinguish this from a real bid, which causes several 

problems. 

Since the auction format demands a single bid from each participant, 

this would distort the results of negotiations whatever the outcome. Follow­

ing this attack, there are effectively two possible states after the auctions 

ends: either the false bid is the only one associated with the victim network 

operator, or there are multiple bids from the victim network operator. 

In the first case, if the bid wins, the network operator would be held to a 

bid it did not place. This could cause it to either suffer a reputation penalty 

(if it cannot meet the commitments) or lose revenue (if the price is lower 

than it would have bid). 

If two bids are received, the SPA must then make a binary decision: 

drop both bids, or select one of them. H both bids are dropped, then this 

attack becomes a denial-of-service problem: an attacker can stop a network 

operator from participating in auctions by consistently placing bids on its 

behalf. Alternatively, if one bid is selected, the consequences are equivalent 

to the single bid case above. In both cases, the most likely attackers are 

other network providers, as they stand to gain from the losses of the victim. 

6.6.1.3 6: Bid Selection 

Other security threats in the auction process exist in the bid selection stage. 

Then, an attacker could send a message to a losing N A, purporting to be 

a bid acceptance notification from the SPA. As with the reverse case, the 
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victim would have no way of telling that this message is fake. 

The consequence in this case would be that the victim network operator 

would expect to provide network service to the relevant user. If the remaining 

steps of the protocol are carried out, the user could then receive network 

service, and the network provider would be refused payment from the service 

provider. 

Depending on the attack profile, the user may be either aware or unaware 

of the illegitimate flow contract. If the user were involved in the attack, they 

would be aware of the situation and therefore refuse payment to the service 

provider; if not, the service provider is the most likely attacker, and could 

bill the user and keep all funds as profit. 

This outcome is therefore detrimental to the network operator, and at 

the same time beneficial to the user or their service provider. Therefore, any 

of the actors in the marketplace--other network operators, users, and service 

providers-are potential attackers. 

6.6.1.4 8: Flow Release 

An attacker could send a flow release message to the currently-serving N A, 

purportedly from the mobile user. This would stop the flow, leading to a loss 

of connectivity for the user. There are two possible motivations for such an 

attacker, with the attacker either being the serving NA or another NA. 

In the first case, the advantage for the N A would be that the attack frees 

up network resource by dropping a connection. If the market has shifted such 

that the price of the current flow contract is under market value, it would be 

of advantage to the NA to drop the connection and start a new one. 

On the other hand, there may be penalties applied for the connection 

dropping. The network operator's reputation could suffer, because the user 

would be llllable to distinguish this attack from a dropped connection due 

to network conditions. Furthermore, if the contract specifies a price per unit 

time or throughput, the network operator could lose out on revenue due to 

the contract being terminated prematurely. This would then be of benefit to 

competing NAs. 
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6.6.1.5 9: Terminate Session 

Similarly to the previous threat, an attacker could send a session terminate 

message to the SPA, pretending to be from the NA. This would mark the end 

of the billing period, which would therefore reduce the network operator's 

revenue. Therefore, this attack is again most likely to be executed by a 

competing network operator. 

6.6.1.6 10: Report 

The final threat which stems directly from impersonation is in the commit­

ment reporting stage. A competing network operator could wait until session 

termination, then submit a falsified report message. The report could incor­

rectly indicate that a network operator did not meet the agreed commitments. 

Clearly, this would damage the reputation of the network operator unfairly. 

As before, the motive would be to damage a competing network operator, 

and in doing so raise the relative reputation of the attacker. 

6.6.2 Bid Repudiation 

With a single rOlllld sealed-bid auction, it is vital that bidders be kept to their 

promises. If a network operator can reasonably claim that their winning bid 

was sent by someone else, this enables threats based on bid repudiation. 

One possible attack would be for a network operator to place an aggressive 

bid in step 5, on a flow contract which has quality of service levels that it 

cannot meet. Its goal here would be to deny other network operators the 

opportllllity to sell this level of service. If it wins the auction, it could then 

claim that the bid was placed by an attacker, and refuse to supply service; if 

this claim is justifiable, it would be unfair to apply de-commitment penalties. 

An alternative strategy would be to place a bid at a given price in step 5, 

this time on a flow contract which it expects to meet. If the flow commitments 

are not met, the network operator could then claim that the bid was actually 

for a higher price. Unless the true price can be verified, the contract is 

impossible to enforce, and failure to meet commitments again cannot be 
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punished. 

Attacks like these would damage the overall operation of the market. 

Users must be confident that paying for network service will lead to one of 

two outcomes: either the service will be provided, or the failing operator will 

be punished. If this is not the case, the worth of calls in the marketplace will 

be continuously lowered, until the value is equal to that of the lowest quality 

provider. 

If these strategies were possible, they would also quickly become the only 

winning bidding strategy. The result of this would be that every bid on a 

broken contract would be repudiated, de-commitment penalties would never 

be applied, and all providers' reputations would tend toward the maximum 

possible value. The reputation system would then become worthless. 

6.6.3 Bid Inspection 

Another important issue around step 5 of the protocol is the secrecy of bids. 

If a network operator can learn the value of its competitors' bids, it can use 

this information to change bidding strategy. For example, the N A could very 

slightly improve upon the best bid so far, maximising its revenue if it wins. 

If bid inspection were possible, it could also lead to an increase in the 

latency overhead due to negotiations. Network operators would be given an 

incentive to delay bidding until other bids are placed, increasing the maxi­

mum overall delay. It is therefore extremely important that the bids placed 

are held secret from everyone but the service provider. 

6.6.4 Reputation Manipulation 

The proposed protocol leaves open the possibility of fraudulent reputation 

reports from the network operator. At step 10 of the protocol, the NA is 

asked to report on its commitments. There is no incentive at all for the 

network operator to always report truthfully here. 

If commitments were met, of course the NA would report this. However, 

if not, the network operator would lose nothing from claiming that the service 

116 



was provided successfully. Therefore, it would always be in the best interests 

of the operator to claim that commitments were met. 

This would lead to all NAs having a reputation tending toward the max­

imum possible. If the reputation score was unlimited, it would then become 

a reflection of the number of calls serviced, rather than the success rate of 

those calls. This would vastly reduce its utility in the bid selection process. 

6.6.5 Collusion 

A great number of threats exist only when two or more parties agree to 

purposely pervert the market operation. These all fall under the class of 

collusion attacks, despite their disparate nature. 

The most likely participants in collusion are network operators, as they 

stand to gain the most from manipulating the market. However, their capa­

bilities are limited, and so partnering with a service provider or the market 

operator is a logical choice. The most likely motive for the service provider 

or market operator would be receiving financial compensation, taken from 

the increased revenue of the colluding network operators. 

6.6.5.1 Threat Categorisation 

There are three classes of collusion-related security threats: discrimination, 

differential messaging, and message modification. Discrimination attacks 

simply apply different standards to different parties, depending on whether 

or not they are part of the collusion. Similarly, differential messaging changes 

messages to be received by non-colluding parties, to disadvantage them. 

In contrast, message modification covers two types of attack, both of 

which require interception of a message. This may either be followed by 

replacing its contents and forwarding it to the original destination, or simply 

destroying the message silently. 

As the negotiation protocols take place in an agent environment, the 

only possible perpetrator of message modification attacks is the controller 

of the platform: the market operator. A correctly-operating agent platform 

would not allow messages to be modified in transit; therefore, the only way 
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to modify messages is to distort the operation of agent environment. From 

the adversary analysis above, it is clear that the market operator by default 

has little incentive to attack any party in the marketplace. However, it is 

possible that it could be corrupted, and collude with other parties. It is in 

such a circumstance that these attacks become possible. 

6.6.5.2 1: Connect 

The mobile user sends the session contract to the market operator, to be 

forwarded to its service provider. An attacking MA could modify the session 

contract before forwarding it, in order to favour network operators it is col­

luding with. The service provider would not be able to detect that the session 

contract differed from the user's desired parameters, and would negotiate in 

good faith. 

For example, the market operator may know that its colluders can pr~ 

vide better quality-of-service than other network operators. Therefore, it 

would increase the QoS requirements in the contract to reach beyond non­

colluding parties, but still within the reach of its partners. The converse case 

is also possible: reducing the QoS requirements to allow bids from poorer­

performing colluding network operators. 

6.6.5.3 2: Migrate 

Along with the session contract, and the market location, the MA includes 

the list of present NAs in the migmte message. At this stage, a corrupt MA 

could exclude non-colluding NAs, effectively removing them from negotia­

tions. 

If such an NA never receives contract tenders, it would eventually detect 

this attack, and report it to a higher authority. In turn, this could be coun­

tered by only probabilistically removing NAs from the list. ensuring that they 

are involved in enough auctions to lower their suspicions. Then, the attack 

would be impossible for a network operator to detect. 
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6.6.5.4 4: Flow Contract 

Similarly to the previous attack, an SPA could remove N As from the list 

of recipients of the flow contract. Those with whom it has an offline agree­

ment would always receive the contract tenders; others would receive them 

less often, or not at all. Clearly this would benefit the colluding network 
operators. 

The SPA is also directly responsible for sending out identical copies of 

the flow contract to each of the NAs in the marketplace. However. it could 

selectively slacken the contract terms for colluding network operators, or 

increase them for non-colluding NAs. This would unbalance the auction in 

favour of its colluders, while still sending flow contracts to all competing 
NAs. 

The market operator is also capable of the same two attacks at this stage. 

By deleting messages, flow contracts could be prevented from reaching Ilon­

colluding network operators. Messages could also be modified in-transit, to 

favour colluding network operators. 

6.6.5.5 5: Bidding 

The bidding stage is one of the most crucial points in the protocol for message 

interception and modification. An attacker could change the price given in 

the bid, either upward or downward, to influence the bid selection process. 

If the bid is increased, the network operator in question is made less 

likely to win the auction. This is clearly of advantage only to other network 

operators. If the bid is decreased, and the network operator wins, it may be 

contracted to supply service at reduced profit, or even at a loss. This second 

case is of benefit to other network operators, if the lower revenue harms the 

victim; and also beneficial to the service provider, because the cost of network 

service is reduced. 

Another possible attack is deletion of bids. The controller of the agent 

environment could selectively drop or delay bids from non-colluding parties, 

effectively removing them from the auction process. As there is no require­

ment for a bid from all network operators, the service provider could not tell 
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that this attack took place. Likewise, there is no requirement for a bid ac­

knowledgement from the SPA to non-winning bidders, the network operators 

would be unaware of the attack. 

6.6.5.6 6: Bid Selection 

Again similarly to threats present in step 4 and step 5, the service provider 

could abuse the bid selection process. A colluding SPA could ignore bids 

from non-colluding NAs, or simply slightly favour bids from colluding NAs. 

Because the bids are sealed, other actors in the marketplace would be un­

aware of this collusion, even if a clearly inferior bid is declared the winner of 

the auction. 

6.6.5.7 7: Flow Establishment 

After winning the auction, the N A must contact the UTA to begin the com­

munications flow. This message could be modified or dropped by the MA, 

in order to prevent the flow from starting. The user would then not receive 

service, and the network operator would be penalised for failing to meet its 

commitments. This would be of benefit to colluding network operators. 

6.6.5.8 10: Report 

MA could collude with NAs to maintain a high reputation, even if commit­

ments are not met. For example, the MA could disregard any commitment 

reports which would adversely affect the NAs' reputations. 

Commitment reports are another possibly-modifiable message type, which 

could be exploited to the benefit of some actors in the marketplace. As the 

protocol stands, the only motivated attack would be to change a 'success 1 

report to read 'failure': the relevant network operator would then be unfairly 

penalised for failing to meet commitments. Again, this would benefit other 

network operators by comparison. 
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6.6.6 Summary 

The comprehensive list of threats presented in this analysis are broken into 

seven classes and sub-classes. The main classes are impersonation, bid re­

pudiation, bid inspection, reputation manipulation, and collusion. This last 

class includes message modification, differential messaging, and discrimina­

tion attacks. Each threat is associated most closely with a single protocol 

step, and therefore each step may have many potential associated threats. 

This information is summarised in Table 6.2. 

Protocol Step 
Threat Class 1 2 3 4 5 6 7 8 9 10 

Impersonation ./ ./ ./ ./ ./ ./ 
Bid Repudiation ./ 
Bid Inspection ./ 
Reputation Manipulation ./ 

Modification ./ ./ ./ 
Differential Messaging ./ 
Discrimination ./ ./ ./ 

Table 6.2: Security threats by class and protocol step 

6.7 Security Requirements 

From this comprehensive threat analysis, patterns of security problems emerge. 

The next step in securing the Digital Marketplace is to define a series of se­

curity requirements, each related to a group of threats. Once specified, these 

requirements determine exactly which aspects of the system need to be im­

proved in order to secure its operation. 

Security requirements are implementation-independent. The purpose of 

this stage of analysis is to create a series of security targets, which can be 

reached via many paths. Once met, regardless of the Inethods used, the 

system can then said to be secure with regard to the threat analysis. This 

enables different security measures to be applied, each with differing opti­

misation characteristics. Some solutions may target ease of implementation, 

121 



while others could focus on reducing communications overheads: as long as 

the requirements are shown to be met, the approach is valid and the system 

is secure. 

The necessary changes to counter the threat classes above can be bro­

ken into four requirements: authenticity, secrecy, collusion detection, and 

reputation. These are each presented in more detail below. 

6.7.1 Authenticity 

The majority of security threats identified above are related to message au­

thentication. All impersonation, bid repudiation, and message modification 

threats require the subversion of message sender or contents. Ensuring that 

messages can be authenticated is therefore of great importance, as it would 

counter many possible attacks. 

Message authenticity as discussed here actually demands several security 

properties. Most obvious is the ability to determine who the original sender of 

a message was; but it is also important to ensure that the message cannot be 

recorded and replayed by an attacker. Another property is message integrity: 

it must not be possible to modify the contents of a message without detection 

by the recipient. Finally, all of these properties must be demonstrable, to 

ensure that bids cannot be repudiated. 

Requirement 1 All parties must be able to verify authenticity of received 

messages. 

6.7.2 Secrecy 

Message contents only need be kept secret in the bidding stage of the protocol. 

As discussed in section 6.6.3, the ability to read other network operators' bids 

would damage the auction process. In the worst case, every participant in the 

marketplace would be able to inspect every message transferred. Therefore, 

the auction protocol must ensure that each bid's content can only be read 

by the service provider who initiated the auction. 

Requirement 2 Bids must be readable only by the recipient SPA. 
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6.7.3 Collusion Detection 

To gain support, the Digital Marketplace must be seen to operate fairly. 

Perverting the free operation of the market is possible with the published 

protocol design, even when the two previous requirements are met. Arguably 

the main threat to correct operation is collusion between two or more actors. 

The simplest technical approach to preventing market abuse is to ensure 

that it can be detected after the protocol is complete, allowing the appropri­

ate punishment to be applied later, offline. This is a less invasive and more 

practical method than radically altering the protocol's operation, which could 

in itself damage the operation of the market by introducing delay or other 

overheads. 

All participants in the marketplace must be able to detect and demon­

strate unfair behaviour. There is a limited set of colluding actors to detect. 

The market operator may collude with the service provider, or one or more 

network providers; or, the service provider may collude with one or more 

network providers. Each of these cases must be handled. 

Requirement 3 All marketplace participants must be able to detect and 

demonstrate collusion between two or more parties. 

6.7.4 Reputation 

The final issue with the current DMP protocol is the reputation system. 

Giving control of reputation updates to the network operator inevitably leads 

to abuse, as argued above. The system must be changed to ensure that failing 

to meet commitments always leads to a decrease in reputation, and that 

there is no incentive for the network operator to lie about its commitment 

satisfaction. 
In addition to changing the protocol, the reputation calculation mecha­

nism may also need to be changed. To enable truly substitutable services, 

a network operator's reputation must reflect two aspects of its recent per­

formance: the difficulty of the commitments taken on, and how well those 

commitments were met. The previously-proposed reputation system do(>S 

not achieve this goal; see chapter 7 for more detail. 
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Requirement 4 Reputation must fairly reflect network operator be­

haviour. 

6.8 Security Measures 

Meeting the security requirements described above without dramatically , , 

changing the way the Digital Marketplace works, is a challenging balancing 

act. If too many modifications to the protocol or system are made, the oper­

ation of the marketplace could be damaged. Conversely, if the modifications 

are not fully effective, the DMP will remain insecure. 

This section discusses the solutions to the security challenges facing the 

Digital Marketplace. First, some general security issues with the Digital 

Marketplace are addressed: how to punish dishonest participants, and what 

is required to allow mobile agents to operate safely. Then, each of the security' 

requirements are dealt with in turn: authenticity, secrecy, collusion detection, 

and reputation. Finally, the changes made are summarised, justified, and a 

modified Digital Marketplace protocol is presented. 

6.8.1 Judicial System 

It is unfeasible to prevent all security breaches in any non-trivial system; the 

Digital Marketplace is no exception to this rule, and its real-time negotiation 

requirements make it fairly complex. Therefore, it is almost inevitable that 

the security of the market protocols will be breached. In this case, it is most 

important that such breaches can be caught, and that there is a deterrent to 

those who would carry out attacks on the market. 

This requires a judicial system to be in place as part of the Digital Mar­

ketplace organisation. Previous work has discussed a Digital Marketplace 

consortium, which would be responsible for the day-t~day running of each 

marketplace environment[63]. It would be prudent to expand its role to in­

clude handling claims of unfair behaviour, and pursuing punishment for those 

parties who are thought to be guilty. 

Many of the security threats described above would be prosecutable un-
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der common law as fraud: deception intended to achieve financial gain. Of 

course, whether such prosecution would be successful or not depends on the 

individual case, but the presence of an independent body which would initiate 

the prosecution should be of some deterrence to would-be disruptors. 

6.8.2 Secure Agent Execution Environment 

As described in section 6.2, the Digital Marketplace is based upon an agent 

architecture. One of the less common requirements of the marketplace envi­

ronment is support for mobile agents: those which migrate over a network 

and run with others in a single container. 

This is clearly a security concern: running code from untrusted parties 

is always potentially dangerous. H the agent execution environment is not 

secure, the migrated agents could be able to exploit this to alter the behaviour 

of other agents in the marketplace. 

For an agent platform to be considered secure enough for the Digital 

Marketplace, it need meet only one simply-stated requirement: no agent 

should be able to view or modify another agent's code or data. Many 

previously-published secure execution environments exist which aim to meet 

this goal[121] [7] [119] [74]. 

However, this would not be enough to convince all actors that the market­

place is secure. Almost all secure agent platforms assume that the host must 

be trusted; whereas, we have seen that the Market Operator is a formidable 

adversary, and should not be given absolute trust. To demonstrate the secu­

rity of the agent platform, the market operator must be able to prove that 

the execution environment has not been tampered with in any way. 

To demonstrate to other actors that this is the case, we require first that 

the environment must run on a trusted-computing platform[116]. Secondly, 

the source code to the agent execution environment must be published by the 

Digital Marketplace Consortium, in order to allow any interested party to 

inspect its operation. Finally, the trusted-computing platform must respond 

to a Remote Attestation request[118], to allow a client to verify that the code 

being executed matches that which was published. 
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A similar mechanism was used for another recent security project, the Re­

usable Proof-of-Work scheme[47]. This ran on an IB~l 4758 tamper-proof 

cryptographic c~processor, which could be queried to supply a digitally­

signed hash of the code it was running. This digest, known as an Outbound 

Authentication in IBM terminology, could then be compared to a hash of 

a locally-compiled version of the published source code by any third party, 

thus verifying that the code actually running is as-published. Then, a security 

audit of the published source code can be done to ensure that there are no 

back-doors or other security problems. 

With such a scheme in place, the agent execution platform can be con­

sidered secure. Then, the only security issues that remain are as a result of 

communications between agents, as it can be fairly assumed that none of the 

actors in the marketplace are otherwise able to interfere with each other. 

6.8.3 Authenticity and Secrecy 

The first two requirements, for message authenticity and communications 

secrecy, initially seem solvable with standard cryptographic techniques. As 

described in section 3.2, message authentication with non-repudiation can be 

achieved with digital signatures; and as noted in section 3.1, communications 

secrecy requires the use of ciphers. 

There are well-respected standards for each of these techniques, which are 

useful aids in choosing secure algorithms. The current best-practice signature 

scheme for RSA is the Probabilistic Signature Scheme (PSS)[10], which is in 

the standardisation process at time of writing. ISO 18033 presents schemes 

for secure use of asymmetric ciphers [64] , including the widely-used RSA­

KEM. However, in order to use these asymmetric algorithms, we need to 

securely distribute keys. 

6.8.3.1 Public-Key Infrastructure 

Certification (see section 3.3) is often a problem when designing a system 

which uses asyrrunetric cryptography. The best authenticity and secrecy 

techniques in the world are clearly useless if the public keys used are com-
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promised. In the Digital Marketplace, where most of the parties involved 

have only very short relationships with each other, how public keys are dis­

tributed is clearly of great importance. 

Therefore, it is vital to define a secure infrastructure for sharing public 

keys among market participants. Below, this problem is examined from the 

individual perspective of each class of actor involved in negotiations: the 

user, the service provider, and the network operator. 

User Perspective 

The user must be able to communicate securely with all other participants 

in the marketplace. In order of protocol flow, these are the market operator, 

the service provider, and winning network operators. However, the security 

requirements for communicating with each are different. 

To be able to trust the marketplace security at all, the user must be able 

to verify that the market operator is approved by the Digital Marketplace 

consortium. Therefore, the market operator must broadcast a certificate over 

the Logical Market Channel. The certificate must be signed by a DMP-wide 

trusted third-party, as part of the market operator verification process. 

If the user trusts the DMP consortium to act fairly, this certification 

should assure the user that the LMC corresponds to a valid Digital Market­

place. Therefore, it is then reasonable to send the connection request over 

the LMC, to initiate the protocol. 

As noted above, it is important that the connection request message be 

authenticated, to ensure that it is not modified in-transit by a corrupt mar­

ket operator. Third generation mobile systems, such as UMTS, already in­

clude support for mutual authentication using asymmetric cryptography[4]. 

Therefore we can assume a secure offline key-pair exchange has taken place 

between the user and the service provider; then, each can authenticate signed 

messages sent by the other. 

The next part of the protocol which directly involves the user is step 

7: flow establishment. At this point, there are two issues to address. How 

does the network operator securely communicate with the user? How does 
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the user know that the network operator actually won the auction? Both of 

these issues can be addressed by more in-depth specification of protocol step 

6 (bid selection) and step 7. 

In step 6, a winning NA must receive a notice of bid acceptance: this 

must be signed by the service provider to be regarded as a valid contract. 

The signed portion of the message must include the communicating address 

of the network operator, to ensure that it cannot be re-used by another 

network operator. Finally, the bid acceptance notice must include the public 

key and address of the user, to allow a secure communications channel to be 

set up (see section 3.1.2.4). 

Then, when creating the flow establishment message, the network oper­

ator must include a copy of the signed bid acceptance. The user can verify 

the service provider's signature to ensure that the network operator is au­

thorised to provide network service. This concludes the user's requirements 

for secrecy and authentication in the marketplace. 

Service Provider Perspective 

The service provider has similar requirements to the user. Secure communica­

tion with the user is dealt with above, using current mutual authentication 

schemes; likewise, verifying the market operator's validity can be done by 

checking a copy of the certificate sent in the migration request. However, 

there are different requirements for communicating with network operators. 

One of the core principles behind the operation of the Digital Marketplace 

is that there must be a low barrier to entry; without this, the market would 

fail to operate freely. Therefore, the number of possible network operators 

is unlimited, and may be constantly changing. Engaging in an offline key 

exchange with every possible network operator is clearly unfeasible; therefore, 

a trusted third-party (TTP) must be used to certify the identity of each 

network operator. 
A clear candidate for this position is the market operator. Network opera-

tors must already communicate offline with the market operator to be granted 

access to the marketplace. As part of this authorisation process, there must 
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be a requirement for the market operator to verify the legal identity of each 

network operator. The market operator must then sign a certificate for the 

network operator to later demonstrate that this verification step has taken 

place. 

Verification of the network operator's identity is important for several 

reasons. First of all, it provides a real-world target for the offline judicial 

process, as described above. Perhaps more importantly, it prevents network 

operators from covertly rejoining the marketplace after punishment which 

would normally prevent them from trading. 

These certifications can then be passed on to the migrating service provider 

agent. To check that all network operators are valid, the service provider need 

only verify the market operator's signature in the certificate. If the market 

operator is trusted to verify and sign honestly, and its own identity can be 

verified, this process enables secure identification of and communication with 

the network operators. 

Network Operator Perspective 

In comparison to the user and the service provider, the network operator 

has much simpler requirements of the certification and key exchange process. 

Identification and key exchange with the market operator is achieved offline, 

as part of the marketplace induction process described in the previous section. 

Therefore, the only parties for which online key exchange is an issue are the 

service provider and the user. 

Because the network operator agrees delayed-payment flow contracts with 

the service provider, it clearly must have some knowledge of the SPA's real­

world identity. The service provider's certificate therefore must be signed 

by the DMP-wide trusted third-party, just as the market operator's is. As 

with the network operator's certificate, this would provide a legal identity, 

for billing or judicial purposes. 

In the case where the user has a self-representing service provider agent, 

payment Dlust be made using an electronic payment scheme. This implies 

up-front payment for service, which in turn means that identificatioIl is not 
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necessary. The user cannot use service and later fail to paYl so no legal 

identity is required. 

Similarly to the user's authentication requirement for step 7 (flow estalr 

lishment), the network operator must authenticate the flow release message 

in step 8. However, this can be achieved by simply continuing to use the 

secure channel set up in step 7, as described above under 'User Perspective', 

Then, the only possible sender of the flow release message is the real user. 

6.8.3.2 Certificate Revocation 

All asymmetric cryptography schemes must deal with the possibility of com­

promised or lost keys. One commonly-used method of handling such a case is 

to maintain certificate revocation lists (CRLs) for invalid but not-yet-expired 

certificates. This means that these revocation lists Blust be regularly checked 

by all client software, to prevent malicious certificated parties from continu­

ing to use an invalid certificate. 

For the network operators' certificates, this is clearly not an issue. The 

SPA is given these certificates upon entry to the market by the certification 

authority. Therefore, no CRL check needs to be made. 

However, for the other two certificated parties (the market operator and 

the service provider), these checks must be made. This is simple to do in 

the general case, as the verifying parties have fixed network connections to 

retrieve the CRL: the service provider can check the market operator's certifi­

cate, and the network operators can check the service provider's certificate. 

The more complex case is that of the self-representing user, who must 

verify the certificate validity of the market operator without a network con­

nection. Nothing can be done to improve this situation1 except encourage 

the user to retrieve and cache the Digital Marketplace CRL at every oppor­

tlmity. The list is likely to be extremely smail, and infrequently changing 1 

so this is not too onerous a demand to make. 
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Owner 

Market Operator 
Network Operator 
Service Provider 

Certifier 

Trusted Third-Party 
Market Operator 
Trusted Third-Party 

Users 

User 1 Service Provider 
Service Provider 
Network Operator 

Table 6.3: Certification in the Digital Marketplace 

6.8.3.3 Certification Trust Model 

As discussed above, three of the Digital Marketplace participant classes must 

have certificates to prove their identities. The certificate owner, certifying 

party, and the users of the certificate are enumerated in Table 6.3. 

Introducing this certification scheme raises the implication that the par­

ties involved must trust each other to some degree. There are four classes 

of actor in this trust system: the service provider, the market operator, the 

network operators, and the trusted third-party: see Figure 6.7. 

Legend 
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--~~ A certifies 8's identity 
- - - - -.. A trusts 8 to certify 

NAI 

I 

.. --
---------------

I 
I 
I 
I 
I 
I --------------------------

Figure 6.7: Certification and trust in the Digital Marketplace 

As discussed above, the trusted third-party's role is to certify the identi­

ties of the service provider and the market operator. Similarly the market 

operator is required to certify the identities of all network operators in its 

market. These certifications are only required to ensure that ch ating parti 

are identifiable and can be held accountable for their actions. 

Trust is limited to confidence that the trusted party will identify a.nd 
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certify parties with due diligence. In this respect, the service provider trusts 

the trusted third-party to certify the market operator, and trusts the market 

operator to certify the network operators. The network operators only rely 

on the trusted third-party to certify the service provider. 

6.8.3.4 Secure Messaging 

All communicating parties in the marketplace will have one or more public 

keys in their certificates; secure distribution of these certificates is described 

above. For secure messaging, we require that many messages are signed, and 

that some are encrypted. There are many possible schemes to achieve this: 

an example, using RSA as the cryptosystem, is given below. 

Digital signatures must be used to counter modification, replay, and re­

pudiation threats. Modification and repudiation threats are countered by 

a standard digital signature scheme. To counter replay threats, we require 

that each message contain a unique incrementing sequence number, and that 

participants reject any message which contains a sequence number less than 

or equal to one previously used. 

As described in section 3.2.3, PSS is currently the most secure scheme 

for REA signatures. All messages which need to be authenticated must be 

signed using this scheme. 

The RSA-KEM+DEM1 scheme described in ISO/lEe 18033[64], and in 

section 3.1.2.4, is appropriate for use in this setting. Only the connect and bid 

messages must be encrypted; no other messages have secrecy requirements. 

6.8.4 Collusion Detection 

Even with the authentication and secrecy measures described above, collusion 

is still a problem. Of all the collusion-related threats listed in Table 6.2, only 

the message modification attacks are solved. Messages can only be secretly 

dropped if the agent platform is unfair; as specified in section 6.8.2, all DMP 

agents will run in a verifiably-secure agent execution environment, which 

prevents this. The remaining modification and impersonation attacks are 

prevented by the use of message authentication, as dE',scribed in the previous 
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section. 

However, differential messaging and other discriminatory behaviour both 

remain possible. There is no way to modify the protocol to prevent such 

attacks from ever taking place. Therefore, as noted in the security require­

ments, the best approach to this problem of collusion is rapid detection. 

Every user of the marketplace should be able to detect unfair actions due to 

collusion, and report them to the judicial system. This should act as suf­

ficient deterrent to prevent these attacks from occurring, or at least reduce 

their frequency. 

Therefore, the remaining open collusion-related threats are: 

• MA modifying network operator list (section 6.6.5.3) 

• SPA modifying network operator list (section 6.6.5.4) 

• SPA sending differing contracts (section 6.6.5.4) 

• SPA making an unfair bid selection (section 6.6.5.6) 

• MA unfairly updating reputation (section 6.6.5.8) 

The first three of these can be grouped into an overall flow contract 

distribution problem; the last two must be considered individually. Each of 

these three classes is addressed below. 

6.8.4.1 Flow Contract Distribution 

It is vital that every network operator receives an identical flow contract at 

the start of the auction; otherwise, the market becomes distorted. As previ­

ously described, the procedure for distributing flow contracts is as follows: 

1. MA provides list of N As to SPA 

2. SPA creates flow contracts from session contract 

3. SPA sends flow contracts to each N A 
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Each of these stages corresponds to an attack above: the MA can modify 

the list of N As; the SPA can create different flow contracts for different 

NAs; the SPA can send flow contracts only to some NAs. These attacks 

are possible even with the security measures described above in place. The 

invitation message is sent outside the marketplace, so cannot be countered by 

using a secure agent platform; the SPA is an untrusted agent, so its behaviour 

in this regard cannot be regulated. 

There is therefore a need for some secure mechanism for distributing flow 

contracts, which counters the three threats described above. This can b 

achieved by fundamentally altering the flow contract distribution procedure, 

to route through a trusted Logging Agent (LA). See Figure 6.8 for a graphical 

representation of the consequences of this change. 

Figure 6.8: Previous flow contract distribution (left) compared with distri­
bution via secure logging agent (right) 

The MA no longer includes the list of NAs, reputations, and certificates 

with the invite message. Instead, the MA sends any changes in the NA list to 

the LA. The SPA needs the NAs' certificates (for bid signature verification) 

and reputations (for bid comparison). Therefore, the SPA requests these 

data from the LA as required. Similarly, to distribute a flow contract, th 

SPA sends it to the LA. 
Every NA in the marketplace subscribes to all messages leaving th LA. 

Therefore whenever the NA certificate list changes, or a flow contract is , 
tendered by a service provider, every NA will receive a copy of th m ag. 

This is true even if the MA modifies the list of certificates: as long as th N A 
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exists in the secure agent environment, it will be able to receive messages 

from the logging agent. 

This therefore solves the flow distribution problem: the MA carmot mod­

ify the list of NAs without being detected, and the SPA carmot unfairly 

distribute contracts. Of course, this is only true if the logging agent is fair, 

so there must be good reason for the network operators to trust it. This can 

be solved in exactly the same way as the verifiably secure agent environment: 

simply publish the source code to the agent, and run it in the secure agent 

platform. This will allow any user to verify that the code running matches 

the public source, and therefore that its behaviour is trustworthy. 

6.8.4.2 Bid Selection Decision 

The primary purpose of the service provider is to select the best network 

operator to provide network services, based upon the parameters of the bids. 

These parameters include price, commitment, and market reputation. The 

first two parameters can be thought of as the value of the bid: lower cost 

and higher commitment lead to higher value. 

Considering bids competing pair-wise, there are three outcomes for each 

bid. A bid can be clearly better, with higher value and better reputation; 

conversely, it can be clearly worse, with a lower value and poorer reputation. 

Any other combination of value and reputation leads to an unknown state, 

where the bids cannot be ordered without using some weighting function. 

It is the service provider's responsibility to develop an algorithm to choose 

between bids in such a state. 

Clearly, if a bid is overall better than any other, winning on both value 

and reputation, it must be the winner. If such a bid is not selected, the 

service provider can be determined to have unfairly chosen another bid from 

a colluding network operator. Similarly, if there exists a bid which exceeds the 

winning bid on both value and reputation, the service provider h8...., unfairly 

chosen between bids. 

To allow interested parties to verify this, the Logging Agent can again 

be used. This is achieved by requiring that the SPA decrypt and publish 
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the sealed bids at the conclusion of the flow, after step 8. With this auction 

report data, any interested party can evaluate the bids, and verify that there 

are no losing bids which are clearly better than the winning bids. 

Network operators must also be able to demonstrate that they actually 

placed a bid; otherwise, the SPA could simply drop the bid from the auction 

report and claim it was never received. Again, the LA can be used to store 

the encrypted bids until the end of the auction. This can also be used to 

demonstrate that the bid was placed before the deadline. 

6.8.4.3 Reputation Update 

Reputation is updated at the end of each flow contract, using a function with 

two parameters: the contract terms, and the commitment report. This func­

tion must be published so that both network operators and service providers 

can understand what the reputation value actually means. 

Unfair modification of reputation scores is the final collusion-dependent 

threat. This means any manipulation of reputation by the market operator 

which does not match the designated reputation function. For example, 

increasing or decreasing the reputation by too much or too little, or even not 

updating the reputation at all. 

Again, the Logging Agent is an appropriate tool for detection of such 

attacks. There are two additional message logging requirements: both the 

commitment report and the reputation update must be sent to the LA. These 

can then be retrieved by any interested party. 

All network operators subscribe to reputation update messages, and ver­

ify that reputations are updated appropriately. This verification can be done 

using the published reputation update function, and three data sets from 

the LA: auction report, commitment reports, and reputation updates. The 

network operator simply applies the reputation function to the first two pa­

rameters, and checks that the resulting reputation change is correct. 

Each network operator can choose to monitor its own reputation, all 

reputations, or a selection of its peers. The distributed nature of these checks 

discourage any unfairness on the part of the market operator, as it can always 
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be detected and punished for such actions. 

6.8.4.4 Logging Agent Summary 

Five classes of message are handled by the LA: the N A list, flow contracts. 

encrypted bids, auction reports, and commitment reports. The NA list con­

sists of certificates and reputations for each NA, and is updated only by the 

MA. A flow contract is sent by the SPA, forwarded by the LA to the NAs, 

and encrypted bids are sent by N As in response. A uction reports and com­

mitment reports are submitted at the end of the flow contract, following step 

8. Any user of the marketplace may subscribe to these messages. 

This data flow is a common pattern of agent systems, and is standardised 

by FIPA as the Subscribe Interaction Protocol[49]. An interested market­

place actor (the initiator) sends a subscribe message to the LA (the partici­

pant). This message includes a query, which specifies which data the initia­

tor is interested in receiving. The participant responds with either refuse or 

agree, depending on whether or not it can handle the subscription. If agreed, 

there then follows a series of inform-result messages from the participant, 

once initially and then again after every change. To stop receiving these 

updates, the initiator can cancel the subscription. The full protocol is shown 

in Figure 6.9. 

Because this is a standardised protocol, and nothing else is done by the 

Logging Agent, it is extremely simple to implement. Depending on the fea­

tures of the agent platform used, it may only be a few tens of lines of code: 

only FIPA standard technology is necessary to implement it. 

The argument for using a separate secure Logging Agent is based on this 

simplicity. As a system grows more complicated, it becomes more difficult 

to secure; the more complex the code, the more must be tested. The LA is 

almost trivial in its operation, and so it can be implemented and security-

audited very easily. 
A potential alternative would be to require that the Market Operator 

Agent be remotely-verifiable, but this would be a much more difficult task. 

The MA must interact with non-agent code to handle the LMC and agent 
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Figure 6.9: Message flow for FIPA Subscribe Interaction Protocol (left) and 
FIPA Cancel Meta-Protocol (right) 

migration, and so its implementation would be more difficult to verify as 

secure. 

6.8.5 Reputation 

A fair reputation system is vital to the success of the market. Without 

an accurate reflection of past behaviour, services from many sellers cannot 

easily be compared. Two aspects of the current reputation system must be 

addressed: the reporting mechanism, and the reputation updating function. 

6.8.5.1 Commitment Reports 

The most important issue with the reputation system as described in the cur­

rent protocol is in the reporting stage. As shown in section 6.6.4, the network 

operator is placed in a position of trust to report its failings. Economically, 

there is no incentive for it to act honestly, as doing so would only harm it 

r putation. Therefore, we must find another way of judging th performan 

of a network operator during a flow contract period. 

Of all actors involved in the marketplace only the mobil us r and th 

network operator are able to report on commitments. Cl arly th n tw rk 

operator cannot be trusted, and so th only pos ibl r port r i th mobil 
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user. 

It is important to note that wireless communications service can only be 

provided with probabilistic quality; there is no such thing as a 100% reliable 

radio linle This is the reason for the commitment level parameter in Digital 

Marketplace contracts, and for the lack of refunds in the case of service 

failure. 

If a money-back guarantee was the basis of the Digital Marketplace, the 

market would fail. Users could propose contracts with very low commitment 

level requirements in order to gain cheap service, and then demand their 

money back at the end of communications. Service received must be paid 

for, regardless of whether the quality commitments were met; therefore, the 

user has no incentive to make inaccurate reports. 

It is conceivable that a user could act in collusion with a network operator 

to reduce the reputation of other network operators. This class of security 

threat was noted in previous work, and it was conjectured that this must be 

countered using a bilateral reputation system[2]. However, such an attack 

would be impractical: to make any significant impact on reputation, a large 

number of calls would have to be made, and each would have a real financial 

cost to the colluders. This cost would cancel out any advantage gained by 

manipulating reputation in this way; it would be more productive to use this 

financial resource to undercut competitors instead. Therefore, there is no 

reason to distrust the user's reports, and they can be taken as accurate on 

the whole. 

6.8.5.2 Reputation Function 

Previous work assumed an extremely simple reputation function, which had 

fixed unit penalty and reward for failure and success. The problem with 

such a function is that it does not reflect the difference in services provided. 

Contracts with different commitment levels have different associated costs to 

fulfil: a higher commitment level is worth more than a lower one. 

Therefore, some reputation function must be implemented which takes 

into account both the commitment report, and the flow contract's commit-
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ment level. This is a complex problem in itself, and is outside the scope 

of these overall security requirements. For this reason, it is dealt wit h in 

chapter 7. 

6.8.6 Summary 

The first security measure is non-technical: there must be some judicial 

system for handling complaints about market unfairness, which has sufficient 

power to punish participants who act unfairly (section 6.8.1). Secondly, and 

also not directly related to the protocol, the marketplace must run in a 

secure agent execution environment; further, all users of the marketplace 

must be able to remotely verify the agent platform is secure, as discu..<)sed in 

section 6.8.2. 

All messages in the protocol must be authenticated, and many must be 

secret, which leads to the following set of security measures. There is a need 

for a public-key infrastructure, wherein all marketplace participants have a 

signed certificate to prove their identity and enable secure communications 

(section 6.8.3.1). The market operator must certify network operators, and 

there is also a need for a trusted third-party certifier; exact details of cer­

tification are given in Table 6.3. Requirements for message encryption and 

signing are given in section 6.9 below. 

To counter the collusion-related security threats, we require the use of a 

trusted Logging Agent, which must also be verifiably secure (section 6.8.4). 

This agent holds a secure public record of auction events, allowing peer­

verification of fair behaviour: for details on its operation, see section 6.8.4.4. 

Finally, there are two changes to make to the reputation system, as de­

scribed in section 6.8.5. First, the mobile user must report on commitment 

fulfihnent, rather than the network operator; otherwise, the reports will be 

extremely unreliable. Secondly, a new reputation function must be devised, 

which fairly reflects the difference in difficulty of providing flow contracts 

with different commitment levels. 
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6.9 Modified Protocol 

Incorporating these security measures significantly changes the protocol mes­

sage flow. This section presents the DMP protocol with the measures in place; 

the original protocol description can be found in section 6.5 on page 104. 

For clarity of comparison, the same stage numbering scheme is used as 

in the previous description. Some protocol stages now have additional mes­

sages defined, but the purpose of each stage remains the same. A graphical 

overview of the protocol flow is given in Figure 6.10. 

6.9.1 Session Initiation 

To use the Digital Marketplace, the user's terminal must locate a Logical 

Market Channel to communicate with the market operator. It must then 

indicate the location of its service provider, and desired service parameters, 

in order for the service provider to join the marketplace and begin negotati­

atiollS. 

6.9.1.1 1: Connection Request 

The User Terminal Agent (UTA) sends a Connection Request message to the 

Market Agent (MA). This request includes the network address of the user's 

service provider, and desired terms for the session contract. Both the user's 

authentication parameters and the session contract must be encrypted and 

signed, to prevent reading or tampering by the market operator. 

6.9.1.2 2: Migrate 

Next, the Market Agent forwards the encrypted part of the Connection Re­

quest to the user's service provider, as an invitation to join the marketplace. 

Also in this Migmte message is the market operator's certificate, used by the 

service provider to verify the authenticity of the marketplace. 

At this stage, the service provider validates the signature in the mar­

ket operator's certificate, also checking that it has not been revoked. It 

then sends a Remote Attestation request to verify the integrity of the AgE'nt 
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Execution Environment and the Logging Agent. This is optional, and the 

protocol may proceed without a remote attestation, at the discretion of the 

service provider. 

6.9.1.3 3: Join 

If the market environment is found to be valid, the service provider responds 

by migrating a negotiating Service Provider Agent (SPA) into the market­

place. This mobile agent code is run by the marketplace's agent execution 

environment. 

Immediately upon joining the marketplace, the SPA locates the local 

Logging Agent (LA) using the marketplace Directory Facilitator[50]. It then 

requests the list of Network operator Agent (NA) addresses, certificates, and 

reputations from the LA. The LA responds with this information. 

6.9.2 Contract Negotiation 

After analysing the session contract terms provided by the user, the SPA 

creates one or more flow contracts. If more than one flow contract is deemed 

to be necessary, the only effect is that several instances of the following three 

stages are executed in parallel. 

These three stages of the protocol deal with distributing the flow contract, 

gathering and recording the bids, and indicating which bid(s) won. The ma­

jor change here over the current protocol is that almost all communications 

are via the Logging Agent, for later verification purposes. 

6.9.2.1 4: Flow Contract 

SPA sends the signed Flow Contract message to the LA. The LA then 

forwards this message to all subscribers; this includes all NAs partkipating 

in the marketplace. 
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6.9.2.2 5: Bidding 

Each NA either ignores the contract, or responds with an encrypted and 

signed Bid message. All bids are sent to the LA, and must be received 

by the fixed deadline specified in the flow contract. When all NAs have 

responded, or the deadline has been reached, the LA forwards all bids to the 

SPA. 

6.9.2.3 6: Bid Selection 

The SPA combines the reputations and bids of each participating N A, and 

selects a winner. The winning NA is notified by the SPA, using a signed 

Accept message. The accept message includes a flow contract reference, bid 

reference, and the address and public key of the UTA. 

6.9.3 Establishment to Termination 

With the winning NA or NAs for the session notified, the end-user com­

munications session can start. Once every flow is concluded, the session is 

terminated, and the reporting process begins. 

6.9.3.1 7: Flow Establishment 

Each winning N A sends a signed Establish message to the UTA. This includes 

information on how to use the network operator's services, and a copy of the 

Accept message to demonstrate that the NA is entitled to provide service. 

The user's mobile terminal then starts the communications flow, and makes 

use of the network services as normal. 

6.9.3.2 8: Flow Release 

At the end of the communications session, the UTA indicates that it wishes 

to terminate the flow using a signed Release message. This marks the end of 

the communications flow. 
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6.9.3.3 9: Terminate Session 

The NA then contacts the SPA to indicate the end of the flow, using a signed 

Terminate message, including a copy of the Release message. This defines 

the end of the billing period, and the start of the auction report process. 

6.9.3.4 10: Report 

Reporting is a multi-step stage. First, the UTA sends a signed Commitment 

Report to the LA, which includes a reference to the NA and flow contract, 

and a binary 'passed/failed' flag. The LA forwards this report along with 

the flow contract to any interested parties, most importantly the MA, as a 

Flow Report. 

Next, the MA updates the relevant NA's reputation, using the reputation 

function parameterised with the flow contract and the commitment report. 

The MA then sends a Reputation Update message to the LA, which forwards 

it to interested NAs. 

Finally, the SPA decrypts and sends all bids to the LA as the Auction 

Report. Again, this is forwarded to N As for verification. 

6.9.3.5 11: Leave 

At the end of the reporting stage, the SPA is instructed by the MA to leave 

the marketplace. This concludes the DMP protocol session. 

6.9.4 Message Signing and Encryption 

Many messages in the protocol flow must be signed, and some must be en­

crypted. For clarity, all messages are listed in Table 6.4, along with their 

cryptographic requirements. 

6.10 Analysis 

The security measures described above are aimed to directly counter the 

threats found in section 6.6. This section justifies each measure, demonstrat-
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Step Message Signed Encrypted 

1 Connect ./ ./ 
2 Migrate ./ 
3 Join 

List Query 
List Inform 

4 Flow Contract ./ 
5 Bid ./ 
6 Accept ./ 
7 Establish ./ 
8 Release ./ 
9 Terminate ./ 
10 Commitment Report ./ 

Flow Report 
Reputation Update 
Auction Report 

11 Leave 

Table 6.4: Encrypted and signed messages in the Digital Marketplace 

ing that every security threat is dealt with. By doing so, it is shown that the 

measures described here will secure the Digital Marketplace under the threat 

model given in this chapter. 

The security threats are again collected into the three components of 

the protocol: session initiation, contract negotation, and establishment to 

termination. Protocol steps with no specific security threats are omitted 

from this analysis: these are the join and leave steps. 

6.10.1 Session Initiation 

1: Connection Request 

Authentication Replay By inspecting and saving the contents of the con­

nection request, a malicious market operator could reuse the authentication 

parameters to pretend to be the mobile user (see section 6.6.1.1). This was 

solved by specifying that the connection request message must be encrypted 

such that only the service provider can read it (see section 6.8.3). 
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Message Replay Alternatively, the market operator could simply record 

the entire connection request message, and later resend it to the service 

provider (see section 6.6.1.1). With the security measures in place, this is 

not possible due to the replay-proof authentication scheme, again specified 

in section 6.8.3. 

Modifying Connect Finally, the market operator could alter the comlec­

tion request message before forwarding it to the service provider, in order 

to favour colluders (see section 6.6.5.2). The message authentication scheme 

specified in section 6.8.3 is employed to prevent such attacks; modification 

of the request message would be detected by the service provider. 

2: Migrate 

Selective NA List In the previous protocol design, the list of Network 

Operator Agents was transmitted with the migration request. This meant 

that the market operator could modify this list to the advantage of its col­

luders (see section 6.6.5.3). The counter-measure to this attack is to change 

the distribution of the NA list, as described in section 6.8.4.1. 

6.10.2 Contract Negotiation 

4: Flow Contract 

Selective Contracts A dishonest service provider could previously send 

contracts only to certain network operators, excluding those not in collusion 

with it (see section 6.6.5.4). To counter this, flow contracts are distributed 

by a secure logging agent, as described in section 6.8.4.1. This ensures that 

every registered N A receives every flow contract. 

Differing Contracts Similarly, a service provider could send different con­

tracts to colluding network operators, effectively excluding others from win­

ning the auction due to unfair terms (see section 6.6.5.4). Again, the cen­

tralised flow contract distribution described in section 6.8.4.1 ensures that 
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this is not possible. The service provider only sends one contract, which is 

duplicated by the secure logging agent. 

5: Bidding 

Fake Bid In the bidding stage, a malicious network operator could place 

a bid on behalf of another network operator, in order to hinder its ability 

to compete in auctions (see section 6.6.1.2). This threat is countered by the 

message authentication mechanism described in section 6.8.3. The service 

provider can verify the signature on each bid to ensure that it was really 

placed by the appropriate network operator. 

Bid Repudiation A network operator could place an overly aggressive 

bid, and later claim that it was placed by someone else (see section 6.6.2). 

This is also solved by the signature scheme described in section 6.8.3, as the 

non-repudiation feature ensures that only the real network operator could 

have placed the bid. 

Bid Inspection While bidding is taking place, a network operator could 

wait for others to bid, and place a minimally better bid, in order to win with 

maximum profit (see section 6.6.3). The counter-measure to this attack is 

that all bids are encrypted to be readable only by the service provider, as 

described in section 6.8.3. Therefore, network operators cannot read each 

others' bids, and this threat is removed. 

Modified Bid An attacker could modify the contents of a bid, in order to 

damage the network operator who placed it. This could cause them to win the 

auction at too Iowa price, or to lose the auction unfairly (see section 6.6.5.5). 

Again, digitally signing bids as described in section 6.8.3 ensures that they 

cannot be modified without detection, and counters this threat. 

Deleted Bid Finally, the market operator could delete bids as they are 

placed, before reaching the service provider (see section 6.6.5.5). However, 
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with the secure agent execution environment described in section 6.8.2, dele­

tion of bids is not possible, and this threat is countered. 

6: Bid Selection 

Fake Acceptance An attacker could send a message indicating acce~ 

tance of a bid to a network operator, when in fact the bid was not accepted. 

This could lead to provision of service where it was not paid for (see sec­

tion 6.6.1.3). The counter to this threat is the message authentication scheme 

described in section 6.8.3, which would allow the network operator to verify 

that the acceptance came from the service provider. 

Unfair Selection The service provider could unfairly select the winning 

bid from all those presented to it (see section 6.6.5.6). This is countered by 

enforcing a public auction reporting process as described in section 6.8.4.2, 

which allows any interested party to verify that the winning bid was not 

clearly worse than any other bid, and therefore the bid selection was fair. 

6.10.3 Establishment to Termination 

7: Flow Establishment 

Deleted Establish A malicious market operator could delete the estab­

lish message before it reaches the user, preventing service provision from 

taking place. This would damage the network operator's reputation (see sec­

tion 6.6.5. 7). This is again countered by using the secure agent execution 

environment described in section 6.8.2, which prevents deletion of messages 

in transit. 

8: Flow Release 

Fake Release An attacker could send a release message, purportedly from 

the user which would end the communications flow. This would deny service , 
to the user, and reduce the bjJ]jng period of the network operator (see sec-

tion 6.6.1.4. This is prevented by requiring that the flow release message is 
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signed by the user, as described in section 6.8.3. Then, the network operator 
must only accept verified release messages. 

9: Terminate Session 

Fake Termination Similarly to the previous thereat, an attacker could 

send a false session termination request, reducing the network operator's 

billing period (see section 6.6.1.5). Again, this is countered by requiring that 

the terminate message is signed, as described in section 6.8.3. 

10: Report 

Fake Report Another threat due to impersonation exists in the reporting 

stage. An attacker could submit a session report in order to manipulate 

the reputation system (see section 6.6.1.6). Once more, authenticating the 

message counters this threat, as described in section 6.8.3. 

Falsified Report The previous reputation system required that the net­

work operator submit reports on its own performance, which clearly encour­

ages inflated reports (see section 6.6.4). This is not an issue with the secured 

protocol, as the reputation reports are required to come from the mobile 

user, as described in section 6.8.5. 

Ignored Report Commitment reports were previously sent to the market 

operator in order to update the relevant network operator's reputation. A 

colluding MA could ignore negative reports, to falsely inflate its colluders' 

reputations (see section 6.6.5.8). This is countered by requiring a public r~ 

utation update phase, as described in section 6.8.4.3. This allows interested 

parties to ensure that the network operator's reputation was updated fairly. 

Modified Report Similarly, the user's commitment report could be mod­

ified by the MA to favour its colluders (see section 6.6.5.8). To counter this, 

it is required that the user's report be signed, as described in section 6.8.3. 
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Step Threat Section Measure Section 

1 Authentication replay 6.6.1.1 Encryption 6.8.3 
Message replay 6.6.1.1 Authentication 6.8.3 
Modifying connect 6.6.5.2 Authentication 6.8.3 

2 Selective NA list 6.6.5.3 Contract distribution 6.8.4.1 
4 Selective contracts 6.6.5.4 Contract distribution 6.8.4.1 

Differing contracts 6.6.5.4 Contract distribution 6.8.4.1 
5 Fake bid 6.6.1.2 Authentication 6.8.3 

Bid repudiation 6.6.2 Authentication 6.8.3 
Bid inspection 6.6.3 Encryption 6.8.3 
Modified bid 6.6.5.5 Authentication 6.8.3 
Deleted bid 6.6.5.5 Secure platform 6.8.2 

6 Fake acceptance 6.6.1.3 Authentication 6.8.3 
Unfair selection 6.6.5.6 Auction report 6.8.4.2 

7 Deleted establish 6.6.5.7 Secure platform 6.8.2 
8 Fake release 6.6.1.4 Authentication 6.8.3 
9 Fake termination 6.6.1.5 Authentication 6.8.3 
10 Fake report 6.6.1.6 Authentication 6.8.3 

Falsified report 6.6.4 User reporting 6.8.5 
Ignored report 6.6.5.8 Public update 6.8.4.3 
Modified report 6.6.5.8 Public update 6.8.4.3 

Table 6.5: DMP security threats and counter-measures 

Then, the public update phase described in section 6.8.4.3 would allow any 

interested party to verify that the report was not modified. 

6.10.4 Summary 

In this section, each security threat has been reiterated and summarised, and 

linked to a countering security measure. Every threat has been countered 

by the work presented in this chapter, and therefore the Digital Market­

place protocol is secured under this threat model. A summary of the threats 

and counter-measures, along with references to the relevant sections of this 

chapter, is given in Table 6.5. 
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6.11 Conclusions 

The Digital Marketplace has the potential to revolutionise mobile network 

service provision. By creating a freely-operating market, and lowering the 

barrier to entry, competition will be increased and costs lowered. This in 

turn will encourage greater uptake of next-generation mobile services, and 

the benefits to the mobile user can only increase. 

However, without a securely designed protocol, the market cannot be 

relied upon to operate freely. This is a major obstacle to the adoption of the 

DMP: until it can be demonstrated that the marketplace will work fairly for 

all, service providers and network operators will not be interested. 

This chapter has presented a thorough security analysis of the existing 

Digital Marketplace design. From the threats found in the analysis stage, 

a set of security requirements were derived. A detailed series of counter­

measures to these threats were presented and justified, and a modified and 

secured protocol was described. Finally, each security threat was taken in 

turn and shown to be countered by a matching security measure. 

At this stage, two areas of work must be covered before the Digital Mar­

ketplace can be used as an anonymous network access scheme. As noted 

above, a reputation system which is appropriate for the specific needs of the 

Digital Marketplace must be designed. This is a complex problem, and is 

dealt with in detail in chapter 7. 

With a reputation system, and the above secured protocol, the DMP can 

be considered secure. However, anonymity has not been considered at this 

stage. This requires a re-examination of the security properties of the Digital 

Marketplace, and the invention of some method for enabling anonymous 

network access. This is covered in chapter 8. 
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As described in section 5.3, the Digital Marketplace allows users and 

their service providers to negotiate for network service in real-time. Users 

can connect to a mobile network which is owned by any participant in the 

market, and do so at the best price and performance available to them. One 

potential problem raised by this approach is that the user has no long-term 

relationship with the network operator, and therefore does not necessarily 

trust them to provide service as contracted. 

In traditional markets, the customer has ample time to assess the trust­

worthiness of available sellers. However, each DMP transaction must com­

plete quickly and without interaction, or the interruption to the user will be 

noticeable. Therefore, the marketplace must provide some way to allow a 

user's agent to select a bid based on the estimated reliability of each network 

operator. The best way to do this is to employ a marketplace-wide reputa­

tion system, which represents past behaviour of each network operator, and 

provides it to bid-selecting agents. 

7.1 Introduction 

The Digital Marketplace reputation system has a number of constraints. It 

must be simple enough to be understood, compared, and updated rapidly, 

to ensure that the marketplace protocol completes rapidly. Each operator's 

reputation must be updated based on exactly three variables: the previous 

reputation, a flow contract, and a binary success/failure report. Finally, the 

reputation score must reflect a fairly complex system, in such a way that 

a service provider can quickly distinguish between reliable and unreliable 

network operators. 

7.1.1 Reputation in the Digital Marketplace 

Section 6.S.5 describes how a reputation system should integrate with the 

Digital Marketplace protocol. The reputation of each Network Operator 

Agent (NA) is calculated by the Market Operator Agent (MA), and recorded 
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by a secure Logging Agent (LA). All reputations are forwarded to the service 

provider agent (SPA), along with the NAs' addresses and public keys to 

allow the SPA to consider the reputation along with the bids. N As also 

receive copies of the reputations, to allow them to reflect on the current 

market status, and also to ensure that their reputation is updated fairly. 

The SPA reports back to the MA on behalf of the user on the quality-of­

service received for the call; this report consists of a copy of the flow contract 

c and a binary success/failure indicator (j. The MA then calculates the new 

reputation value r' for the relevant N A, based on the previous reputation r 

and the other two parameters: that is, r' = f (r, c, (j), for some reputation 

update function f. 
A reputation update message is then sent to the Logging Agent, which 

updates its stored reputation value for the NA and forwards the report to 

interested parties. See Figure 7.1 for a graphical representation of this mes­

sagmg process. 

t::" 

Store 

~r= 
,~ 

Update .. LA 
Reputation 

... 

MA - SPA ..--- ....-
Report 

t 1 + 
NA 1 NA2 ... NAn 

Figure 7.1: Flow of reputation-related messages 

7.1.2 Commitment Levels 

Flow contracts in the DMP include commitment levels and th reputation 

system must reflect this. As described in section 6.5.2.3, commitm nt I v I is 
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a statistical goal of service provision. One provider may agree to a 95% com­

mitment level, while another may offer 90% commitment at a lower cost. The 

user's agent may choose between the more reliable provider, or the cheaper 

one. To exactly meet their commitments, the first provider must provide the 

agreed service for 95% of all calls, but the second only needs to achieve 90% 

success rate. If service is provided more often than this, commitments are 

exceeded, and the operator is considered more reliable. Otherwise, if failure 

occurs more often, the operator is considered less reliable. 

The goal of the reputation system is to differentiate between varying 

providers by their past reliability. Providers who achieve higher quality-of­

service levels should have better reputation scores, and those who do not 

reach their commitments should have poorer reputation scores. Therefore, it 

is reasonable to require that if the two providers above exactly achieve their 

respective commitment levels, their reputations should be both equal and at 

the centre of the scale. This allows room for providers to demonstrate relia­

bility above their commitment, and to catch those providers who consistently 

fail to meet their targets. 

An important consequence of this is that providers must not be punished 

for providing a low quality-of-service, if that is what is agreed in the flow 

contracts. The reputation system should allow the market to operate freely 

in this regard; if the user wishes to agree to a contract with a very low 

commitment level, the system should not penalise the service provider for 

offering it. Reputation is affected purely by how well the provider meets the 

agreed level of commitment. 

7.1.3 Requirements 

There are four requirements which must be met for a function to be deemed 

suitable for the Digital Marketplace reputation system. These are: 

Simple Output Reputation should be a scalar value, to simplify compari­

son 

Success Dependent Change in reputation should relate to success and 
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commitment, such that a network provider is rewarded or punished 

statistically and symmetrically based on success/failure and the com­
mitment level agreed 

Commitment Scaling Contracts with higher commitment levels must re­

sult in a larger change in reputation than those with a lower commit­
ment level 

Responsive Reputation must reflect recent behaviour, rather than the full 

lifetime of the network operator 

7.2 Related Work 

The most widely-used electronic marketplace reputation system is on eBay, 

the internet auction site. Analytical work by Dellarocas has shown that bi­

nary reputation systems such as eBay's are capable of being well-functioning, 

if sellers and buyers assess feedback scores correctly[33]. Empirical exami­

nations of the system by Resnick et al. have shown the system to function 

adequately, despite its imperfections[97][98]. 

However, while lessons can be learned from the eBay system, it cannot 

be used in the Digital Marketplace. Two differences in the marketplaces are 

of particular importance. First, eBay does not differentiate between buyers 

and sellers, but the D MP separates these two classes of actor; also, unlike 

eBay, the buyer/seller roles are never reversed. The second difference is that 

the DMP enforces at least half-completion of the transaction. Bidders can 

win auctions on eBay, and fail to pay; this cannot happen in the DMP, and 

so recording non-payment is not an issue. 
Initial research into DMP security had suggested need for reputations for 

all users[2]. This was presented as a counter-measure to reputation attacks, 

where users would maliciously file negative reports against certain network 

operators. Further analysis of the situation shows this scenario to be unlikely. 

The DMP enforces payment, by blacklisting non-paying service providers; 

therefore, such an attack would be expensive. Additionally, with a weIl­

designed reputation function, which is responsive to good network operator 
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performance, an attack against the system would have to be of such immense 

scale as to be unfeasible. The money spent by the network operator on this 

attack would be better spent undercutting its competitors in the market. 

From these analyses, it is clear that the D MP does not require a bilat­

eral reputation system. The sets of buyers and sellers do not intersect, and 

reneging on payment is not an issue. Additionally, false-report attacks on the 

system are made economically non-viable by the payment structure. There­

fore, a DMP reputation system need not record the reputation of users, only 

those of network operators. 

7.3 Previous Reputation Function 

Initial work on the Digital Marketplace described a simple linear reputation 

function[77]. The function outputs a network operator's penalty, which is cal­

culated from a sequence of commitment reports. Each call has a commitment 

report Coi, which is recorded as 0 (for failure) or 1 (for success). A network 

operator's penalty p for depth d is then calculated by the following equation: 

1 d 

p=-Ll-Coi 
d "=0 ,-

This means that a penalty of 1 is applied for a failure, and no penalty 

for success; then, the penalty score is simply the average of these penalties 

over the most recent d commitment reports. The depth parameter is used 

to ensure that the network operator is not permanently punished for poor 

performance; only recent calls are taken into account. 

However this function does not take into account the commitment level , 
for a flow contract, which makes it unsuitable for use in a secure Digital Mar­

ketplace. This is demonstrated, by comparison with the reputation function 

proposed here, in simulation results presented in section 7.5. 
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7.4 Proposed Reputation Function 

AB the previously-published reputation systems are inappropriate for the Dig­

ital Marketplace, a new function must be designed. This chapter proposes 

a reputation update function which fits with the previously-described repu­

tation system. The reputation update function takes three parameters: the 

current reputation r, user success report (J, and a commitment level c. 

Reputation r is restricted to lie between 0 and 100, where 0 is the worst 

possible reputation, and 100 is the best. The success report (J is 1 if the call 

completed successfully, and 0 if the call failed to complete. The commitment 

level 0 < c < 1 represents the expected probability of success. 

Reputation is updated using the formula: 

r' = { min(r + 1,100) if (J = 1 
max(r - -L 0) if (J = 0 

I-c' 

For example, with c = 0.8, and a 5-call sequence of (J = (1,1,1,1,0), 

the reputation updates will be (1,1,1,1, -4) = o. The function ensures that 

failure causes reputation loss to a degree proportional to commitment: failure 

with c = 0.8 leads to a reputation update of r' = r - 4, because we would 

expect four of five calls to succeed. 

This expected change in reputation can be expressed more formally. If 

(f = 1, then the change in reputation r6 = 1; if (J = 0, then T6 = -l~c' Let 

s be the probability of success; that is, the probability that (J = 1 for every 

call. Then, the expected value of T6 is given as 

C 
E(T6) = S x 1 + (1- s)( 1- c), 

If the proba.bility of success exactly meets the commitment level, then 

s = C, and 

E(r6) = ex 1 + (1- C)(-l~) 

= c- C = O. 

This property means that, over the long term, an operator with success 

rate exactly equal to commitment level will see no change in their reputa-
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tion. Those who fail to meet commitment levels will suffer reputation loss, 

and those who consistently exceed requirements will increase their reputa­

tion. The magnitude of change increases with the deviation from the agreed 

commitment level, asymptotically towards the upper and lower limit for in­

creased and decreased reliability, respectively. 

Initial reputation value for new network operators is set at 50, the centre 

of the range. This value is chosen to ensure that newly-joining operators 

are not given any advantage nor any penalty. However, this also means 

that a poorly-performing operator (one with a reputation below 50) will 

have an incentive to leave the market and rejoin to reset their reputation. 

However, external constraints to the reputation system ensure that this will 

not happen. Entering the market requires an ofHine key exchange with the 

market operator, which implies a long delay and presents an opportunity for 

the market operator to detect such fraudulent activity. 

This function meets the four requirements specified in section 7.1.3. The 

output of the function is a scalar value, which makes comparison between 

network operators very simple. Each reputation update is dependent on the 

success or failure of the call, and negative results are also dependent on the 

commitment. The magnitude of reputation degradation scales with commit­

ment value, such that higher-commitment calls can result in greater level of 

punishment for failure. Finally, the reputation value is limited between 0 

and 100, which ensures that the reputation reflects only a limited number of 

contracts. 

7.5 Simulation and Analysis 

The reputation function was simulated for a number of representative situa­

tions. Results are averaged over 250 runs, and displayed with a 95% confi­

dence interval. Simulated network operators are paramaterised with initial 

reputation, call success probability, and a function for temporal variation in 

success probability. 
Several simulation scenarios were tried, with varying levels of agreed com-

mitment, success, and over a variable number of calls. Note that call success 
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probability is independent of commitment level: a network operator with 

s = 0.95 will have 5% of its calls fail, regardless of commitment. Also, no 

negotiations took place for these simulations, as only the reputation function 

is under test; therefore, network operators are entirely independent. 

Other values of the constants for this function were examined: the limit 

of 0-100 for r and the weighting of r6 can be changed to any arbitrary 

numbers. These were chosen for two reasons. First, a scale between 0 and 

100 is easily understood as analogous to a percentage. More importantly, the 

response and stability of the function with these chosen values was found to 

be appropriate for the requirements of the system. 

Along with the proposed reputation function, the previously-published 

penalty-based system[77] was simulated for comparison purposes. As de­

scribed in section 7.3, the penalty depth can be configured; for these simula­

tions, a depth of 200 was chosen, in accordance with [77]. 

Five sets of simulation results are presented below. First is a simple 

example of several network operators, each with a different fixed success 

level which is close to the agreed fixed commitment. Then, the opposite 

approach is taken: several network operators with fixed success rate, but 

each responding to flow contracts with different commitment levels. This is 

followed by an examination of the response to an instantaneous degradation 

of success rate, while commitment remains fixed. Next, the functions are 

compared for recovery time from minimum reputation, for various success 

rates. FinaJIy, the effects of a temporary degradation followed by recovery 

are presented. 

7.5.1 Success Level Spanning Commitment 

Figure 7.2 shows reputation for five network operators over 3000 calls with 

90% commitment level. The operators have success levels spanning 2% ei­

ther side of the commitment level, with one operator exactly matching the 

requirement. 
The operator who matches the required commitment has 8. reputation of 

around 50%, while those who exceed and fail have appropriately higher and 
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lower reputations. Importantly, the network operators with success level of 

only 2% above or below the commitment level have reputations 30% away 

from the centre. This shows the responsiveness of the reputation system to 

failure and success. 

It is clear from this result that even tightly-spaced success levels allow 

for easy differentiation between operators. With only 1 % difference in suc­

cess, the top two operators have a reputation difference of around 12% on 

average. Also note that at no point do any of the reputation scores overlap, 

demonstrating that the system is fair. 

7.5.1.1 Penalty Function 

Figure 7.3 is for an equivalent simulation run, using the penalty function 

instead of the proposed reputation system. Again, the five operators have 

success levels separated by 1%. 

As can easily be seen, there is very little separation between the operators 

for this function: all five network operators have penalty values ranging from 

0.075 to 0.125. The penalty values do not overlap at any point. However, very 

little of the possible penalty range is used; it would be desirable that those 

operators whose success is marginally below the commitment level have a 

reputation which is clearly distinguishable from those who exactly meet their 

commitments. This property is given by this chapter's proposed function, 

but not by the penalty system. 

Both functions perform similarly with lower success rates. This is shown 

in figures 7.4 and 7.5, which have commitment levels of 70% and 50% re­

spectively. As before, network operators have success rates spanning ±2% 

around this value. 
On the left of each figure is the result of using the proposed reputation 

function: it takes longer to reach steady state for the lower commitment 

levels, but there is still clear distinction between the well-performing and 

under-performing network operators. In comparison, the penalty function is 

shown on the right. The result is almost identical to that for every com­

mitment level; the only difference is the penalty value around which the 
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operators are centred. 

7.5.2 Differing Commitment Level 

The success of the proposed reputation function is most clear in situations 

with different commitment levels for each network operator. Figure 7.6 i th 

result of a simulation run where all of the five network operators had a ucc 

rate of 90%, but each was handling contracts of a different omrnitment 1 v l. 

The commitment level varies from 80% to 95%, in steps of 2.5%. 

As expected, the result for the proposed function is v ry imilar tl 

situation where commitment is fixed and succ s vari ,. Op rat rs wh 

commitment exactly matches their succ ss level hav a r putation II "ax th) 
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centre of the range. Those who are more successful than required have a 

much higher reputation, and those who fail to meet commitments have a 
poor reputation. 

When the same situation is simulated with the penalty function, a com­

pletely different result is achieved. Figure 7.7 shows an equivalent simulation, 

with fixed success rate of 90%, and commitment ranging from 80% to 95%. 

The figure shows that every network operator has exactly the same reputa­

tion. 

This is because the penalty function does not take into account the com­

mitment level of the contracts agreed. Comparing these two simulations 

helps demonstrate why this is a problem. Consider two network providers, 

a and b. Provider a agrees to a commitment ratio of 85%, and experiences 

a success rate of 90%. Provider b agrees to a commitment ratio of 95%, and 

has the same success rate of 90%. 

Clearly, provider a should have a higher reputation than provider b. 

Provider a has not only met its contractual agreements, but exceeded them; 

provider b has failed to yield the service level it agreed to. The reputation 

function proposed in this chapter meets this requirement, as is clear from 

Figure 7.6. 

However, the penalty function gives all network providers with equal suc­

cess level the same reputation score, as shown in Figure 7.7. This makes it 

impossible for a service provider to distinguish between a network operator 

which is exceeding its commitments, and one which is failing, all other things 

being equal. For this reason, the reputation function proposed in this chapter 

must be preferred over the penalty-based function for deployment in a viable 

Digital Marketplace. 

7.5.3 Degradation Response 

A Digital Marketplace reputation function must quickly respond to chNlges 

in the behaviour of the participants. One important example of this is when 

a previously-reliable operator begins to under-perform. The operator's repu­

tation score must decrease, and rapidly enough to ensure that recent market 
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l. 

behaviour is reflected. 

Figures 7.8 and 7.9 display the simulation results for a scenario where 

a sudden drop in success level occurs. The commitment level is fixed at 

85%, with operator success levels initially set to 85%, 90%, and 95%. After 

3000 calls, these success levels drop by 10 points, to 75%, 80%, and 85%, 

respectively. 

This chapter's proposed reputation function is shown in Figure 7.8, and 

the initial results are as expected: the two operators with success level above 

commitment have high reputations, and the operator with success equal to 

commitment has a centre-valued reputation. Likewise, the steady-state re­

sults after success levels are lowered are desired: only the most successful 

operator, at 85%, retains a good reputation score. 

One interesting feature of the results is that success level affects response 

rates. The network operator with poorest performance (75% success level) 

suffers a rapid drop in reputation. Within 100 calls, the operator's reputation 

drops from 50 to 10, then within another 100 calls lowers slightly to its steady­

state reputation of around 5. 

The other two network operators have a less rapid loss of reputation. The 

network operator with final success level of 80% drops to a reputation of 56 

within 100 calls, and takes a total of 500 calls to reach a steady-state value 

of 8. The third network operator drops only 16 points within 100 calls, from 

98 to 82; its steady-state value of 50 is reached after 1000 calls. 

These results show that the proposed reputation function responds very 

rapidly when the success rate is significantly below the agreed commitment 

rate; less rapidly when success is marginal1y below the commitment; and 

slowly when success is equal to commitment. Most important is the fact that 

operators which perform very poorly have their reputation scores updated 

very quickly to reflect their change in behaviour. 

Simulation results for the penalty-based system in the same circumstances 

are shown in Figure 7.9. All three operators take around 200 calls to drop 

from their initial reputation score to their steady lower score. Therefore, 

the penalty function's response delay is approximately equal to that of the 

proposed function, when considering network operators with success level 10 
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points below commitment. 

7.5.4 Recovery From Minimum Reputation 

Figure 7.10 shows five network operators with initial reputation of 0, servicing 

1600 calls with a commitment level of 90%. The operators have success 

probability ranging in 2.5% increments from 90% to 100%. 

This simulation shows clearly the difference in positive rate of change for 

differing success levels. The results show that, for this commitment level, 

the operator with success level matching the commitment takes around 600 

calls to reach its steady-state reputation. In sharp comparison, a network 

operator with a 5% increase in success rate reaches its peak at only 300 calls, 

and another 5% increase peaks within 100 calls. Both of these providers also 

have much higher reputations. 

Clearly, the system rewards exceeding commitments, both in stable repu­

tation value, and in the rate at which this is achieved. This would encourage 

operators to realistically assess their acheivable commitment levels, and ex­

ceed them wherever possible. 

In comparison, the penalty function results shown in Figure 7.11 are 

equally quick for all success levels. At 200 calls, all five network opera­

tors have reached their steady-state reputations. This again shows that the 

penalty function is slower to respond to success exceeding commitment, and 

faster for success below commitment. 

7.5.5 Temporary Degradation and Recovery 

The final simulation scenario is a combination of the previous two situations. 

This gives an idea of the response of the reputation function to a temporary 

decline in service level, both in terms of how quickly the reputation falls to 

reflect degradation, and how quickly it rises to reflect resumed quality of 

service. 
Network operators in Figure 7.12 suffer a synchronised degradation of 5 

points in success value, between 1500 and 2500 calls. The commitment level 

is fixed at 90%, and the network operators' initial success values are 100%, 
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95%, and 90%. Therefore, these success values drop to 95%, 90%, and 85% 

respectively for 1000 calls starting at c = 1500. 

At 1500 calls, the operator with 90% initial success suffers a rapid and 

severe loss of reputation, as its success percentage drops to 5% below the 

call commitment level. Within 100 calls of the degradation, the operator has 

lost 30 points in reputation, which is a clear indicator to customers that it is 

not fl1JflJJing its commitments. This demonstrates that the system is quickly 

responsive to failure. 

The other operators' reputations also drop: the 95% operator approaches 

the steady-state value of r = 50 at 2300 calls, and the 100% operator loses 

only 5 points of reputation. This shows that the system does respond to 

lowered levels of success, although not as rapidly. Both providers are still 

meeting their commitments, so their reputations remain above the central 

point. 

With the degradation removed at 2500 calls, all three operators begin to 

recover. The recovery rate is clearly proportional to the difference between 

success and commitment: the 90% operator has the slowest recovery, reaching 

its initial reputation around 1000 calls later. The 95% operator recovers 

within 300 calls, and the 100% operator within 100. 

Figure 7.13 shows the results of the same scenario under the penalty 

function. As before, it is notable that all providers suffer equal reputation 

loss, as commitment level is not taken into account. Also, the reputation 

change time is again 200 calls, both to reach the lower reputation, and to 

return to the initial score. 

7.6 Conclusions 

Chapter 6 has shown the Digital Marketplace to function securely if an appro­

priate reputation function is used. Current reputation systems fail to meet 

the DMP's needs, by assuming bilateral reputation (eSay-like systems), or 

failing to support service commitment levels (penalty-depth system). Bi­

lateral reputation was considered, but deemed inappropriate for the Digital 

Marketplace, which enforces payment regardless of success; and recogn.isiDg 
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differing commitment levels is vital to ensure that the reputation reflects 

contract fulfilment, not simply call success rate. 

This chapter presents a new reputation function, which acts fairly with 

the real-world constraints of probabilistic service provision. The function re­

wards providers which exceed their commitment level, punishes those which 

fall short, and ensures that those which exactly meet their contracted com­

mitments have a median reputation. 

Comprehensive simulation results are given to demonstrate that the func­

tion operates fairly under a number of important scenarios. Reputation value 

is related to how well the provider meets commitments, not merely its gross 

success rate. Rate of improvement or decline in reputation is also related to 

the difference between commitment and success, but is of the same order as 

that of the previously-proposed system for the scenarios under test. Finally, 

the function is also simple to calculate, and its result is a single value, en­

suring rapid update and comparison of reputations. These factors combine 

to enable true substitutability of services for the Digital Marketplace. 
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8.4.6 Conclusions ...................... 187 

As discussed in chapter 5, three requirements must be met to enable 

sustainable anonymous network access: reliability, unidentifiability, and un­

linkability. The work presented in chapters 6 and 7 creates a secure Digital 

Marketplace environment, which in turn fulfils the reliability requirement. 

The DMP as it stands provides neither unidentifiability nor unlinkabilitv. 

and so anonymous network access is not immediately available. 

However, this chapter aims to show that both of these requirements can 

be met. By altering some aspects of the Digital Marketplace operation, users 

can continue to take advantage of reliable and economically viable network 

access services, without giving away identifying or linking information about 

themselves. 

Unidentifiability can be achieved if no other party in the DMP is able to 

derive a user's identity from information that the user must share to engage 

in the market. Unlinkability can be achieved if no actor in the DMP can 

observe any relationship between two subsequent calls made by one user. If 

these goals are met without compromising the Digital Marketplace's security 

and reliability, it can then be used to provide anonymous network access. 

It is important to recognise at this point that some countries currently 

have legislature enforcing "legal interception" of communications. It is pos­

sible that such laws may hinder the adoption of the system described in this 

chapter. However, the legal and political issues associated with the proposed 

technical solution are outside the scope of this work. 

8.1 Unidentifiability 

The Digital Marketplace does not fundamentally change the traditional re­

lationship between the mobile terminal user and the service provider. As 

described in section 6.2, the service provider is still the user's representative 

in the market. It therefore knows the identity of each user, and participates 

in what is likely to be a long-term relationship. Clearly, we cannot provide 

unidentifiability while this relationship exists. 
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8.1.1 User Negotiation Agent 

However, the DMP demands that an agent is present in the marketplace to 

negotiate for network service. Therefore, we propose modifying the s cur d 

DMP protocol specification to permit user-submitted agents to take the role 

of the SPA. These User Negotiation Agents (UNAs) would have to comply 

with the DMP protocols, and be compatible with the DMP Agent Environ­

ment, but may otherwise operate however the user desires. With a UNA in 

place, the SPA is not needed, and so the anonymity-desiring user cannot be 

identified by the service provider. 

One possibility is a standard free software UNA, which would allow the 

user to deploy their own agent without requiring that they create an agent 

from scratch. Free software[52] is a legal term, which means that the software 

is licensed to enable anyone to inspect and modify the source code, and dis­

tribute the results, without fee. This step would encourage technically adept 

users of the DMP to audit the UNA code, ensuring that it does not harm 

the privacy of users. Then, other users could choose to trust the consensus 

or inspect the source themselves. 

Making this change also creates other possibilities for th Digital Mar­

ketplace, unrelated to privacy concerns: for xample, us r c uld rnodify th 

negotiation behaviour of their agent to exactly uit th ir requir mIl. How­

ever, it is not expected to completely remov th need for rvi' provid( r . 
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for reasons discussed in section 8.3 below. 

This chap~er proposes modifying the session initiation stage of the pro­

tocol to migrate the UN A directly into the marketplace. As indicated in 

Figure 8.1, the UNA should simply join the marketplace as the first stage 

of the protocol, in the same way as the SPA is migrated in the previously­

described secured protocol. 

For anonymous users, this removes the need for steps 1 and 2, connect 

and migmte. The connect message was previously used to transmit the user's 

contract requirements to the SPA; since the negotiating agent is on the mobile 

tenninal, this is not necessary. Likewise, the migration request from the MA 

is no longer needed, as the user's mobile terminal already knows that it should 

migrate the agent into the marketplace environment. See Figure 8.2 for 

the full anonymous DMP protocol flow; compare with the standard secured 

protocol shown in Figure 6.10 on page 142. 

8.1.2 Trust and Payment 

The SPA has its certificate signed by a Trusted Third Party (TTP) in the 

DMP; however, it is not in a position of great trust. As described in sec­

tion 6.8.3.1, certification is only necessary to give network operators a course 

of action if a service provider fails to pay for network connectivity provided 

to its users. This facilitates the standard telephony model of ''payment in 

arrears": service is used, and paid for in aggregate at the end of the billing 

period. 

The UNA cannot be expected to present a TTP-signed certificate, as this 

would enable linking of multiple calls, thus defeating anonymity. Therefore, 

to allow a UNA to function in place of an SPA, we require that it generate 

a session-valid self-signed certificate. This can be used almost exactly as 

the SPA certificate is; to allow encryption and signature procedures. The 

only difference is that the association between the public key and the UNA's 

identifier is not certified. 
This leaves the network operator with no avenue for recourse, should 

the UNA fail to pay for service used. We therefore require pre-payment. 
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This is an llllavoidable consequence of anonymous service usage: with user 

anonymity, there is nowhere to send a bill, and no practical incentive to pay 

after the service has been provided. As the Digital Marketplace is an online 

marketplace, digital cash is an appropriate anonymous payment mechanism. 

Users will often not be able to specify in advance how much they want 

to use the network. Therefore, we cannot pay fully in advance. as even after 

negotiations we do not know what the final charge will be. To solve this 

problem, we require a scheme which supports micropayments, to allow the 

user to pay in advance for network usage by throughput or time in small 

units. 

For example, the market negotiation could lead to a contract of 50 pence 

per partial megabyte of data transfer; then, the user would pay 50 pence 

up-front for the first megabyte, and make another payment if that limit was 

reached. There are several examples of anonymous micropayment systems 

in the literature, some of which are currently available commercially: see 

section 3.4 for further discussion of the field. 

One further possible issue arises if a malicious network operator floods 

the marketplace with false UN As. These agents could be used to tie up the 

resources of other network operators, while the attacker is unaffected. This 

is not considered to be a likely scenario, for two reasons. Firstly. it should 

be difficult for a network operator to inject many unsigned agents without 

detection: the market operator could determine that all these UN As come 

from the same device on the Logical Market Channel. Secondly, the time for 

which other network operators would be overcommitted is strictly limited to 

the delay between bid acceptance and non-payment timeout from the UNA, 

which should be a relatively short period. 

8.1.3 Bid Selection 

At first glance, another issue seems to arise from allowing unsigned SPAs 

to negotiate in the DMP. The SPA's certification is also used to ensure 

that detected unfair bid selection is punishable, to counter colllL"ion. \\'ith 

an unsigned UNA, this cannot be punished, as the identity of the user is 
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unknown to the Digital Marketplace judiciary. 

However, this is not expected to be a major problem. Most obviously, 

individual users have no motive to select anything but the most competitive 

bid; therefore, when the unsigned UNA chooses between bids, the selection 

will be fair. In the expected use-case, the UN A will be acting on behalf of 

a privacy-conscious single user, which makes the scenario of collusion with 

network operators extremely unlikely. 

In addition, it is likely that the free market will adapt to ensure that the 

less trustworthy anonymous transactions incur a premium. This is due to 

potentially increased risk on the part of the network operator, due to the 

potential for unfair bid selection by service providers using unsigned agents. 

Therefore, network operators will increase prices for unsigned customers, to 

provide an incentive for customers to use signed (and therefore traceable) 

agents for negotiation. The freely-operating market should balance the po­

tential cost of anonymous users by increasing revenue to match it. 

Therefore, it would not be a sensible business strategy for a service 

provider to present an unsigned agent to the marketplace, in order to collude 

with network operators without punishment. The 8SSOciated increase in call 

cost should ensure that this approach would lead to higher costs to the user, 

making the service provider uncompetitive. 

8.2 Unlinkability 

The modifications proposed in the previous section allow users to gain net­

work access without directly revealing identifying information. However, to 

fully achieve anonymity, it is necessary to also ensure that there are no d~ 
tectable links between two separate Digital Marketplace interactions. With­

out such a property, long-term profiling is possible, which can eventually lead 

to identification. 
To achieve lln]jnkability, we must stop any leaks of information which 

allow attackers to correlate any two sessions. For this analysis, it is necessary 

to exclude any application-level information disclosure; it is 888UDled that 

the user will use higher-layer anonymity schemes 88 described in chapter 4 
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to counter this problem. Therefore, only interactions during the Digital 

Marketplace negotiation protocol are discussed here. 

8.2.1 Messaging 

As shown in section 6.8.2, both the agent execution environment and Log­

ging Agent are verifiably trustworthy, and no other agents have any direct 

interaction with the UNA. Therefore, it is reasonable to assume that the 

only adversaries to anonymity are the network operators. 

From the eleven-step Digital Marketplace protocol diagram shown in Fig­

ure 8.2, it can be seen that the UTA sends three messages, and the UNA 

sends four. The messages sent by the UTA are join, release, and commitment 

report; the UN A sends list query, flow contract, accept, and auction report. 

Of these, many reveal no information about the user. List query is a stan­

dard protocol message, which is not authenticated, and therefore completely 

identical for all users. The release, commitment report, and auction report 

messages are all authenticated; however, the user's authentication key must 

change for each session, removing the possibility of any link. Again, these 

messages all have standard, simple formats, and give no information which 

can be used. to profile users. 

This leaves the join, flow contract, and accept messages to be examined. 

Each of these may be different for each user, and therefore provide an oppor­

tunity to trace multiple accesses of the Digital Marketplace. These are dealt 

with in turn below. 

8.2.1.1 User Negotiation Agent 

The join message is transmitted. over the Logical Market Channel, where it 

is clearly readable by many of the competing network operators. To migrate 

the agent into the marketplace environment, it clearly must contain the agent 

code for the UNA, which may not be identical for every user. 

The secure agent execution environment ensures that the agent code is 

unreadable by the Network Operator Agents; therefore, the only place that 

the agent code could be read by the network operators is in the join message, 
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as it is sent over the LMC. Therefore, this join message should padded to a 

fixed length, and encrypted so that only the secure agent execution enviroll­

ment may read it. Given a functional cipher, an encrypted message of fixed 

length should be indistinguishable from random data, and there should be 

no way for a third party to correlate two such messages. 

This in turn implies that the UNA code must be of a limited size. How­

ever, restrictions on the agent's resource consumption are necessary anyway, 

to ensure reliable operation of the agent environment. Therefore, it is not 

unreasonable to constrain its size to some fixed number of bytes. The exact 

value for the agent's maximum size is an implementation-specific issue. which 

will depend on the agent technologies used. 

8.2.1.2 Flow Contract and Bid Selection 

Two other potential sources of profiling information remain in the DMP 

protocol. These are the flow contract and accept messages. The flow contract 

parameters are specified by the user, and may be different for each call. 

Similarly, the bid selection process results in a choice being made by the 

UNA, which means that the accept message has some information value to 

the marketplace participants. 

However, since the bid selection behaviour is opaque, and the algorithm 

used may be complex, it is likely to be extremely difficult to use this data 

to profile a single UNA. Additionally, the use of a standard UNA, without 

modification, would make it impossible to distinguish between all anonymous 

users. It is therefore assumed that it is unfeasible to link two sessions to one 

unique UN A from bid choice alone. 

Similarly, parameters in the flow contract are likely to be similar for all 

agents. Again, the standard UNA could be used to provide a limited set of 

flow contract terms, with several profiles for different expected usage requin'­

ments. Along with random variation depending on network conditiolls. this 

makes all users practically indistinguishable by network operators. 
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8.2.2 Hardware Addresses 

One other possibility for linking several sessions exists. It is assumed that 

all local wireless networks used by the Digital Marketplace require hardware 

addresses for clients; for example, the MAC address in 802.11. This is ob­

servable by anyone accessing the network, and is normally never changed. 

It therefore provides a very simple method for tracking users over multiple 

SesSIOns. 

Previous work by Tortonesi and Davoli discussed this problem, and pro­

posed several solutions[82]. They suggest using cryptographic techniques 

to create dynamic hardware addresses. One proposal requires a loosely­

synchronised clock to generate a guaranteed-unique local hardware address. 

At time of connection to the network, the algorithm encrypts the combina­

tion of a local network prefix, the true hardware address, and the current 

time. The output remains IEEE 802 compliant, and would therefore work 

with any 802-compatible network interface. 

Other access protocols would require similar dynamic hardware address 

techniques to provide unlinkability. For example, the same method could be 

applied to GSM or UMTS devices, to replace the unique International Mobile 

Equipment Identity (IMEI) number. This would again need to be changed 

at the beginning of every session to achieve unlinkability. 

However, this is currently illegal in some countries without the manu­

facturer's consent; for example, in the United Kingdom, due to the Mobile 

Telephones (Re-programming) Act 2002[26]. It is noted that this legal re­

striction is commonly intended to deter theft of handsets; because IMEIs 

are assumed to be unchangeable, operators can blacklist handsets which are 

reported as stolen. 

A manufacturer of mobile handsets must agree to allow its users to change 

the network-visible IMEI, if the devices are to be used anonymously. Hand­

sets will require significant software modifications to support the Digital 

Marketplace, and possibly specific changes to support anonYIluty. There­

fore, manufacturer consent to change the IMEI is a reasonable assumption, 

although the trade-off between anonymity and theft deterrence is noted. 
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8.3 Analysis 

The two remaining requirements for anonymous network access are met by 

making further modifications to the secure Digital Marketplace described 

in chapter 6. Unidentifiability is achieved by the use of a user-provided 

negotiating agent, and anonymous digital cash for payment. Unlinkability 

is maintained so long as the agent used acts similarly to others, and the 

network hardware address can be changed for each session. 

8.3.1 Service Provider Role 

It is important to note that the use of the UNA will not fundamentally change 

the Digital Marketplace operation for users who are unconcerned with being 

identified. Service providers will continue to have a useful role to play in 

negotiating on behalf of users, and it is not expected that all users of the 

D MP will choose to be anonymous. 

As discussed in section 8.1.3, there is likely to be an increase in cost for 

anonymous users, to balance the potential for unfair bid selection a.ttacks 

against the network operators. This increase alone is likely to givp an in­

centive for users to choose to use a service provider to interface with the 

marketplace. 
In addition, other current benefits of service providers can continue within 

the DMP. For example, fixed-cost contracts with usage allowances and dis­

counted services are made available on the market today. A service provider 

could continue to offer these contracts to users, who may be happy to budget 

for a fixed cost each month. 

8.3.2 Protocol Changes 

The introduction of a UNA requires an optional different path through the 

protocol. Instead of sending a connect message to the MA. the user skips the 

first two steps of the protocol and immediately migrates its agent into the 

marketplace. However, instead of being transmitted over a fi..xed network. 

this must be done over the Logical Market Channel, which has [('Stricted 
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throughput. 

This is not expected to be a major issue, as the agent migration Illessa~(' 

must be limited to a fixed size to ensure that it is not recognisable in transit by 

network operators. While the size of this message is dependent on the agent 

technology used, the UN A is not a particularly complex piece of software. 

If the secure agent execution environment provides FIP A language and 

protocol support, the agent code transferred could simply represent the spe­

cific flow contract terms and bid selection behaviour of the user. The remain­

der of the agent operation could be supplied by the execution environment, 

which is remotely-verifiable as secure. 

The flow contract consists of only six parameters, each of which could 

easily be represented in a 32-bit number (see section 5.3.4.2). Therefore, the 

flow contract could theoretically be represented in around 32 * 6 = 192 bits, 

or 24 bytes. The bid selection algorithm is more dependent on the language 

used, but could most likely be written in a few hundred bytes. Therefore, the 

transfer of this agent is unlikely to use a significant proportion of the LMC's 

available bandwidth. 

8.4 Summary and Conclusions 

The Digital Marketplace is a free-market based call management architec­

ture which aims to decentralise network service provision to improve market , 
efficiency. As a side-effect of this, the possibility of a new form of communi-

cations privacy is opened. 
Truly anonymous network access is possible if no external party can de-

termine the identity of a network user. As described in chapter 5, this is only 

feasible with reliable network service. This is provided by the secured Digital 

Marketplace, but the secured protocol does not directly support anonymity. 

Necessary changes to the protocol to provide anonymity are described and 

justified above in section 8.1 and section 8.2. They are summarised below. 
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8.4.1 User Negotiation Agent 

The Digital Marketplace must allow a user to self-represent in the market­

place negotiations to provide unidentifiability. This is achieved by permitting 

a User Negotiation Agent (UNA) to take the place of the SPA in the D~lr 

protocols. This agent is controlled directly by the user, who therefore acts 

without the use of a separate service provider. 

8.4.2 Migration 

A user's UNA is migrated into the marketplace at the session initiation stage 

of the protocol. Steps 1 and 2 are elided for anonymous users; step 3 migrates 

the agent directly over the Logical Market Channel. The message which 

performs the migration must be padded to a fixed length, and encrypted to 

ensure that adversaries cannot determine the operation of the agent. 

8.4.3 Payment 

The standard Digital Marketplace model expects that that the Service Provider 

Agent will arrange network service, and pay later in aggregate. This is obvi­

ously not possible with anonymous users, who must therefore pay for services 

beforehand. This can be achieved with an anonymous digital cash scheme. 

The scheme must support micropayments, so that users can pay for service 

incrementally as it is used. 

8.4.4 Certification 

Unlike the SPA, the UNA cannot be certified, as this would lead to iden­

tification of the user. Instead, a session-valid asymmetric key pair must be 

generated by the user's device, to allow secure communications between the 

UN A and other agents. Lack of certification does not directly affect the 

protocol, due to pre-payment as described above. 
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8.4.5 Hardware Addresses 

To ensure that network operators cannot trace users over multiple session:-;. 

one final change must be made. The unique hardware address of each device 

must be modified so that it exists only for a single session. Pre\ious work 

has described schemes to enable this for 802 MAC protocols. such as WiFi; 

this could readily be applied to cellular technology. 

8.4.6 Conclusions 

Several properties arise from the changes described above. First, the user no 

longer requires a long-term relationship with a service provider in order t.o 

gain network access. Therefore, there is no requirement for the u.."er to reveal 

their identity to anyone in order to gain network access. Finally, two separate 

network access sessions cannot be linked together to build up a profile of any 

user. Therefore, this modified Digital Marketplace enables a new form of 

anonymous communication: truly anonymous network access. 
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Mobile communications technology is now a part of many people's everyday 

lives. The increasingly ubiquitous availability of network access and the 

breadth of services on offer lead to usage levels which are higher than ever 

before. Along with these increases come privacy issues: because more data 

is being transmitted from personal mobile devices, more information can be 

revealed about the people using them. 

Privacy is a worrying issue for many people using modern communications 

networks. Some recent studies deal with Internet commerce, where shoppers 
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have been shown to be very cautious about revealing personal information 

to retailers. More general research has shown privacy to be a concern rated 

very highly in a list of social issues: even more important than equal rights, 

the environment, and llllemployment, among one set of respondents. 

One method of enhancing privacy is to remove identifying information 

from communications. This allows anonymous usage of services and IH't­

works, which can reduce the impact of any privacy-infringing participants. 

Anonymity is the core issue of this thesis, and two approaches to anonymous 

communications are inspected: service anonymity, and anonymous network 

access. 

Anonymity at the level of service provision is a field of research which 

has received much interest over the past two decades. Selected important 

work from the field of electronic communications anonymity is presented, 

discussed, and analysed in the context of mobile communications. This thesis 

examines three key anonymity schemes: MIX networks, Onion Routing, and 

Crowds. While shown to be useful for fixed networks, these schemes arc not 

directly applicable to current mobile networks. Therefore, the thesis presents 

a series of conclusions and recommendations for achieving anonymity at the 

service level using wireless access networking. These recomlnendations are 

exemplified with a case study into anonymous location-based services, in 

which a privacy-enhancing protocol is contributed. 

Network service providers are in an excellent position to gather private 

information from their users' communications, even when service-level ano­

nymity schemes are in place. Some privacy-conscious users may not trust 

their service provider with this information, and would prefer to gain access 

to communications networks without identifying themselves. This is only 

possible with a viable anonymous network access scheme. 

This thesis approaches this problem by identifying a series of requirements 

for sustainable anonymous network access, recognising that the current best 

effort comes from free open WiFi networks. However, such networks are 

not reliable due to the lack of a standardised, widely-deployed, and secure , 
payment system. 

A previously-published call management architecture, the Digital Mar-
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ketplace (DMP), has the potential to meet the requirements of anonymous 

network access. Its basis is a freely-operating market in network access, 

which could potentially allow a user to agree new network service contracts 

for each session. This could remove the long-term privacy threat of the Ilet­

work service provider. However, the published form of the D~IP did not 

quite achieve these goals, and correcting this was a major aim of this thesis. 

First, and most importantly, the Digital Marketplace proposals so far 

had not been subject to a thorough security analysis. This thesis contributes 

significant work in this area, beginning with a comprehensive threat analysis 

of the DMP protocols. There follows a series of security requirements, which 

must be met to ensure that the marketplace can operate securely, reliably, 

and fairly. A matching set of security measures is also contributed, in order 

to fulfil the requirements, and a final analysis demonstrates that the security 

threats are countered by these changes. 

One final requirement for a reliable Digital Marketplace design is an ap­

propriate reputation system. A key issue in a freely-operating market is 

substitutability of goods or services: different competitors' offerings must 

be comparable, in order for true competition to exist. The DMP attempts 

to marry this requirement with probabilistic service provision, which is an 

inherent property of mobile wireless networks; a service provider can only 

estimate the probability of providing the service required. A reputation sys­

tem must reflect this uncertainty of service accurately, to ensure that offers 

from competing network providers can be fairly compared. 

This thesis contributes a novel reputation function, which meets this re­

quirement. Its operation is described, and an implementation is simulated 

for various important scenarios. Results are presented and compared with 

a previous Digital Marketplace reputation function. This demonstrates that 

the proposed reputation function out-performs the previous function. while 

fairly reflecting market operator behaviour as required. 

Finally, with the protocol secured, and a functional reputation system in 

place, using the Digital Marketplace to achieve anonymous network acc(~ is 

discussed. The secured protocol as it stands does not allow anonymity. and 

so modifications must be made. This thesis proposes the addition of a user-
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controlled agent into the negotiation process, which removes the need for a 

representative service provider. Users are expected to pay with digital cash. 

using micropayments to enable variable length of service provision. Finally, 

a need for randomised hardware addresses is shown, and a previous scheme 
to achieve this is noted. 

With these measures in place, contributed analysis indicates that anony­

mous Digital Marketplace users are able to securely obtain network service, 

leaving other users in the market unaffected. Identity of these users is not 

revealed at any point, and no information is available to potential attackers 

to allow profiling over multiple sessions. Therefore, this scheme enables truly 

anonymous network access. 

These contributions in two areas of anonymity in wireless access net­

works demonstrate that private communication is possible, even in mobile 

systems. Service-level anonymity techniques can be adapted to mobile S,VS­

terns, allowing current users to access services without revealing personal 

information. Additionally, future deployment of the Digital Marketplace will 

grant users fully ground-up private communications. When combined, the 

privacy enhancements offered by these two approaches are significant for all 

privacy-aware mobile communications users. 

9.2 Future Work 

There are several directions in which future Digital Marketplace research 

can be taken. The contributions in this thesis have enhanced the security 

and reliability of the market, and argued that it can now function fairly and 

efficiently. This could be confirmed by in-depth simulation of a representative 

free market, taking into account the new reputation system and anonymous 

usage. 

Another option would be to create reference implementations of the Dig­

ital Marketplace agents, which could then be used in experimental investi­

gations of market operation. Many of these research opportunities are re­

lated to efficient operation, and therefore demand the availability of real 

measurements of the protocol overheads. An implementation of the Digital 
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Marketplace would offer such measurements and enable this research. 

Finally, further research into the security properties of the Digital ~Iar­

ketplace would be of worth. The threat analysis and protocol modifications 

presented in this thesis are believed to present a secure Digital rvIarketplace, 

but secondary validation is always helpful. 

9.2.1 Market Simulation 

To provide valid results, free market simulations can require an especially 

careful choice of assumptions, due to the inherent complexity of the system 

under test. This appears to apply to the Digital Marketplace as well. Par­

ticularly important are the design decisions about how to model local and 

backbone traffic, cost and pricing, and negotiation strategies. All of these 

parameters can have dramatic effects on how the market performs. 

Despite these difficulties, a simulator of this short-term communications 

contract market would be of benefit to the area. This thesis argues that 

anonymous Digital Marketplace users would be expected to be subject to 

some price rise, relative to identified users. This could be verified by simula­

tion, and the average percentage increase in price quantified. 

9.2.2 Reference Implementation 

As yet, there have been no full implementations of an agent-based Digital 

Marketplace. The real overheads due to agent technologies can only be fully 

understood by taking this step, but it requires a significant effort. There are 

again a great number of open questions to be answered here: for example, 

which execution environment is most suitable; which agent platform should 

be used; and how network operator bids should be calculated. 

Therefore, there is a great deal of research to be done into how to most 

efficiently implement a Digital Marketplace environment. However. the real 

value of a reference implementation is that it opens numerous paths for flltlue 

research. 
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9.2.3 Security versus Efficiency 

One research direction particularly relevant to this thesis is in the trade-off 

between security and efficiency. The overheads of the secmed protocol can 

be altered, by changing the parameters of the cryptographic techniques used. 

Increasing security is likely to lead to increased overheads, both in time taken 

to create messages, and in the size of the resultant data. To what degree this 

affects market operation can only be truly quantified once an implementation 

is created and optimised, so that exact measmements can be made. 

Along similar lines, the measured performance of the reference implemen­

tation could direct researchers into improving the efficiency of the protocol. 

If measmements indicate that the negotiation stage completes quickly, then 

there is no immediate need to alter the protocol design. On the other hand. 

if the overheads are great in a particular area, this could lead to an improved 

protocol which counters such problems. 

9.2.4 Impact of Digital Cash 

Another pertinent example arises from the anonymous Digital Marketplace 

work presented in this thesis. The practical impact of using Digital Cash as 

a prepayment mechanism could be measmed in a real implementation. Some 

delay is likely to be introduced by the cash generation and transfer protocol; 

the difference between the anonymous protocol and its identified counterpart 

could be quantified. 
Different Digital Cash schemes offer varying balances between the over-

heads of cash generation and funds transfer. With a full agent-based im­

plementation of the market, and an appropriate simulation of the mobile 

terminal, the measured delay due to each of these areas could be compared 

for several schemes. This would allow a more optimal trade-off to be taken 

between the secmity offered by the cash schemes and the impact on negoti-

ations. 
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9.2.5 Further Security Work 

The method used for the security analysis of the Digital Marketplace in 

this thesis is somewhat informal. As a first approach to a complex security 

problem, this is believed to be the best choice. However, in future, more 

formal methods could be employed to verify the findings of this work. 

It is expected by the author to be unfeasible to formally prove the secu­

rity of a system as complex as the Digital Marketplace. One recommended 

approach would be to look at the protocol in stages; for example, a verifica­

tion of the security of the bidding process would be valuable even in isolation 

from the remainder of the protocol. 
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