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Abstract

Ultrasonic inspection is a major Non-Destructive Evaluation (NDE) method used
to assess the integrity of components in nuclear power plants. It is one of only
a few methods capable of volumetrically interrogating a component, and it is
therefore key to the essential maintenance schedule required to operate nuclear
plant. Recent years have founded significant advances in ultrasonic technology,
including the introduction of phased arrays, increased computer power and the
development of innovative signal processing algorithms. These aspects can be
combined to offer the potential of improving current inspection capabilities, by
enhancing their efficiency and performance. Challenging inspections, such as those
involving complex geometry components, would particularly benefit from such

improvements.

The Total Focusing Method (TFM) is now widely accepted as the gold standard
of ultrasonic imaging algorithms. Despite this recognition it is yet to be widely
utilised in industry, meaning that along with arrays it has essentially remained a
research topic. This study aims to bring together the key elements, to contribute

towards an efficient inspection for complex components.

An efficient implementation of TFM incorporating an auto-correction routine to
handle refraction through an arbitrary inspection surface has been developed.
A bespoke sparse 2D array adds to the efficiency of the inspection, which is
demonstrated on a calibration test block representative of in-service components.
Furthermore, a method for determining the relative sensitivity in an inspection of

complex components using TFM is formed.
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Introduction

Non-Destructive Evaluation (NDE) plays an essential part of the maintenance
schedule commissioned to assess the integrity of operational plant. Ultrasonic
Testing (UT) is one of the major NDE techniques used, valued for its ability to
volumetrically interrogate a component [1]. Significant advances in the technology
associated with UT have been realised in recent years. Key developments include
the introduction of ultrasonic arrays, novel signal processing algorithms and new
approaches for harnessing computer power. Until now these factors have mainly
been considered independently, leaving a complete inspection system encompassing
each of the developments yet to be formed. This Chapter introduces the motivation
behind the work presented in this Thesis, detailing the objectives of the study and
the author’s contribution to the field.

1.1 Commercial Motivation

The motivation for this study was established through a combination of industrial
and academic partners. The research was completed through an Engineering
Doctorate (EngD) scheme under the UK Research Centre for Non-Destructive
Evaluation (RCNDE). The aim of the Centre is to move NDE into the 21st century,
by performing industrially relevant, forward thinking research. The industrial
sponsor of this work was Doosan Babcock, a specialist in fabrication, maintenance
and extension of industrial plant life. The academic partner was the Centre for

Ultrasonic Engineering (CUE) at the University of Strathclyde.

Doosan Babcock’s vision is to be a global leader in asset support. In order to
achieve this they are continuously aiming to increase the skill of their personnel,
as well as keeping up to date with state of the art equipment and inspection
techniques. One key area of Doosan Babcock’s asset support focus is NDE, with

particular applications in nuclear, oil and gas, and petrochemical plant. To allow
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Doosan Babcock to remain competitive in this area it must commit to ongoing
research and development, invest in new technology and respond to the market

requirements.

The NDE group within Doosan Babcock identified numerous recent advances in
technology associated with UT. It was perceived that they could significantly
improve various complex inspections currently being performed. More specifically,
developments in innovative signal processing algorithms and sparse 2D arrays
offered potential in developing a solution for the efficient inspection of complex,
arbitrary surface components. Considerable expertise on these specific topics were
recognised at various academic partners of RCNDE. Doosan Babcock therefore
decided to pursue an EngD project focused on combining advances in arrays,
signal processing and computer technology to develop an efficient inspection for

complex components.

Performing research in this way allowed Doosan Babcock to draw upon the broad
expertise of academics within CUE, and wider partners of RCNDE. This avenue
also leads to an expert in the field that is integrated within the company, as
opposed to sponsoring academic research alone. The success of this work has
paved the way for Doosan Babcock to further develop a new inspection technique
to replace some of the most complex and labour intensive inspections that are
currently performed. Technology transfer has successfully been exploited through
this study, opening the door to the future of efficient inspections for Doosan
Babcock. There are currently no qualified inspections using FMC/TFM and the
findings of this Thesis will now be extended with the aim of producing a qualified

inspection procedure suitable for nuclear plant.
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1.2 Technical Context

The objective of this research is to adopt advances in UT technology to form an
efficient inspection for complex components. A number of key aspects contribute
towards developing such an inspection and they are considered throughout this
Thesis. Figure 1.1 illustrates the key components of this study and indicates how

they are related in an efficient inspection system.

GP-GPU Computer
[—————]
H Sparse 2D Array

Conformable Water Wedge

Thick, Coarse Grain Componentswith
Complex Surfaces

FIGURE 1.1: Overview of the key components involved in reaching an efficient
inspection system for complex components.

The focal point of this study is the complex components for which an efficient
inspection technique is desired. In the context of this Thesis complex components
are defined as components requiring UT that present an irregular surface form due
to welding or machining processes. In particular, this relates to components typical
of the primary circuit pipework in nuclear plant. Such components are generally
thick section, between 40mm and 100mm, coarse grain 304 stainless steel. The
surface of such components is ground smooth after any welding or machining,
removing any surface roughness but potentially resulting in undulations on the

4
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surface. The surface height is estimated to vary up to 2mm in height over
any 60mm region and it is intrinsically difficult to represent such variations on
component drawings. Surface roughness is not a factor in this work due to the

smooth surface preparation.

UT of such components is currently performed using a combination of conventional
probes and requires lengthy data analysis by a highly skilled operator. The process
is therefore extremely dependent on the operator and repeatability is difficult to
achieve, it is also time-consuming and therefore costly. An efficient inspection
technique harnessing recent advances in UT technology could potentially reduce
the dependence on the operator, significantly reducing the time required for data

analysis, while providing a reliable and repeatable evaluation of such components.

The key aspects that contribute towards an efficient inspection system for complex
components include economical execution of novel signal processing algorithms,
advanced data acquisition hardware and innovative probe designs. This Thesis
aims to combine each of these factors to develop an inspection technique suitable

for complex components.

Various commercially available Phased Array Controllers (PAC) and software
packages have emerged in recent years. Significant advances in the electronic
components used in PACs have allowed for efficient data collection and transfer
from the PAC to computer. Modern PAC typically offer 32 to 128 channels,

suitable for powering arrays of equal number of elements.
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1.3 Bespoke Test Block

A bespoke test block was designed to aid the development of an inspection suitable
for complex components. It presents a representative surface profile and contains
six 3mm Side Drilled Holes (SDH) to be used as calibration reflectors. Additionally,
it contains five angled 6mm slots that are used in the final evaluation of the
inspection system. The SDH and slots are standard reflectors used to assess the
performance of the inspection and correspond with the size of defects that would
require detection in an inspection. Figure 1.2 shows this test block with the SDH
and slots and further information is available in Appendix A. The interface and
Back Wall (BW) are also indicated on the image for reference. This test block is
used throughout this Thesis to demonstrate and evaluate aspects of the inspection

system.

Bespoke Irregular Surface Test Block

S

/

Angled Slots Side Drilled Holes

FIGURE 1.2: Bespoke test block used throughout this Thesis, showing the
irregular surface form, SDH and slots.
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1.4 Objectives

A number of objectives were set in an effort to reach an efficient inspection of
complex, arbitrary surface components. First, consideration on recent advances in
the field were made. One major development was recognition of the Total Focusing
Method (TFM) as the gold standard in ultrasonic imaging [2]. Furthermore,
CUE had developed an extremely efficient implementation of TFM using General
Purpose Graphic Processing Units (GP-GPU). This move towards a real-time

execution of TFM paved the way for its application for intricate imaging scenarios.

The overall aim of this research was to adapt TFM for efficient inspection of
complex components. A number of sub-objectives were identified to aid reaching

the final goal:

e Progress the development of TFM accounting for refraction through an

arbitrary interface.

e Develop a method for accurately extracting and reconstructing arbitrary

surface profiles.

e Design and manufacture a sparse 2D array suitable for inspecting thick

section stainless steel.

e Consider automation of the inspection of complex components using TFM

and sparse 2D arrays.

e Formulate a method to evaluate the sensitivity in inspection of complex

components using TFM and sparse 2D arrays.

e Consider application of this technique to an example component.
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1.5 Contribution to Knowledge

In achievement of these objectives this Thesis documents several contributions to
the field. The nature of an EngD means contribution to knowledge is demonstrated
through scientific advances in the field and technology transfer to the industrial

partner.

1.5.1 Scientific Knowledge Contribution

First, through a thorough understanding of the calculations involved in TFM, a
routine for dealing with refraction through an arbitrary surface was developed.
Dziewierz [3] and Lardner [4] led this advance in TFM, and the author assisted
in the progress and implementation by working with these researchers to achieve
the end goal. The author suggested that the most suitable method for defining
the surface profile was by a grid of discrete points appropriate for interpolation.
Furthermore, the author propelled the algorithm to be extended to handle surface
profiles varying in all directions. Previous to this the TFM algorithm had only been
demonstrated on surfaces varying in two axes. This is a substantial development
towards industrial inspection with TFM, since components that have endured

machining will vary in all axes.

Another significant contribution from this Thesis arises from the dynamic surface
detection technique. While various other studies have addressed inspection of
complex components of a known surface [5-7], this study focused on developing
a robust and reliable method for detecting surfaces representative of in-service
components. Such components have often undergone welding and subsequent
machining which results in a smooth, undefined surface form. Typical curve
fitting methods are not suitable for such geometries and so a new detection and

reconstruction scheme is developed. This technique is successfully demonstrated

8
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to high accuracy on a purpose-designed test block. Supplementary demonstrations
of TFM for inspection of complex components is achieved through ultrasonic

modelling packages.

Further contribution to the field is achieved through investigation of inspection
sensitivity when using sparse 2D arrays and TFM. This is particularly relevant to
industrial applications due to the stringent requirements on inspection calibration.
Data analysis techniques typically rely on predictable, reliable amplitudes and
responses from any expected flaws. Current ultrasonic imaging methods make use
of Distance Amplitude Correction (DAC) curves to regulate the response from
defects over distance from the ultrasonic probe. However, this method would
be computationally demanding and complex to employ in the case of undefined
surface profiles, only becoming more challenging when employing new methods

such as Full Matrix Capture (FMC) and TFM.

The ability to further enhance the efficiency of inspection is achieved through the
design of a sparse 2D array. Volumetric imaging is one main advantage of 2D
arrays but they are yet to be used widely due to design constraints applying to
matrix arrays. Alternative designs encompassing random element distributions
have been shown to offer equivalent imaging performance to matrix arrays, with
a fraction of the elements [8]. A sparse 2D array was designed and successfully
implemented for the efficient inspection of complex components, assisted by review

of a prototype device.
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1.5.2 Technology Transfer

Each of the scientific advances resulting from this Thesis contribute towards the
initiation of a technique suitable for efficient inspection of complex components.
Advanced signal processing algorithms have been adapted to efficiently handle
refraction through an irregular surface. Dynamic detection and reconstruction
of representative surfaces is demonstrated to high accuracy. Furthermore, this
study highlights the use of sparse 2D arrays for enhancing inspection efficiency.
Additional factors such as automation of the technique, image stitching, data
collection, processing time and storage requirements are addressed. Ultimately the
constituent components of this research are formed into an inspection technique

that is demonstrated on an example component.

The author has addressed scientific challenges with industry in mind and these
developments have been introduced to the industrial partner through technology
transfer. This places the industrial partner in an ideal position to further develop
and implement a replacement inspection for complex components. The work
demonstrated in this Thesis provides the industrial partner with invaluable access

to knowledge and technology that would be difficult to acquire otherwise.
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1.6 Publications

The author has presented the findings from this work at two relevant, highly
regarded conferences throughout the EngD. The following have been published in

the proceedings of these conferences.

The author was presented with the William Gardner Award at BINDT 2014, for
the best paper published in the Proceedings of the Institute’s Annual Conference
NDT 2014 by a person in the early stages of their career.

e A. McGilp, J. Dziewierz, T. Lardner, J. Mackersie and A. Gachagan,
Inspection design using 2D phased array, TFM and cueMAP software’,
40TH Annual Review of Progress in Qunatitative Nondestructive Evaluation,

(Vol. 1581, No. 1, pp. 65-71). 2014, February. AIP Publishing.

e A. McGilp, J. Dziewierz, T. Lardner, A. Gachagan, J. Mackersie and C.
Bird, ’Inspection of Complex Components using 2D Arrays and TEFM’, 53rd
Annual Conference of the British Institute of NDT, 2014.

11



Introduction

1.7 Thesis Structure

This structure of this Thesis aims to follow the methodology of adapting FMC
and TFM for efficient inspection of complex components. The layout follows a
typical technical procedure, starting with consideration of background theory and
literature, followed by detailed analysis of the techniques applied, and concluding

with the results of the research.

The Introduction given in this Chapter aims to present the EngD scheme and the
motivation of the industrial sponsor to fund this research. The Introduction also
sets out to clearly specify the objectives of the research presented in this Thesis,

while specifying the author’s contribution to the field.

The fundamental physics that provide the foundation of ultrasonic imaging is
presented in Chapter 2. The development of UT from conventional probes through
to phased arrays is presented. Gaps in current technology that are preventing
widespread application of FMC, TFM and 2D arrays in industrial NDE are studied.
The aim of this Thesis is to address these factors in a move towards achieving an

efficient industrial inspection of complex components using TFM and 2D arrays.

A detailed breakdown of the calculations involved in realising an extremely efficient
implementation of TFM is given in Chapter 3. The key aspects of employing
GP-GPUs for this implementation are explored. Furthermore, the factors involved
in extending TFM from a basic, single-medium, scenario to inspection of 3D
arbitrary surface components is described. This Chapter forms the basis for the
imaging algorithm and methodology to be applied throughout the work presented
in this Thesis.

Chapter 4 details a procedure for dynamically detecting and then reconstructing
arbitrary surface profiles. Various parameters are considered in order to establish
a robust and reliable surface extraction. A number of curve fitting algorithms are

12
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also assessed for their ability to accurately reconstruct the surface. Comparison is
made between the detected and true profiles. Detailed error analysis is performed

to ensure the profile obtained is truly representative of the component.

Sparse 2D arrays are explored to further enhance the efficiency of the inspection
in Chapter 5. The process followed to design and fabricate a prototype array is
documented. A number of lessons are learnt upon evaluation of the prototype
array, leading to a revised design. This improved final design of a sparse 2D array

of 2MHz operating frequency is then evaluated on a purpose designed calibration

block.

The constituent parts of the inspection system are brought together to form an
automated inspection technique which is evaluated in Chapter 6. Automation of
the inspection is considered, along with ensuring it is industrially robust, while
assessing its repeatability and reliability. A procedure for establishing the relative
sensitivity in inspection of complex components using FMC and TFM is formed.
This is essential for industrial use of TFM and sparse arrays since defect detection
and characterisation is highly dependent on the calibration of an inspection system.
Finally, the inspection system is evaluated for its suitability to an example target

component.

The conclusions of the work detailed in this Thesis are summarised in Chapter 7,
with reference to technology transfer. An indication for possible work that would

complement this research is also presented.
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Fundamentals of Ultrasonic
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Fundamentals of Ultrasonic Imaging Theory

Ultrasonic Testing is one of the major NDE methods used in industry [9]. It
has been widely used since its introduction in the mid 20th century with its
success due mainly to the ability to volumetrically inspect components. The
fundamental theory behind ultrasonic wave propagation in a structure is explored
in this Chapter. The features of probes commonly used in industrial UT, along
with typical imaging conventions, are discussed. Finally, the current inspection
of complex components, typical of the primary circuit in nuclear power plant,
is reviewed. A solution for an efficient inspection system for such components is
sought through the exploitation of innovative probe designs and advanced imaging

algorithms.

2.1 Ultrasonic Wave Propagation

Ultrasonic imaging is a term used to describe interrogation of a body using acoustic
energy of frequency greater than 20kHz. The practice was initially developed in
Sound Navigation and Ranging (SONAR) [10], where it was employed to identify
objects in water thus allowing vessels to navigate safely. Extensive research into
ultrasonic wave propagation ensued and NDE using ultrasound to examine the
structure of solids was established [11]. Along with the industrial developments,
the use of ultrasound in medicine also evolved in both diagnostic and therapeutic
applications [12]. Despite the diversity in these practices, they collectively rely
on useful information about a medium being obtained through the propagation of

ultrasound within it.

Considering conventional pulse-echo UT, an ultrasonic wave is transmitted into a
component and is partially reflected upon interaction with the internal structure
where there is a change in acoustic impedance [13]. The response can be analysed,

and then used to construct an image of the internal structure of the component.
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Figure 2.1 illustrates this, where the response is recorded as a time-amplitude
signal [14]. Two indications are visible, one due to reflection from the Back Wall
(BW) and the other from a flaw in the component. The arrival time, t, and
amplitude of the reflected signals can then be used to interpret the structure using
the acoustic velocity, ¢, where the distance travelled, d, is determined by Equation

2.1.

Ultrasonic Source Time-Amplitude Response

Flaw

Flaw

Amplitude

Backwall

Backwall "
\ Time
/

Transmitted Wave Reflected Waves

FIGURE 2.1: Ultrasonic beam transmitted and reflected in a structure

containing a flaw. The time-amplitude response shows a small indication due

to partial reflection from the flaw, and a large signal reflected from the BW of
the component.

d== (2.1)

Ultrasonic waves propagate with an associated amplitude and direction [13]. They
propagate in various modes, of which the most widely used in NDE are longitudinal
and shear waves. Longitudinal waves are referred to as compression waves, as
they induce oscillation of the structure’s particles in the direction of the wave
propagation. Conversely shear, or transverse, waves cause particles in a solid to

oscillate perpendicularly to the wave propagation.
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The mode of propagation is determined by the ultrasonic source and the properties
of the material through which the energy travels. These propterties include the
density (p), Young’s Modulus (E), Poisson’s Ratio (u) and acoustic velocity (c).
Subsequently, the velocities of longitudinal (¢;) and shear (c;) waves differ as
determined by Equations 2.2 and 2.3 respectively [13]. As a general approximation,

longitudinal wave velocities are around double those of shear waves.

_ B —p)
o= \/ oLt i) (1 — 210 (22)

E

21+ 1) (23)

Cs =
Furthermore, the frequency (f) and wavelength (), of the ultrasound also influence

ultrasonic propagation. They are related to the acoustic velocity through Equation

24.

c=fA (2.4)

Attenuation of the ultrasonic energy occurs as it propagates through a medium,
thus the amplitude of the wave is reduced as a function of distance. The two
main causes of attenuation are absorption over distance and scattering due to
interactions with the internal structure of the medium [15]. Attenuation arising
due to absorption increases with inspection range and operating frequency, as the
ultrasonic energy is converted to heat through vibration of the material particles.
Additionally, attenuation due to scattering occurs when the size of the grains in

the propagation medium are comparable with the ultrasonic wavelength. This
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interrupts the intended propagation path as near specular reflection from the
grain occurs, and causes the energy to scatter in various directions. Where the
wavelength is much greater than the grain size diffuse scattering occurs, where little
to no energy is scattered due to the grain. Both types of attenuation can therefore
be curtailed by reducing the inspection frequency, which in turn increases the
wavelength. However, the inspection resolution and sensitivity are consequently

decreased, meaning that a compromise is generally required in practice.

2.1.1 Dual Media

It is common in UT for ultrasound to travel from one medium to another, and
a number of effects are observed at the boundary between the two. Firstly, the
amplitude of the ultrasonic energy is affected due to a change in the acoustic
impedance (Z,). Consider an ultrasonic wave passing through one medium to
another, crossing an interface. Assuming the two media are not identical, their
acoustic impedances will be different which initiates a reflected and transmitted
wave at the boundary. As defined by Equation 2.5, the acoustic impedance is a

function of density (p) and acoustic velocity (c).

Zy = pc (2.5)

Where the wave is at normal incidence to the boundary, the transmission (7.)
and reflection (R,.) are given by Equations 2.6 and 2.7 respectively [13]. Here Z,,
and Z,5 are the acoustic impedance of the first and second medium respectively.
These coefficients represent the ratio of transmitted and reflected energy at the

boundary.
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4Zalza2
T, = falfa2 2.6
(Zal + Za2)2 ( )

Zal - Za2 2
R.=|—=——7- 2.7
(Zal + Za2> ( )

Where normal incidence is not achieved, refraction occurs at the boundary. The
incident and refracted beam angles are related through Snell’s Law [16], as in
Equation 2.8. This scenario is illustrated in Figure 2.2, where the refracted angle
(03) is determined by the ratio of velocities, in medium 1 (¢;) and 2 (¢z) and

incident angle (6;).

FIGURE 2.2: Illustration of refraction through an interface, as defined by Snell’s
law.

sin(6) ¢

sin(fy) ¢
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Furthermore, mode conversion can occur where a longitudinal wave converts to a
shear wave [17] due to the incident angle. The angle at which mode conversion
occurs can be predicted by substituting the shear velocity of medium 2 into
Equation 2.8. An angle referred to as the first critical angle, depicts the incident
angle at which only shear waves remain in medium 2. In a typical water to
steel configuration, shear waves are generated at incident angles around 10° and
become the dominant wave mode at incident angles above 30°. The refracted angle
is therefore split into a longitudinal (6s;) and shear (655) component, for incident

angles between 10 and 30°.

The transmission and reflection coefficients are also a product of the incident and
refracted angle, since they must take account of more than one wave mode. Figure
2.3 demonstrates the effect of mode conversion on the transmitted and reflected

wave. The transmission coefficients are separated into a longitudinal (7;) and

shear (T.5) component, given by Equations 2.9 and 2.10 respectively [13].

Reflected L Wave

Incident L Wave

Medium 1

FIGURE 2.3: Illustration of mode conversion, arising from an incident beam at
a boundary other than normal incidence.
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P12 7421 cos(205;)

1.
l P2 ZRal + ZRa2

(2.9)

. P1 2Za25 Sin(26’25)

TCS
P2 ZRral + ZRae2

(2.10)

Assuming a liquid to solid configuration, the densities of medium 1 and 2 are given
as p; and po, while ¢y and ¢4 are the longitudinal and shear velocities in medium
2. In addition, Z,5 and Z,ss are the longitudinal and shear components of the

acoustic impedance in medium 2, given by Equations 2.11 and 2.12.

P2Cai
Ty = 2.11
. cos(fy) (211)
P2C2s
Laos = 2.12
7 c0s(0ay) (2.12)

Accounting for refraction, the acoustic impedance in medium 1 is then Zg,; and

the combined acoustic impedance in medium 2 is Zg,9, as in Equations 2.13 and

2.14.
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pic
Ty = 2.13
Rt = ) (2.13)
Zras = Zaoi 0052(2923) + Zyos sin2(2925) (2.14)

These coefficients are particularly important in developing a relative sensitivity

map for inspections utilising FMC and TFM, as will be explored in Chapter 6.

In NDE the ultrasonic source is typically referred to as a probe, or transducer.
The quality of an inspection is determined by a combination of the probe, imaging

method and the component’s material properties [18].
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2.2 Ultrasonic Transducers

In NDE, the ultrasonic field is generated by a transducer containing an active
piezoelectric element [19]. Certain materials, such as lead and quartz, exhibit
the ability to convert an electrical voltage into a mechanical vibration and vice
versa due to the piezoelectric effect. The thickness 7T}, of the piezoelectric material

determines the resonant frequency (f) of the transducer, given by Equation 2.15.

f=— (2.15)

Traditionally, probes consisted of a single or dual element held within a probe
housing. A schematic and photograph of a conventional probe is shown in Figure
2.4. They are typically comprised of the active piezoelectric material between
a damping material at the back and a protective matching layer, sometimes
referred to as the shoe, on the front. The active layer is the piezoelectric element
that generates the mechanical vibrations and it is surrounded on either side by
acoustically matched layers that optimise the performance of the element. The
damping material on the back of the probe controls how long the active element
vibrates for, known as the ring down time. It is also used to attenuate any energy
travelling backwards in the probe housing and avoid any internal reverberations.
A matching layer is often present on the front of the probe which acts as protection
for the fragile active element and also aims to acoustically match the active layer
to the load medium. Matching layers are generally of thicknesses in the order of
A/4 and typically fabricated from epoxy resins with some metallic additive. The
aim of the matching layer is to optimise the acoustic energy being transferred from

the probe to the inspection medium [20)].
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Connector
Connector
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FIGURE 2.4: Photo (left) and schematic (right) of a conventional ultrasonic
probe used in NDE.

Such probes would either be used for Pulse-Echo (P-E), where the element both
transmits and receives, or Pitch-Catch (P-C), where one element Transmits (Tx)
and the other Receives (Rx). Figure 2.5 illustrates P-E and P-C configurations,
along with a probe on an angled shoe. An electrical excitation pulse is applied to
the transmitter in the probe which generates a vibration within the piezeoelectic
material. This vibration is transferred to the inspection medium and effectively

initiates ultrasonic wave propagation in the medium.

24



Fundamentals of Ultrasonic Imaging Theory

Pulse-Echo Dual Element Pitch-Catch
Tx/Rx Tx Rx Tx
I I E— I

——

Angled Shoe

4

FIGURE 2.5: Demonstration of P-E, P-C and angled conventional probes.

The formation of the beam is determined by the size of the ultrasonic source,
as well as the operating frequency and wavelength in the medium. A schematic
and model of the ultrasonic beam assuming the diameter of the source is much
larger than the wavelength are shown in Figure 2.6 and 2.7. There are two main
regions observed as the beam extends with range, the Near Zone (Nz) and Far
Zone (Fz). In the near zone, or Fresnel region the ultrasonic energy is fluctuating
due to constructive and destructive interference. Beyond this, in the far field, or
Fraunhofer region, the beam is stable and constantly diverging with range. The
boundary between the near and far zones can be approximately calculated by
Equation 2.16. Where Ry, is the range of the Nz and D is the diameter of the

ultrasonic source.
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Beam Edge

Far Zone (Half Max Amp)
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FIGURE 2.6: Diagram showing the ultrasonic beam shape, with the Nz
boundary and beam spread visible.

FIGURE 2.7: Ultrasonic beam simulation showing the Nz boundary, where red
denotes high amplitudes and blue low.

Ry, = — (2.16)
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Where the probe is operating in P-E, a small dead zone is present while the probe
is ringing down from the initial pulse. This occurs due to the electrical signal that
is initially applied to the piezoelectric material. The element vibrates due to this
voltage being applied and it cannot detect features in signals being returned until

it returns to equilibrium.

The amplitude of the ultrasonic beam peaks on the centre line, and gradually
reduces as the beam diverges. The amplitude of the beam at angles spreading out
from the central maximum can be determined using Equation 2.17, where 045 is
measured from the centre line of the beam to the edge at a certain amplitude. The
factor k is specified according to the required amplitude and shape of the source,
for example k is 0.51 for disk shaped sources and half the maximum amplitude

13].

kX
Qhalf = sin~! (E) (2.17)

An effect of beam divergence is a trend referred to as the inverse power law. It
conveys the decrease in ultrasonic energy over range, due to the increase in area

over which the beam is spread. It is inversely proportional to the distance travelled.

The natural focus of conventional ultrasonic transducers occurs at the edge of the
near zone, Ry,. Imaging in the near zone is not recommended due to undulations
in the ultrasonic energy. Most inspections are therefore performed in the far field,
where the response from abnormalities is predictable. When considering ultrasonic
arrays imaging is typically performed in the far zone of each element where the
energy is predictable, this may relate to the near zone of the overall aperture in

large arrays.
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A probe shoe, or wedge, is often used to angle a longitudinal probe such that it
instigate mode conversion in the inspection medium. Some of the most popular
wedges produce 45°, 60° or 70° shear waves in steel, while 0° longitudinal probes
are also common. These angles are chosen to achieve near normal incidence with
any expected flaws which would maximises their response in an inspection. This
generates a specular reflection from the defect, where the energy is directed back
in the direction from which it came. However, it is not always possible to achieve
a specular response, and tip diffraction may be utilised instead. In this case,
energy is reflected in various directions from the indication and as such, the signal
amplitude is typically lower. A simple example of each of these responses is given
in Figure 2.8, where green indicates the incident wave and orange is the reflected

wave.

Specular Diffraction

FiGure 2.8: Example of specular reflection and tip diffraction occurring when
an ultrasonic wave is incident on a flaw.

The wedge is often built into the probe housing, meaning it cannot be changed with
ease. This restricts a single probe to one predetermined inspection angle, meaning
they lack flexibility in practical applications. Consequently this means that a
number of probes are required to achieve the desired coverage in an inspection

21].
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In order to image a component conventionally, a probe is moved incrementally and
the time-amplitude response is collected at each position. This is referred to as an
A-Scan in NDE. An image of the component can then be built up by lining the
A-Scans vertically, and converting the amplitude to a colour map. An example
of this process is shown in Figure 2.9, using the arrangement in Figure 2.1. Here
the probe is moved incrementally along the block from left to right, and A-scans
are recorded at each position. Low amplitudes are generally indicated by blue,
evolving through to high amplitudes in red. The BW is observed across the full

block, while the extent of the flaw is visible in the central A-scans.

Stacked A-Scans B-Scan

Flaw

i ——

FIGURE 2.9: An example of the formation of a B-scan, using stacked A-Scans.

Depth

BW

In order to achieve the required volumetric coverage, an assortment of probes
is typically scanned over the component. This can mean that the inspection is
repeated numerous times, and analysis of the data is performed for each probe
individually. Finally, agreement between all probe inspections should be achieved
to complete the inspection. This can be extremely time consuming, and thus

expensive.
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2.2.1 Arrays

Significant advances in manufacturing, electronics and computing technology have
paved the way for the introduction of ultrasonic array transducers [22]. In principle
they are equivalent to a group of small conventional probes, and hence offer a
number of advantages. The main benefit of arrays is their ability to perform the
job of numerous conventional probes. This means that equivalent inspections can
be performed in a fraction of the time, since changing probes and repetition of scan
plans is avoided. Consequently, through the addition of beam steering and signal
processing it is anticipated that inspection data would be easier to interpret. Each
of these factors mean notable reductions in time and cost for ultrasonic inspection.
These benefits are deliberated against the fact that advanced instrumentation,

training and inspection procedures are required for implementation.

Various array formations are possible, however linear arrays are the most widely
used and are considered here first. A schematic of a 1D array is shown in Figure
2.10, with rectangular elements stacked vertically. Each element has a width (w)
and length (L), separated by a gap (g). The pitch (p) combines the element width
and gap in one measurement. The complete aperture size (A) is a measure of all

elements in the array.

g
L

A

FIGURE 2.10: Schematic of the dimensions in a linear array, with stacked
rectangular elements.
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It is not always necessary for all elements in an array to be operational at once,
which gives rise to an active aperture. The principles defined for conventional
probes, also apply for formation of the ultrasonic beam with arrays. Instead of
each individual element, the active aperture of the array dictates Nz and beam

divergence using the previously defined relations.

Ultrasonic arrays are often referred to as phased arrays, as the beam they emit
can be controlled by phasing the excitation of each element in the array [23].
This offers greater control over the beam formed by an array, compared with
conventional probes. Two main uses for phasing the elements include controlling
beam direction, and focusing at a specific range. Figure 2.11 demonstrates how
phasing the excitation of each element can steer and focus the beam. In the case
of beam steering, the time of excitation for each element is determined to produce
a combined wave at the desired angle. Similarly, where focusing is requested, each
element is pulsed such that their respective wavefronts arrive simultaneously at the
specified range. Focusing is only possible in the near zone of the active aperture

of the array.

Steering Focusing Steering + Focusing

FIGURE 2.11: Phasing the excitation of elements in an array allows control over
the angle of the overall beam, including steering and focusing.
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Undesirable grating lobes due to spatial aliasing [24] can be generated when
performing beam steering with arrays. They occur where the pitch between
elements is equal to integer multiples of the wavelength and arise when steering
the beam away from the natural angle due to the energy spreading out from the
main beam. They can be avoided by maintaining a pitch of less than A/2, and the
amplitude of the grating lobe for pitches between A/2 and A is determined by the
probe design and steering angle. Grating lobes often appear as a high amplitude
beam in addition to the main beam, an example of this is shown in Figure 2.12.
The maximum energy of the main beam reduces with increased steering angles,
meaning the grating lobe becomes larger in relation to the main beam. This
additional lobe can cause spurious signals, and should therefore be avoided where

possible.

Main Beam

Grating Lobe

FIGURE 2.12: Simulation of an ultrasonic beam, where the main beam is present
together with a lower amplitude grating lobe.
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Array design often requires a compromise between various factors, including the
array dimensions, operating frequency and sensitivity to flaws. It is therefore
imperative to understand what is required of the inspection, and meeting this
criterion as closely as possible. In general, large elements are most sensitive,
however they must remain small compared with the wavelength to avoid narrow
beam spread and grating lobes. The operating frequency is also constrained by the
component material properties. It must be high enough to provide a reasonable

resolution but sufficiently low to avoid excessive attenuation.

A number of array configurations are commercially available [25], and 2D matrix
arrays are important with respect to this Thesis. The factors discussed so far
for linear arrays extend to 2D configurations. Matrix arrays offer additional beam
steering possibilities over linear arrays, inspiring their use in NDE and biomedicine.
The elements are generally configured as a rectangular matrix, over a primary and
secondary axis as shown in Figure 2.13. Now the element width, pitch and gap
each have a primary and secondary component. This means that steering and
focusing can be performed in both axes. Additionally, a volumetric image can
be obtained from a single position [26]. However, the design restrictions outlined
for linear arrays, also apply to 2D arrays. This means the number of elements
required to achieve an equivalent 2D array is vastly increased compared with a

linear array.

Despite the possible advantages they offer, they are not widely used in industrial
NDE and have instead largely remained a topic for research thus far. Volumetric
imaging can effectively be achieved by mechanically moving a conventional probe
or linear array. Additional electronics coupled with substantial computational
requirements would be required in order to achieve equal imaging performance

with a 2D array.
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Secondary Axis

=p

Primary Axis

FIGURE 2.13: Schematic of 2D array, with elements arranged in a matrix with
a pitch, element width and gap in both the primary and secondary axes.

An alternative layout for 2D arrays is therefore sought to minimise the number of
elements over the aperture, without reduction in the imaging performance. The
design and implementation of sparse 2D arrays is demonstrated in Chapter 5,

aiding efficient volumetric imaging of complex components.

The design and selection of the probe plays a key role in ultrasonic inspections, as

good quality data is required to provide optimal imaging performance.
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2.3 Ultrasonic Inspection

The result of an ultrasonic inspection can be imaged in various ways. When using
either conventional probes and arrays, the data is typically arranged into a B-scan,
C-Scan and D-Scan. They portray a slice through the component, a top view
and an end view respectively, as illustrated in Figure 2.14. Each of these views
convert amplitude to colour, and a volumetric representation of the inspection
can be constructed by considering all views. The A-scan is also routinely used,
as it provides the raw amplitude response. The probe is typically moved in two
directions, labelled the primary and secondary axes. When arrays are employed,
the primary axis of the inspection is typically in line with the primary axis of the

probe.

Primary Axis

Secondary Axis

C-Scan (Top View)

Probe

0) Primary Axis Secondary Axis
£ S % c/
j=1
U
=}

Primary Axis
>

Depth

D-Scan (End View)

s~
2 ~

~

B-Scan (Side View)

FIGURE 2.14: The typical views used in ultrasonic imaging, with B, C and D
scans showing the side, top and end view respectively.
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Furthermore, arrays can perform sectoral scans, where the beam is swept through
a range of angles, instead of just one. This is achieved by specifying numerous
focus points instead of one, as in Figure 2.15. Each of these array imaging systems
make use of delay laws, which are a set of excitations for each element at specific
times. The response is then summed upon reception, while taking account of
the appropriate delays. This delay and sum approach is generally the technique
applied when imaging with arrays. In more involved inspection scenarios where
numerous angles or focus depths are required, the calculation and application of
delay laws becomes increasingly complex, and therefore computationally intensive
and time-consuming. These factors limit the functionality of inspection using
arrays, and ultimately may require the inspection to be segmented into a number

of runs to be performed separately.

<~ Points

FIGURE 2.15: Focusing at numerous points to form a sectoral scan using an
array.
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Beamforming also requires prior knowledge of the component surface profile, to
allow the delay laws to be calculated correctly. If the delay laws are incorrect
then the angle and focus that was desired may not be achieved in the inspection.
Capturing data without performing prior focusing or steering means that data
can be collected from a known reference position (the probe) and processed after
collection with signal processing algorithms. A variety of algorithms have been
developed to replicate beamforming after data collection and TFM has emerged
as surpassing beamforming in imaging performance. Chapter 3 explores the delay

and sum methodology behind TFM and applies it to complex imaging scenarios.

2.3.1 Signal to Noise Ratio

The Signal to Noise Ratio (SNR) is an important aspect in UT. It quantifies the
contrast between the background noise and response from an indication. The main
unit for measuring SNR is the decibel (dB). Equation 2.18 is used to calculate
the SNR of an indication of amplitude (S;) against a reference amplitude (.S,).
Some typical SNR values are given in Table 2.1, where the SNR relates to signals

separated by the ratio in amplitude.

S,
SNR.p = 20log;, <§) (2.18)
SNRdB Ratio (%)
2 80
6 50
20 10

TABLE 2.1: Relation of SNR value to fractional amplitude of two signals.
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Another convention used for displaying A-scans is the signal percent Full Screen
Height (% FSH), which is a linear representation of the signal amplitude. A
simple example of the relationship between the SNR in dB and %FSH is shown
in Figure 2.16. Two indications are visible on the orange trace, S; and .53, at 50
and 100%F S H respectively, meaning S; is half the amplitude of S,. Translating
this to the dB scale using Equation 2.18, S is 6dB less than S5.

Signal to Noise Ratio

N
100
T
u
(N
X
Q
E 50
£
g
<
10 S, S,

Time

FIGURE 2.16: Simple A-scan to illustrate SNR, where S and S are indications
on the orange trace at 50 and 100%F SH respectively.

The PAC performs an analogue to digital conversion [27], where a specific bit range
must be specified. Current instruments typically offer bit depths in the range of
8 to 16. Smaller bit depths result in smaller data files, however it is important
to ensure all data is accurately represented, and thus a higher bit depth may
be required. Accurately capturing all features of FMC data is problematic when
recording the interface and up to the BW in one A-scan. The acoustic impedance
difference means that the interface signal is significantly stronger in amplitude

compared with the BW of the component. This also means any internal features
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of the component may be difficult to represent. Figure 2.17 illustrates representing
data using 8 bits compared with 16 bits on the left and right scales respectively.
An 8 bit dynamic range offers 256 unique amplitudes whereas 16 bit offers more
than 65 thousand. Using a higher bit depth when capturing the interface and BW

of the component ensures all features are adequately recorded.

Signal to Noise Ratio - Bit Depth

256 65,536

Amplitude (8 bit)
(19 9T) apnujdwy

5 - 1000

Time

FIGURE 2.17: Importance of selecting appropriate bit depth for data
acquisition, to allow all features to be represented with ease.

Care should be taken to avoid saturation of any signal, this occurs when the
amplitude is too high to be correctly recorded by the instrumentation. Maximum

signals of around 80%F S H should be used to avoid saturation.
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2.3.2 Instrumentation

Calculation of complex delay laws is often required when performing an inspection
with ultrasonic arrays. Various software packages are available to automatically
calculate the delay laws for a specific imaging scenario. This information is passed
to the PAC which applies the excitation voltage to each of the array elements.
A variety of PACs are available commercially, ranging from portable devices to
those that require a fixed workstation. Generally, these PAC allow a selection of
parameters to be set by the user, in particular the voltage and excitation signal

can be altered.

The sampling frequency is an important aspect to consider when recording a signal
[28]. It is essential to sample the data at a rate that accurately represents the true
signal. An example of the effect of under sampling is shown in Figure 2.18, when
too few samples are taken the signal form is incorrectly reconstructed. Conversely,
if too many samples are taken, excessive data is stored which has no additional
valuable information. A sampling frequency of 10 times the operating frequency

is recommended for data acquisition where the raw signal is required.

/True Signal
VAN pAN L LT | A .
v peig =~ On
4 \ Vi s \~
4 T /4 ~
i 4 ¥ / \\
L ,r . .
s sy \\\ ' s - L‘_H,,Mw'_-_".%—'_-—-()'
. :
LY [ /’
\\ i
\._O./
1 A = (O = Very Poor Sampling
r' Poor Sampling
Good Sampling

FIGURE 2.18: Example of the impact of sampling rate on signal reconstruction.
Too low a sampling frequency results in incorrect form.
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2.3.3 Calibration

It is important to perform calibration of an inspection using known reflectors.
This ensures that the technique is performing as expected to a known sensitivity.
Typically SDH are used to establish the sensitivity of an inspection [29]. The
geometry of SDH means they reflect energy in all directions, as opposed to planar
defects that depend highly on the angle of incidence. SDH at various depths in
a component are used to set the sensitivity to a predefined level. This ensures
the inspection is uniform over the full volume. A DAC curve may be employed
here, to either increase or reduce the gain amplification factor applied to signals
over range. The calibration process for an inspection should also ensure the PAC
and probe are operating to a known performance and similarly for any additional

equipment used.

Novel inspections techniques that require complex delay laws, data acquisition
sequences or signal processing must also undergo calibration to be used in an
inspection. However, applying a DAC to such inspections adds more complexity
and computational requirements. A method for predicting the sensitivity in novel
inspections is therefore required before it is likely to be implemented in industrial
NDE. An approach for calculating the relative sensitivity in an inspection volume

when employing FMC, TFM and sparse 2D arrays is explored in Chapter 6.
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2.3.4 Inspection Technique

Industrial UT contributes towards the safety case of operational plant [30]. It is
therefore imperative that the inspection is performed to a high standard, and that
the inspection is reliable and repeatable over the lifetime of the plant. A diverse
range of components and inspection requirements means extensive variation over
the range of applications of UT. Consequently, each inspection is considered in its
own right, focused on the objective of the inspection. It is essential to have an
understanding of the component, including it’s geometry and acoustic properties,

and vitally, what flaws may be encountered in the inspection.

Prior knowledge of the component is then combined with experience from similar
inspections, resulting in the development of the inspection technique. Computer
simulation also plays a vital role in the development of new techniques, since test
blocks are costly and experimental trials are time consuming [31]. Simulation
bypasses the requirement for a large number of test blocks, with computational
models utilised instead. These have been widely developed in recent years, and are
therefore increasingly assisting inspection design. The modelling software package
CIVA (conceived by CEA de France) has been built up over a number of years
to simulate ultrasonic inspection. It forms an analytical solution based on beam
propagation and defect interactions. Where more detailed simulation is required,

Finite Element Analysis (FEA) can be utilised.

Generally, an inspection technique must be verified before it can be applied in
practice with confidence. This involves a process referred to as qualification which
aims to expose the variables in an inspection system and evaluate their impact
on performance. A significant body that governs how qualification should be
conducted is the European Network for Inspection Qualification (ENIQ) [32]. They
set out guidelines that should be followed to reach inspection qualification and

ultimately they must be convinced that the inspection is suitable for purpose in
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order to grant it qualification. The further work outlined in Chapter 7 leads into
potential qualification of an inspection utilising FMC and TFM with sparse 2D

arrays.

2.4 Complex Components

UT plays a vital role in assessing weld integrity in a component. While inspection
is not exclusive to welds they are a key focus throughout industrial inspections due
to the potential for structural unreliability [33]. An irregular surface profile can
develop around the weld due to the manufacturing process. This often involves
welding two or more parts together and then machining off the weld cap manually.
There is no precise way to do this, resulting in undefined undulations on the
surface. Engineering drawings of such components are often unable to fully quantify

the irregular form of the surface and an approximation is taken instead.

Uneven surfaces present an issue for UT, as an uninterrupted path between the
probe and inspection component is required for ultrasonic transmission. Wedges
or shoes that support the probe in an inspection are typically made from perspex
which provides a solid, fixed, footprint. This does not fit well with undulations
on the surface and causes the probe to rock, in search for the best position. Two
major effects are observed in this case: lack of ultrasonic transmission and beam

deviations.

Firstly, lack of transmission typically occurs due to no direct path between the
probe and component. This may be because of an air gap between the probe
shoe and component surface. The acoustic impedance of air is a poor match for
both perspex and steel. This results in poor transmission from the probe wedge,
through air and into the steel. As a consequence, there will be regions of poor or

no coverage which is detrimental to the inspection performance.
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Secondly, beam deviations away from the expected beam angle may occur, due to
misorientation of the probe. The skewed incident angle then creates an altered
refracted angle. The probe and imaging system are not partial to this variation,
thus resulting in spurious images. These issues will arise even when using a
coupling medium that maintains full contact between the probe and component.
This process only becomes more complex when considering arrays, since more than

one incident angle is commissioned.

Ultrasonic inspection of components that exhibit an undefined surface is currently
performed using numerous conventional probes. Water is employed to fill any
unavoidable gaps between the probe wedge and component. This provides a better
acoustic coupling than air, increasing the possibility of transmission. The surface
profile can be recorded over the range of the inspection by a profilometer. A
complex and lengthy data analysis process ensues the inspection, aiming to correct
beam deviations. This process is time consuming and expensive as it requires
the expertise of a well practised, technically competent, data analyst. A manual
iterative process is followed, whereby the position of the probe is speculated for
each incremental position. Indications in the inspection can then be traced back
to find if they match with any given probe misorientation. This process is highly

dependent on suitably experienced and qualified personnel.

These factors make reliable ultrasonic inspection of complex components extremely
challenging. It is also particularly difficult to obtain a high level of repeatability,
in such inspections. Collectively, this means inspection of complex components
is expensive and time consuming. The aim of this study is to combine each of
the advances in recent years to establish an efficient inspection of such complex
components. This includes harnessing the potential of 2D arrays and efficient
new PACs, while exploiting innovative signal processing methods and the latest
computer technology to deliver immediate results. Each of these aspects are
considered in their own right in the remaining Chapters of this Thesis, before
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being combined to establish the introduction of an efficient inspection technique

for complex components.

2.5 Summary of Review

UT has a proven track record, making it a vital method in industrial NDE yet
state of the art UT has largely remained in the laboratory. The inspection of
complex components could significantly benefit from innovative signal processing
algorithms and advances in ultrasonic array technology. This Thesis aims to
develop an efficient inspection system for such components by exploiting the latest
in signal processing algorithms and efficient computational methods, combined
with 2D array design. Together, these factors offer the potential to result in a

more effective, efficient and reliable inspection system.
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Efficient Implementation of TFM

Incorporating Refraction
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Industrial NDE often presents challenging inspection scenarios, specifically where
the component is of complex, unknown geometry. Recent advances in computer
technology have paved the way for novel imaging methods, using advanced signal
processing algorithms. The Total Focusing Method (TFM) is currently considered
as the gold standard in ultrasonic imaging [34]. Consequently, the methodology
behind an extremely efficient implementation of TFM on Graphic Processing
Units (GPU) is explored in this Chapter. The benefits and drawbacks of TFM,
compared with conventional UT, are also discussed. The ultimate aim is to employ
this algorithm for imaging components of unknown surface profile, which will be
developed in the remainder of this Thesis. The mathematical calculations involved
in imaging an arbitrary surface component with TFM are examined for 2D and

3D volumes.

3.1 Post-Processing Imaging Algorithms

Post-processing algorithms have gained popularity with the introduction of phased
array transducers [34]. Conventional UT typically involved acquiring an A-Scan
at each probe position, which could be stacked to form a B-Scan. As arrays
are essentially composed of many small individual probes, the volume of data and
potential imaging methods are therefore much greater. Beamforming is considered
to be the physical steering and focusing of ultrasound, whereas post-processing
imaging algorithms virtually replicate this process. Beamforming is commonly
used with arrays, where the elements are pulsed in a sequence such that the
ultrasonic beam transpires in a specified composition, as illustrated in Chapter 2.
Advanced post-processing algorithms offer an alternative that avoids computation
of a vast number of delay laws. Instead, imaging algorithms are applied to raw
data that has not undergone beamforming. They have been demonstrated to offer

equal performance to beamforming for various arrangements and mean that many
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imaging scenarios can be applied post-inspection without affecting the original
data [2]. Ultrasonic arrays have permitted more efficient inspections by offering
additional control of the ultrasonic energy [35]. Despite the introduction of arrays
some 20 years ago, imaging techniques have remained relatively unchanged from
conventional UT. Post-processing algorithms aim to improve the efficiency and
performance of inspections by exploring new imaging techniques, many of which

have been adapted from medical or SONAR disciplines [36].

As reviewed in Chapter 2, conventional imaging with arrays typically involves
applying computed delay laws. This allows ultrasonic beam-steering, as illustrated
in Figure 3.1. Here the elements are pulsed sequentially from left to right, resulting

in a combined wave-front at the specified point of focus [37].
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F1GurE 3.1: Conventional beamforming using a linear array. Each element is
pulsed at a specified time to produce a combined wave-front, shown in blue,
that is focused at a particular angle and range.
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In contrast, imaging with post-processing algorithms involves collecting a full raw
data set and processing the data afterwards. This data set is generally referred
to as Full Matrix Capture (FMC). Unlike conventional imaging, no delay laws are
applied to the elements in the array and all focusing occurs in the post-processing
stage after data collection [38]. For FMC, each element is used as a Transmitter
(Tx) in turn, while all elements simultaneously act as Receivers (Rx). FMC is
therefore the complete set of amplitude-time signals, also known as A-Scans, for

each Transmit-Recieve (Tx-Rx) pair in the array. So, for an array of N elements,

the FMC would be NxN A-scans.

Figure 3.2 illustrates the process of FMC, transmitting on element 3 as an example,
while receiving on all elements. The green wave-fronts represent the ultrasonic
field from element 3 as the transmitter, while the orange wave-fronts represent
the regions where all other elements are effectively listening for responses, as
receivers. This process would be repeated for all elements in the array operating
as transmitters to obtain the FMC. The ultrasonic energy is distributed relatively
evenly over the whole inspection region in FMC, compared with conventional

beamforming, since it is not focused at a pre-determined point in space.
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>Element

FiGURE 3.2: Ilustration of FMC, transmitting on element 3 and receiving on

all elements. This process is repeated, using each element in the array as a

transmitter. The energy from the transmitting element is shown in green, while
orange represents the field of each receiver.

Intrinsically, a FMC data set can be relatively large due to the number of elements
in an array and the range of the inspection. Initially, this also meant FMC was
time-consuming to collect. However, electronics have progressed in recent years,
and many manufacturers of phased array controllers have invested in advancing
their hardware and software for FMC. Efficient data collection is now possible

with a number of commercial instruments [39, 40].

An alternative to FMC is Half Matrix Capture (HMC) which utilises redundancy
due to reciprocity in the FMC data [41]. HMC can therefore be around half of the
size of FMC data, while maintaining fidelity. Sparse Matrix Capture (SMC) is also
common [42], where for each transmitting element, only specified elements in the
array act as receivers. This can significantly reduce the amount of data stored but
may result in loss in data quality for some applications. A visual representation

of each of these data formats is shown in Figure 3.3.
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FIGURE 3.3: Example of FMC, HMC and SMC, where Ar, g, represents the
A-Scan for a particular Tx-Rx pair. FMC is the complete data set, HMC is the
lower half of FMC. SMC is user specified for the required Tx-Rx.

The motivation behind post-processing algorithms comes from the desire to develop
new and efficient imaging techniques, especially for components that are difficult
to inspect conventionally [43]. Two of the main challenges tackled by signal
processing algorithms for UT in industry are ultrasonically noisy materials with

coarse grains, and components with complex or undefined geometry [44].
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It is important to note that post-processing offers the added benefit of the raw
data remaining unchanged, meaning new processing algorithms can be used as
and when they become available, on previously collected data. Additionally,
recent improvements in computing capabilities [45] have supported the success
of post-processing algorithms, pemitting efficient implementations and allowing

real-time applications.

A range of algorithms have been established to improve imaging performance,
each with their own benefits and limitations. Of all of the algorithms developed,
TFM has gained elite status, as it offers improved imaging performance over
conventional beamforming methods [46]. It was developed from the Synthetic
Aperture Focusing Technique (SAFT) [47, 48], which is ordinarily used in SONAR.
Other post-processing algorithms are targeted at reducing noise, such as Phase
Coherence Imaging (PCI) [49]. Generally, the purpose of such algorithms is to
extract useful information about the component in an effective and efficient way,
while ensuring the inspection is more reliable, repeatable and robust [50, 51]. TFM

is the most widespread and general purpose of the algorithms recently developed.
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3.2 The Total Focusing Method

TFM is a delay and sum post-processing algorithm, initially developed by Wilcox
and Drinkwater [2]. It is widely accepted as the gold standard of ultrasonic
imaging in NDE. The algorithm mimics focusing of the ultrasonic beam at each
pixel in a specified imaging space. For simplicity, the 2D case is considered first,
as illustrated in Figure 3.4. Other imaging arrangements are studied later in
this Chapter. A linear ultrasonic array is considered to be in contact with the
inspection medium, where the transmitter and receiver are located at yr, and
Yrs respectively, and each pixel, P, has co-ordinates (yp, zp). In Figure 3.4 the
green line represents the ultrasonic path from the transmitter to the pixel, and
conversely, the yellow lines indicate the paths from the pixel to each receiver. Note,

this only represents a single column of the FMC data for one transmitter.
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FIGURE 3.4: Representation of 2D TFM image structure, where the image
space (y, z) is split into a grid of pixels. A linear array is placed in line with the
y-axis of the image.
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Focusing at each pixel is determined by summation of the amplitude from each
Tx-Rx A-Scan in the FMC, at the time appropriate to each pixel location. This
is achieved by calculating the Time of Flight (ToF) from the transmitter to the
pixel and back to the receiver. The respective amplitudes for every Tx-Rx pair
are then accumulated, and the total is assigned as the final amplitude of the pixel.
This is repeated for every pixel in the image to build a map of relative intensity
over the inspection region. The amplitude of any given pixel in the image can be
found using Equation 3.1. Referring to the co-ordinate convention used in Figure

3.4, and where ¢; is the longitudinal acoustic velocity in the inspected medium.

I, = |Z <\/(mi — Pt R+ ne—up) ¢ ) ‘ 5.1)

C

As an example, an image with a resolution of Imm over an area of 50 x 50mm would
hold 2,500 pixels, and therefore require 2,500 iterations of Equation 3.1 for each
Tx-Rx pair of elements, or A-Scan in the FMC. This is a very conservative case,
and in practice the resolution is likely to be sub millimetre, with around 16,000
Tx-Rx pairs. Therefore, this approach to TFM requires considerable computing
power and is unlikely to realise real-time imaging. In the context of this work
real-time imaging is considered to provide the operator with a live updating image,
with a frame rate in the order of seconds deemed acceptable. Significant data

processing times of an hour or longer are not desirable.

A number of studies have considered how to accelerate the TFM process in a
move towards real-time imaging. These studies include executing TFM on Graphic
Processing Units (GPU) [52], Field Programmable Gate Arrays (FPGA) [53], or
altering and condensing the required calculations. At the time the work for this
Thesis was completed, Dziewierz [3] and Lardner’s [4] implementation of TFM was
established as offering the most efficient performance. A thorough understanding
of mechanisms involved in this efficient execution of TFM is required as the
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background to the work undertaken in this Thesis. The remainder of this Chapter
therefore outlines the theory and methodology behind this implementation of TFM

and extends it to a range of inspection scenarios.

3.3 Efficient Implementation of TFM

An increase in the efficiency of TFM from its traditional implementation is essential
in order to extend it to more complex inspection scenarios. The number of
calculations required for a relatively simple inspection is already substantial and
can be expected to significantly increase as practical, often intricate, inspections
are considered. T'wo major confines of the original version of TFM were considered
to be the computational expense, and the restraint to a single load medium. Both
limitations are problematic in realising an industrial application of TFM since
inspections through more than one medium are common and real-time results are

desirable.

A group of researchers in CUE, including the author, lead by Dziewierz and
Lardner embarked on developing a suite of ultrasonic imaging algorithms with
an efficient implementation of TFM at the core. The key focus was condensing
the computational expense of such algorithms while extending them to fit typical
inspection scenarios. The most important result from this work was an efficient

execution of TFM capable of handling refraction through an interface [54].
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3.3.1 Graphics Card Processing

GPUs have recently been recognised as a diverse and powerful processing tool
[55]. Most commonly associated with rendering the display in computers, they are
increasingly being used in place of traditional Central Processing Units (CPU).
Various scientific research projects have harnessed the potential of GPUs, for both

modelling and data processing purposes [56-58].

Parallel processing has been identified as one key attribute of GPUs [59, 60],
making them especially suited for executing TFM. The ToF can be calculated
independently for each pixel in a TFM image, meaning they can be calculated
in parallel. One drawback of GPU computing is the latency in accessing and
transferring data stored on the GPU. With this is mind, operations are mainly
completed on the GPU and data transfer is kept to a minimum to avoid loss in
efficiency. An added advantage of GPU computing is that the CPU is free to
run other applications, such as a motor-controller, as would often be required in
an industrial inspection. A comprehensive narrative of GPU handling of data is

out-with the scope of this Thesis, but more information can be found in [61].

A version of TFM was established on NVidia GPUs using the CUDA programming
language [62]. This move provided additional processing power, and considerably
reduced the computational expense. Moreover, a tactic to reduce the number of

ToF calculations required was considered highly desirable.
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3.3.2 ToF Sampling

The processing demand of TFM can be significantly reduced by considering the
ToF for only a sample of pixels in the image. This is achieved by splitting the
image into Z-lines, as shown in Figure 3.5, and calculating the ToF to only a small
number of pixels along each of the lines. In a 2D TFM image there is a Z-line at

each increment in the y-axis.
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FIGURE 3.5: The image is split into Z-lines, at increments consistent with the
y-axis, and the ToF is calculated for only a sample of points in the z-axis. A
mathematical description is then used to describe the ToF for all pixels.

These calculated ToF are known as the primary ToF's, and can be used to produce
a mathematical function that represents the ToF for the extent of the Z-line.
Although the ToF may be a linear relation for a contact inspection, it may be
non-linear for more complex scenarios. An interpolating polynomial was chosen to
be a suitable function for describing the ToF per Z-line [3, 4]. This method is well
suited to GPU architecture and the calculations for each Z-line can be computed

in parallel. The interpolating polynomial has been demonstrated to be stable and
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well conditioned, delivering small numerical errors between the actual ToF and
interpolated value. This process is markedly more efficient than calculating the
ToF for each pixel in the image, without any distinguishable reduction in image

quality.

3.3.3 Evaluation

A simple inspection was performed to evaluate the GPU TFM implementation.
The experimental set up is shown in Figure 3.6, with the GPU TFM image shown
in Figure 3.7. A single FMC was obtained using a 5MHz linear array, with
an element pitch of 0.7mm, and a sampling frequency of 50MHz. The imaging
parameters were set with a resolution of 0.5mm in both axes, over an area of
90mm in length by 60mm in depth. The array was placed in contact with a flat
stainless steel test block of thickness 60mm. The block contains four 3mm SDH at
various depths, as noted on Figure 3.6, where the dimensions are in millimetres.
The image is set with a dynamic range of 26dB, where red denotes a high amplitude
and dark blue is a low amplitude. This scale is used throughout this Thesis, unless

otherwise stated.

The FMC data was processed using the GPU verison of TFM and result is shown
in Figure 3.7. The image shows the SDH are positioned correctly, along with the
BW. This image is equivalent to that achieved with a basic CPU implementation of
TFM, however, the GPU TFM image was obtained in less than a second, whereas
an equivalent CPU version could take up to around 20 hours. It is noted that
there may be more efficient editions of TFM on the CPU, nevertheless, this is a

significant reduction in time while maintaining equivalent imaging performance.
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FIGURE 3.6: Schematic of TFM inspection using a linear array, in contact with
a 60mm thick stainless steel test block. Four 3mm SDH at various depths, are
located within the block.
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FiGure 3.7: TFM image created to evaluate the GPU version developed by
Dziewierz and Lardner.

This result means TFM is no longer constrained to research laboratories, and may
be suitable for industrial NDE. The methodology of this efficient implementation
also means more complex imaging circumstances may be realised with ease. For
the remainder of this Thesis, only this GPU execution of TFM is considered.
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3.4 TFM with Refraction

To extend TFM to a wider range of NDE applications, it is important to manage
refraction. When an ultrasonic beam passes from one medium to another, refraction
occurs at the interface as defined by Snell’s Law and explained in Chapter 2.
Industrial inspections often use angled wedges to direct the ultrasonic beam. In
conventional UT, delay laws are calculated according to the geometry of the
probe, wedge and component being inspected. These delay laws account for
the change in material properties between the wedge and component, and adjust
data accordingly in the imaging process [63]. This is a relatively straightforward,
non-expensive operation for conventional transducers, however, it becomes a more

involved process for arrays and complex imaging scenarios.

Refraction must be taken into account even with a flat wedge in TFM, due to the
nature of FMC. Observing Figure 3.8, refraction occurs at the interface between
the two media, in the path between the transmitter and the pixel. Initially, a linear
array and 2D image space (y, z) are studied, and the ultrasonic path is regarded
as a ray. The interface is assumed to be planar, and can therefore be described
by the equation z = 0. The probe is assumed to be above z = 0 and the image
space is below, in negative z. Although the position of the surface is known, the
point where the ultrasonic ray passes through the surface is unknown. In TFM,
the point where the ray passes through the interface, referred to as the Point of
Refraction (PoR), changes depending on the pixel, and Tx-Rx pair contributing
towards that pixel.
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F1GURE 3.8: Illustration of ultrasonic path from Tx to the pixel highlighted in
yellow. The location of the Tx and pixel can be used to determine the PoR at
the surface.

Taking the Tx position as (yr., 27 ), the PoR on the interface as (y;7,0) and the
pixel location as (y,, z,), a solution can be derived to locate y;r,. First, the angle

in medium one can be defined by trigonometry as

. (szx - yTx)
sin(6;) = 3.2
(6 \/(yiT:c — yra)? + Z%gg (3-2)

Similarly, the angle in medium two can be defined as

sin(0y) = ——Wp — Yirs) (3.3)
V= vira)? + 2
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These definitions of sin(#;) and sin(f;) can then be substituted into Equation 2.8
for Snell’s Law defined in Chapter 2, to give

(v = yra)/ (Ve — )" + 22, _a (3.4)

(Yp = Yira)/ <\/(yp — Yira)? + z§> C2

The PoR, y;r, can then be found by solving Equation 3.4 for y;r,, where z;r, is
already known to be zero. Since Equation 3.4 is a double-quadratic, there are four
solutions for y;7,. Two of the solutions represent a non-physical situation, as they
contain imaginary numbers. The other two form the solution where y, > yr, and
Yp < Y1z, Which is known. There is one unique solution to this system, where
Y1z = Yp, Which results in y;7, = yry = yp. This occurs due to 6, = 0, so there is

no change in angle between the media, meaning #, = 0 also.

In TFM, utilising FMC data, the transmitting element is often not at the same
position as the receiving element. Therefore, the PoR from the transmitter will
be different from that of the receiver. A new point for the receiver position is
defined as (Ygs, 2rz).- The PoR (y14,0) must also be found for the path from
the pixel-receiver, defined as (y;g.,0). This configuration is shown in Figure 3.9.

Equation 3.4 can determine y;g, in the same way as it was used to determine ;7.
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Ficure 3.9: Calculating the ToF of the ultrasonic path from Tx to pixel to
Rx, through an interface.

Now that the PoR is known, the ToF from the transmitter through the interface,
to the pixel and back through the interface to the receiver can be calculated. The
calculations are separated into 7r,_, and 7,_g, for the ToF from the transmitter

to the pixel and, conversely the ToF from the pixel to the receiver.

\/(szm - mi)2 + (ZiTz - ZTx)2 \/(yp - yiTm)2 + (Zp - Z’iTI)2

r—p = 3.5
TTa—p o + . (3.5)
t1Rx — 2+ ZiRx — % 2 x — YiRx 2 r — ~i1Rx 2
Tp—Ra = vV ir yp)C (ire = %)* | V(yre = yir )C+ (2R — ZiRz) (3.6)
2 1
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Adjusting Equation 3.1 to perform TFM though an interface at z = 0 then becomes

[y,z = ‘Z Z-T:):,Rx (TTxfp + Tprm) (37)

An example of this routine is shown in Figure 3.10. The test block used is the
same as that in the contact case, in Figure 3.7, with the probe now separated from
the surface by a coupling medium of a specified height. The 5MHz linear array
was used as before and it was placed 25mm above the test block with the gap
filled with water. The resolution of the TFM image in y and z was set to 0.2mm.
The image is now centred at the middle of the array in the y axis. The SDH
and BW are accurately identified in this image, proving the algorithm is operating
correctly. As with the contact case, this TFM image was constructed in less than

1 second.

TFM Image With Refraction Through a Planar Surface
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Ficure 3.10: TFM image constructed from FMC data collected with the probe
parallel to the surface, at a height of 25mm in water.
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3.4.1 3D TFM

One significant advantage 2D arrays offer is volumetric imaging [64], which TFM
can facilitate. A 3D co-ordinate system is now considered, as shown in Figure 3.11.
In addition to the system used previously, the x-axis represents the secondary axis

of the array.

2D Array

Y— yj
+7
(0,0, 0) I/ Y

F1GURE 3.11: Co-ordinate convention for 3D imaging space using TFM. The
y-axis is in line with the primary axis of a 2D array, the x-axis is in line with
the secondary axis of the array and the z-axis is image depth.

A contact inspection is considered first, where the transmitter and receiver are
positioned at zero on the z-axis. They are defined as (zrs, Y7z, 0) and (Trs, YRz, 0)

respectively, and each pixel in the image is (2, Yp, 2p)-
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The distance from transmitter to the pixel is then

dry—p = \/ (Y1 = Yp)* + (X102 — 2p)* + 2° (3.8)

Similarly, the distance from the pixel to receiver is

e = A/ (e — W) + (2re — )2 + 22 (3.9)

Equations 3.8 and 3.9 can then be combined in Equation 3.1 to evaluate the pixel

amplitude

Are— dp— Rz
]l,’y’z - ‘ZiT$7R$ (M)‘ (3‘10)

(&1

It is typically most convenient to construct 2D images, in (y, z) at specified
intervals in x and then combine the data to produce a 3D image. The increments
in x then represent the resolution in the x-axis. Evaluation of this process was
achieved by collecting FMC data in contact with the test block with a 1IMHz 2D
matrix array [Appendix B|, as shown in Figure 3.12. The array has 18 elements
in the primary axis and 7 elements in the secondary axis, with a pitch of 3.35mm

and 3.85mm in the primary and secondary axis respectively.

The 2D TFM images obtained at three increments of 5mm at the centre of the
x-axis are shown in Figure 3.13. Each image was created with a resolution of
0.2mm over a depth of 100mm and y-axis length of 60mm, coincident with the
primary axis of the array. A 3D representation of this data is shown in Figure

3.14, obtained with a resolution of 0.2mm in the x-axis.
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FIGURE 3.12: Experimental set-up for 3D TFM example, using a 2D matrix
array in contact with a 100mm thick stainless steel test block. Two 3mm SDH
at z= 58mm and 78mm are present.
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FIGURE 3.13: 2D TFM slices at increments in the x-axis, which can be
combined to create a 3D TFM image.
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FiGURE 3.14: 3D TFM image obtained by combining numerous slices of 2D
TFM data in the x-axis. High amplitudes are represented in dark red.

Following the same methodology, 3D imaging through a planar interface can be
performed. Points P;, P; and P, are used to generalise the start point of the ray,
the refracted point and then the end point. First, the co-ordinate system is shifted
by a vector (xs,y.,0) such that its origin is centred on P; in the x and y axes,
and zero in the z-axis. A rotation, represented by « is applied to the co-ordinate
system, such that P, P; and P, all lie within the same plane, obeying the laws

of refraction. Figure 3.15 illustrates the shifted and rotated co-ordinate system,

represented by (zs, ys, 2s)-
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Ficure 3.15: Illustration of shifted and rotated co-ordinate system used to
find the point of refraction in 3D.

Equation 3.4 can then be used to find the PoR, as in the 2D case [3]. As noted
on Figure 3.15, the points P, P; and P, are translated into the new co-ordinate

system to become

Py(x1,91,21) = P (0,0, 241)
Pi(zi,v:, 21) = Psi(0,ys,0)

Py(x9,y2, 22) = Ps2(0, ys2, 252)

The PoR can then be translated back to the original axis by

Pi(x;,y;, 21) = Psi(x1 + xgsin(a), y1 + ysicos(a), 0)
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Now, to account for the ToF, Equation 3.5 is separated into the ultrasonic path

in medium 1 and medium 2 for the 3D case, to become

Tx — J:2+ iTx — x2+ iTx — x2
e — vV Wire — Y1) (DSTC T7:)? + (2ime — 272) (3.11)
1

and

— Yirz)? + (Tp — Tire)? + (2p — 2i72)?
2

In parallel, Equation 3.6 is separated into

iRe — Yp)? + (Tire — Tp)? + (Zire — 2p)?
(&)

yx_inQ—{'xx_xixz—i_zx_zixQ
TiRz—Rz = A re) T (s . re)' + (20 ) (3.14)
1

The amplitude of a pixel located in a 3D co-ordinate system, when imaging through

a planar surface is then

[ = ‘Z ATz Rx (TTa:—iT:c + TiTz—p + Tp—iRx + TiR:C—R:v) (315)
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This is an important module for TFM, and is essential for imaging with 2D arrays.
Demonstration of the execution of this algorithm for the configuration shown in
Figure 3.16 is shown in Figure 3.17. A 5MHz 2D matrix array was used to inspect
the component with a 25mm water gap. The array has a pitch of Imm in both the
primary and secondary axis, with 32 and 4 elements in the primary and secondary
axis respectively. The image in Figure 3.17 is a 2D slice constructed at the centre
of the secondary axis of the array, as highlighted in orange in Figure 3.16. All
three SDH and the BW are identified and positioned correctly, confirming the

algorithm is successfully accounting for refraction through the interface.
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(50, 60)

FI1GUuRE 3.16: Experimental set-up to demonstrate TFM using a 2D array with
refraction. Three SDH at various depths are imaged by a 2D matrix array. The
region in orange highlights the 2D slice shown in Figure 3.17.
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In Figure 3.17 the probe is positioned between -12 and +12mm and the imaging
window is slightly wider than directly below the probe in this image to allow all
3 SDH to be detected. The best imaging performance is directly below the probe
and outside of this region the performance degrades slightly. This is recognised

through curving of the BW and skewed SDH responses at the edges of the image.

TFM Image With Refraction Through a Planar Surface

Depth in Test Block (mm)

-20 -10 o 10 20
Length Along P-Axis of Array (mm)

FiGure 3.17: 2D TFM Slice at the centre of a 2D matrix array resulting from
the experimental set-up in Figure 3.16.
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3.4.2 TFM Through an Arbitrary Interface

Inspections are not restricted to components with planar surfaces, and so TFM
must be able to deal with refraction through an arbitrary interface [65]. Unlike
the planar case, there is no closed form solution to locate the point of refraction.

Instead it is an iterative process, and can therefore be computationally expensive.

Fermat’s Principle explains that ultrasound takes the shortest path from any given
start to end point. In this context this relates to the shortest time from one point
to another through an interface. An efficient solver, harnessing the power of GPU,
has been developed to identify the point of refraction according to this principle.
A mathematical description of the surface is required, to inform the algorithm
where the interface lies. The author helped establish that the most stable manner
of representing the surface for this process as a height map at specified increments
along the y-axis. The process involves iteratively seeking the PoR by evaluating
the ToF at a range of points on the surface. Figure 3.18 illustrates the initialisation
of routine, where an initial guess at the PoR yp,r, on an arbitrary surface is taken
as the midpoint of the y-axis position of the transmitter and pixel, referred to
as Ypor1 and yp,re on the diagram. Interpolation is used to approximate the
surface height where is it not stipulated by the height map. The solver continues
to search for the PoR by iteratively checking positions on the surface between
Yror1 and yp,re until the minimum ToF between start and end point is achieved,
returning the identified PoR. Once the point of refraction is located, the algorithm

operates as described for the planar surface.
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FI1GURE 3.18: Initial guess of the PoR in the case of an arbitrary surface profile
(in 2D).

An example of TFM through a known arbitrary interface is demonstrated using
the experimental set up in Figure 3.19. The TFM image in Figure 3.20 was
achieved using the 1IMHz 2D matrix array to collect FMC data in immersion, with
a 35mm water gap between the probe and surface. The surface profile was defined
from engineering drawings of the test block and subsequent measurements. The
profile was articulated to the TFM algorithm in increments of 0.5mm along the
y-axis. The surface form was concave with respect to the probe, with a dip of
around 2mm in the centre of the probe as illustrated on Figure 3.19. The TFM
image in Figure 3.20 displays the geometry of the surface, at a depth of Omm, and
correctly positions the 2 SDH and BW in the component. This result confirms
correct implementation of TFM incorporating refraction of a known surface and

also indicates that the surface geometry can be imaged using TFM.
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FIGURE 3.19: Experimental set-up for TFM through a known arbitrary surface.
A 90mm thick test block with a known surface profile and two 3mm SDH is
inspected with a 2D array.
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FiGure 3.20: TFM image for experimental set-up shown in 3.19. Two SDH
and the BW are image correctly.

Imaging through a surface evolving in all 3 dimensions is possible following the
same methodology used in the 2D case. A height map of the surface over x and y
is required and 2D interpolation is used instead of linear interpolation to identify
the PoR. In this case the ToF solver is iterated over an area on the surface, as
highlighted in green on Figure 3.21. The 4 corners on the surface are defined by
the x and y locations of the transmitter or receiver and the pixel. Using Figure
3.21 as an example, the four corners of the area would be (z7.,y7r:), (12, YpP),
(xp,yr:) and (xp,yp). This relates to the area on the surface enclosed by the

transmitter and the pixel. The same is true for the pixel and receiver.
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FiGURE 3.21: Illustration of how the PoR is determined in the case of a fully
3D arbitrary surface.

A model incorporating the surface profile of an in-situ component with a surface
form varying in all directions was created in CIVA and used to validate this
method for imaging through a fully arbitrary surface. A 2MHz matrix array of
2.5mm element pitch, with 16 and 8 elements in the primary and secondary axis
respectively was specified. The model of the component used surface profile data
obtained from previous inspections and three 3mm SDH were placed throughout
the component as in Figure 3.22. The surface profile for the region under the probe
was specified to the TFM algorithm. A slice through the centre of the secondary
axis of the array is shown in Figure 3.23, where the BW and SDH positions are
indicated by the white overlay. Each of the SDH are identified and positioned
correctly, however the shape of the response from each of the holes is different. It
is expected that this is due to the varying surface creating a focusing or defocusing
effect. The impact of the surface profile on imaging with TFM is considered further
in Chapter 6.
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2D Matrix Array

3D Variable Surface

FIGURE 3.22: Model of component with a surface evolving in both the primary
and secondary axes. Three 3mm SDH are placed throughout the component as
it is inspected using a 2D matrix array.
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TFM Image of 3D Arbitrary Surface Component

o |
I5

40

45

50

=20 -15% -0 -5 0 5 10 15 20
Distance Along Primary Axis (mm)

FIGURE 3.23: TFM image of the component shown in Figure 3.22 with a 3D
variable surface. Three SDH and the BW are correctly identified.

3.5 Discussion

A thorough account of the mathematical calculations involved in creating a TFM
image has been given. The steps taken to achieve an economical execution of TFM
are identified and documented. The algorithm has been implemented systematically
for various inspection scenarios, from the simplest where a linear probe is in contact
with the component, to the most complex where a 2D array is used to image a
component of a known, irregular surface profile. A comprehensive understanding
of the inner mechanisms of TFM on GPUs has been achieved by the author,
providing a foundation for the work completed in the remainder of this Thesis.
The author contributed towards the development of this implementation of TFM

mainly through the handling of surface geometry. The author played a vital
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role in the development through trials and demonstration of the technique using
experimental data. Furthermore the author established a method for imaging
through surfaces varying in all directions, which is essential for applying TFM to

real components.

The TFM algorithm is now suitable for imaging components of irregular surface
profile. However, a known profile has been assumed thus far. It is not always
feasible to have a true representation of the surface profile of in-situ industrial
components. The following Chapter examines surface detection methods and
mathematical descriptions of the surface. Moving forward this allows on-the-fly

inspection of components with an unknown surface profile.
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Components requiring inspection often present irregular and complex surfaces and
a dynamic method for detecting and reconstructing such interfaces is sought in
this Chapter. Innovative imaging algorithms, such as TFM, offer a solution to
inspecting complex components. However, an accurate description of the inspection
surface is required for these algorithms to operate effectively. A double TFM
system is presented here, whereby a TFM image is initially created around the
component surface, followed by surface extraction. This is then relayed to the

algorithm to create a corrected TFM image of the component.

The bespoke test block introduced in Chapter 1 is shown again in Figure 4.1. This
block has a specific surface profile intended to represent the worst acceptable error
of form for a component requiring ultrasonic inspection [66]. The error of form
refers to undulations in the surface height of 2mm over 60mm in length. Three
regions are identified on the test block in Figure 4.1 and these are used throughout

the Chapter to identify areas of the block for which imaging has been performed.

FIGURE 4.1: Bespoke test block with positions A, B and C highlighted for use
in this Chapter.
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Unless otherwise stated, the data presented in this Chapter was collected using
this test block in an immersion tank, using an automated X-Y scanner to position
the probe. A 1MHz 128 element, 2D matrix array was used to collect FMC data
parallel to the flat BW of the test block. Appendices A and B provide more
detail on this test block and probe respectively. The Micropulse 5 (MP5) PAC
(Peak-NDT, UK) was used for excitation and data collection, with a sampling

frequency of 10MHz.

4.1 On-the-fly Surface Detection

A cost-effective technique for determining the surface profile of a component is
sought to permit automatic correction of the ToF calculations in TFM. There
are a number of possible approaches to establish the surface profile, each with
their own benefits and limitations. Preferably the method should not significantly
increase inspection or data processing time and additional apparatus should be

kept to a minimum.

One accessible and proven method would be to employ a profilometer [67], which is
a commercially available instrument that measures the surface profile by utilising
either a stylus or optical methods [68, 69]. Potentially, the profilometer could scan
the surface alongside the ultrasonic inspection, with the profile being conveyed
to the ultrasonic imaging algorithm in parallel. However, this would mean extra
apparatus in the region of the inspection, which can be restricted. Additionally,
there is a risk of errors being introduced when referencing the profilometer with
respect to the inspection data. The probe is often positioned manually by the
operator at the start of a scan and the exact reference position may vary slightly
from one inspection to another. Furthermore the probe or profilometer may

displace with respect to one another.
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Several studies have considered flexible ultrasonic probes that conform to the
surface [7, 70], removing the requirement to know the surface profile. These have
been demonstrated successfully in the laboratory environment but may be lacking
the robustness and flexibility required for an industrial inspection. They rely on
advanced electronics to account for changes in the surface geometry, with pistons
pressing the elements on to the surface. The extent to which they can conform to
the surface is limited by the element size and configuration. Additionally, it can
be difficult to generate shear waves with such probes, restricting the inspection

possibilities.

Ideally, the surface profile should be determined from the data collected for the
inspection. Initially, the Pulse-Echo (P-E) data is considered. In the FMC this
relates to the diagonal within the matrix, where the transmitting and receiving
elements are the same. P-E is typically used in ultrasonic thickness gauges [71, 72],
therefore potentially offering a straightforward solution to surface profile detection.
This works well when the inspection surface is planar. However, it collapses for
the geometries considered in this study due to both the gradient of the surface
and the beam-spread of the ultrasonic energy. These predicaments are illustrated
in Figure 4.2. Two P-E scenarios are shown, with their transmitted and reflected
beams shown in orange and green respectively. On the left of Figure 4.2, the
energy is reflected to the element and the surface profile may be detected as in
the illustrative time domain response shown in Figure 4.3. However, in the case
to the right of Figure 4.2, where the gradient of the surface is extreme, no energy

is returned to the probe and the surface cannot be detected at that point.
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FIGURE 4.2: Ilustration of two main issues using P-E to detect an arbitrary

surface profile. On the left, the peak energy returning may not be from the

point on the surface directly below the element. On the right, no energy may
return to the element for extreme surface gradients.

An amplitude trace can be represented either as the raw response, rectified signal
or envelope as shown in Figure 4.3. Where the amplitude of various peaks in
the response are similar it becomes difficult to distinguish where exactly to take
a measurement from. In particular beam-spread can induce ambiguity, since the
strongest response may not arise from the surface directly beneath the element.
Analysis of where the point arising from the surface is becomes open to user
interpretation due to various peaks at a similar amplitude. A number of methods

may be used including using a threshold or taking the peak of the envelope.
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Amplitude RF Signal

Rectified Signal

Envelope
Time

FIGURE 4.3: Example A-Scan representations including RF, rectified and the
envelope allowing the signal to be interpreted in a number of ways.

4.1.1 Surface Extraction with TFM

An efficient method for determining the interface is accomplished by constructing a
TFM image of the surface, as a reflector in the coupling medium, and subsequently
extracting the profile. This is achieved using a portion of a single FMC data set
acquired in an inspection, meaning no additional data or apparatus is required.
This also avoids any referencing errors between instruments. This method is
similar in principle to a SONAR voting system [73], which is successfully used

to determine topography of unknown structures.

A small window of 10mm in height and the Primary Axis (P-Axis) length of
the array is set to construct the TFM image of the surface. An example of this
arrangement is shown in Figure 4.4. Here a dual media inspection is considered,
where the probe is coupled by medium 1 through an interface to medium 2. An
estimate of the offset between the probe and component surface is required, to
position the surface at approximately zero in the z-axis. The TFM image is
constructed using the velocity of medium 1 only, and no reference is made to
the second medium at this point. The surface profile marked on Figure 4.4 for

86



Dynamic Surface Detection and Reconstruction

illustrative purposes only to indicate where the surface may be and no default

surface profile is assumed.

Probe |

Estimate of

Probe Height
TFM Image Frame

7 axis

10mm Surface Profile v 0
7=

] L%
- >

Length of Primary Axis of Probe (y-axis)

FIGURE 4.4: Schematic for creating a TFM image of the surface. An estimate
of the probe height is required to position the surface at approximately zero in
the z-axis.

Figure 4.5 shows the TFM image of the surface at position A on Figure 4.1.
A resolution of 0.2mm was used in both the y and z axes, and the probe was
positioned approximately 38mm above the test block in water. The region above
the surface suffers from large artefacts which obscure the profile. Figure 4.6 shows
the TFM image of a flat surface, the artefacts still arise in this case and it becomes

clear that they arise due to the sidelobes from elements with large separations.

TFM Irnage nf Eurfac:e

-20 -10 0 10 20 30
Distance Along the P-Axis (mm)

FIGURE 4.5: TFM image of the surface at position A on the test block. where
the scale is in dB. Extensive reverberations obscure the surface profile.
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TFM Image of a Flat Surface
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FIGURE 4.6: TFM image of a flat surface, illustrating artefacts arising above
the surface due to the sidelobes from elements with large separations.

These artefacts can be avoided by effectively windowing the elements that contribute
towards each pixel in the surface TFM image. Equation 4.1 defines the angle 0,;,¢
that arises due to setting W between 0 and 1, reducing the window from 90° to 0°.
Figure 4.7 illustrates the windowing process in 2D with a linear array, and then
Figure 4.8 extends this to 3D with a 2D matrix array. Here large angles relate to

a greater number of elements in the window.

Opizer = cos™ (W) (4.1)

Linear Array |

““-_»h ! ep]xelE ~ 60°

0,; ~15°
pixell pixel 2

y

Pixel 1

FiGure 4.7: Illustration of the windowing process for surface TFM images.
The 2D case is shown using a linear array.
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2D Array |

4| 4

Pixel 1 Pixel 2

FIGURE 4.8: Example of pixel windowing in a 3D volume using a 2D matrix
probe.

This routine means that only the FMC data from Tx-Rx pairs within the cone,
specified by the angle limit, contribute towards the amplitude of a specific pixel.
The elements, and therefore Tx-Rx pairs, change for each pixel in the image. The
reasoning behind this method is that useful information is retained from elements
directly above the surface, while interference from additional reverberations is
avoided. This is effectively the Synthetic Aperture Focusing Technique (SAFT)
[74], since only a portion of the available aperture contributes to each pixel in the
image. Figure 4.9 gives an example of four stages of windowing, ranging from 25°,
15°, 10° and 5°. At angles above 25° very small effects due to the window are

observed, and below 10° the surface profile begins to degrade significantly.
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TFM Image of Surface 25° Window

=20 -10 0 10 20 30
Distance Along the P-Axis (mm)

TFM Image of Surface - 15° Window

G
Depth (mm)

-20 -10 0 10 20 30
Distance Along the P-Axis (mm)

TFM Image of Surface - 10° Window

Depth (mm)

=20 =10 0 10 20 30
Distance Along the P-Axis (mm)

TFM Image of Surface - 5° Window

a
Depth (mm)

-20 -10 0 10 20 30
Distance Along the P-Axis (mm)

FIGURE 4.9: Four grades of pixel window ranging from 25° to 5°, where the
interference from reverberations is removed to reveal the surface profile.
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The best imaging performance occurs at 10° on Figure 4.9, where the reverberations
have been removed and the surface profile is clearly visible. Windows 15 and 25°
suffer from reverberations while the 5° window results in inconsistent amplitudes
along the surface. A window of 10° relates to a value of W = 0.9848 and is
the window chosen for this particular inspection set-up. This corresponds to
around 12 elements, out of 128, contributing towards the amplitude of each pixel
in the TFM image. These parameters may require modification for a different
arrangement due to a number of variable parameters, including the probe used,
coupling medium and probe height. As such the settings would be dealt with as

part of the calibration process for each new inspection.

Now that the TFM image gives a good representation of the surface profile,
the extraction method and threshold must be optimised to lead to an accurate
reconstruction of the interface. First, considering the extraction method, three
techniques were considered including the first peak, the mid-point and the strongest
peak. Each of the methods handle data at each increment in the y-axis, and do
not report a depth where no pixel exceeds the specified threshold. Pixels in the
z-axis are defined as increasing away from the probe face, with first pixel closest
to the probe. Initially, the first peak method returns the depth of the first pixel
exceeding the threshold. For the mid-point case the first and last pixel exceeding
the threshold are returned, and their centre is taken as the surface point. Finally,
the strongest peak returns the depth of the pixel with the maximum amplitude.
Figure 4.10 gives an example of these surface extraction methods at position A on
the test block (see Figure 4.1). In general they are in agreement with the surface
profile, however there are subtle differences. In comparing the extracted data with
the actual surface profile, over a range of surfaces, the mid-point system performed
best. The first peak appeared slightly too high at around 1mm closer to the probe
than expected. The strongest peak method experienced spurious surface points at

Omm and 20-30mm along the primary axis.
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FIGURE 4.10: Comparison of methods for extracting the surface profile from
the TFM data.

The choice of threshold at which to extract the surface also impacts on the quality
of reconstruction. In this work, the dynamic range of the surface TFM images
is set to 26dB, where the scale ranges from strongest peaks at 0 decreasing to
-26dB. Figure 4.11 presents the raw surface points extracted from the TFM image
using a range of thresholds from -6dB to -20dB. The extracted profile is consistent
over the range of thresholds, however the extent of the profile is dependent on the
threshold. At the lower thresholds, from -20dB to -16dB, good coverage is achieved
but an artefact that does not appear on the real surface is detected in the centre.
At the highest threshold, -6dB, poor coverage is achieved, meaning a large portion
of the surface is not detected. The remaining thresholds both perform well, with

-14dB giving slightly better coverage than -12dB.

92



Dynamic Surface Detection and Reconstruction

Raw Surface Profile - Threshold
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FIGURE 4.11: Comparison of the extracted profile using a range of thresholds,
-6dB to -20dB.

The final extraction settings are therefore a pixel window of 10°, using mid-point
extraction and a threshold of -14dB. Figure 4.12 shows a comparison of the

extracted profile and real surface at position A, B and C.

The red crosses indicate the detected profile and the blue line is the true surface.
It is noted that the surface detected at position C does not match the true
surface form at the top left and dip in the middle. This may be explained by
poor alignment of the probe above the surface, demonstrating the requirement
of accurately representing the position of the elements in the probe. Overall,
the extracted and real surface profiles are in good agreement, however there are
sections where no interface was detected. Generally these relate to large gradients

on the surface, which are intrinsically difficult to detect as mentioned previously.
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Since this is a matter relating to the form of the surface, it is still relevant in the
case of TFM and surface extraction. The following section employs mathematical

approximations to complete the reconstruction of the surface profile.
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FIGURE 4.12: The raw extracted surface profile points (red) at positions A, B
and C, compared with the true surface profile (blue).
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4.2 Mathematical Description

A mathematical approximation is required to ensure a smooth and continuous
profile. Previous studies relating to this topic have demonstrated the use of
higher order polynomial equations for this purpose [5]. However, without known
boundary conditions, these can tail off at the edge meaning the surface form is
not correctly represented. Since no previous knowledge of the surface is assumed
in this study, the edge conditions are unknown. This causes significant errors
in the ToF calculations with the efficient TFM algorithm used here, due to the
shortest path solver. This method also suffers where breaks in the raw surface
data appear, often resulting in steps between known points, rather than smooth
continuous profiles. An example of these issues is given in Figure 4.13, where an
example surface profile is shown in green and the polynomial representation is

shown in red. The problem areas are circled.

Polynomial Curve Fitting

.
Y

Polynomial
Representation S

True Surface

,—--\Depth

P-Axis

FIGURE 4.13: Illustrative example of the issues arising when using a polynomial
description of the surface, including a step in the profile and tailing off at the
edges.
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4.2.1 Curve Fitting Methods

As introduced in Chapter 1, the surfaces considered in this study are polished
smooth and continuous with relatively small undulations (less than 2mm). Various
curve fitting methods were assessed for their suitability to such surface profiles,
using the three positions indicated on Figure 4.1. These encompass the general
and extreme behaviour of the surfaces considered, including convex, concave and
planar regions. Out of the conventional curve fitting methods, combination sine
waves, Fourier series and polynomials suit this problem most intuitively. Initially,
trials using sections of the surface profile were performed to settle on the number
of combination sine waves, Fourier series and order of polynomial to use, for the
respective methods. These trials concluded that a three sequence sine combination
and Fourier series, and 4th order polynomial present the best solution to such
profiles. Their respective constructions are given in Equations 4.2 - 4.4, where y;
corresponds to the fit output for the input x; of a typical function f(z,y). The
parameters M, N, w, t and q relate to amplitude, frequency, offset and polynomial
coefficients in turn. These parameters are dictated automatically using widely

available curve fitting optimisation algorithms [75].

Y, = MlSin(wlxi + tl) + MQSin(WQxi + t2> + MgSiﬂ(ngL‘i + tg), (42)

y; = Mo+ MCos(wz;) + NiSin(wz;) + MyCos(2w;) (43)
4.3
+ NaySin(2wz;) + M3Cos(3wz;) + N3Sin(3wz;)

Y; = Q4l'? + (]3ZE? + QQZE? + qQ1T; + q0 (44)
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Figure 4.14 shows the fit from these 3 methods, referred to as Sine3, Fourier3
and Poly4, along with the raw extracted data points and the true surface profile.
Overall, the three methods perform well in reconstructing the surface profile at
each of the three positions, with sub-millimetre errors reported, with the exception
of the maximum error at position B. A summary of the RMS error for each of the
fit methods at each position is given in Table 4.1, and similarly with the maximum

errors in Table 4.2.

Analysing these errors and the fit of the curves on Figure 4.14, it appears all three
methods reconstruct the profile reasonably well without contradiction. Overall,
the curves provide a good fit except for where the surface is flat, where the fit
incurs numerous undulations around the raw data points. This effect is noticed
particularly in plot (a) and (b) in Figure 4.14, where the extracted profile is
reasonably flat, however the respective fitted curves are wavy. Although the errors
between the fitted and true profile are small, the form of the surface is lost between
the raw points that are extracted and the fit. Large errors in the surface profile
would result in errors in the ToF calculation during the TFM processing and
therefore image plotting. It was observed throughout this study that incorrect
surface form resulted in higher image degradation than small errors in the surface
height. The priority was therefore deemed to be on representing the surface form
correctly, with sub-wavelength errors in the surface height considered acceptable.
An alternative to curve fitting is sought to better represent the surface form by
using a system that approximates the height of the surface at increments in the

y-axis using the raw extracted points.
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FIGURE 4.14: Comparison of curve fitting methods, Sine3 - green, Fourier3 -
blue and Poly4 - magenta, at positions A, B and C. The raw extracted profile
is marked by red crosses and the true profile is marked in black.
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Method | Position A (mm) | Position B (mm) | Position C (mm)
Sine3 0.25 0.50 0.39

Fourier3 0.25 0.49 0.37
Poly4 0.20 0.44 0.38

TABLE 4.1: RMS error between the true surface profile and Sine3, Fourier3 and
Poly4 curve fit solutions for positions A, B and C on the test block.

Method | Position A (mm) | Position B (mm) | Position C (mm)
Sine3 0.44 0.39 0.48

Fourier3 0.38 0.42 0.47
Poly4 0.45 0.49 0.51

TABLE 4.2: Maximum error between the true surface profile and Sine3, Fourier3
and Poly4 curve fit solutions for positions A, B and C on the test block.

4.2.2 Approximation Method

The approximation of the surface is performed in steps, starting with taking the
mean height at specified increments in the y-axis, ignoring points where no surface
point was detected. Interpolation is then used to fill in the missing surface points,
and finally the surface profile is smoothed by using the 5 nearest neighbours on
either side of each height point, to ensure a smooth continuous profile is achieved.
This method is demonstrated on positions A, B and C in Figure 4.15, as before
the raw extracted points are shown in red and the true profile is in blue. The
approximation of the surface profile is then marked by green circles. This method
performs well at all three positions, and avoids the unwanted undulations observed

with the curve fitting methods. A summary of the RMS and maximum errors using

this surface approximation is given in Table 4.3.
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FIGURE 4.15: The surface profile achieved using the raw data (red) and then
approximation method (green), at positions A, B and C.
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Error Position A (mm) | Position B (mm) | Position C (mm)
RMS 0.05 0.06 0.10
Maximum 0.11 0.13 0.30

TABLE 4.3: The RMS and maximum errors between the true surface profile
and the approximation method for positions A, B and C on the test block.

Error Position A (mm) | Position B (mm) | Position C (mm)
RMS 0.01 0.02 0.01
Maximum 0.20 0.24 0.26

TABLE 4.4: The RMS and maximum errors between the raw extracted profile
and the approximation method for positions A, B and C on the test block.

The approximation method provides an exceptional representation of the true
surface profile. The errors observed are significantly smaller than those obtained
using any of the three curve fitting methods. The RMS errors for all three surface
conditions using the conventional curve fitting methods was around 0.4mm whereas
they are at most 0.1mm with the approximation method. Similarly, the maximum
errors between the true surface and curve fitting methods are much larger than
with the approximation method, decreasing from around 0.7mm for the curve
fitting methods to around 0.2mm for the approximation method. It is therefore
chosen as the method to transform the raw extracted profile points into a complete
surface profile. The three positions that this method has been demonstrated on
thus far were chosen due to their complexity, meaning they encompass the most
difficult forms of surface this method will be required to deal with in the practical
industrial environment associated with this EngD. Therefore, providing that a
reasonable view of the surface can be obtained in the TFM image, this method

should perform well on all similar surfaces encountered in practice.
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4.2.3 Reconstruction Evaluation

In order to evaluate this surface detection and approximation method, the full
length of the test block in Figure 4.1 was interrogated. Where Omm refers to the
left-hand side, and 255mm is the right-hand side. The result is shown in Figure
4.16, where the profile approximation is shown in green and the true surface profile
is shown in blue. This demonstrates that the method is suited to surfaces typical
of those represented by the bespoke test block. The resulting profile is in good
agreement with the true surface over the full length of the block. A summary of the
RMS and maximum error along the complete block is given in Table 4.5, where
the mean maximum error was 0.21mm and the mean RMS error was 0.09mm.
These considerably small errors confirm the surface detection and approximation
method is suitable for purpose, as it is able to reconstruct the surface profile with

a high level of accuracy.

Y Axis Position (mm) | RMS Error (mm) | Maximum Error (mm)
0 - 60 0.07 0.16
15-75 0.07 0.15
30 - 90 0.10 0.22

45 - 105 0.24 0.40
60 - 120 0.06 0.16
75 - 135 0.06 0.15
90 - 150 0.06 0.14
105 - 165 0.10 0.18
120 - 180 0.14 0.34
135 - 195 0.05 0.10
150 - 210 0.07 0.21
165 - 225 0.14 0.26
180 - 240 0.08 0.19
195 - 255 0.07 0.14

Mean 0.09 0.21

TABLE 4.5: The RMS and maximum errors between the true surface profile
and the approximation method along the length of the test block. The mean of
each of the errors is then given across the complete inspection range.
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FIGURE 4.16: Reconstruction of the surface profile along the complete length of
the test block. The approximation of the profile is shown in green, and compares
well with the true surface profile (in blue).

4.3 Automatic Correction TFM

Automatic correction of the TFM image can now be achieved using the extracted
profile. No additional user control is required for this correction, since the method
only requires an approximate offset of the probe from the component. Figure
4.17 shows the TFM image of the surface at position A, B and C on the test
block, respectively. The black dashed line indicates the extracted profile in each
case, which is in good agreement with the profile visible on the TFM image, as

predicted.
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FIGURE 4.17: TFM image of the surface at position A, B and C, where the
black, dashed line indicates the extracted profile.
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Figures 4.18 - 4.20 each show the TFM image at their respective positions on the
test block where (a) a planar interface is assumed and (b) where the extracted
surface is corrected for. In all 3 (a) images, the BW is obscured and it would be
difficult to analyse the number and position of the flaws in the image. Conversely,
the (b) images each show a flat BW and the SDHs that should appear in line with
their positions indicated on Figure 4.1. The BW appears correctly at 93mm in
each of the images. In Figure 4.18 one SDH appears just below 70mm. In Figure
4.19, one main SDH appears at around 35mm, with another just on the left hand
edge at 50mm. Finally in Figure 4.20, two SDHs appear, one near the surface at
approximately 5mm and another close to the BW at 80mm. These images were
obtained using the automatic detection and approximate profile correction and

thus confirm the method executes correctly.
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FIGURE 4.18: TFM images using a (a) planar surface (b) corrected surface at
Position A on Figure 4.1.
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FIGURE 4.19: TFM images using a (a) planar surface (b) corrected surface at
Position B on Figure 4.1.
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FIGURE 4.20: TFM images using a (a) planar surface (b) corrected surface at
Position C on Figure 4.1.
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4.4 3D Surfaces

Until now, only surfaces that vary along the primary axis of the probe have
been considered, where the profile is effectively extruded in the secondary axis.
Interestingly, the methods used to perform the automatic correction of TFM in
2D can be easily extended to include the 3rd dimension. The process followed
is as described in Chapter 3, when creating 3D TFM images using slicing in the
3rd dimension. In this case, the surface profile is extracted at each increment
in the x-axis, as a function of z and y. A complete map of the surface over the
inspection region is then achieved. The approximation method is applied as in
the case of the 2D surface to ensure full reconstruction of the surface profile in
the y-axis. Smoothing is then performed over the surface profile in the x-axis to
ensure a complete representation of the surface is achieved. The TFM process is

then performed as described in Chapter 3 for the case of a fully variable surface.

The surface profile extracted using a 2D matrix array operating at 2MHz, with
a pitch of 2.5mm in both the primary and secondary axes of 16 and 8 elements
respectively, is shown in Figure 4.21. The CIVA model shown in Figure 3.22
in Chapter 3 was used to simulate FMC data for this case and demonstrate
surface extraction in the primary and secondary axes, and subsequent automatic
correction of the TFM image. A colour map of the surface height over the primary
and secondary axes is shown in Figure 4.21, where the surface follows a smooth
curve from around 0.25mm to -2mm over 40mm in the primary axis. A cross
section of this data is shown for clarity in Figure 4.22. The main change in the
surface profile is in the direction of the primary axis of the probe, however small

undulations are noted along the secondary axis.

The extracted surface was compared with the true surface profile with the result
shown in Figure 4.23 over the primary and secondary axes. The surface extraction
method performs well with errors mainly in the rage of 0.1mm, illustrated by the
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accompanying colour map. Although this is an idealised case due to a simulated
model, this result is encouraging and illustrates that full 3D surface extraction
and replication with high accuracy is feasible. The corrected TFM image is shown

in Figure 4.24, which is in good agreement with Figure 3.23 where the true profile

was used.
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FI1GURE 4.21: Colour map of the 3D surface extracted for the model shown in
Figure 3.22. The scale is in mm.
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3D Arbitrary Surface Profile
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FIGURE 4.22: Side view of the 3D surface extracted shown in Figure 4.21.

110



Dynamic Surface Detection and Reconstruction

3D Surface Error
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FIGURE 4.23: Error between the extracted and true 3D surface using the
component modelled in Figure 3.22. The scale is in mm.
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TFM Image of 3D Arbitrary Surface Component
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FIGURE 4.24: Corrected TFM image of the component in Figure 3.22 using the
3D extracted surface profile.
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4.5 Discussion

An efficient method for detecting and subsequently reconstructing arbitrary surface
profiles encountered in ultrasonic inspection has been demonstrated. This process
fits naturally with the TFM method, where no additional user intervention is
required for automatic correction of TFM due to complex components. A two pass
TFM system is presented, where the surface TFM image uses a 10° pixel window
to remove interference. The surface profile is then extracted using a mid-point
method for pixels above a threshold specified as -14dB. A routine referred to as
the surface approximation is then used to reconstruct the surface profile for the
extent of the inspection, such that it can be relayed to automatically correct the
TFM image of the component. The method has been demonstrated successfully,
with high accuracy, across a range of surface profiles typical of those encountered
in ultrasonic inspection in the nuclear industry. This surface detection method
does not require additional instrumentation, neither does it add significantly to
the processing time of conventional TFM. Using FMC data and TFM to detect
and subsequently relay the surface profile removes the necessity for additional
profilometry scans to be performed, instead allowing a single dataset to be collected

for any single position.

The surface profiles considered in this work are limited to those encountered on
the primary pipework of nuclear plant. Such components exhibit a smooth profile
that may undulate due to grinding and polishing, further investigation would be
required for surfaces taking other forms, especially those with sharp edges or rough

surfaces.

The benefit of using 2D arrays for inspection of complex components is that the
surface can be fully mapped over a 2D area, this would not be possible with a linear
array, perhaps resulting in errors in the surface and therefore ToF calculations and
TFM imaging.
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The probe plays an vital role in ultrasonic inspection performance, affecting the
time and cost, as well as quality of data recorded. Sparse 2D arrays have been
demonstrated to offer comparable imaging performance over an inspection volume
with a smaller number of elements, compared with conventional fully-populated
matrix arrays [76]. Their design and performance are investigated here in order
to realise an efficient, high-quality, minimal cost inspection system. A concept
probe design is established, with consideration of the inspection requirements and
array design parameters discussed in Chapter 1. Initially a 1.5MHz concept probe
was manufactured and evaluated as a prototype array, suited to inspections in the
scope of work in this Thesis. A review of this probe then lead to a final design, of a
2MHz sparse 2D array. The performance of both the prototype and revised array
was evaluated by analysis of their respective characterisation checks. Furthermore,
their performance when inspecting regions A, B and C on the bespoke test block,

illustrated in Figure 4.1 in Chapter 4, is presented.

5.1 Design Specification

No specific set of rules exist for ultrasonic inspection design, instead it often
involves various compromises in both the probe and inspection specification to
meet the desired requirements. It is therefore important to understand the intention
of the inspection before establishing a probe and inspection design. This includes
prior knowledge of any expected flaws to be detected, and their approximate size
and orientation. Additionally, it is essential to appreciate the physical limitations

of the inspection with respect to the component material properties.

Summarising the component, as detailed in Chapter 1, the main factors to consider
are that it is thick section (40 - 100mm), coarse grain stainless steel. This restricts

the inspection frequency to low ultrasonic frequencies for NDE of 1-2MHz. For
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the purpose of comparing probe performance, 3mm SDH are used since they are
known reflectors and representative of the size of defects to be detected in the
context of this EngD. Also, the probe’s ability to image the surface, for profile

reconstruction was considered.

TFM has already been demonstrated successfully for inspection of the bespoke
test block, using a 1MHz 2D matrix array, as in Chapters 4. It continues to be
the chosen imaging method here. Initially a zero degree inspection is considered,
where the probe face is parallel to the flat BW of the test block. A water gap of
35mm is used throughout in order to separate repeat interface signals from the

BW of the component.

Inspection performance is highly dependent on the probe used, and often there is
a trade-off between parameters is required for optimisation. The main factors to
consider are the element configuration and complete aperture size, element size,

shape and pitch, the number of elements and operating frequency.

5.1.1 Element Layout

Ultrasonic arrays offer a number of advantages for NDE, as introduced in Chapter
2. Linear arrays are increasingly replacing conventional probe inspections, however
the uptake of 2D arrays in industry has been much slower. One main drawback
of 2D arrays is the vast number of elements required to achieve similar imaging
performance to a linear array, over an inspection volume. Currently, phased array
controllers accommodate 128 to 256 channels in general, which is in line with linear
arrays routinely consisting of up to 128 elements. As an example, considering a
2MHz linear array with 16 elements and a pitch of 1.4mm, and a length of 10mm,
the equivalent 2D matrix array would require 112 elements over the same aperture.

This is because steering in either the primary or secondary axis requires the probe
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to meet the \/2 criteria in order to avoid spatial aliasing [77]. Figure 5.1 shows
that a substantial increase in the number of elements is required to achieve a 2D

array equivalent to a linear array.

16 Element
Linear Array

112 Element
Equivalent 2D
Matrix Array

FIGURE 5.1: 16 element linear array, and 112 element 2D matrix array with
the same overall aperture, obeying \/2 criteria.

One way to overcome this negative aspect is to use an eccentric element layout,
where instead of creating a fully populated matrix, the elements are arranged
randomly. Various studies have considered reducing the number of elements in 2D
arrays, either by removing elements from a periodic grid or creating an aperiodic
structure. One major drawback of sparse arrays is the large amplitude of side lobes,
that arise in beam steering. This is not so problematic in this study, as angled
inspection is not considered, however it is important to acknowledge. Several
aperiodic element configurations have demonstrated suitable imaging performance,
comparable that of a fully populated matrix array, with a smaller number of

elements or larger aperture.

Various alternatives to 2D matrix arrays have been sought in the form of fully
random distributions or distinctive layouts. Fully random layouts are difficult
to control since there is no specification or restriction on the distribution of the
elements. This can result in regions of many elements close together, or very

far apart. A number of studies have therefore considered controlled aperiodic
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array configurations by employing conformal mapping theory or geometric designs
such as spirals [8, 78]. Such layouts allow for greater spacing between elements
compared with matrix arrays while avoiding periodicity. It is therefore possible
to achieve inspection performance comparable to fully populated arrays only with a
reduced number of elements, and thus less data volume. This includes beamforming

and post-processing abilities.

One successful method for aperiodic element distribution is the Poisson disk [79].
This can be thought of as a dart throwing system, where the darts relate to the
elements. There is then a minimum spacing criteria that ensures no two elements
are too close. Figure 5.2 illustrates the Poisson disk layout, with elements in
black and their satellites in orange, indicating the minimum separation between

neighbouring elements.

FIGURE 5.2: Example of Poisson disk distribution, where elements (black) are
placed at random, but cannot be closer than the minimum spacing (orange).

This system provides a layout similar to a matrix array, but removes the periodicity
while allowing a greater area to be covered by a set number of elements. Various
studies document the ability of ultrasonic probes exhibiting a Poisson disk element
distribution. The Poisson disk distribution is therefore the chosen element layout

for both the prototype, and revised sparse 2D arrays in this work.
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5.1.2 Frequency and Aperture

The frequency, number of elements and complete aperture size are all related
parameters, and dictate how an array performs overall. As stated previously, the
components considered in this work require ultrasonic frequencies, in the range of
1-2MHz. Such frequencies are still able to propagate a reasonable range in a highly
attenuative medium, while providing suitable resolution. Current inspections of
the components considered in this work employ conventional probes in the range

of 2MHz, verifying this range of frequencies is appropriate.

In conventional phased arrays, the complete aperture of the array determines the
Near Zone (Nz) of the ultrasonic field. The relationship between aperture and Nz
is given in Equation 2.16 in Chapter 2. The same principle is applied in TFM,
since the full array is used in data collection. As the algorithm is synthetically
focusing everywhere in the image, it is desirable to have the Nz beyond the imaging
range. An aperture in the range of 40-50mm is therefore sought, to achieve a Nz

in the range of 100-150mm in steel.

Finally, the number of elements in the array also impacts on the efficiency of the
inspection. As too many elements results in a large volume of data, and too few
elements would result in poor coverage. A total number of elements in the range
of 64-128 for an aperture of around 50mm was deemed appropriate. This was
based on the IMHz matrix array, with 128 elements over an aperture of 60mm by
40mm. Trials proved that when randomly removing elements from the array, the
imaging performance did not significantly deteriorate until half of the elements
were removed. Figure 5.3 illustrates the impact removing elements from the array
has on the imaging performance. Three TFM images are shown where 90, 70 and
40% of the 128 elements were used respectively. The image maintains its integrity
until removal of approximately 50% of the elements, where the SNR becomes poor

and the image becomes blurred.
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90% of Elements 70% of Elements 40% of Elements

Depth in Test Block (mm)
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FIGURE 5.3: TFM images created using 90, 70 and 40% of the 1MHz matrix
array. Image quality is maintained until around 50% of the elements are
removed.

The aim in this study is to improve the inspection performance, through increased
sensitivity and resolution, while remaining efficient. This means that although the
overall objective is to reduce the number of elements, a compromise is required
due to the increase in frequency. The exact number of elements in the array is

specified by the complete aperture and element pitch.
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5.1.3 Element Pitch

The element size, shape and pitch all contribute towards the formation of the
ultrasonic field. In both conventional linear arrays and 2D matrix arrays, the pitch
of elements must be smaller than half of the wavelength for typical inspection
techniques. This is to avoid grating lobes that have an adverse affect on the
ultrasonic field. In conventional arrays, the pitch usually dictates the element
size, as illustrated in Figure 2.13 in Chapter 2. The array is typically structured

with rectangular or square elements, separated by a small gap.

Sparse arrays offer more freedom over the element size, shape and pitch. Referring
to the Poisson disk layout, the pitch relates to the minimum distance separating
any two elements. Since this configuration is aperiodic, it permits spacing between
elements greater than A/2 while still avoiding grating lobes. The pitch must be
large enough to avoid cross coupling between adjacent elements, while remaining
small enough to provide good coverage. For the probe being designed here,
separations in the range of 0.2mm and 1mm were deemed appropriate. Separations
in this range would ensure adjacent elements were adequately isolated from one
another while avoiding undulations in the sensitivity due to elements being too far
apart. Relatively large elements, in the order of 2-3mm dependent on frequency,

were considered due to their increased sensitivity compared with smaller elements.

Similar to the effect of the full array aperture, element shape and size influence
the behaviour of ultrasonic field. Since sparse arrays are not specified by a
grid, they offer alternative control over the element shape. Circular elements
are preferred here, since they produce a symmetrical ultrasonic beam as shown
in Figure 5.4. This compliments equal imaging resolution in both the primary
and secondary axes, as opposed to square or rectangular elements which produce
slightly elongated or oval beams. Circular elements also fit most intuitively with

the Poisson distribution.
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W Depth

FIGURE 5.4: Example of a symmetrical ultrasonic beam profile from a circular
element.

5.1.4 Summary of Design Constraints

The parameters discussed so far have identified a number of design constraints
which can be summarised, and further investigation can be made within this

criterion to settle on a sparse 2D array design.

The design constraints of a sparse 2D array suitable for inspection of complex

components in the context of this study are therefore:

e an operating frequency of 1-2MHz

e an overall aperture of around 50mm in diameter or similar
e no more than 128 elements, and preferably less

e circular shaped elements in a Poisson disk distribution

e an element separation between 0.2mm and 1mm

e clement diameter of 1-4mm
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5.2 Prototype Array

A prototype sparse 2D array was designed within the parameters defined above,
manufactured, and then evaluated for inspection of the bespoke test block. A
centre frequency of 1.5MHz was chosen, to slightly improve the resolution of the
inspection, while avoiding a significant reduction in SNR. The aim of the prototype
array was to achieve imaging performance similar to that realised by the 1MHz

matrix probe used so far, with a secondary aim of reducing the number of elements.

A circular aperture of 50mm was selected, to provide large volumetric coverage,
similar to that of the IMHz array. The frequency and aperture size were considered

fixed for the remainder of the prototype probe design.

The beam and inspection modelling packages in CIVA (CEA de France) were
used to simulate the performance of a variety of array configurations. First, the
element size was considered and a compromise between a large surface area for
sensitivity, without narrowing the beam spread was sought through evaluating
element diameters between 1mm and 4mm. The beam tool was used to simulate
the ultrasonic field generated by a single element operating at 1.5MHz in steel
with a 35mm water gap. The result is shown in Figure 5.5 for diameters between
1 and 4mm at Imm increments. As expected, the beam narrows with increasing
diameter and otherwise the beam profiles remain unchanged. An element diameter
of 3mm was chosen for the prototype array due to the relatively wide beamspread

coupled with a large surface area for high sensitivity.
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FIGURE 5.5: Ultrasonic beam profile for element diameters (D) between 1mm
and 4mm.

The inspection tool was used to generate FMC data for the probe configurations
noted in Table 5.1. A screen capture of this model in CIVA is shown in Figure
5.6. The model is based on the surface profile at position A and has three 3mm

SDH placed at depths of 20mm, 58mm and 78mm.

As detailed in Table 5.1, the probe design was changed iteratively, increasing the
minimum spacing from 0.2mm to Imm in 0.lmm increments. The aperture was
fixed at 5)0mm as specified above, and the element diameter was fixed at 3mm. The
number of elements in the array decreased with increased spacing, as appropriate.
Evaluation of each configuration was performed by using the auto correction TFM
algorithm on each FMC data set, and the quality of the probe was determined by
it’s ability to reconstruct the surface and detect the SDHs.

Spacing (mm) | 0.2 [ 0.3 /0.4 |0.5(06]0.7[08 (0.9 |10
No. El 8 | 79|76 | 73| 71|69 | 64 | 60 | 56

TABLE 5.1: Probe configurations modelled for 1.5MHz prototype array, defining
the spacing and number of elements.
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Probe

CAD Model of Test
Block A - Position A

3mm SDH

FIGURE 5.6: 2D representation of the 3D FMC simulation model in CIVA,
using the surface profile of position A . Three 3mm SDH are placed at 20mm,
58mm and 78mm to evaluate each array designs ability to image efficiently.

This model presents ideal operating conditions that are not expected in practice,
however it provides an indication of the performance that may be realised in the
inspection. The TFM image obtained using an element separation of 0.8mm is
shown in Figure 5.7. The TFM image obtained for the various separations did
not deviate from this example image. The SNR for each of the 3 SDHs remained
within +2dB despite the change in the minimum spacing. Table 5.2 details the
SNR for each of the SDH for the range of element spacings.

This very slight variation in SNR suggests the image quality of the component
is not significantly affected by the diverse minimum spacings considered here.
Furthermore, the probe’s ability to reconstruct the surface profile was considered,
as the minimum spacing was increased. Table 5.3 details the RMS and maximum
errors between the detected surface profile and true surface profile for all element
spacings considered. Additionally, the extent of the surface detected is also noted,

and is generally in the range of 45mm which is coincident with the complete
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aperture of the probe at 50mm. RMS errors in the order of 0.10mm were observed
for arrangements with minimum separations between 0.2mm and 0.5mm, while

separations in the range of 0.6mm to 1mm produced RMS errors of 0.20mm.

1.5MHz - 0.8Bmm Separation
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FIGURE 5.7: TFM image created using 1.5MHz sparse 2D array with an element
separation of 0.8mm.

Spacing(mm) | SDH1 SNR(dB) | SDH2 SNR(dB) | SDH3 SNR(dB)
0.2 - 18 12
0.3 16 18 13
0.4 16 18 14
0.5 18 13 14
0.6 16 13 12
0.7 16 13 14
0.8 14 18 12
0.9 16 18 14
1.0 16 18 12

TABLE 5.2: SNR of SDH for varying spacings of the 1.5MHz prototype array.
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Spacing (mm) | RMS Error (mm) | Max Error (mm) | Extent(mm)
0.2 0.11 0.29 35
0.3 0.09 0.21 40
0.4 0.09 0.18 38
0.5 0.10 0.23 40
0.6 0.21 0.53 45
0.7 0.12 0.26 45
0.8 0.19 0.29 45
0.9 0.20 0.44 50
1.0 0.20 0.60 45

TABLE 5.3: Analysis of surface profile detection using various element
separations for the 1.5MHz sparse probe design.

Evaluation of each of the factors considered conclude that separations up to 0.8mm,
using the Poisson disk distribution for elements of 3mm, do not significantly reduce
the inspection quality. This coincides with a complete circular aperture of 50mm
in diameter, accommodating 64 elements utilising this layout. The final design for
the prototype array is therefore 64 elements in a Poisson disk distribution, with
a minimum separation of 0.8mm and 3mm element diameter, over a complete

circular aperture of 50mm.

5.2.1 Manufacture

The prototype array was manufactured in CUE, meaning specification of all of
the constituent parts of the probe was required. Spot checks on the device’s
performance were completed at various stages in the manufacturing process, to
ensure the integrity of the device at each step. Key parts of the process include
design of the active layer, and subsequently dicing and filling to the required
specification, establishing the electrode pattern, electrical wiring, applying the
matching and backing layers and securing the device in suitable housing. A
schematic of the various components that constitute an ultrasonic probe is shown
in Figure 5.8. The main components include the active layer, backing and matching
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layers, internal and external wiring and the probe housing. The active layer
contains the piezoelectric material and electrode pattern of the array on the back
face, and ground electrode on the front face. Thin internal wires are connected
to each electrode representing an element, which are then attached to a more
robust external cable with a Hypertronics connector. The backing layer is applied
to damp any signals generated at the rear face of the active layer, and avoid
unwanted reverberations within the probe housing. The matching layer acts as
a link between the active layer and load medium, enhancing energy transfer and

acting as a protective layer.

Hypertronics
Connector

Probe Housing

<—— Internal Wiring

Backing Layer

. Electrodes
Active Layer

Matching Layer

FIGURE 5.8: Constituent components that form an ultrasonic probe, showing
the active, matching and backing layer, probe housing and electrical wiring.

First, specification of the active layer of the probe was conceived using a simulation
package developed in CUE, known as compD. This is built upon physical properties,
experience and expertise of ultrasonic array manufacture in CUE. The active layer
is comprised of piezoelectic ceramic and polymer filler, which are collectively
referred to as a piezocomposite [80]. Numerous studies have concentrated on
developing advanced ultrasonic arrays through various piezocomposite structures

or manufacturing techniques [20]. The probe design here relies on established
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device fabrication methods, piezocomposite structures, matching and backing layers.
It is not in the scope of this work to develop or implement any new design or
method in probe manufacture. The piezocomposite was chosen to be PZT5HH
ceramic, together with an epoxy resin, RX771C/NC mixed with Aradur HY1300
hardener, as the filler. A saw width of 0.1mm, saw pitch of 0.34mm and a volume
fraction of 0.5 was specified through CompD, resulting in pillars of 0.24mm, with

a thickness of 0.95um, giving an aspect ratio of 0.25 for the piezocomposite.

The procedure is demonstrated in Figure 5.9, starting with a slab of PZTHH
ceramic of the desired dimensions. The thickness of the ceramic should be slightly
larger than the final desired thickness of the device, as specified by the frequency.
The saw is passed through the ceramic at the specified pitch, creating channels in
the ceramic and leaving vertical strips. The saw depth should be set to the final
thickness, leaving a ledge to support the pillars, as in part 2 in Figure 5.9. The saw
then passes in the direction perpendicular to the first pass, resulting in rectangular
pillars. Finally the channels are filled with the passive material which is typically
an epoxy material. In some cases, the passive material is applied between steps
3 and 4 to prevent the ceramic pillars from being damaged during the second
manufacturing stage. The ledge is then sliced off, leaving only the ceramic held
together by the epoxy, which results in a two-phase material of piezoceramic pillars

embedded within a polymer matrix.
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1. Ceramic of Desired Dimensions 2. Dice in 1st Direction

3. Dicein 2nd Direction

Mill Off Bottom Layer

FIGURE 5.9: Steps involved in dicing and filling a piezocomposite device,
starting with a block of ceramic, dicing in either direction and filling the channels
with a passive epoxy.

The piezocomposite was evaluated using laser vibrometry at this stage, to ensure
it operated uniformly over the full aperture. This involves applying a voltage
through a signal generator to the piezocomposite, and using a laser to measure
the magnitude and phase of displacement on the surface of the device. This
confirmed the piezocomposite was operating in a uniform manner, with the phase
and magnitude of the oscillation consistent over the complete aperture. The
electrical impedance of the piezocomposite was evaluated as a single device, with
the result shown in Figure 5.10. As expected, there is a single smooth peak
representing the phase, indicating the device is oscillating uniformly. There is also
a stable curve depicting the magnitude, with a clear minimum and maximum.
The minimum represents the resonant frequency of the device, which appears at

1.5MHz as expected. Ideally electrical impedance checks should be performed at
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intervals in the array fabrication process, however this was not possible due to the
fragile wires attached to the probe and dominance of the coaxial cable. Instead
the presence of a phase was sought for each element throughout various stages of
manufacture, to ensure a connection was made. A phase response was detected for
63 out of 64 elements in the array during manufacture, with a consistent output

obtained for all elements.
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FIGURE 5.10: The magnitude and phase response of the electrical impedance
of the 1.5MHz piezocomposite.

A stencil representing the element layout was then created, and is shown in
Figure 5.11. The stencil was secured onto one side of the piezocomposite before a
10nm layer of Chromium was applied and then a 500nm thick layer of silver was
evaporated onto the surface. This produced the electrode pattern on the array,
where electrical connection could be made. The four corners of the composite were
also coated, representing ground connections. The opposite face of the composite

was also coated with a layer of silver, acting as ground. A photograph of the
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piezocomposite with the electrode pattern is shown in Figure 5.12. It is noted here
that the pillars on the piezocomposite are square and the electrodes representing
the elements are circular. This creates a circle with pixelated edges, however since
the pillars are very small compared to the elements, there are no significant effects

to the overall device performance.

FIGURE 5.11: The stencil used to identify the element layout (50mm diameter),
when evaporating the electrode pattern with silver paint.
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FIGURE 5.12: The piezocomposite with the electrode pattern in silver. The
pillars of the piezocomposite are visible in the background.

The backing and matching layers used for this device were derived from successful
devices, previously manufactured in CUE. The backing material used was a soft
set epoxy using Araldite CY208 resin mixed with Aradur HY956 hardener and
filled with 12% tungsten. This composition was designed to match the 16MRayl
impedance of the piezocomposite. A final backing layer thickness of 35mm was
used. A dual matching layer was used, with a 73% alumina filled hard set epoxy
using RX771C/NC resin mixed with Aradur HY1300 hardener closest to the
piezocomposite, then a layer of only the epoxy with no filler. A quarter wavelength
thickness for each of the matching layers was used, resulting in 485um and 414pum
respectively. This arrangement is an established system used in CUE for a device

operating into water, as is the case here.

Thin electrical wire was then hand soldered onto each pad on the piezocomposite,
as shown in Figure 5.13. It was then secured into the probe housing, and a thin
backing layer was applied to avoid pulling any of the wires off. A coaxial cable

with a Hypertronics connector is required to connect to a phased array controller,
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so connection between the thin wires and the individual coaxial wires is required.
Four small Printed Circuit Boards (PCBs) each consisting of 32 pads, split into
16 pairs of two, were used to provided a bridge from the fragile wires connected
to the piezocomposite and the coaxial wires. Ground electrodes were connected

to the inside of the probe housing.

FIGURE 5.13: Small thin electrical wires, hand soldered to the electrode pattern
on the piezocomposite.

The remainder of the backing layer was poured into the probe housing. It is
best to apply the backing layer in stages to avoid the tungsten settling near the
piezocomposite, which can result in a short circuit within the device. Finally, the
two matching layers were applied in turn, using a flat blade to achieve a uniform
thickness of each layer over the area of the piezocomposite. The final device, in

the housing with the Hypertronics cable attached, is shown in Figure 5.14.
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FIGURE 5.14: Photograph of the prototype array in the probe housing with a
Hypertronics cable attached.
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5.2.2 Characterisation

Upon completion of an ultrasonic array, the manufacturer must ensure the device’s
characteristics are within quality guidelines. Generally the characterisation of an
array includes it’s sensitivity, bandwidth, centre frequency and pulse length. Each
of these have an impact on how well the probe will perform in an inspection

scenario, so it is imperative to identify and characterise the arrays performance.

Initally, laser vibrometry was performed by connecting an electrical signal to a
single pin relating to an element on the array in turn. The full aperture of the array
was then scanned by the laser to ensure only the selected element was vibrating.
This process confirmed that 63 out of the 64 elements in the array were operating
as expected. It is believed that the remaining element was touching the probe

casing and is therefore effectively connected to ground.

The array was suspended 20mm in water above a glass block to perform the
characterisation. The following graphs present the results, initially the typical
A-Scan from 6 elements, selected at random, is shown in Figure 5.15. The
frequency response from the six elements is then given in Figure 5.16. These time
and frequency response samples are indicative of the complete set of 63 elements
in the array. It is clear from these results that the response from the array is
consistent over the range of elements, with the time response signals in phase and

the frequency responses uniform.

The variation across all elements in the array is shown for the sensitivity and
central frequency, in Figures 5.17 and 5.18 respectively. The deviation of the
sensitivity was 2.5dB from the mean, with a maximum deviation of 5dB observed.
A mean centre frequency of 1.4MHz was determined for the array, with a mean

fractional bandwidth of 60%.
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FIGURE 5.15: Typical time domain response from a glass block, sampled from
6 elements in the array. The signals are consistent and are of good form.
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FIGURE 5.16: The frequency response from 6 elements in the array, one main
peak is observed at around the expected centre frequency, of 1.5MHz.
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Sensitivity Variation
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FIGURE 5.17: The variation of sensitivity across all elements in the array,
measured with respect to the mean sensitivity. A standard deviation of 2.5dB
was observed, with a maximum of 5dB.
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FIGURE 5.18: The centre frequency measured for each element in the array,
with a mean centre frequency of 1.4MHz, minimum of 1.25MHz and maximum
of 1.8MHz.
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5.2.3 Inspection Performance

The prototype array was evaluated for it’s fitness for purpose using positions A,
B and C on the bespoke test block. Both the ability to accurately reconstruct
the surface profile, and adequately image the SDH were considered. The probe
was suspended in water, 35mm above the test block at each of the positions, and
data was recorded at a sampling rate of 25MHz. The settings specified in Chapter
4, for the surface TFM and extraction method are maintained here. Figure 5.19
shows the surface corresponding to positions A, B and C respectively with the raw
profile points extracted and subsequent surface fit compared with the true profile.
Unfortunately, the surface is not represented well at position A, as the profile
extends incorrectly to the right, instead of following the true surface. Positions B
and C are relatively well represented, although the trough in position B is slightly

underestimated.

The surface TFM settings, including the window and extraction threshold, were
adjusted to investigate whether a better surface representation could be achieved.
Although slight differences in the profile were observed, no significant improvement
was accomplished using this data. A summary of the RMS and maximum error
in the surface profile measurement, at each position, is given in Table 5.4. The
errors are notably larger than achieved with the 1IMHz matrix array. Table 5.5
also details the error between the raw extracted profile points and the surface
fit using the approximation method. The importance of accurate extraction is
demonstrated here, since a good surface representation cannot be achieved if it is

not extracted first.
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Error | Position A (mm) | Position B (mm) | Position C (mm)
RMS 0.70 0.22 0.17
Max 1.79 0.50 0.34

TABLE 5.4: RMS error between the true surface and measured profile at
positions A, B and C, using the prototype 1.5MHz sparse array.

Error | Position A (mm) | Position B (mm) | Position C (mm)
RMS 0.23 0.19 0.23
Max 0.43 0.54 0.35

TABLE 5.5: RMS error between the raw extracted surface and the surface fit
using the approximation method at positions A, B and C, using the prototype
1.5MHz sparse array.

Despite a reduction in surface profile accuracy, the TFM images still represent
the component reasonably well, as shown in Figure 5.20. The BW at position A,
B and C is located at the correct depth, with good SNR ( 26dB). The SDH are
also detected in the correct locations, however their SNR is slightly reduced when

compared with the 1IMHz results.
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shown in Figure 5.19.
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5.3 Revised Array

Review of the performance of the 1.5MHz prototype array, provided some lessons
and changes for a final probe design. Since a high SNR achieved with the 1.5MHz
array, the decision was made to slightly increase in operating frequency again, to
2MHz. This is in line with the frequency currently used to inspect such components
in industry. The increase in frequency means a slightly smaller element size than in
the prototype array, with 2mm chosen as a suitable compromise between sensitivity
and divergence. In order to achieve a similar volumetric coverage as the prototype
array, the number of elements was increased to 128, which is still reasonable in

terms of the amount of data.

One key issue observed in the prototype array was that the distribution of energy
was not uniform due to the sparse layout. In a matrix array the elements are
positioned at regular intervals, however with the Poisson disk distribution elements
have no fixed distance between them. This means that some elements may have
2 or 3 in the vicinity of the minimum separation, and other elements may have
no neighbours close to that distance. Care was therefore taken in the element
distribution by ensuring the elements were packed as tightly as possible, while

still obeying the minimum spacing.

Similar to the prototype array, an iterative process was followed using the CIVA
model to determine the number of elements, array size and minimum separation.
The final design included a rectangular aperture of 45mm by 30mm, an element
diameter of 2mm and a minimum spacing of 0.8mm, with a total of 128 elements.

This layout is shown in Figure 5.21.
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Primary Axis (45mm)

Secondary Axis (30mm)

F1GURE 5.21: Element layout of the 2MHz revised sparse array design.

The revised design was then specified to array manufacturer Sonaxis for fabrication.
Due to competition in the array manufacture market, the internal structure of the

probe, including the pizeocomposite, backing and matching layers are unknown.
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5.3.1 Characterisation

As noted previously, array manufacturers are typically required to document the
performance of the device upon delivery. Sonaxis provided documentation for the
2MHz sparse array, advising it had passed all quality checks and was operating
as expected. The characterisation process was repeated, and is detailed here for
clarity. As with the prototype array, the probe was suspended in water, 20mm
above a glass block. The time and frequency domain response are shown in Figure
5.22 and 5.23, for 8 elements chosen at random. Both figures show the 8 elements
are operating consistently, with a centre frequency of 2MHz. A bandwidth of
60 % was reported by the manufacturer, and confirmed by the characterisation

performed here.

The sensitivity and frequency deviation over the complete set of elements are
then shown in Figures 5.24 and 5.25 respectively. All 128 elements in the array
were confirmed to be operational. The standard deviation in the sensitivity was
measured to be 0.8dB here, while the mean operating frequency was found to
be 1.9MHz. A minimum frequency of 1.6MHz, and maximum of 2.1MHz were
observed. The fractional bandwidth over all elements in the array was averaged
to 60%, which is in agreement with the manufacturers result. The sensitivity and
frequency characterisation reported by the manufacturer were slightly improved
compared with the result here. They reported a deviation in the sensitivity of
0.3dB and a mean centre frequency as 2.03MHz, with a minimum of 1.98MHz and
a maximum of 2.01MHz, giving a standard deviation of 0.01MHz. Although the
results obtained here vary slightly with the manufacturers results, it is a relatively

small difference and signify the probe is of high quality.
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FIGURE 5.22: Typical time domain response from the 2MHz sparse array on
a glass block, sampled from 8 elements in the array. The signals are consistent

and are of good form.
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FIGURE 5.23: The frequency response from 8 elements in the 2MHz sparse
array, one smooth peak is observed at the expected centre frequency, of 2MHz.

146



Design of a Sparse 2D Array for Compler Components

Sensitivity Variation
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FIGURE 5.24: The variation of sensitivity across all elements in the 2MHz sparse
array, measured with respect to the mean sensitivity. A standard deviation of
0.8dB was observed, with a maximum of 1.8dB.
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FIGURE 5.25: The centre frequency measured for each element in the 2MHz
sparse array, with a mean centre frequency of 1.9MHz, minimum of 1.6MHz and
maximum of 2.1MHz.
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5.3.2 Inspection Performance

The 2MHz sparse 2D array was then used to interrogate positions A, B and C,
to evaluate its performance for this inspection. As with the prototype array, the
probes ability to accurately reconstruct the surface profile, as well as detect the
SDH and BW with reasonable signal quality was considered. FMC data was
collected using the MP5 and a sampling frequency of 25MHz. The probe was
suspended 35mm above the test block, in water, and data was recorded at position
A, B and C respectively. The previously defined surface extraction parameters
were maintained for continuity here. Figure 5.26 shows the reconstructed surface
profile in green, compared with the true surface profile in blue, at positions A, B
and C. The surface is accurately represented in all 3 cases, and a summary of the
RMS and maximum errors observed between the extracted and true profiles are

given in Table 5.6.

Error | Position A (mm) | Position B (mm) | Position C (mm)
RMS 0.07 0.12 0.05
Max 0.15 0.19 0.16

TABLE 5.6: RMS error between the true surface profile and measured profile
at positions A, B and C, using the revised 2MHz sparse array.

The TFM images accounting for the arbitrary surface profiles shown in Figure
5.26, are shown in Figure 5.27 for position A, B and C. The BW is positioned
correctly for all 3 positions, with a strong SNR of 26dB. The SDH appearing in
each of the positions are also located correctly with reasonably high SNR, in the
range of 16 to 26dB. In line with the improvement in surface detection, the TFM
images are considerably better than those achieved with the 1.5MHz prototype
array. The increase in operating frequency and revised element distribution also

play a role in this improvement.
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FIGURE 5.26: The surface representation obtained from the 1.5MHz prototype
array(green), at positions A, B and C. The true surface profile is shown in blue.
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FIGURE 5.27: The corrected TFM images at position A, B and C obtained
using the 1.5MHz sparse prototype array. Using the respective surface profiles
shown in Figure 5.19.
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These results conclude that the revised 2MHz sparse array is suitable for the
inspections considered in this work. This probe is therefore employed for the final

inspection system developed in the remainder of this Thesis.

5.4 Discussion

Sparse 2D arrays offer a solution to volumetric ultrasonic imaging, by reducing the
number of elements required compared to a fully populated matrix array. They
have been investigated in this Chapter in order to achieve an efficient inspection
system, while maintaining or improving on the quality compared with the 1MHz
array. A higher frequency was sought to improve resolution, in line with industrial
inspections performed with conventional 2MHz probes. A prototype array was
designed, manufactured and evaluated, allowing for a revised probe to be designed

and manufactured externally.

The prototype array was designed based on a centre frequency of 1.5MHz, with 64
elements over an aperture of 50mm. The Poisson disk distribution was employed
with a minimum separation of 0.8mm and elements of 3mm in diameter. Ultrasonic
characterisation of the prototype array concluded that 63 out of the 64 elements
were operational, with a standard deviation in sensitivity of 2.8dB a bandwidth of
60% and mean centre frequency of 1.4MHz. This device did not perform as well as
the IMHz matrix probe when imaging the calibration test block, meaning a revised
design was required. Poor representation of the surface profile was obtained using
this probe resulting in poor TFM imaging of the SDH in the component. The
element distribution is the most likely contributor to this poor performance, due to
lack of control over elements with nearest neighbours in the range of the minimum

spacing. This resulted in an element distribution more densely packed in some
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regions compared to others. A revised element layout and higher frequency was

sought to improve the performance.

The frequency was increased to 2MHz for the final probe design, over a rectangular
aperture of 45mm by 30mm. The Poisson disk configuration was employed again,
however care was taken to obtain a tightly packed layout. This avoids elements
with no neighbours close to the minimum spacing and provides more uniform
coverage in the inspection. A minimum separation of 0.8mm was maintained,
with elements of 2mm diameter elements. The revised probe performed well
when inspecting three reference positions on the calibration test block. The
probe accurately reconstructed the surface profile and imaged the component at
these positions, confirming its aptness for inspections in this work. The enhanced
performance is mainly due to an improved element distribution and increase in

frequency.
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Evaluation of a TFM Inspection

for Complex Components
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Each of the aspects studied so far must be combined to form a complete inspection
system. This includes using TFM and dynamic surface detection for imaging
using the 2MHz sparse 2D array. Automation of the technique is also considered
in a move towards industrialisation of an inspection technique suited to complex
components. Furthermore, a methodology for analysing the sensitivity in such
inspections is formulated, which is vital for industrial application of TFM in UT.
A practical method for coupling the probe to an arbitrary surface component is
also discussed. Finally, the technique is evaluated for its ability to detect angled

slots machined into the bespoke test block.

6.1 Inspection Automation

The data acquisition process, probe and imaging algorithms are required in order
to form a complete inspection system for complex components. Each of these
factors have been specified in earlier Chapters and they must now be combined
with other features in a move towards forming an inspection procedure. One
main interest is automation of the inspection, and subsequent image stitching
between probe positions. Other considerations are centred around the industrial
robustness of the inspection, including coupling of the probe, the approximate
time of the inspection and size of data recorded. Additionally, the repeatability

and reliability of the inspection process are important.

Automation of ultrasonic inspections is key to minimising exposure of personnel
to hazardous environments. This is in line with the As Low As Reasonably
Practicable (ALARP) principle [81], which stipulates that personnel should be
out of range of any hazard unless it is unavoidable. This principle is especially
important in the nuclear industry in order to avoid unnecessary exposure to

harmful radiation. For this reason automated inspections are favoured on nuclear

154



Evaluation of a TFM Inspection for Complex Components

plant, and in this context ALARP means spending as little time as possible
close to the radiation source. An automated inspection is typically achieved by
attaching the ultrasonic probe to a manipulator that manoeuvres the probe over
the inspection region on a component. This means that personnel can set up the
inspection equipment at the point of inspection before moving to a safe place to
monitor the inspection and perform data analysis. Cameras are often used so
that the operator can check the inspection is progressing as expected, especially
ensuring the probe is moving correctly and no cables are catching. Automation
also aids the repeatability of an inspection, since known reference points and scan
patterns are used instead of manually placing the probe on the component. This

makes it easier to compare inspection performance from one outage to the next.

Conventional UT inspections have been performed using 2 or 3 axis manipulators
to manoeuvre various probes round the component. Similar manipulators are
suitable for use for this inspection, however there is an additional requirement
for the manipulator to wait until all the required FMC data has been acquired
before moving the probe to the next data acquisition position. With conventional
UT the speed of the manipulator could be set to suit the rate of data being
acquired, but in the case of FMC acquisition a stop-start approach is required.
This is achieved by communication between the PAC and motor controller. The
PAC informs the motor controller to wait until all of the required data has been
captured before moving on to the next position. This action has been achieved
using the Micropulse 5 (Peak NDT) and an Integrated Motor Control System
(IMCS). This control is supported through the application Arraygen (Peak NDT),
and negates the requirement for an encoder card on the computer since the IMCS
is controlled directly through the Micropulse. An example of this process is
illustrated in Figure 6.1, where the probe is attached to a 2 axis manipulator
over the component. The inspection settings are specified using a laptop which

is connected to the Micropulse, typically by an Ethernet cable. The Micropulse
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informs the IMCS where to move the scanner to, and waits for feedback from the
probe before informing of the next position. The data is then relayed to the laptop

through the Micropulse. This forms a continuous loop which enables automatic

Micropulse s

Manipulator and

' &~ Probe
IMCS | Component ﬁ

FIGURE 6.1: Micropulse-IMCS feedback loop used to enable automatic
inspection using a manipulator.

inspection.

A 2 axis scanner was deemed appropriate for use in this inspection. At this stage
the inspection is performed in an immersion tank, and consideration for local

coupling is made later in this Chapter.

As a general rule for conventional UT the probe is moved in increments equal to
half of its length in that direction. This approach was followed to inspect the
bespoke test block, HMC data was collected instead of FMC due to the reduced
data size without sacrificing the data quality as discussed in Chapter 2. This
process results in TFM images that overlap by half, meaning a way for stitching
or fusing the images together is required. Various image stitching techniques exist
such as taking the minimum, maximum or average as well as the requirement

for the pixel to be approximately equal in both images [82, 83]. Each of the
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methods consider the pixel amplitude in two or more images and the resulting
pixel is either the minimum, maximum or average of the two amplitudes. More
complex algorithms may make further decisions on the final amplitude based on the
difference between the pixel amplitudes and their surrounding pixels. Alignment
of adjacent TFM images is not considered here due to the way the TFM images

are created, resulting in a consistent inspection zone.

As a reminder, the TFM images in this study are based on a negative dB scale
where 0dB is the maximum and -26dB is the minimum. In UT it is important to
never dismiss a high amplitude signal, instead care must be taken to assess why
the signal arises. A simple maximum value image stitching method is used here.
Figure 6.2 shows two TFM images obtained by collecting HMC data separated by
18mm in the direction of the primary axis. Both TFM images present a strong
horizontal signal at around 90mm, representing the BW and a smaller indication
at a depth of 70mm, representing a SDH. Using the known separation as the offset
bewtween the images along the primary axis, the two TFM images are stitched
using the simple maximum method. The result is shown in Figure 6.3, where an

uninterrupted BW is observed at 90mm and one SDH is visible at 70mm.
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Data was collected at 20mm intervals along the full length of the test block using
the 2MHz sparse array in immersion. The complete surface profile detected is
shown in Figure 6.4 and the component is reconstructed in Figure 6.5. These
images demonstrate the technique is suitable for automation using this combination
of controlled manipulation of the probe and simple image stitching. The response
from the BW is reasonably consistent along the full length of the test block, with
a slight break in the middle due to surface conditions. The SNR for each of the six
SDH are detailed in Table 6.1. The maximum SNR here is 26dB with reference to
the BW which returns the highest amplitude. Each of the SDH produce a SNR
in the region of 14 - 21 dB, which is between 5 and 11dB less than the BW.
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FIGURE 6.4: TFM image of the complete surface of the irregular form test
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FiGure 6.5: TFM image of the complete test block, showing 6 SDH and the

BW.
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SDH ID | Depth (mm) | SNR (dB)
1 71 14
2 51 19
3 32 19
4 12 21
3 D 21
6 77 18

TABLE 6.1: SDH depth and amplitude recorded on Test Block 1 using the
2MHz sparse array.

The data was collected using the Micropulse 5PA in combination with the IMCS
and a 2 axis scanner. Making use of the stop-start routine HMC was returned once
every 0.8s using the 2MHz sparse array with 128 elements. A single y-z slice TFM
image using this HMC data is produced in approximately 2 seconds. Although this
is not quite considered to be real-time imaging, it is close to it and nonetheless
a quick turnaround given the complexity of the inspection scenario. Individual
HMC files for this setup can be expected to be in the range of 15-20MB. This
means the data storage requirements for a single inspection would be significant

and must be considered in moving this inspection into industry.

As mentioned in Chapter 3, SDH are typically used as calibration reflectors to
establish the sensitivity of an inspection. Real defects such as cracks are unlikely
to have the geometry of SDH and are likely to return a smaller amplitude. It
is expected that defects could still be easily detected with this technique due to
the high amplitude response from the SDH. The SNR of the SDH vary slightly
as a consequence of both the surface profile and depth of defect. Ideally, each
of the SDH should return a similar amplitude meaning the effect of the surface
profile and defect position on the SNR must be considered. The test block used
in this work is representative of the worst case of surface expected to be inspected

using UT, it is unlikely that component surfaces in-service will be as extreme as
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this meaning the inspection performance should not suffer as much as due to the
surface form. However real defects may be more difficult to detect due to their
orientation and further work is required to understand the variables that impact

inspection performance and defect detection for in-service components.

6.2 Sensitivity Map

Defect detection and characterisation are highly dependent on the sensitivity of an
inspection. It is therefore important to understand the sensitivity in an inspection
volume, in order to correctly contextualise the response. As discussed in Chapter
2, conventional UT and phased array imaging utilises a DAC to achieve even and
predictable sensitivity in an inspection. A DAC would be complex to employ in
FMC due to the number of individual A-Scans being acquired. A methodology to
evaluate the relative sensitivity for inspection of complex components using FMC

and TFM is sought.

One issue that must be addressed here is accurately representing the interface and
BW of the component on the A-Scan. Typically no signal should exceed 100%
FSH to avoid saturation, and 80% is the ideal limit. When the interface is within
these limits the BW of the steel is significantly less, up to around 10 % FSH.
This is due to the acoustic impedance difference, causing a decrease in the energy

reaching the BW compared with the interface.

Ideally the PAC should accommodate a dual gain setting, whereby the signal was
amplified by some factor after the interface. This has not yet been implemented
however is being considered for future work. It could be executed by automatically
triggering a secondary gain which would be applied to each A-scan in the HMC
data immediately after the interface. Currently this issue is overcome by setting

a single gain that allows both the interface and BW of the component to be
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accurately defined without saturation. This often means using a high dynamic
range, either 12 or 16 bit, to ensure all features in the component can be adequately

distinguished.

Since TFM is a delay and sum algorithm the sensitivity can be predicted using a
similar structure of calculations. The relative sensitivity in an inspection volume
can be determined by calculating the approximate maximum amplitude of each
transmit-receive pair at each pixel in the volume. The simplest scenario is used
initially to demonstrate this approach, where the probe is in contact with the

component.

First, the image space is segmented into a coarse grid to minimize the number of
calculations required. For a single pixel and transmit-receive pair in the HMC, the
angle between the transmitter position and pixel is calculated. Similarly, the angle
between the pixel and receiver position is calculated. A simple beam spread model
of the array elements is then used to assess the maximum possible amplitude that
could reach the pixel for that transmit-receive pair. This process is repeated for
all transmit-receive pairs for a single pixel, and then for all pixels in the coarse
grid. Interpolation is then used to relate this sensitivity map to the resolution
used to create the TFM image. Figure 6.6 illustrates this concept. Two pixels in
the image space are highlighted in yellow. Considering the transmit-receive pair
incident on the pixel to the left, the element is both transmitter and receiver and
is almost directly above the pixel. This means the angle between the transmitter
and the pixel will be close to zero, and the amplitude at that pixel will be at
the maximum. The same is true for the receiving element here. Conversely, for
the pixel on the right hand side there is an angle 67, separating the transmitting
element and the pixel. The receiving element is at a separate location and the
angle between the pixel and receiving element is therefore 0z,. The angle between
the transmitter or receiver and the pixel can then be used to assess the relative
amplitude that could reach the pixel for that transmit-receive pair.
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FIGURE 6.6: Schematic for calculating the angles of the transmit-receive path
to a given pixel in a TFM image, required to calculate the relative sensitivity.

The relative amplitude of the ultrasonic beam can be predicted by replacing the
variable k in Equation 2.17 as follows in Table 6.2 for circular elements. The
relative amplitude is normalised, where 1 is the maximum amplitude and 0 is
negligible amplitude. Assessing where 07, and 6g, lie within the beam spread
allows the maximum amplitude possible at any pixel, for any transmit-receive

pair to be calculated.

Amplitude | 1 |0.94|0.90 | 0.84 | 0.80 | 0.75 | 0.71 | 0.67 | 0.63
k 0 1021]0.30]0.37]0.42|0.47|0.51]0.55]0.59
Amplitude | 0.60 | 0.56 | 0.50 | 0.45 | 0.40 | 0.35 | 0.32 | 0.25 | 0.1
k 0.62 | 0.65 | 0.70 | 0.75 | 0.80 | 0.83 | 0.87 | 0.93 | 1.09

TABLE 6.2: Relative amplitude and k values for circular elements.
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Using the examples in Figure 6.6 as a case study, for the pixel on the left 6r,
and g, are 0 since the pixel lies directly below the transmitting and receiving
elements. This means the energy from that transmit element, and also the energy
returning to the receive element is along the maximum path. However, for the
pixel on the right hand side if angle 61, is taken to be around 60° and g, is
assumed to be around 30° then the pixel does not lie in the maximum path for

either the transmit or receive ray. Rearranging Equation 2.17 for k gives:

B Dsin6

k
A

(6.1)

To calculate the value of k, and hence the relative amplitude, a 2mm element
diameter is assumed to be operating at 2MHz in stainless steel of longitudinal

! resulting in a wavelength of 2.9mm. Substituting these variables

velocity 5750ms™
into Equation 6.1 gives k as 0.597 and 0.345 for 67, and 0g, respectively. This
corresponds to amplitudes of 0.63 and around 0.86 for 67, and #g,. These factors
are then multiplied to obtain the maximum relative energy for the path between

this transmitter, pixel and receiver. In this case the maximum energy would be

0.54.

After repeating this process for all Tx-Rx pairs in the FMC and all pixels in
the TFM image, a sensitivity map can be formed to show the relative amplitude
possible at each pixel due to FMC and TFM methodology. The map for this simple
case, where a linear array is in contact with a component is shown in Figure 6.7.
The sensitivity is normalised to the maximum in the image which occurs at the
bottom centre of the image, corresponding to the centre of the array. A 32 element
linear array with a pitch of 2mm and operating frequency of 2MHz in steel was
specified for this coverage map, and the elements are indicated along the top of
the image by red circles. This sensitivity map is as expected since the maximum
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energy will be centred around the middle of the array, where the angle between the
maximum number of elements and pixels remains small. The relative sensitivity
gradually decreases closer to the array, and is least at the edges. This is because
the angle between most of the elements and the pixels will be large, meaning little
energy from the element will reach those areas. This means that a defect appearing
at either top edge of the inspection may return a lower amplitude compared to
a similar defect at the bottom centre. This must be taken into account when
calibrating an inspection since ultrasonic data analysis techniques can be highly

reliant upon the signal amplitude.

Coverage Map

-0 =30 20 -10 0 10 20 30 40
Distance Along Primary Axis (mm)

FIGURE 6.7: Sensitivity map of a TFM inspection using a linear array in contact
with a steel component.
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A similar procedure was followed to predict the sensitivity in a 3D TFM image,
using a 2D array, still where the probe is in contact with the component. In this
case the angle between the transmitter or receiver and the pixel must be calculated
considering the 3D volume, however all other aspects are consistent with the linear
array case. An example of coverage map for a 2D array, of 8 by 8 elements with a
pitch of 2mm, inspecting a 3D volume is shown in Figure 6.8. Again the elements
are indicated by red circles on the image. The coverage map is similar to the linear
array contact case, with the relative sensitivity peaking at the bottom centre of

the image.
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FIGURE 6.8: Sensitivity coverage of a TFM inspection using a 2D array in
contact with a steel component.

The relative sensitivity in a TFM image for both the linear and 2D array in
contact with a component involve relatively simple calculations. However these
become increasingly complex when considering dual media and irregular surface

components.
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First, extending the sensitivity map to dual media means it must handle the effects
of refraction. This is achieved by employing the transmission coefficients relating

to non-normal incidence, as defined in Chapter 2, more specifically Equation 2.9.

A similar process to the contact case is followed, where the angle of the path
between each transmitter or receiver determines the relative amplitude. The path
from transmitter to receiver in the HMC is considered as a ray travelling to each
pixel in the image. The PoR on the surface where refraction occurs must be
determined following the same process to the TFM calculation itself, for every
pixel in the image and every Tx-Rx pair. As in the contact case, the angle is used
to determine the maximum amplitude possible for that path. Additionally, the
angle between each transmitter or receiver and PoR is then used to along with the
material properties to calculate the transmission coefficient using Equation 2.10.
The transmission coefficient and maximum amplitude for the transmitter to pixel
path are multiplied, before being multiplied with the same for the pixel to receiver

path.

Since TFM imaging in this Thesis is only performed using the longitudinal wave
velocity, only longitudinal wave sensitivity is considered here. A similar methodology
could be applied to calculate the shear wave sensitivity by employing the Equation

2.10, however it is out of the scope of this work.

Figure 6.9 shows the sensitivity map for a 2MHz, 16 element linear array with a
2mm pitch inspecting steel through a 20mm water gap. The sensitivity distribution
is similar to that of the contact linear array as expected. The element locations
are indicated for their y-axis positions only, as they are 20mm above the surface

instead of in contact with it.
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Planar Refraction - Linear Array Coverage Map
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FIGURE 6.9: Sensitivity coverage map handling refraction through a planar
interface with a linear array.

As with the contact case, the sensitivity map for a 2D array inspecting steel
through a coupling medium can be established by calculating the 3D angle between
the transmitter or receiver and PoR. An example of the sensitivity map for a 8 by
4 element 2D matrix array, operating at 2MHz with a pitch of 2mm in the primary
and secondary axis is shown in Figure . As before, the inspection medium is steel

and the probe coupled to the component through 20mm of water.

169



Evaluation of a TFM Inspection for Complex Components

Planar Refraction - 2D Array Sensitivity
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FIGURE 6.10: Sensitivity map for a 2D array inspecting steel through water
coupling.

The sensitivity distribution does not deviate much for each of the configurations
demonstrated so far. They all consent that the maximum sensitivity is at the
centre of the array, some distance from the array. The sensitivity is relatively
evenly distributed throughout the imaging regions considered, with predictable
reductions in sensitivity close to the edges of the array. More complex scenarios
involving irregular surface profiles or sparse 2D arrays are the focus of this work,
and the sensitivity in such inspections begins to deviate from the norm in such

circumstances.
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The procedure for calculating the PoR on an irregular surface remains as described
in Chapter 3, however the angle must be calculated from the normal to the surface,
as shown in Figure 6.11. Otherwise the sensitivity can be calculated as for the

case handling planar refraction.
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FIGURE 6.11: Calculating the angle between elements and PoR on an irregular
surface for sensitivity mapping.

Figures 6.12 and 6.13 show the sensitivity map for two different irregular surface
arrangements. The coverage maps were obtained assuming a 16 element linear
array with a pitch of 2mm and operating frequency of 2MHz. The probe was set
at 35mm in water above the steel component with an irregular surface based on

positions A and C on the bespoke test block, as highlighted in Chapter 4.
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Coverage Map - Irregular Surface

0.4

0.3

0.2

-20 -10 1] 10 20
Primary Axis (mm)

FIGURE 6.12: Sensitivity map based on position A on the irregular surface test
block.
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FIGURE 6.13: Sensitivity map based on position C on the irregular surface test
block.
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There is a clear difference between the contact case and planar surface sensitivity
with the irregular surface sensitivity map. The maximum sensitivity is no longer
centred at the bottom of the TFM image around the middle of the array elements.
Instead the sensitivity distribution is highly dependent on the surface form. This
highlights the importance and requirement of formulating a method to predict the

relative sensitivity in inspection of complex components using TFM.

Calculation of the sensitivity map is not currently performed on GPUs meaning
they are very computationally expensive. This initial development of a coverage
map of the relative sensitivity in a TFM inspection is a new development and
further work is ongoing to determine how best to employ these coverage maps to
achieve equal sensitivity throughout an inspection volume. At present the coverage
maps can act as a visual guide to clarify signals of spurious amplitudes. It would
be beneficial to streamline calculation of the sensitivity map with the TFM image
computation. This would avoid repetition of PoR calculations and significantly

speed up the process.

173



Evaluation of a TFM Inspection for Complex Components

6.3 Conformable Coupling

Data collection on the irregular surface test block has been performed using an
immersion tank throughout this Thesis. It is not practically possible to perform
inspection of operational plant in immersion, therefore another method capable of
maintaining coupling between the probe and component must be considered. Two
main options were explored, first a conformable silicone wedge and second a local

immersion technique.

A silicone wedge was manufactured for use with the 2MHz sparse 2D array. A
probe holder permitting movement only in the probe height was used to press
the probe and wedge flat onto the surface. Physical trials proved it was difficult
to ensure the probe was held in an exact, defined position using this wedge and
holder combination. This was problematic since one main factor that influences
TFM imaging is the accuracy of the probe element positions, with reference to the
image space. Slight variations in probe angle can significantly reduce the TFM
image quality due to discrepancies in the ToF calculations. The silicone also tended
to be more attenuative compared with water, meaning the amplitude of signals
on individual A-scans in the HMC were reduced. Together these factors meant
that although the silicone wedge could provide convenient conformable coupling,
it did not seem suitable for industrial UT and diverse surface form presented in

this study.

Instead, a method for performing local immersion was adopted to couple the probe
to an irregular surface. Various other conventional UT and development projects
within Doosan Babcock employ this method, and it is approved for use on nuclear
plant. It involves using a hollow probe shoe with a conformable outer edge and a
water recirculation system. Water is pumped into the centre of the show, between
the probe and component surface, and a vacuum removes excess water. The
conformable edge ensures contact is made between the probe shoe and component,
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allowing the small volume under the probe to be filled locally. The flexible skirt
along the bottom of the shoe can be formed by an inflatable tyre, flexible brushes
or silicone rubber strips. Figure 6.14 shows a computer model of this arrangement,
with the probe held in the shoe and attached to mechanical sliders that only permit
movement in one direction. This combination provided a much more rigid support
to move the probe on, and allowed constant coupling to be maintained between

the probe and component.

Mechanical
& Sliders \

Probe

Probe Shoe
k/

™\

Flexible Skirt

FIGURE 6.14: Illustration of a hollow probe shoe and flexible skirt and
mechanical sliders to position the probe on an irregular surface and achieve
conformable coupling.
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6.4 Detection of Planar Defects

Defects that are likely to occur in operational components are unlikely to have
the geometry of a SDH. One typical defect that is likely to transpire is an almost
vertical, planar crack. Slots at various angles with a 1mm opening were therefore
manufactured into the calibration block to assess the inspection system’s ability to
detect such flaws. Figure 6.15 details the angled slots, where the angle is clockwise
from the normal to the horizontal line at 50mm from the planar BW of the block.
Each of the slots are 6mm from edge to edge and penetrate half of the test block
width. Further detail is given in Appendix A. Angled slots are often the machined
into samples as artificial defects used to represent planar flaws that may occur
in welded components. SDH are useful since they provide a specular response
independent of incident angle, however angled slots rely on tip diffraction which
is often required when the incident angle is not normal to the defect. As such,
angled slots are an effective artificial flaw that can be used to predict the detection

capability of angled, planar flaws.

93mm

FIGURE 6.15: The bespoke test block with detail of the angled slots.
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The following TFM images in Figure 6.16 shows the response from each of the
slots on the test block as shown in Figure 6.15. The indications are of significantly
lower amplitude compared with the 3mm SDH in the block, however the upper
and lower tips of all of the slots are detected. The SNR of the tips for each slot
is detailed in Table 6.3 and the depth of the tips is detailed in Table 6.4. The
top and bottom tips for all slots except for the 0° one were detected with SNR
exceeding 6dB. This is a satisfactory result and means that planar, almost vertical
defects in complex components should be detected with reasonable SNR using the

adapted TFM accounting for an undefined surface.

SlotID | Top Tip SNR (dB) | Bottom Tip SNR (dB)
60° 12 10
45° 14 10
30° 10 6
15° 10 5
0° 13 -
TABLE 6.3: SNR of the tips detected for each of the angled slots in the test
block.
SlotID | Bottom Tip Position (mm) | Top Tip Position (mm)
60° -12, 43 -8, 39
45° 8, 42 10, 38
30° 8, 43 11, 41
15° 5, 41 9, 36
0° - -4, 35

TABLE 6.4: Position in (P-Axis, Depth) for tips detected for each of the slots
in the test block.
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FIGURE 6.16: TFM images showing the angled slots on the test block as shown
in Figure 6.15.
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6.5 Discussion

An initial technique for efficiently inspecting complex components has been formed
by combining advanced signal processing algorithms and a sparse 2D array. The
constituent components that collectively form this system have been combined in
this Chapter, with consideration for factors involved with industrial inspection.
Automation of the inspection has been demonstrated by utilising a stop-start
manipulator that works under instruction of the PAC. Simple image stitching
has been performed to achieve a complete TFM image of the bespoke test block,
showing all SDH and the BW can be detected with reasonable SNR and positioned

correctly.

Furthermore, a method for predicting the sensitivity distribution in an inspection
using TFM on complex components has been formulated. Further work is ongoing
to decipher how best to utilise the sensitivity map and achieve TFM inspections

with uniform sensitivity throughout an inspection volume.

The inspection technique is further demonstrated for it’s ability to detect planar,
almost vertical defects in the bespoke test block. Such flaws are representative of
cracks that are likely to transpire in in-situ components. Planar flaws of various
orientation were detected with reasonable SNR when employing TFM and the
sparse 2D array developed in this Thesis.

Each of these factors contribute towards a significant step forward in realising TFM
inspections using sparse arrays in industrial UT. This puts the industrial sponsor
of this work in an excellent position for further developing an industrially robust
inspection technique using TFM. This means efficient and reliable inspection of
complex components is within reach, and may be achieved by following the future

work recommended to compliment this Thesis.
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Concluding Remarks
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The work presented in this Thesis details the evolution of an initial inspection
technique for complex components typical of nuclear plant. The key aspects that
form an inspection system have been investigated throughout this Thesis, before
being combined to form an initial version of an efficient inspection technique for
complex components. The objectives that were established in order to develop

this inspection were outlined in Chapter 1, and are given here as a reminder:

e Development of TFM accounting for refraction through an arbitrary interface.

e Develop a method for accurately extracting and reconstructing arbitrary

surface profiles.

e Design and manufacture a sparse 2D array suitable for inspecting thick

section stainless steel.

e Consider automation of the inspection of complex components using TFM

and sparse 2D arrays.

e Formulate a method to evaluate the sensitivity in inspection of complex

components using TFM and sparse 2D arrays.

e Consider application of this technique to an example component.

This Thesis documents the work performed in accomplishing these objectives, and
ultimately evaluates the initial inspection technique for purpose in industrial UT
of complex components. The key findings of the work presented in this Thesis
are summarised in this Chapter. Furthermore, the purpose of the EngD scheme
this work was performed under is to implement technology transfer. Therefore,
the benefit of this work to Doosan Babcock is discussed. Until now inspections
utilising FMC, TFM and sparse 2D arrays have largely remained a research topic,

the aim of this work is to transfer this technology to the industrial partner and

181



Concluding Remarks

pave the way for such inspections in an industrial environment. The industrial
sponsor is now funding further development of this work to transform it into an
automated inspection and the work in this Thesis provides a strong foundation
for future work to be built upon. Finally, avenues for future work that would

compliment the findings of this Thesis are suggested.

7.1 Key Findings

In line with the objectives set for this work, the key findings can be summarised

as follows and further detail on the development of each topic is given:

e An efficient implementation of TFM capable of handling refraction through

a surface varying in all directions.

A dynamic and efficient method for accurate detection and reconstruction

of arbitrary surface profiles.
e A custom designed 2MHz sparse 2D array.

e Development of an industrially robust and efficient inspection of complex
components using TFM and sparse 2D arrays; including automation, image

stitching and initial data analysis.

e A methodology for evaluating the relative sensitivity in inspection of complex

components using TFM and sparse 2D arrays.

e Detection of planar flaws, representative of real defects, in an example test

block.
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7.1.1 Adaptation of TFM

The initial step in adapting TFM for inspection of complex components relied
on an efficient implementation of TFM capable of handling refraction through an
arbitrary interface. The background and calculations involved in this process is
detailed in Chapter 3. Initially, a simple single medium inspection using a linear
array is demonstrated, and the calculations are iteratively extended to manage
more complex imaging scenarios. The mathematics involved in executing TFM
for a dual medium inspection, with an arbitrary interface was implemented by
representing the surface profile for TFM through a discrete map of the surface
height. Furthermore, TFM was developed to handle arbitrary surfaces evolving in
all directions. This is essential in order to apply TFM on industrial components
that have undergone machining. The highlights of the author’s contribution to
TFM are therefore:

e Specifying the surface as a discrete map of heights.

e Validation of TFM with refraction through a 2D arbitrary interface using

experimental data.

e Development and validation of TFM with refraction through a 3D arbitrary

interface using simulated data.
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7.1.2 Dynamic Surface Detection

An accurate representation of the surface profile is required to correctly compute
the TFM image of a complex component. Small undulations (less than 2mm) occur
on the surface of industrial components due to welding and machining procedures
in the application relevant to this EngD. Such variations are difficult to capture on
component drawings and result in a significant reduction in imaging performance
for UT. A method for detecting and accurately reconstructing the irregular surface
profiles is presented in this Thesis. The technique is demonstrated on a bespoke
test block exhibiting an irregular surface that is representative of components
requiring UT in nuclear plant. The surface extraction and reconstruction technique
involves creating a TFM image of the component surface as a reflector in water and
extracting and reconstructing a map of the surface height. A number of variables
concerned with extracting the surface profile, including limiting pixel window and
the threshold at which to extract points at is investigated. Additionally, various
mathematical curve fitting algorithms are evaluated for their ability to produce a

smooth and complete representation of the surface profile.

An approximation method that employs interpolation and simple smoothing was
developed as it provided the most accurate representation of the surface profiles
considered in this work. This dynamic surface detection and reconstruction method
requires no prior information on the surface form, and only requires the user to
specify an estimated probe height above the surface, threshold and pixel window.
This development means a single FMC or HMC data set can be used to detect
the surface profile and subsequently relayed to the TFM algorithm to correct the
ToF due to the surface form. This technique has been successfully demonstrated
over a range of 14 positions on the bespoke irregular surface test block, with
RMS and maximum errors between the reconstructed surface and true surface

profile of 0.09mm and 0.21mm respectively. The impact of accurate representation

184



Concluding Remarks

of the surface profile is demonstrated by comparison of TFM images created
using the detected surface profile with those assuming a planar interface. The
results demonstrate detection and positioning is significantly impaired when an
accurate surface profile is not portrayed to the TFM algorithm. The technique
has been demonstrated on both 2D and 3D irregular surfaces representative of
those encountered on components in nuclear plant. Highlights of the author’s

development of this dynamic surface detection include:

e A robust and reliable method for detecting irregular surface profiles typical

of components in nuclear plant, requiring minimal user intervention.

e High accuracy of surface reconstruction for both 2D and 3D cases, with

errors in the range of 0.2mm.

e Significantly improved TFM images of the bespoke test block employing

automatic portrayal of the surface profile.

7.1.3 Sparse 2D Array

It is essential to understand the requirements of an inspection in order to design
a probe suitable for the application. The component in this context of this study
is thick section stainless steel, presenting an irregular surface form. Also, the
objective of this study is to perform efficient inspection of such components,
with the ability to volumetrically interrogate them. Therefore sparse 2D arrays
were investigated due to their economical configurations and potential equivalent
performance compared with linear or 2D matrix arrays. A Poisson disk element
layout was adopted as the design of a 1.5MHz sparse 2D array suitable for complex
components. The array was manufactured in CUE providing the author with a

beneficial insight into the limitations of array manufacture and design. Ultrasonic
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characterisation and evaluation of this prototype device for inspection of the
bespoke test block imparted valuable lessons on the array design. Most specifically
the author resolved that although a minimum spacing is set for Poisson disk
distributions, it is important to ensure all elements are uniformly allocated to a
degree in order to avoid significant undulations in the ultrasonic energy distributed
in an inspection volume. A revised 2MHz sparse 2D array was designed again
employing the Poisson disk layout, however care was taken to avoid elements
with no neighbours in the range of the minimum separation. The final design
encompassed 128 elements of 2mm in diameter and a minimum separation of
0.8mm over a complete aperture of 45mm by 30mm. The benchmark for the
performance of the array required for this work was set by a 1MHz 2D matrix
and the 2D array was able to achieve equivalent imaging performance to this. The
increase in frequency from 1MHz to 2MHz means that the inspection resolution was
improved while the sensitivity to defects and inspection volume was maintained.
The 2MHz sparse array was demonstrated for inspection of complex components
using the calibration SDH in the bespoke test block. The array was able to
accurately detect the surface profile along the complete test block and correctly
position the 6 SDH and BW of the component with a reasonable SNR. The
highlights of the investigations on sparse 2D arrays in the context of this Thesis

include:

Design and manufacture of a prototype 1.5MHz sparse 2D array.

Impact of nearest neighbours in Poisson disk distribution on performance.

Revised design of a 2MHz sparse 2D array.

Achieving equal imaging performance to the 1MHz matrix array with the

2MHz sparse 2D array for inspection of the bespoke test block.
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7.1.4 Industrial Inspection Factors

The main aspects in this Thesis are combined to form an efficient inspection
system for complex components. The GPU execution of TFM incorporating
refraction, dynamic surface detection method and sparse 2D array are brought
together in Chapter 6 and factors relating to implementing this inspection in an
industrial environment are considered. The main factors include automation of
the inspection, data size and collection time, sensitivity mapping and detection of
representative flaws. Addressing each of these aspects moves the likelihood of an

industrial inspection using TFM and sparse arrays closer to being realised.

The author has worked with Peak NDT (UK) to establish a stop-start manipulation
of the probe using a 2 axis scanner. A feedback loop is utilised between the MP5
and the IMCS to ensure all of the relevant data is captured before the probe is
moved to the next position. This step means the inspection can be automated and
requires little intervention from personnel. Automated inspections are desirable,
and often essential, in industrial NDE since the component may be placed in a
hazardous environment. Such inspections are also likely to be highly repeatable
since known reference positions and inspection paths are set, meaning manual

intervention is minimal.

Image stitching must be performed to combine data from various probe positions
into one image. A simple image stitching method using the maximum amplitude
is demonstrated on the bespoke test block to achieve a single view of the complete
block using data collected at incremental probe positions. Conventional UT utilises
various views of the inspection data to provide a comprehensive analysis of the
component. This is vital as flaws may be more obvious when using certain views
of the component compared with others. The ability to perform image stitching
means an overall volumetric image of the component can be achieved, any view

within this can then be interrogated as required.
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Since the components targets by this inspection present an irregular surface a
method for conforming to the surface maintaining coupling between the probe and
component is required. A hollow probe shoe with a flexible skirt is used to provide
a localised water column by employing a recirculation pump. This technique
has been employed in various other inspection systems by Doosan Babcock and

provides and efficient and effective solution to conformable coupling here.

Data analysis techniques applied in UT typically rely on evaluation of the signal
amplitude and pattern. It is therefore vital to understand the sensitivity of an
inspection throughout the inspection volume. Therefore, a method for determining
the relative sensitivity using TFM to inspect complex components is formed in
Chapter 6. This is an essential step in moving TFM inspection towards being

industrially viable.

Finally, it is important to ensure the inspection technique is suitable for detecting
any expected defects in a component. The 2MHz sparse 2D array and auto
correction TFM inspection method were evaluated for their ability to detect planar
flaws in the bespoke test block, representative of those expected in an in service
component. The 5 angled slots were all detected with reasonable SNR under a

variety of irregular surface forms.

The main achievements realised through considering industrial inspection factors

can be summarised as:

e Establishing an automated inspection using HMC with auto-correction TFM.

e A method for evaluating the relative inspection sensitivity using TFM on

irregular surface components

e Detection of planar flaws in the bespoke test block
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7.2 Technology Transfer

The work presented in this Thesis was completed through an industrially motivated
EngD, where the industrial partner is a key provider of NDE services. This
scheme provided a highly effective route for Doosan Babcock to perform product
development. The author was given clear motivation by the industrial sponsor
which was well suited to the academic partner. The author worked with a group of
focused researchers in CUE to develop a collection of signal processing algorithms
suited to industrial NDE. The author then adapted various aspects of this software
to realise an efficient inspection for complex components. The author worked
closely with both the academic and industrial partner’s for the duration of the

EngD project allowing the requirements of both to be addressed.

The work in this Thesis forms a preliminary package of work, allowing a business
case to be formed and accepted for further development of an inspection for
complex components utilising TFM. The author has played a key role in this
business case and is the main technical lead in the ongoing project. The aim of

this work is to achieve an industrially viable inspection system within 1 year.

The author has successfully transferred both the physical technology and valuable
experience established in this work to the industrial partner. The author has a
clear vision of the developments required to achieve an industrially viable inspection,
and is imparting their knowledge to colleagues. Furthermore, the author has drawn
upon the vast inspection experience within Doosan Babacock to ensure factors

relating to performing an efficient industrial inspection are addressed.
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7.3 Suggested Future Work

A number of developments that would compliment the work presented in this
Thesis are identified as suggested future work. Essentially each of the aspects
should contribute towards realising an industrially viable and robust inspection
for complex components. The main concerns still to be addressed include data size
and storage, real defect detection and analysis and streamlining of the sensitivity

map.

7.3.1 Data Size and Storage

Inspections performed using FMC or HMC typically result in data sizes in the
range of 10-20MB for a single probe position. Depending on the component size
coverage required an inspection can therefore result in a vast amount of data
being collected. Generally this data should be safely stored and accessible for the
duration of the plant life. This presents a significant issue as current data storage
methods are not capable of efficiently storing data of such sizes. Before inspections
using TFM can be applied it is important to address how the HMC data will be
stored. Two suggestions for overcoming huge data storage requirements include
storing only essential data within the HMC, or only saving the processed TFM
data.

Saving only useful data within the HMC the data size could be significantly
reduced. This could be achieved by disregarding noise in the HMC and only
storing indications above a specific threshold. A routine reconstruct the full HMC
data could be used to approximate the discounted data. This may be difficult and
time-consuming to apply in practice, and could result in the integrity of the data

being compromised.
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Similarly, saving the processed TFM data would also result in significantly less
data to store compared with the HMC. However, one of the main benefits of using
HMC is that the raw data remains untouched even after applying post-processing
algorithms such as TFM. It is often a requirement of nuclear inspection that the

raw data is stored, meaning this may not be a viable solution.

7.3.2 Inspection Qualification

An essential requirement of nuclear inspections is qualification, which involves
identifying and evaluating the variables in an inspection. In the context of this
inspection one of the main variables would be the impact of the surface form on
any potential defects. Additionally, the technique must be evaluated for its ability

to detect a variety of realistic defects.

The technique has been evaluated for detection of calibration reflectors and angled
planar slots. Further evidence must be gathered on representative components
containing realistic defects. A selection of experimental and simulated evidence

may be used to assess the impact of variables in the inspection system.

Supplementary signal processing techniques may also assist the data analysis of
inspections employing TFM. One idea is adopting the pixel windowing technique
to limit the elements contributing towards a region in an inspection, similar to

performing single angled inspections with phased arrays.

7.3.3 Streamlining of Sensitivity Calculation

A methodology for evaluating the relative sensitivity in a TFM inspection of
complex components is presented in Chapter 6. The calculations performed to

establish the sensitivity are similar to those for the TFM image itself. It would
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therefore be beneficial to streamline the TFM and sensitivity map calculations to

avoid unnecessary repetition.

Furthermore, how to effectively use the sensitivity map must also be considered.
Essentially it should be used to provide TFM inspection data that is uniform in
its sensitivity to defects throughout the inspection volume. This may be achieved
by applying a correction factor to the TFM data, or may require rectification of

the HMC data.

7.4 Concluding Remarks & Personal Reflection

This Thesis presents the work performed in adapting TFM for inspection of
complex components. The author’s has contributed to the field by extending
and validating TFM handling refraction through an irregular surface in both 2D
an 3D. Auto correction of TFM imaging of complex components is performed
by employing a dynamic surface detection technique. Furthermore, the author
has transferred this technology to the industrial partner placing them in an ideal

position for developing an industrially robust inspection for complex components.

Reflecting personally on my EngD experience, I have thoroughly enjoyed the
mixture of academia and industry. Having a clear motivation and end goal helped
immensely and the guidance and enthusiasm from both the academic and industrial
partners has led to the success of the work. I feel that I have developed a good
foundation of project engineering skills through management of this EngD, and I
have also acquired methods for performing and presenting research to the scientific

community.
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Bespoke Test Block

193



. Bgsa_uﬁ.-_lrlgh_,...!l_ -.__ﬂ_,.a.ﬁd! _ _ a.-..‘_ uL..._Lu.sp.H E k] _“
_._.:.4 A, PR 159 AT AN B =0 s “ i A ﬁﬂ_H_HH.
e
{1 11 InoLvAIIONE (17 MoLwAZE|
v
, == T @@ @ o
¥ TRBIL 0T B
mm (7T ) NOLLIES v HL,.  ERCH -
’ e 8 ;i i
J ﬁ : r T _“ I _M i
4 |
. 7 iy |,
\ |
\h:.\“\ \.L \ Al 5w _l
. . I
. 5 i :
L f.|& LT D0 EYAS S0 SN O TS IHIRED S O SOOI M LU TR R 40 SHOSEHT R R R B0 LT G O A AERE]
I/ § (TiE)s0mviza (18 )80 ML (78] gaMv.i3a (1! ¥)Z0Uvi30 (7 ie ) 107¥L3

194

Appendix A. Bespoke Test Block

: fo o
o~ ]
. ] T
b iw i I
-
st e g’ | v s e mor
T T

_ T T L Y ; "’ T oo




Appendix B

1MHz Matrix Array
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Appendix A. 1MHz Matriz Array
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Parameter Value
Generated wave type Longitudinal
Array layout 2D matrix
Total number of elements 256 (128 Tx, 128 Rx)
Number of elements on primary Axis (Ng) 18
Element pitch of primary axis (pp) 3.5 mm
Number of elements on secondary axis (MN;) a
Element pitch of primary axis (pg) 4.0 mm
Inter element gap (g) 0.15 mm
Frequency 1 MHz
Fractional bandwidth (-6dB) = 65%
Pulse length (-20dB) = 3us
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