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Abstract

This thesis reports on experimental investigations examining the role of laser-pulse focal

spot size on key aspects of laser-solid interactions, namely laser-driven proton acceler-

ation and laser-energy absorption, at the current state-of-the-art peak laser intensities

(1020–1021 W/cm2). This includes the development of new optical tools and diagnostics

to achieve these intensities and explore the resultant physics. The interaction of intense

laser pulses (>1018 W/cm2) with solid foils has received considerable attention over the

last few decades, motivated by their ability to generate high energy particles (electrons

and ions), photons (x-rays, γ-rays and THz emission) and gigagauss magnetic fields.

The development of these novel sources of high energy particles and radiation requires

understanding of the underpinning physics on parameters such as the laser focal spot

size. The work reported here is structured into three main studies.

The first study presents the development of an ellipsoidal F/1 focusing plasma

mirror (FPM) capable of increasing the peak intensity achievable on a petawatt level

laser system, through focal spot size reduction. A factor of 2.5 reduction in spot size

(from 4.0 µm to 1.6 µm [FWHM]) is achieved when compared to F/3.1 focusing with

a conventional (solid state) optic. This corresponded to a factor of 3.6 enhancement in

peak intensity, taking into account changes in plasma mirror reflectivity and focal spot

quality. The sensitivity of FPM operation to misalignment is also investigated, this

is vital for its successful development. An example use of a FPM, in an investigation

of laser-driven proton acceleration, is demonstrated. The intensity increase (3×1020

W/cm2 to 1021 W/cm2) results in a factor of 2 increase in the maximum energy (from

27 MeV to 53 MeV) of sheath-accelerated protons from a foil target. This study helps to

move the concept of focusing plasma mirrors beyond demonstration, towards routinely

used tools in laser-plasma research, and enables a window into future research through

the intensity enhancement achieved.

The developed F/1 FPM is employed in the second study to investigate the influence
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of using tightly focused (near-wavelength sized) focal spot geometry on the properties

of beams of accelerated protons generated by the target normal sheath acceleration

(TNSA) mechanism. When comparing beam measurements for tight focusing to rela-

tivity larger (×2.5 larger) focal spot irradiation, significant variations are found. These

include, a slower maximum proton energy scaling with laser intensity (from I0.6 to I0.2),

a ×2.5 enhancement in laser-to-proton energy conversion efficiency and a significant de-

gree of target edge emitted protons with tight focusing compared to the larger focal

spot measurements. The findings are explained in terms of changes to the evolution dy-

namics of the rear surface electron spatial distribution, with enhanced lateral electron

spreading and subsequent recirculation, under tight focusing compared to the larger

spot. Through 2D particle-in-cell simulations this effect is suggested to derive from the

front surface interaction dynamics, with a wider angular distribution of fast electrons

throughout the target observed with tight focusing. This study is timely considering

the employment of low F/# optics is a pulse focusing scheme under consideration by

several existing, and future laser facilities as a route to higher intensities.

The final study reports on an investigation of laser-energy absorption into dense

plasma. Using a suite of diagnostics, the total reflected laser energy as a function of

intensity is measured, distinguishing between the influence of laser energy and focal

spot size on energy absorption. Good agreement is found with previously published

data on the scaling of absorption with intensity, by variation of pulse energy. However,

when the intensity is controlled by variation of the focal spot size, higher absorption

values are measured (45% with a relatively large [270 µm FWHM] focal spot, compared

to 22% with a tight focus [7 µm FWHM], both at an intensity of ∼5×1017 W/cm2)

and a slower absorption scaling is observed, relative to the pulse energy variation case.

Through 2D particle-in-cell simulations this difference is shown to arise from addi-

tional energy gained by the population of electrons recirculating within the target due

to multiple interactions with the laser pulse, a process dependent upon; the pulse du-

ration, target thickness, focal spot size, and the energy spectrum and divergence of the

fast electrons. A simple geometric electron recirculation model is presented to explore

this absorption concept. This investigation has important consequences for fundamen-

tal understanding, application development and, most immediately, for experimental

methodology.
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Chapter 1

Introduction

The subject matter of this thesis is the experimental investigation of intense laser-

plasma interactions. This branch of plasma physics has attracted significant interest in

the last few decades, primarily motivated by the exotic phenomena which is exhibited.

The high energy density nature of ultra-high intensity laser pulses enables the cre-

ation of non-linear and collective phenomena of great scientific interest, with exciting

envisioned applications. This field encompasses several branches of physics, including

lasers, condensed matter, atomic and plasma physics. This makes for a highly active

research field with numerous exciting sub-fields and new findings published every day.

Experimental research in this field would not be possible without the invention of

the laser, and the various technological advances it has produced. Since the theoretical

principle of the optical laser by Albert Einstein, and the first physical demonstration

in 1960 by Theodore Maiman [1], this tool has had remarkable impact. The unique

properties of such a light source, such as its monochromaticity, coherency and high

directionality, have enabled its use in numerous research areas and everyday technolo-

gies. It is easy to see the impact which it has had, becoming ubiquitous in everyday

life. Maiman remarked that ‘the laser is a solution looking for a problem’, it has clearly

found a myriad of ‘problems’ over the decades.

Building upon its demonstration, researchers continued to develop and enhance

laser technologies, with the next major step in terms of enhancing peak laser intensity,

being the generation of pulsed systems. This was first realised in a controlled way

through ‘Q-switching’ in 1961 [2], then through ‘mode-locking’ in 1964 [3]. Q-switching

allowed for the generation of up to kilo-Joule energy pulses of nanosecond duration,

while mode-locking has led to the realisation of ultra-short pulse durations (tens of
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Figure 1.1: Time-integrated picture of the visible light emission during a laser-solid interaction captured
during a typical ion acceleration experiment employing the Vulcan-PW laser system. The image gives
an impression of the compactness of a laser-driven acceleration experiment, with the main components

labelled.

femtoseconds to few picoseconds). These developments facilitated the birth of the field

of laser-plasma interactions exploring the exotic phenomena which they display, in the

1970s to early 1980s, in the laser intensity regime of 1014–1016 W/cm2.

For a long period it seemed that this intensity range was the limit, imposed by

the damage threshold of optics employed in the laser chain, which led to large beam

diameters, and thus large systems restricted to national laboratory facilities. Signif-

icant progress in terms of peak intensity, however, was made possible in 1985 with

the demonstration of a technique which allowed for significantly higher amplification

of laser pulses than previously feasible. This process is called chirped pulsed amplifi-

cation (CPA), and was developed by D. Strickland and G. Mourou [4]. Through the

temporal stretching of the pulse before amplification, lasers in the terawatt, and later

petawatt, classification were enabled. This advancement has led to focused intensities

of 1020–1021 W/cm2 now being possible on numerous laser systems, which at the time

of writing this thesis is the current intensity regime which is being explored. Figure

1.2 provides a visual representation of the peak laser intensity progress throughout

the years, highlighting the significant advancements which have pushed the intensity

frontier ever higher. With the impeding escalation of focused intensity before the end

of this decade, with such upcoming laser facilities as APOLLON [5] and the Extreme

Light Infrastructure (ELI) [6], aiming to deliver focal intensities in the range 1022–1023

W/cm2, the field is about to enter uncharted territories of experimental laser-plasma

interaction physics.
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Figure 1.2: Progress in peak laser intensity since the first demonstration of the laser in 1960, highlight-
ing the significant advancements which have increased intensity. Additionally, the three laser-plasma

interaction (LPI) regimes are highlighted.

The interaction of such high intensity laser pulses with matter produces a wide

range of phenomena, including the generation of extremely strong magnetic and electric

fields, sources of energetic particles (electrons, ions and neutrons) and intense energetic

photons (x-rays and γ-rays). A main research goal of this field is to have the ability to

enhance and have controllability of these sources, with the aim of them being viable for

envisioned applications (discussed later in this chapter). Significant progress has been

achieved to this end in recent years, with some desired applications now becoming a

reality. As such, the remainder of this chapter provides a brief historical overview of

this field, and explores some envisioned applications. This serves to provide the reader

with some background and motivation for the work presented in this thesis. Finally, an

overview of the structure and content of the chapters forming this thesis is presented.

1.1 Laser-plasma interactions: Brief historical overview

The key to understanding intense laser-solid interaction physics is in the fact that

matter will be rapidly ionised in the high intensity interaction. The resultant state of

matter, known as plasma, allows for a population of free electrons to then be subject

to the high intensity laser field, enabling them to acquire significant energy and leading

3



Chapter 1. Introduction

to numerous exciting physical processes.

A prime interest of this interaction is its potential use as a complement to conven-

tional particle acceleration, owing to the strong acceleration fields generated. Addition-

ally, this acceleration approach is inherently smaller in size and is capable of generating

acceleration gradients thousands of times higher than present in conventional acceler-

ators based on radio-frequency (RF) acceleration, which are limited by the breakdown

voltage of the accelerating structures (limited to maximum accelerating gradients of

∼100 MV/m). Possibly the most well known conventional accelerator is the Large

Hadron Collider (LHC), based at the CERN facility. This is a 27 km long circular

accelerator capable of producing TeV protons. A promising complementary approach,

to address this problem of scale, is to accelerate particles using intense laser pulses

and the resulting plasma the laser generates during its interaction with matter. As

plasma is in an ionised state, breakdown is not an issue in this acceleration medium.

Although laser-plasma accelerators can overcome some of the limitations associated

with conventional RF acceleration, such as enhancing particle energy, beam quality

and controllability, numerous challenges still remain if this form of acceleration is to

become a viable complement to conventional accelerators.

The concept of laser-driven particle acceleration was first proposed in 1979 by

Tajima and Dawson [7]. They proposed that a plasma wave, resulting from the wake

of an intense laser pulse propagating though a plasma, would accelerate electrons to

relativistic energies. At the time of their proposal, unfortunately, laser pulses with the

required properties to test this concept did not exist. It was not until 1994 that Naka-

jima et al. [8] experimentally demonstrated this acceleration process, now commonly

known as laser wakefield acceleration. Using this scheme, quasi-monoenergetic electron

bunches in a highly collimated beam with energies in the region of a few GeV have

now been experimentally realised [9, 10, 11]. These high energies are achieved over an

acceleration distance from a few hundred microns to a few centimetres, resulting from

GV/m to TV/m acceleration gradients.

In terms of the acceleration of ions, at the point of writing this thesis, with current

laser intensities ion motion is negligible due to the laser field, only achieving a very

small energy gain due their relatively large mass with respect to electrons. Therefore,

to date, ions are accelerated as a result of high electrostatic fields generated from charge

separation, i.e. displacement, of electrons from ions during the laser-plasma interaction.

4
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Early research into ion acceleration, in the 1980s, employed relatively long nanosecond

laser pulses, from gas based CO2 laser systems. However, these were only capable of

generating protons of maximum energy of ∼5 MeV [12], with undesirable beam quality.

With increased laser intensities, however, (through the aforementioned CPA technique)

protons with maximum energies up to 60 MeV were enabled through the interaction of

an intense pulse with thin metallic foils [13], in an acceleration scheme named target

normal sheath acceleration [14]. These proton beams display high luminosity [13],

energy dependent divergence [15], short duration [16] and a broad band energy spectrum

[17]. A significant number of experimental investigations and theoretical studies in this

field have been reported, each contributing to a better understanding of these complex

interactions, including a number of review articles summarising progress in this field

[18, 19, 20, 21].

1.2 Envisioned applications

The study of intense laser-solid interactions is motivated by its uniquely high energy

density nature, generating phenomena of great scientific interest which promise a wide

range of potentially hugely beneficial applications which have been conceived, and are

being actively developed. This section conveys a brief description of two areas where

laser-solid interactions may play roles. These are: (i) healthcare [22, 23] and (ii) energy

[24]. Numerous other envisioned applications of laser-solid interactions exist, such as

x-ray and neutron imaging [25, 26], pre-accelerators for conventional accelerators [27]

and isochoric heating of matter [28, 29], to name a few. Additional applications are

discussed in detail in numerous sources, including Refs. [30, 31].

Healthcare

Two possible future applications of laser-solid interactions in the medical healthcare

sector are explored below. These are hadron therapy for the treatment of cancerous

tumours and radioisotope production for employment in medical imaging.

Conventional treatment of cancerous tumours often involves the use of x-rays to

irradiate the cancerous area, typically from numerous incident angles to minimise dam-

age of surrounding healthy tissue. Inevitably, though, healthy tissue is damaged due to

the energy deposition profile of x-rays. An alternative treatment approach is to use en-
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ergetic particles, and in particular protons and heavier ions, in a treatment commonly

referred to as hadron therapy. The most common form to date has been proton therapy,

which is a highly attractive alternative to radiotherapy. This can be best understood

with the aid of Fig. 1.3, depicting the characteristic way in which protons and x-rays

deposit energy when interacting with matter. For x-rays the highest energy deposition

occurs near the beginning of their interaction, with deposition decaying with propaga-

tion distance. Applying this to the treatment of a tumour deep within a patient, this

would correspond to the irradiation of healthy tissue which x-rays pass through to reach

the tumour. In contrast, protons propagate through matter depositing relativity little

energy until they are stopped, at which point maximum energy deposition occurs. The

peaked shape of this deposition profile, named the Bragg peak, has become a symbol

of the main advantage of hadron therapy, as this phenomenon potentially allows more

precise spatial irradiation of the tumour, whilst minimising irradiation of surrounding

healthy tissue.

The concept of treating tumours with energetic protons was first proposed in 1946

by Robert Wilson, the founder of the Fermi National Accelerator Laboratory, in which

he proposed the use of accelerator-produced protons to treat tumours [32]. It was

not until 8 years after this, in 1954, at Lawrence Berkeley Laboratory, the first use

of protons to treat a human patient was conducted [33]. Despite the clear advantages

of proton therapy, widespread adoption of this treatment approach has been relatively

slow compared to x-ray radiotherapy. This is mainly due to technical difficulties and

the cost of implementing these systems, in addition to the lack of evidence of cost-

effectiveness against other cancer treatment forms [34]. Currently there are only ∼40

hadron therapy facilities worldwide employing conventional accelerators, with only an

extremely small percentage of patients with treatable tumours receiving this form of

therapy. In the UK, presently there is only one proton therapy centre, based at the

Clatterbridge Cancer Centre, for the treatment of eye tumours which utilises 50 MeV

protons. However two new centres are being built, in Manchester and London, and

several private clinics are being designed to offer proton radiotherapy.

To date the proton energies required for the treatment of deep seated tumours (up

to 200 MeV) can only be generated by conventional accelerators. However, laser-driven

ion sources are quickly approaching this energy and, additionally, offer unique capabil-

ities over conventional acceleration. For example, laser-solid interactions do not solely
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Figure 1.3: Plot depicting the energy deposition of ionising radiation, x-rays (red data) and protons
(green data), as they propagate through matter (in this case water simulating a human body).

generation energetic protons, but also larger ion species such as carbon and oxygen,

as well as energetic electrons and x-rays. Therefore this acceleration approach offers

the possibility to combine laser-driven ions, x-rays and electrons for multi-modality

treatment. Additionally, the short duration of the ion beams, coupled with their high

flux make them advantageous for hadron therapy. A number of experiments have in-

vestigated the use of laser-driven ion acceleration and their biological effects on cellular

media reporting on-cell dose rates of ∼109 Gy/s [35]; 9 orders of magnitude higher than

normally used in radiobiology.

A key research goal for laser-driven proton sources, which has received considerable

attention, is the enhancement of the maximum proton energy, to a level feasible for

hadron therapy (up to 200 MeV). In addition, tumour therapy requires a marked im-

provement of the beam parameters currently available; aspects such as the control over

the particle energy spectrum and beam focusability still require significant research

effort.

The second envisioned healthcare application of laser-solid interactions is the em-

ployment of the energetic ion beams generated in the production of radioisotopes used

for medical imaging techniques [36]. One such popular technique is positron emission

tomography (PET) imaging, in which radioisotopes, such as 11C, 13N, 15O or 18F [37],

are injected into a patient’s body. The decay of such particles results in the emission

of positrons, which are subsequently annihilated through the interaction with electrons

7



Chapter 1. Introduction

within the patient. This in turn generates two 511 keV photons with equal and opposite

momenta, which are measured by a coincidence detection system.

To stimulate the nuclear reactions required to form radioisotopes, a large number

of MeV energy protons, for example, are required to irradiate a target to produce the

desired quantity and species of isotope. The radioisotopes most suitable for this process

are currently produced employing conventional proton accelerators, however due to

their relatively short half-life (typically a few minutes to a few hours) accelerators

must be relatively close to the PET device to reduce time between formation and

use. As such an increase in availability of accelerators, such as laser-driven accelerator

facilities, would enable more hospitals to receive the required quantities of radioisotopes,

in response to the growing demand [38].

Laser-driven ion sources have demonstrated their ability to generate these desirable

medical radioisotopes [39]. Research into these sources, at present, is focused on achiev-

ing this production with relativity less powerful, high repetition rate laser systems and

enhancing the conversion efficiency, to produce a higher quantity of radioisotopes per

interaction.

Energy production

An envisioned application of laser-plasma interactions, which has received considerable

research effort, is in the quest for controlled laboratory scale nuclear fusion as an energy

source. This involves the fusion of two light nuclei to form a more stable nucleon, with

the difference in rest mass energies released as the kinetic energy of particles such as

neutrons, protons, deuterons or alpha particles. For reactions to occur, the electrostatic

repulsion between reactants must be overcome, requiring particles to have extremely

high temperatures (around a hundred million degrees). Achieving such a condition in

the laboratory for a sufficient plasma confinement time, however, has proved extremely

difficult, with no scheme to produce a fusion reactor producing energy gain at present.

The concept of employing lasers to induce nuclear fusion reactions was first pro-

posed in the 1960’s [40], and gained traction in 1972 when theoretically explored by

Nuckolls et al. [41]. This laser based approach to fusion energy production is called

inertial confinement fusion (ICF). This, in its simplest form, involves the compression

and heating of a fuel target containing a deuterium-tritium (DT) mixture, to such a

8
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temperature and density that fusion reactions are initiated and a propagating burn

wave is induced. The scheme relies on the inward inertia of the target compressing the

bulk material, resulting in ignition and energy release in a quantity greater than was

required to initiate the process. Compression is induced via laser irradiation of the tar-

get outer layer (in the direct drive approach), which ablates off, and due to momentum

conservation, drives a corresponding inward acceleration, compressing the fuel. This

scheme is often referred to as ‘central hot-spot’ ICF, which requires highly uniform

compression. At present this is still extremely problematic, due to the nanosecond

pulse duration employed to drive compression and the subsequent fuel dynamics thus

occurring on hydrodynamic time-scales. This leads to the growth of instabilities [42],

such as those in the Rayleigh-Taylor classification [43, 44], which can adversely affect

confinement and the delivery of laser energy to the target.

To address certain limiting aspects of the basic ICF approach, and to achieve fuel

ignition using relatively lower laser energy requirements (thus enhancing reaction gain),

a modified scheme known as fast ignition (FI) was conceived, first proposed by Tabak

et al. [45] in 1994. This approach, as in ICF, involves the compression of the fuel

target, though to a lower density than in the central hot-spot scheme, where it is then

irradiated by a secondary ultra-short high intensity laser pulse, to deliver energetic

particles to the compressed fuel and induce ignition. The novelty of this approach is

in decoupling of the compression and ignition phases. The main potential advantage

of FI is the reduction in energy required to achieve fusion gain. Furthermore, FI is

less susceptible to hydrodynamic instabilities, due to a lower dependency on symmetric

compression.

Two variations of this scheme which receive considerable research effort are the

‘plasma bore-through’ and the ‘cone-in-shell’ approaches. In the former, an ultra-short

igniter pulse tunnels into the compressed fuel to heat the dense core [46]. In the latter

approach, the fuel target is attached to the end of a hollow cone of high atomic number

material [47, 48]. The cone is used to guide the igniter pulse to the imploded fuel core

and thus reduces energy losses with respect to that used to bore through plasma in the

former approach. The addition of the cone, however, can affect implosion dynamics. In

this approach, ignition can be induced by either energetic electrons or ions accelerated

from the cone tip. The first proof-of-principle experiment demonstrating cone usage was
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Figure 1.4: Schematic illustrating the fast ignition approaches to inertial confinement fusion, where (a)
is the hole-boring scheme and (b) the cone-guided scheme.

presented in Kodama et al. [49], where an enhanced neutron yield from fusion reactions

was measured. Additionally in this approach to FI, a target foil can be located inside

the cone which acts to convert laser energy to energetic ions through the target normal

sheath acceleration method. Curvature of the foil can act to focus emitted particles to

the compressed fuel core. In a similar way to the aforementioned treatment of deep

seated tumours, the stopping profile of ions in matter is advantageous for depositing

ion energy to a localised spatial region [50, 51].

1.3 Thesis outline

This thesis reports on experimental investigations exploring the role of laser focal spot

size on ultra-intense laser-solid interaction physics. This has necessitated the develop-

ment of innovative optical tools and diagnostics. In particular, the dependencies of such

aspects as laser-energy absorption and laser-driven proton acceleration are examined.

The remainder of this thesis is comprised as follows:

� Chapter 2: This explores the background physical concepts of laser-solid inter-

actions, essential for understanding the results presented in later chapters.

� Chapter 3: This details the experimental and numerical techniques employed to

obtain and analyse the experimental findings forming the results chapters. This

includes a description of the laser systems, diagnostic techniques and simulation

tools utilised.

10



Chapter 1. Introduction

� Chapter 4: Here research centering around the development of a plasma optic

for the tight focusing of high power laser pulses is presented. The aim of this

is to enhance the achievable intensity through focal spot size reduction. The

design, modelling, manufacture and, ultimately, the experimental testing of such

an innovative optic is presented.

� Chapter 5: Utilising the focusing plasma optic presented in chapter 4, this

chapter experimentally investigates the influence of low F-number (∼F/1) tight

focusing, forming focal spots of a size approaching the laser wavelength, on laser-

driven proton acceleration in the target normal sheath acceleration regime. Ex-

perimental findings are accompanied by 2D PIC simulations.

� Chapter 6: This final results chapter reports on an investigation exploring the

role of laser pulse focal spot size on the coupling of laser energy to plasma electrons

in intense laser-solid interactions. Experimental results are presented, accompa-

nied by 2D PIC simulations and analytical modelling.

� Chapter 7: Finally, a summary of the results and interpretation of the investi-

gations presented in chapters 4, 5 and 6 is provided. This includes a discussion

of potential future avenues of the research presented.
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Chapter 2

Fundamentals of laser-solid

interactions

The field of laser-solid interactions encompasses numerous disciplines in physics which

merge to form an extremely scientifically rich field. Consequently it is relatively dif-

ficult to determine its boundaries in order to gain insight into these numerous areas.

Nevertheless it is the objective of this chapter to explore the fundamental theory which,

at present, underpins the field of laser-solid interactions, relevant to the concepts in-

vestigated in this body of work.

To communicate this in a coherent fashion the order in which physical processes

occur in a laser-solid interaction (though many overlap) is used to form the structure

of this chapter. The sequence of events begins with a laser pulse irradiating an initially

cold solid density target held in vacuum. Ablation of the target occurs forming a

dense plasma in a few femtoseconds, hence the remainder of the pulse can interact with

this and couple energy to free electrons within the plasma. This exchange leads to

the aforementioned scientifically rich physics and motivation for research in this field.

Further detail on the concepts presented in the forthcoming sections can be found in

numerous existing literature, including the textbooks by Kruer [52] and Gibbon [53].

2.1 Electromagnetic radiation and high power laser pulses

Light is a fundamental phenomena thats existence is often taken for granted, with most

people caring little for its origins. However, in the field of laser-solid interactions an

12



Chapter 2. Fundamentals of laser-solid interactions

apprehension of the nature of light is fundamental. The aim of this section is therefore to

provide a brief description of the nature of light, which forms the laser pulses employed

in this work, and a description of some frequently used parameters employed in its

characterisation. This will aid in the understanding of the relatively more complex

interaction concepts presented in the forthcoming sections. The practical methods

employed in high power generation of the optical pulses will be covered in chapter 3.

2.1.1 Electromagnetic nature of light

An accidental mathematical discovery by Scottish physicist James Clerk Maxwell, led

to light being described as a electromagnetic (EM) wave. This occurred while he was

formulating the classical theory of electromagnetism, unifying electricity and magnetism

together into a single theory [54]. The famous set of equations (Eq. 2.1-2.4) which

resulted from this work can be employed in order to acquire a deeper understanding of

the nature of light.

∇ ·E =
ρ

ε0
Gauss’s law of electric field generation (2.1)

∇ ·B = 0 Gauss’s law of magnetic field generation (2.2)

∇×E = −∂B

∂t
Faraday’s law of induction (2.3)

∇×B = µ0J +
1

c2
∂E

∂t
Ampére’s circuital law (2.4)

where E and B are the electric and magnetic field vectors, and J and ρ are the current

and charge densities, respectively. Additionally, bold parameters (A) denote a vector,

and the spatial and temporal derivatives are represented with ∇ and
∂

∂t
, respectively.

The additional terms are physical constants; c the speed of light, ε0 the permittivity and

µ0 the permeability, of free space. Utilising these relations, a wave equation describing

the propagation of EM radiation in vacuum can be derived, by taking the curl (∇×A)

of Faraday’s Law (Eq. 2.3), in conjunction with the vector identity ∇ × (∇ × A)=

∇(∇ ·A)−∇2A;

∇× (∇×E) = ∇× (−∂B

∂t
) = ∇(∇ ·E)−∇2E (2.5)
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Chapter 2. Fundamentals of laser-solid interactions

As the EM wave is propagating in vacuum it is assumed that ρ= 0 and J= 0, eliminating

the ∇(∇ · E) term, through Eq. 2.1. By substitution of Eq. 2.5 into Ampere’s Law

(Eq. 2.4), the wave equation is obtained;

∇2E =
1

c2
∂2E

∂t2
(2.6)

One special solution to this equation (Eq. 2.6), assuming the EM field is an undisturbed

harmonic wave (referred to as a plane wave) is;

E = E0êxe
[i(k.z−ωt)] (2.7)

where the wavevector and angular frequency of the EM wave are k and ω respectively,

z is along the light propagation direction, and t is time. The electric field amplitude

of the EM field is given by E0 and êx is a unit vector describing the direction of this

field in the x-plane. This solution (Eq. 2.7) can be substituted into the wave equation

(Eq. 2.6) to form a key relationship in describing the propagation of light through a

vacuum, known as the dispersion relation;

ω = ck (2.8)

This is a linear relation, thus the phase and group velocity (v) of the wave are of equal

value, being c, a frequency-independent constant;

υ =
ω

k
=
dω

dk
= c (2.9)

An additional relationship, key to furthering our understanding of EM radiation, is

that between the electric and magnetic fields of light, found by firstly substituting the

general solution (Eq. 2.7) into Faraday’s Law (Eq. 2.3);

B =
1

c
êye

[i(k.z−ωt)] (2.10)

A simple relation to describe the connection between the two fields of a linearly polarised

electromagnetic wave (Eq. 2.11) is found comparing Eq. 2.10 and Eq. 2.7. This reveals

that these fields are orthogonal, and the maximum amplitudes of each is related to c
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Chapter 2. Fundamentals of laser-solid interactions

as follows;

|B0| =
1

c
|E0| (2.11)

2.1.2 Laser pulse parameters relevant to laser-solid interactions

In laser-solid interaction studies our interest is in the use of short, high intensity optical

pulses, interacting with a solid density material. The terminology ‘short’ refers to the

temporal duration of the pulse, typically ranging from 10 ps to 10 fs, and ‘high intensity’

is employed to describe pulses with peak intensities ranging from 1018–1022 W/cm2

(though 1021–1022 W/cm2 may often be referred to as ‘ultra-high’). The parameters

of the pulses employed are of fundamental importance to the resultant interaction

physics, and as they are frequently mentioned in this thesis, the main parameters are

summarised in Tab. 2.1.

High-power laser pulses are typically Gaussian in nature; this is to say they have

spatial and temporal Gaussian profiles. The temporal profile is characterised by the

pulse duration (sometimes referred to as pulse length), τL, which is essentially the

full width half maximum (FWHM) of the pulse’s Gaussian temporal envelope. To

characterise the Gaussian spatial extent three parameters are often employed; the spot

waist/size, the Rayleigh range and the Gouy phase. The former two will be explored in

detail in chapter 3 (see section 3.2.6). The Gouy phase describes an additional phase

shift acquired by a focusing laser as it goes through focus. This results in an increased

distance between wavefronts compared to before focus and thus can impact on the

pulse’s spatial quality. In essence a wavefront is a surface which connects all the waves

in a collection at points of equal phase, an idea used by Christiaan Huygens to aid in

a description of the wave-like nature of light. The simplest form of a wavefront, the

plane wave, consists of waves parallel to each another, also referred to as collimated

light. The wavefront model is also useful for describing non-ideal situations in optical

systems, such as aberrations.

An additional parameter to acknowledge in this description, possibly the most com-

mon parameter used to characterise a laser system, is the peak focal intensity, IL. In-

tensity is defined as the rate at which radiant energy is transferred (peak power) per

unit area. This is mathematically equal to the Poynting vector, being the energy flux
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Laser Pulse Parameters Symbol Units
Energy Before Compressor EL0 J

Energy On Target EL J
Pulse Length/Duration (FWHM) τL fs

Wavelength λL µm
Frequency ωL Hz
Spot Waist ω0 µm

Spot Size (FWHM) φ0 µm
Percentage Energy in φ0 EE %

Percentage Compressor Throughput Fc %
Peak Intensity IL W/cm2

Irradiance ILλ
2
L W/cm2µm2

Temporal Intensity Contrast Ratio − −
Polarisation − −

Table 2.1: Table summarising the main parameters frequently used to characterise the laser pulses
employed throughout this thesis.

density time averaged over the fast oscillations of the laser field (denoted by 〈 〉);

I =

〈∣∣∣∣E× B

µ0

∣∣∣∣〉 =
ε0c

2
E0

2 (2.12)

Practically, however, energy losses occur experimentally, resulting from the imperfect

reflectivity of optics for example, thus some fraction, Fc, of the total energy, EL0 , is

lost. Consequently, the energy incident on a target is EL= EL0 × Fc. Assuming the

pulse is spatially Gaussian the peak intensity on target is commonly calculated using

the fraction of energy, EE, contained within the focal spot (FWHM), φ0;

IL =
EE × EL
π(φ0/2)2τL

(2.13)

A final parameter of significance to forthcoming concepts, is the orientation of the

laser electric field, relative to the target plane of incidence, i.e. the optical polarisation.

The three forms this parameter may take are linear, circular, or elliptical. Linear po-

larised light can be split into two subsections, either ‘p’ or ‘s’. The former describes an

electric field orientated in the plane of incidence, and the latter when orientated per-

pendicular to this plane. Circular polarisation, denoted as ‘c’, describes light composed

of two perpendicular electromagnetic waves, of equal amplitude out of phase by 90°. If

one could see the peak of the electric field vector along its propagation axis, it would

appear to move in a circular path. The final form is elliptical polarisation, denoted by

‘e’. Similar to circular polarised light this consists of two perpendicular waves, however

in this case they are of unequal amplitude and out of phase by 90°, or a value other
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(i) Linear (s)

(iv) Elliptical (e)

(ii) Linear (p)

(iii) Circular (c)


I 

I

Target

Target

Figure 2.1: Illustration depicting the direction of the electric field of an electromagnetic wave relative to
its propagation direction. Where (i) displays linear s-polarisation, (ii) linear p-polarisation (iii) circular
polarisation, and (iv) elliptical polarisation. In (i) and (ii) an interaction target being irradiated by
each field, at an incident angle of θI , is included to aid in distinguishing between s and p polarisation.
Note the magnetic field has not been included so the electric field direction could be displayed clearly.

than zero. Each polarisation form is illustrated in Fig. 2.1.

2.2 Laser induced ionisation processes

Although the primary study of this thesis is examining the behaviour of an intense laser

field interacting with dense plasma, it is important to have an understanding of how a

solid target is transformed into plasma via laser pulse irradiation. This transformation

occurs as a result of ionisation, in which ions are formed when an atom, or molecule,

loses one or more of its electrons due to having gained sufficient energy. This section

explores ionisation mechanisms relevant to short pulse laser-solid interactions, at the

intensities considered throughout this thesis (1012–1021 W/cm2).

Generating plasma from a solid clearly involves a state change, which requires suf-

ficient energy to, firstly, overcome the binding energy of the material lattice, then

molecular bonds, and finally, the binding energy of electrons within atoms. For a high

degree of ionisation electrons must be stripped from the outer to the inner most atomic

orbitals. This requires enough energy to eject an electron to such a distance that there

is no electrostatic interaction between it and the ion; known as the ionisation potential,

UI .

A natural starting point for gaining insight into ionisation, is to examine some
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quantities describing a hydrogen atom. From the atomic model, introduced by Niels

Bohr, the mean radius of orbit for hydrogen’s ground state electron around the nucleus,

i.e. the Bohr radius aB, given by;

aB =
4πε0~2

mee2
(2.14)

= 0.053 nm

where ~ is the reduced Planck’s constant, and me and e are the electron mass and

charge, respectively. This radius can then be used to obtain the electric field magnitude

holding the electron to the nucleus, Ea, by inserting the Bohr radius into Coulomb’s

law, assuming the nucleus and electron act as point charges;

Ea =
e

4πε0a2B
(2.15)

' 5.1× 109 V/m

It is possible to obtain the equivalent peak laser intensity to match the magnitude of

this field binding the electron to the nucleus, with Eq. 2.12, known as the atomic

intensity, Ia. This yields an intensity of ∼3.51×1016 W/cm2. Consequently a pulse

of IL > Ia guarantees ionisation of hydrogen. Ionisation is, however, seen to occur

experimentally at intensities orders of magnitude below Ia via numerous mechanisms

which can circumvent this limit. A description of each of these mechanisms and the

regime in which they are dominant follows.

Multiphoton ionisation

An electron will be ejected from an atom if it absorbs a photon of energy larger than

its ionisation potential. Using hydrogen as an example, the ionisation potential of its

ground state electron, UH , equals 13.6 eV; equivalent to a ∼91 nm wavelength photon,

located in the extreme ultra-violet region of the EM spectrum. This phenomenon is

more commonly known as the photoelectric effect. The laser systems employed in

this thesis are, however, in the infra-red (IR) region (photon energy of 1.2 eV, at

λL= 1 µm). Hydrogen’s ground state electron would therefore have to absorb ∼12

IR photons to overcome the ionisation potential. This is the process which occurs

in the multiphoton ionisation (MPI) mechanism, where the atom absorbs a sufficient
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number of photons, which collectively have enough energy to liberate an electron. This

mechanism is depicted in Fig. 2.2(a). The probability of this scenario occurring is

found by expanding the one photon dipole transition theory to higher orders according

to perturbation theory, thus the n-photon ionisation rate, Wn, is given by;

Wn = σnI
n
L (2.16)

The MPI rate (Eq. 2.16) depends on σn, the cross section of photon absorption, which

decreases with n. However, the InL dependency ensures that an ionisation event will

occur provided the laser intensity is sufficiently high, initiating around >1012 W/cm2.

This mechanism was experimentally observed in the late 1960’s in Voronov et al. [55]

and Agostini et al. [56].

Furthermore an electron may absorb more photons than is required to overcome its

UI , resulting in it gaining some kinetic energy, EK , as described by Eq. 2.17;

EK = (n+ s) ~ωL − UI (2.17)

Where n is the number of photons with collective energy of UI , and s the excess number

of photons absorbed. This extension of MPI is termed above-threshold ionisation (ATI).

It is experimentally diagnosed to have occurred by the presence of distinct peaks in the

electron energy spectrum separated by the laser photon energy, as reported in Gontier

et al. [57].

Tunnelling ionisation

An assumption made in the description of MPI is that the atomic potential of an atom is

unperturbed by the irradiating laser. However, for the majority of forthcoming concepts

explored in this chapter, the laser field strength dwarfs inter-atomic fields by many

orders of magnitude. This acts as a retarding potential modifying the atomic potential

holding electrons. Therefore perturbation theory, as used for MPI, can no longer be

applied. Figure 2.2(b) illustrates the alteration of an atom’s Coulomb potential, due

to an external field. This modification can be shown analytically by considering an

electron trapped in an atom’s Coulomb potential, with an external field, EExt, applied,
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to give a resulting potential, V (x);

V (x) =
−Ze2

x
− eEExtx (2.18)

The negative sign preceding the second terms on the RHS of this equation, shows the

external field acts to suppress the atom’s Coulomb potential. Quantum mechanically,

an electron may then tunnel through this suppressed barrier with some finite probabil-

ity, in a mechanism termed tunnelling ionisation (TI).

The Keldysh parameter

Having presented two ionisation schemes, it is important to distinguish which is likely

to dominate under various interaction conditions. This was accomplished by Keldysh

et al. [58] and Perelomov et al. [59, 60], in which a key parameter, named the Keldysh

parameter (Eq. 2.19), to distinguish between the dominance of each mechanism was

formulated;

γK = ωL

√
2UI
IL
∼

√
UI

Φpond
(2.19)

where Φpond is the ponderomotive potential of the laser field (described in section 2.5.2).

At this point Φpond is important to note that it is proportional to ILλ
2
L. As a rule of

thumb, when γK � 1 multiphoton ionisation dominates, and conversely, γK � 1,

tunnelling ionisation will prevail, as the ponderomotive potential begins to dominate

(assuming relatively long wavelength photons such as those employed in this thesis).

Looking again at the ground state of hydrogen (UH= 13.6 eV), the transition be-

tween MPI and TI (i.e. γK= 1) occurs at an intensity of ∼7.3×1014 W/cm2. This

suggests that the dominating mechanism in the interaction of lower intensity (<1014

W/cm2) light preceding the main pulse is MPI. Though at relativity higher intensities,

present in the main pulse, ionisation will be dominated by field suppression processes.

Barrier suppression ionisation

In the tunnelling ionisation description the potential barrier is lowered sufficiently to

allow an electron to tunnel through the potential barrier. However if the laser field

strength is relatively larger further reduction of the potential barrier occurs, leading to

the point where it is lower than the electron binding energy, as depicted in Fig. 2.2(c);
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this mechanism is referred to as barrier suppression (BS) ionisation, or over-the-barrier

ionisation.

The intensity threshold for BS to occur is found by obtaining the electric field

strength the barrier must be reduced to, to be called ‘suppressed’;

EBS =
U2
I ε0π

e3Z
= 1.73× 108 V/m ·

U2
I /eV

Z
(2.20)

Again through Eq. 2.12, the equivalent peak laser intensity required to match this

electric field can be found;

IBS =
U4
I ε

3
0cπ

2

2Z2e6
=

4× 109

Z2

U4

eV
[W/cm2] (2.21)

Going back to the useful example of hydrogen, its ground state electron will have a

EBS of 3.2× 1010 V/m, equivalent to a laser intensity of 1.4× 1014 W/cm2.

Collisional ionisation

The final ionisation mechanism relevant to laser-solid interactions is one involving elec-

trons already freed from their atoms. Once ionisation of the target, even partially,

has begun the resultant plasma has a certain electron density, ne, and these electrons

are free to potentially collide with atoms and ions. In these collisions energy may be

transferred, which can be in excess of the atomic binding energy and thus causing fur-

ther ionisation. This process is depicted in Fig. 2.2(d). The ionisation rate of this

collisional effect, νC , is calculated from the velocity of the colliding electrons, ve, the

electron density, ne, and the mean electron temperature, Te [16];

νC ≈ neve4πa2b
(

U2
H

UIkBTe

)
ln

(
kBTe
UI

)
(2.22)

This relatively simple estimation of the collisional ionisation rate correctly predicts that

the rate is higher at a lower electron temperature and higher electron density. This is

the case as at these conditions the cross section of collisions is relatively high compared

to a low density, high temperature plasma. As collisional ionisation does not require

the laser field its occurrence is not limited to the irradiation time. If a large number of

electrons, of sufficient energy to ionise, are present this process can grow exponentially

in a process known as avalanche ionisation.
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Figure 2.2: Depictions of the ionisation mechanisms relevant to laser-solid interactions: (a) multi-
photon ionisation; (b) tunnelling ionisation; (c) barrier suppression ionisation; and (d) collisional ion-
isation. Where black dashed lines represent unperturbed Coulomb potential, blue the perturbed Coulomb

potential, and orange the incident laser potential.

2.3 The plasma state

Plasma plays a key role in high power laser-solid interactions and the physical concepts

presented in the forthcoming sections, thus an understanding of its nature is highly

beneficial. To give a brief historical context, the plasma state was first experimentally

observed in the laboratory by Crookes and Thomson in 1879, where they coined the

term ‘the fourth state of matter ’ to describe the matter they were observing. It was

not until 1928, however, the word ‘plasma’ was first used by Langmuir, while studying

plasmas in tungsten filament bulbs. The three familiar states of matter (solid, liquid

and gas) are abundant on Earth, though universally speaking plasma is believed to

form 99% of all visible matter, in the known universe. A useful initial definition of

plasma can be gained from its classical description;

“A plasma is a quasi-neutral assembly of electrically charged and neutral

particles in sufficient numbers to exhibit collective behaviour.”

This description is helpful, though to gain a more in-depth insight into plasma and
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what makes it unique compared to the other states, it is necessary to focus on two key

parts of this description; (1) ‘quasi-neutral ’ and (2) ‘collective behaviour ’.

Collective behaviour results due to the fact plasma consists of charged particles.

In the familiar states, constituent particles interact through binary collisions. The

dynamics of plasma are, however, more complex due to its ionised state. In plasma

particles interact through long range Coulomb interactions, due to their charged nature.

Thus a particle may influence many others nearby simultaneously, via local electric

fields.

The second term highlighted in the classical description of plasma, ‘quasi-neutral ’,

denotes that, on a macroscopic scale, plasma is neutral due to approximately equal

numbers of electrons and ions. However on the microscopic scale neutrality is broken

due to the aforementioned localised electromagnetic fields – thus the inclusion of ‘quasi ’.

To further understand these two terms, and consequently plasma, it is convenient

to introduce three criteria which matter must satisfy to be classified as being plasma;

1. λD � L – the dimensions of the assembly of particles must be much larger than

the distance localised fields can influence particles (i.e. the screening distance,

λD).

2. ND � 1 – there must be many particles within the screening volume for the

screening effect to occur.

3. ωp > ωc – the plasma frequency (ωp) must be greater than the frequency of

collisions (ωc).

Each criteria will now be explored;

1. λD � L

A key property of plasma is its tendency to shield externally applied electric

fields. This is a result of charged particles arranging themselves to generate

an oppositely-directed electric field to effectively cancel the external field on a

macroscopic scale; a phenomenon termed ‘Debye Shielding’. The electric field of

a test charge immersed in plasma will only interact with other charged particles

within a volume called the ‘Debye Sphere’, with radius equal to the screening
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distance, referred to as the Debye length, λD, described by Eq. 2.23;

λD =

√
ε0kBTe
e2ne

(2.23)

where kB is Boltzmann’s constant, Te is the electron temperature, and ne is

the electron density. In this approximation ions are assumed to be static. The

resultant electrostatic Coulomb potential, φ, on the test charge of charge, q, is

thus;

φ(r) =
q

4πε0r2
exp

(
−r
λD

)
(2.24)

The Debye length is the characteristic scale over which the potential of the test

charge is exponentially attenuated by a factor of 1/e, as opposed to the inverse

square decay in free space. It therefore defines the minimum distance over which

charge neutrality is maintained, which is to say a charged particle will feel no

electric field effects from another charge when it is at a distance greater than

λD. Effectively, it is a characteristic distance over which quasi-neutrality may be

breached. Likewise, it is also a measure of the depth an externally applied field

can penetrate into plasma. As was defined by this criteria for screening effects to

occur, and for the matter to be described as plasma, λD must be much smaller

than the linear dimensions of the plasma, L.

2. ND � 1

This criteria sets a condition which matter must exhibit for Debye shielding to be

valid, and thus for it to be plasma. It states that there must be many particles

within a Debye sphere. The number of particles, ND, contained within this

volume is given by Eq. 2.25;

ND =
4

3
neπλ

3
D = 1.38× 106T

3/2
e n

− 1/2
e (2.25)

It is due to the fact that there are many particles within a Debye sphere that

collective behaviour is present in plasma.

3. ωp > ωc

The final plasma criteria distinguishes it from simply an ionised gas (ionised to

a relatively lesser degree). In an ionised gas charged particles will collide with
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neutral particles frequently enough that the dynamics of the assembly may be

described through normal hydrodynamic forces, as opposed to the electromag-

netic forces required to describe plasma dynamics. The condition necessary for a

plasma is therefore that the plasma frequency, ωp, (defined later in this section)

is larger than the frequency of collisions ωc, defined as the mean time between

particle collisions, τc, i.e. the collisions which will dominate particle dynamics.

2.3.1 Parameters employed to define a plasma

It is important when describing phenomena resulting from the interaction of a laser

pulse with plasma to have an appreciation of some parameters employed to quantify

plasma. Typically three basic parameters are employed; plasma frequency, electron

density and electron temperature. Each is described below.

Electron temperature

Electron temperature (Te) is a statistical parameter quantifying the mean kinetic energy

of the electrons in the plasma. The SI unit for this value is the Kelvin (K), though

in plasma physics it is often quoted in units of energy (i.e. kBTe), that being Joules

(J), or the more commonly employed electron-volts (eV); where 1 eV= 1.6×10−19 J,

equivalent to ∼11600 K.

Plasma density

Plasma density typically refers to the free electron density (ne) of a plasma, a quantity

of significance to plasma dynamics and its interaction with electromagnetic radiation.

It is defined as the number of free electrons per unit volume and is typically given in

units of cm−3. Not only is it an important parameter for defining the optical properties

of plasma (discussed in section 2.5.3), but it is also a measure of the degree of ionisation.

The free electron density created in a particular ionisation state is found through;

ne = Z∗ni =
Z∗NAρ

A
(2.26)

For example, in an aluminium plasma, at a temperature of ∼200 eV and an average

ionisation state of Z∗=9, the electron density is 5×1023 cm−3 (for Al density ρ= 2.3
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Figure 2.3: Plot displaying where various types of plasmas throughout the universe and the research
laboratory exist in terms on electron density and temperature

g/cm−3, mass number A= 26 and Avogadro’s number NA= 6.02×1023). To compare to

the sun’s corona, of average temperature ∼0.5 eV, this only has a free electron density

of ∼106–1010 cm−3. Figure 2.3 shows graphically where various plasmas throughout

the universe, and the research laboratory, exist in terms of plasma density and electron

temperature.

Plasma frequency

When a plasma electron is displaced from a positively charged ion, an electric field is

formed as a result of the separation. This results in the particles being pulled towards

each other, restoring quasi-neutrality. However, this restoring force, coupled with the

electron’s inertia, will cause the electron to overshoot the ion. Consequently it will

oscillate around its equilibrium position at a characteristic frequency, referred to as the

plasma frequency, or Langmuir frequency. This parameter is key in defining the optical

properties of a laser-plasma interaction (covered in section 2.5.3).

To derive an expression for the plasma frequency the oscillations of a hypotheti-

cal neutral homogeneous 1D plasma slab is considered. The description of the single

electron above is now applied to this plasma slab, in which the electrons are displaced

from the quasi-neutral position by a distance δx. The resulting charge density present

on the leading face of the slab is ρ= eneδx. Therefore from Gauss’s Law (Eq. 2.1) the
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electric field generated inside the slab is shown to be;

E =
ρ

ε0
= −eneδx

ε0
(2.27)

This electric field sets up a restoring force, Fe, which can be described using Newton’s

second law, linking mass and acceleration, for a single electron in the slab;

Fe = me
d2δx

dt2
= −eE (2.28)

Substituting Eq. 2.27 into the above expression, and rearranging for the acceleration

term (i.e.
d2δx

dt2
), one obtains;

a =
d2δx

dt2
=
−e2neδx
meε0

(2.29)

This equation is in a form describing a simple harmonic oscillator, i.e a= −ω2δx, where

ω is the oscillation frequency, i.e. the plasma frequency (in the non-relativistic regime),

equal to;

ωp =

√
nee

2

ε0me
(2.30)

This frequency describes the most fundamental time-scale in plasma physics, the plasma

period (τp=
2π
ωp

). Thus oscillations are only observed if the plasma is studied for a period

greater than this. Similarly there is an ion plasma frequency (ωpi), defined simply by

replacing the electron mass and density with ion equivalents in Eq. 2.30. This frequency

is typically small enough to be neglected due to the larger mass of the ions compared

to the electrons and the timescale of the laser-plasma interaction.

2.4 Laser induced plasma expansion

Now that a description of plasma, and the mechanisms which form it in the context of

laser-solid interactions, has been presented, it is possible to further our picture of an

intense laser pulse interacting with a solid target and describe the characteristics of the

plasma formed at the target front surface. This is required for describing many of the

forthcoming interaction concepts, such as laser energy coupling to electrons.
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The interaction of a pulse with the target front surface is complex due to a multitude

of laser parameters involved, specifically pulse energy, duration (thus peak intensity)

and, importantly, the pulse temporal intensity contrast. This parameter is used to

quantify the ratio between the peak intensity to the intensity of light preceding the

main pulse (this is explored in detail in section 3.2.4). This plays a key role in the

generation of plasma before the arrival of the main pulse, termed pre-plasma, and thus

defining the interaction dynamics. The interaction of this preceding light, in the region

of IL=1010-1015 W/cm2, results in surface ablation and ionisation. Due to thermal

pressure generated during this heating, matter will be ejected from the target resulting

in an expanding plasma travelling at approximately the local sound speed, cs, given by;

cs =

√
Z∗kB(Te + Ti)

mi
(2.31)

Expansion results in the front surface plasma possessing a characteristic density profile,

due to a range of particle velocities. Its density decreases away from the surface, as

shown in Fig. 2.4, and is of the approximate form of an exponential decay;

ne(z) = n0 exp (−z/Ls) (2.32)

where ne(z) is the electron density at position z from the target surface, n0 the initial

target electron density, and Ls is the so-called density scale-length. This parameter

is used to quantify the spatial extent of pre-plasma, and is equal to the distance over

which the density falls to 1/e of n0 (where e is Euler’s number). The scale-length is

an important parameter to quantify for given interaction conditions as it can greatly

affect the interaction dynamics, such as laser energy coupling to electrons, as shown in

Gray et al. [61] and McKenna et al. [62]. This parameter may be estimated using the

sound speed (cs) and the laser pulse duration (τL);

Ls = csτL (2.33)

Typically this value is not estimated in this way, but rather by employing hydrodynamic

simulations of the interaction, and fitting Eq. 2.32 to the resultant density profile.
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Figure 2.4: Schematics of the pre-plasma at the laser-target interaction surface, with (a) displaying
the electron density and temperature profile, where ns is the target solid density and nc in the plasma
critical density, and (b) the resultant regions of the target; where ZF and ZR represent the position of
the initial target front and rear surfaces, respectively, ZC the position of the plasma critical surface and
ZS the position of the shock front launched into the target. (The terminology underdense, overdense

and critical density is discussed in section 2.5.3).

2.5 Electromagnetic wave interaction with plasma

In the previous sections the main components of a laser-plasma interaction were in-

troduced, being the laser and plasma. It is the interaction of these, however, which is

explored in the following section, enabling an understanding of the complex dynamics

and physical concepts of these interactions to be attained.

A sensible place to begin describing the interplay between the laser and plasma

is to examine the behaviour of electrons in the presence of an electromagnetic field;

firstly the dynamics of a single electron in an infinite plane electromagnetic wave. This

will act as a foundation to begin exploring more complex phenomena of laser-plasma

interactions, such as relativistic effects and electron heating mechanisms.

2.5.1 Motion of a single electron in an infinite plane wave

To begin describing the dynamics of a group of electrons in the presence of a laser pulse

it is highly advantageous to first consider the relatively more simplified interaction case
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of a single electron and an infinite plane EM wave.

In comparison to protons, and heavier ions, electrons are predominately accelerated

by virtue of their lower mass. Classically the dynamics of a free electron, of mass

me and charge e, in the presence of electric and magnetic fields are described by the

Lorentz force equation (Eq. 2.34);

FL =
dp

dt
= −e(E + v×B) (2.34)

where p= γmev and γ=
√

1 + p2/mec2 is the relativistic Lorentz factor. This equation

contains all the information necessary to begin describing the motion of a single electron

due to a particular EM field. To begin, one can examine its motion due to the electric

and magnetic fields separately. For an electric field of plane wave form, E= E0 sin(ωLt−

kz)x̂ (with wave number k= ωL/c), an equation of motion for a non-relativistic free

electron can be formed, employing Eq. 2.34;

me
dv

dt
= −eE0 sin (ωLt− kz) x̂ (2.35)

vos =
eE0

ωLme
cos (ωLt− kz) (2.36)

An electron, initially at rest, subject to a plane wave electric field will be accelerated

transversely to the wave propagation direction, with motion orientated along the polari-

sation direction, i.e. the electric field direction, and will oscillate at the field frequency,

ωL. The oscillation velocity, vos, (Eq. 2.36), also referred to as the quiver velocity,

reaches a maximum velocity of vmax= eE0/ωLme.

Now examining the electron dynamics due to the magnetic field, it can be seen

studying Eq. 2.34 that the velocity induced by the electric field in turn results in a

force due to the v×B component. Due to the cross product with velocity, orientated

in the polarisation direction, this implies that the resultant force pushes the electron in

the EM wave propagation direction, i.e. perpendicular to the polarisation orientation.

For non-relativistic electron velocities (vos � c) the force acting on the electron is

dominated by the electric field component; a consequence of the magnetic field being a

factor of c smaller than the electric field, as shown in Eq. 2.11. Thus its contribution

to electron motion can be ignored at non-relativistic velocities. However, for stronger

laser fields this assumption is no longer valid as the electron velocity approaches c,
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Figure 2.5: Illustration of single electron motion in a plane wave electromagnetic field, for (a) a0 � 1-
non-relativistic regime and (b) a0 � 1- relativistic regime.

therefore the magnetic field begins to play an important role in describing the electron

motion. At this point the magnitude of the e(v ×B) force component is of the same

order as eE and consequently can no longer be ignored. In this case the motion (in

the non-relativistic case) is described by the following set of equations in terms of the

transverse (x) and longitudinal (z) motion;

x(t) =
eE0

meωL
sin(kz − ωLt) (2.37)

z(t) =
e2E2

0

4m2
eωL

(
(kz − ωLt) +

1

2
sin(2(kz − ωLt))

)
(2.38)

The transverse motion (Eq. 2.37) is identical to the non-relativistic case, that being

oscillations in the polarisation direction. However in terms of longitudinal motion, the

first terms on the RHS of Eq. 2.38 describes the electron being pushed in the wave

propagation direction. The combined effect of the two components of the oscillating

EM field is thus electron motion forward longitudinally as it oscillates transversely,

resulting in so-called figure-of-8 motion in the reference frame following the average

motion. Moreover, this longitudinal force occurs at twice the laser frequency, as seen

in the second terms of the RHS of Eq. 2.38. To aid in understanding these two regimes

of electron motion, Fig. 2.5 depicts electron motion in each scenario.

To distinguish between these regimes of electron motion (relativistic and non-

relativistic) it is convenient to introduce a parameter derived from the electron quiver
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velocity, known as the normalised vector potential, a0, to characterise the relative

strength of the laser field;

a0 = vmax/c (2.39)

a0 =
eE0

mecωL
(2.40)

when a0 � 1 the electron dynamics are in the non-relativistic regime as the magnetic

force is a factor of vos/c less than that due to the electric field. However, when a0 ≥ 1

relativistic effects need to be considered. As this parameter gives a measure of the

electron’s response to an EM field, incorporating both the electric field magnitude (re-

lated to laser intensity) and the frequency of light, it is a useful quantity for comparing

laser systems. As such it is useful to relate the normalised vector potential to laser

intensity through the Poynting vector, S= 1
µ0

E×B, which describes the energy flux

along an EM wave. For a linearly polarised wave of the form E= E0 sin(ω0t−kz)x̂ and

B = B0 sin(ω0t− kz)ŷ, the Poynting vector can be expressed as;

|S(t)| = 1

µ0
E0B0 sin2(ω0t− kz) (2.41)

Employing Faraday’s Law (Eq. 2.3) to relate the electric and magnetic fields the above

becomes;

|S(t)| = 1

µ0c
E2

0 sin2(ω0t− kz) (2.42)

|S(t)| = ε0cE
2
0 sin2(ω0t− kz) (2.43)

The time average of the energy flow, represented by 〈S〉, can be written as;

〈
S̄
〉

=
ε0cE

2
0

2
ẑ (2.44)

As the intensity of the pulse is equal to 〈S〉, it can be directly related to the peak

magnitude of the electric field, for both linear and circular polarisation. The peak

electric field magnitudes are equal in both, however its magnitude oscillates for linear,

whilst remaining constant for circular polarisation. It is therefore crucial to look at

the time averaged electric field magnitudes; E0/2 for linear and E0 for circular. The

time average of the squared normalised vector potential, which varies with intensity
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(proportional to
〈
a20
〉
∝ IL), thus differs for each of the polarisation cases as;

〈
a20
〉

=
a20
2
→ a20 = 2

〈
a20
〉
→ a0 ∝

√
2IL for linear polarisation (2.45)

〈
a20
〉

= a20 → a0 ∝
√
IL for circular polarisation (2.46)

As stated earlier a0 is a useful parameter for comparing laser systems. It is therefore

helpful to communicate the above expressions in a more practical form;

a0 ∼ 0.85
√
I1018λ2µm for linear polarisation (2.47)

a0 ∼ 0.6
√
I1018λ2µm for circular polarisation (2.48)

where intensity is in units of 1018 W/cm2 and wavelength in microns. More generally

the onset of relativistic effects occurs when a0=1, i.e. for laser irradiances;

IL =
a20
λ2L
· 1.37× 1018 [W/cm2µm2] (2.49)

ILλ
2
µm > 1.37× 1018 [W/cm2µm2] (2.50)

The dependence of wavelength on the onset of relativistic motion should be noted. For

a wavelength λL= 1 µm (such as a Nd:glass based system, e.g. the Vulcan laser) the

point at which relativistic effects begin to occur is ∼1018 W/cm2. However for a CO2

gas based laser, with relatively longer wavelengths (λL= 10 µm), relativistic effects will

start at much lower intensities, ∼1016 W/cm2.

2.5.2 The ponderomotive force

In the previous section an infinite plane wave laser field (where fields extend to infinity

and the intensity is constant) was assumed; where the free electron will receive no

net gain of energy. In reality, however, this case is too simplistic to fully explain the

motion of electrons subject to the laser pulses employed experimentally, which are

inhomogeneous fields. A focused pulse, as discussed earlier, is typically temporally and

spatially Gaussian (thus not homogeneous), having finite spatial extent and temporal

duration, with a centrally peaked intensity distribution.
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In the case of a homogeneous field, the electron returns to its initial position after

one cycle of field oscillation. However in the case of an inhomogeneous field it is pushed

towards lower field-amplitude regions as a result of gradients in the spatial intensity

profile of the pulse. In effect, the force imposed on an electron oscillating at the laser

frequency at the turning point of oscillation in a higher field amplitude is larger than

that imposed at the turning point with a lower field amplitude. Consequently over

many laser cycles this results in a net force acting to drive the particle toward weaker

field regions. The electron thus receives a net energy gain over the laser cycle. This

force is known as the ponderomotive force (illustrated in Fig. 2.6) and is defined by

Gibbon [53] as the time averaged gradient of the electron oscillation. This form of

force was known by Kelvin in 1846 as electrostriction, and was later reformulated as

the ponderomotive force by Helmholtz. From the Lorentz equation, Eq. 2.34, the

ponderomotive force, FP , on a single electron can be derived in terms of the spatial

gradient of the electric field, Es. The first form to consider is that for non-relativistic

interactions, where the cycle average force is;

FP = − e2

4meω2
L

∇E2
s = − e2

8πε0mec3
∇(ILλ

2) (2.51)

and in the relativistic regime, where the electron’s oscillation velocity approaches c, the

cycle average ponderomotive force is;

FP = −mec
2∇γ = −mec

2∇
√

1 + a20/2 (2.52)

The energy transferred to the electron during one laser cycle, due to the ponderomotive

force, is known as the ponderomotive potential, Up, given by;

Up = mec
2(〈γ〉 − 1) (2.53)

where γ= 1 + a20/2, again being the Lorentz factor for a single electron. Additional

processes by which an electron may gain energy in an interaction are explored later

(section 2.5.4). For linearly polarised light 〈γ〉=
√

1 + a20/2 and 〈γ〉=
√

1 + a20 for

circular, therefore the ponderomotive potential for each polarisation case is;

Up = mec
2

(√
1 +

a20
2
− 1

)
for linear polarisation (2.54)
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Figure 2.6: Illustration of the evolution of the position of a test electron (in blue) in a focused laser
electric field (in red). The blue arrows represent the relative size of the transverse force on the electron
due to the electric field and the green arrow symbolises the resultant time integrated path of the electron.

Up = mec
2

(√
1 + a20 − 1

)
for circular polarisation (2.55)

One can also calculate the scattering angle of the electron, θs (reported in Moore et

al. [63]), with respect to the laser propagation axis, by considering the angle between

the electron’s transverse momentum, p⊥= Up/c, and longitudinal momentum, pz=

p⊥/(2mec);

tan(θs) =

(
p⊥
pz

)
=

√
2

〈γ〉 − 1
(2.56)

The ponderomotive force is independent of particle charge, acting equally on posi-

tively and negatively charged particles (due to charged quantities being squared in Eq.

2.51), it consequently acts on positively charged particles pushing them in the same di-

rection as electrons. However, the ponderomotive potential experienced by the heavier

ions in the plasma at the intensity regime investigated in this work (≥1021 W/cm2) is

far less than the rest mass energy of the ions (0.9 GeV for a proton). The ponderomo-

tive potential of a proton interacting with a laser of intensity 1020 W/cm2 and of 1 µm

wavelength is equal to 5 keV. Therefore ions can be considered to be quasi-stationary

compared to the electrons which experience a strong ponderomotive push.

In the relativistic regime, the light pressure due to the ponderomotive force on a solid

density target is of a similar magnitude as the thermal pressure of the Sun’s core (for a 1

µm laser at 1020 W/cm2). This pressure thus plays an important role in the interaction,

such as its ability to alter the plasma density gradient at the target front surface. It
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pushes the plasma critical surface into the solid target, resulting in a curvature of the

interaction region and thereby modifying the laser incidence angle across the focal spot.

Additionally, as the ponderomotive force is proportional to the energy flux of the light

and laser-driven particle acceleration requires tightly focused high-power pulses, i.e.

a small focal spot size, the result is a large transverse intensity gradient, resulting in

unstable electron motion in the radial direction. Moreover, the amplitude of electron

oscillation along the polarisation direction increases with intensity, and for small focal

spots (∼µm), can exceed the spot size, causing electrons to be scattered transversely.

Consequently electrons may leave the acceleration zone ‘prematurely’, resulting in the

phase volume of the accelerated electrons becoming relatively large.

2.5.3 Laser propagation in plasma

In the previous two sections, the motion of a single electron in an infinite plane wave,

and the more complex dynamics in a spatially and temporally inhomogeneous laser field

were examined. This single particle description, though useful, does not fully cover the

complex processes which in reality occur when the laser pulse interacts with a plasma

containing a large number of charged particles, which displays collective behaviour.

A key property of a plasma is its ability to optically affect interacting electromagnetic

waves, and consequently change the interaction dynamics. As such, this section explores

some of the optical effects a laser pulse experiences propagating in a plasma.

Plasma, in a sense, is similar to a gaseous medium, but fundamentally different

in the fact that electrons are dissociated from parent atoms. Therefore, a convenient

starting point to begin describing the optical properties of plasma is to define the

relative permittivity of the medium, also known as the dielectric constant, ε, which for

a gaseous medium is given by;

ε = 1 +
nae

2

ε0me(ω0
2 − ω2

L)
(2.57)

where ω0 is the natural frequency of the atom, ωL is the frequency of incident light and

na is the number of atoms per unit volume. In a plasma electrons are free resulting in

an ω0 of zero and na equal to the electron density, ne. Using this knowledge, one can
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be obtained from Eq. 2.57;

ε = 1− ωp
2

ω2
L

(2.58)

where ωp is the plasma frequency, previously defined in Eq. 2.30. As it is the optical

properties of plasma we are interested in, it is useful to define a commonly employed

optical parameter; the refractive index, η. For a specific medium this is defined as the

ratio of the speed of light in a vacuum, c, to the phase velocity in that medium, vp, i.e.

η= c/vp. Moreover, it is also equal to
√
ε, therefore from Eq. 2.58 the refractive index

for plasma can be defined as;

η =

√
1−

ω2
p

ω2
L

(2.59)

It would seem from this equation that if the frequency of the incident EM wave is

greater then the plasma frequency then vp > c, apparently in violation of the laws of

relativity. Conversely, for ωL < ωp, the refractive index becomes imaginary according

to this relation.

To interpret these optical properties it is useful to derive a wave equation describing

EM wave propagation in a plasma, similar to that in Eq. 2.6 for vacuum propagation.

In the vacuum case the current density, J, was zero, however this is not necessarily

the case in a plasma due to the presence of charged particles. Assuming small density

variations and quasi-neutrality (ρ= 0) the resultant wave equation is;

∇2E =
1

c2
∂2E

∂t2
+ µ0

∂J

∂t
(2.60)

where the current density is given by J= −ene dr̂dt . Given a wave solution of the form

expressed in Eq. 2.7, and the electrostatic force experienced by an electron in the

presence of an ion, presented in Eq. 2.28, i.e. Fe= −eE, the wave equation becomes;

− k2E = − 1

c2
ω2
LE + µ0

e2neE

me
(2.61)

Through the plasma frequency relation (Eq. 2.30) this can be reformed into a dispersion

relation for light propagating through plasma (Eq. 2.62). The similarity between this

and the vacuum dispersion relation (Eq. 2.8) should be noted, where the plasma

version has the inclusion of the plasma frequency; effectively showing that a plasma,
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unlike vacuum, will alter the velocity of the EM wave.

ω2
L = c2k20 + ω2

p (2.62)

A peak (or trough) of an EM wave travels at the phase-velocity, vp, given by vp=

ωL
k . According to the plasma dispersion relation and Eq. 2.59, the phase velocity in a

plasma can be expressed as;

vp =
c√

1− ω2
p

ω2
L

(2.63)

This indeed reaffirms that for light of ωL > ωp the phase velocity is greater than c.

However this does not violate relativity, which states that information cannot travel

faster than c, where the peaks of the wave, travelling at the phase velocity, do not

carry information. To transmit information through the plasma by use of EM waves

would require, for example, a series of short discrete pulses, to encode information in a

similar fashion to Morse code. This information travels at the group velocity, equal to

vg=
dωL
dk , which is clearly different from the phase velocity in plasma as ωL and k are

not directly proportional. Information (composed of individual wave-pulses) travels at

the group velocity, which must be less than c. Through differentiation of the plasma

dispersion relation (Eq. 2.62) it is shown that the group velocity is;

vg = c

√
1−

ω2
p

ω2
L

(2.64)

This shows that even for ωL > ωp the velocity will be less than c, thus demonstrating

that laser propagation in a plasma does not violate relativity. Figure 2.7 illustrates this

concept for both the phase and group velocity.

Studying the dispersion relation (Eq. 2.62) it can be immediately seen that the

wavevector, k, is only real for light frequencies greater than the plasma frequency, and

for the opposite condition k becomes imaginary; clearly two optical regimes of laser-

plasma interaction exist. The first occurs when ωL > ωp, in which the laser is able to

propagate through the plasma i.e it is transparent. A plasma which meets this condition

is referred to as ‘underdense’. However when ωL < ωp, light cannot propagate into the

plasma i.e. it is opaque. This plasma is referred to as ‘overdense’. The transition point

between these regimes, occurring at ωL = ωp, is commonly referred to as the critical
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Figure 2.7: Group and phase velocities of an EM wave propagating through plasma as a function of its
frequency (normalised to the plasma frequency). For ωL/ωP > 1 it is underdense, but if ωL/ωP < 1

the plasma is overdense.

density, ncrit, and its value is obtained by setting ωp = ωL in the plasma frequency

equation (Eq. 2.30) and rearranging for electron density;

ncrit =
meε0ω

2
L

e2
' 1.1× 1021

(
λL
µm

)−2
cm−3 (2.65)

This description additionally allows one to re-write the plasma refractive index (Eq.

2.59) in terms of electron density values;

η =

√
1− ne

ncrit
(2.66)

It terms of a laser interacting with a target, which possesses the aforementioned char-

acteristic pre-plasma density profile, the point at which this critical density occurs,

and the laser is reflected, is named the critical surface. As our interest is primarily the

interaction of a pulse with an initially solid target, the interaction is mainly dominated

by overdense interaction phenomena. However underdense plasma formed at the tar-

get front surface plays a key role in defining the absorption of laser energy as will be

described later (see section 2.5.4).

As discussed, light with frequency equal to, or below, the plasma frequency is re-

flected at the critical surface. Physically, however, some fraction of the electric field

does slightly penetrate into this region, resulting in an evanescent wave form, exponen-
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tially decaying over a characteristic distance known as the skin depth, δ; the distance

at which the electric field amplitude falls to e−1 of its value at the critical surface. An

equation to describe this parameter is found knowing that k is imaginary in overdense

plasma, thus the spatially dependent components of the plane wave (Eq. 2.7) take the

form;

eikz = e−|k|z = e
z
δ (2.67)

where the skin depth, δ, can be shown to be;

δ =
c√

ω2
p − ω2

L

(2.68)

This can be reduced to δ= c/ωp for plasmas with densities substantially higher than

the critical density. This phenomenon of light being able to penetrate slightly past the

critical surface plays a key role in electron heating mechanisms (explored in section

2.5.4).

An additional optical effect of importance is relativistic induced transparency (RIT).

This enables the laser to propagate to higher electron densities than is classically pos-

sible. The Lorentz factor (γ) can be include to the mass terms in the critical density

equation (Eq. 2.65), which scales with laser intensity, acts to increase the mass of

the electrons as they acquire relativistic velocities. It thus plays an important role in

defining the local plasma frequency. A consequence of a changing plasma frequency is

a resultant change in the critical density value, according to Eq. 2.65, increasing ncrit

as the electron mass increases. This effectively shifts the critical surface further up the

pre-plasma density profile. This is shown graphically in Fig. 2.8. As such, the condi-

tion for underdense plasma can be met for a plasma which seems to meet the overdense

condition (i.e. ne > nc) if relativistic effects were not considered. The terminology used

to describe such a plasma is ‘relativistically underdense’. The relativistically corrected

critical density, n′crit, is accordingly;

n′crit =
γmeε0ω

2
L

e2
= γncrit (2.69)

For a 800 nm wavelength laser, a peak laser intensity of ∼8×1023 W/cm2 would

be required for solid density Al to become relativistically transparent; an intensity

∼2 orders of magnitude higher than currently achievable. The RIT conditions are
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Figure 2.8: Graphical representation of the wave dispersion relation for EM wave propagation in plasma,
for both the non-relativistic case (blue) and the relativistic corrected case (orange).

therefore only experimentally seen, at present, due to a combination of relativistic

effects and target expansion, reducing the electron density (classically becoming closer

to underdense) during the interaction. This proces is often referred to as relativistic

self induced transparency (RSIT).

2.5.4 Laser energy absorption in dense plasmas

A fundamental topic which must be considered to further our picture of laser-solid

interactions is that of energy transfer from the laser to the plasma. This occurs as

the laser can lose energy to plasma electrons, i.e. heating them. The interaction

scenario presented in section 2.5.1 (i.e. a single electron interacting with a plane EM

wave) showed an electron gained no net energy gain as it oscillated in the EM field;

a principle known as Lawson-Woodward theorem [64, 65]. Thus, for electrons to gain

energy this theorem must be broken. The ways in which this may occur become clear

when exploring the assumptions which bound this theory; (i) the interaction region

is infinite, (ii) it occurs in vacuum, with no boundaries present, (iii) the electron is

highly relativistic, (iv) there are no static magnetic and electric fields present, and (v)

nonlinear effects are neglected. For the electron to take energy from the laser one or

more of these assumptions must be violated so the laser is unable to recover energy

temporally transferred to the electron in the second half cycle of the field.
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For interactions involving non-plane waves, such as those employed experimentally,

and in regimes with finite plasma, many electron heating mechanisms exist, relying on

the plasma itself to achieve Lawson-Woodward violation. In fact, in a laser-solid inter-

action several of the mechanisms described in this section may occur simultaneously,

due to the large span of interaction intensities (i.e. pulse temporal intensity profile).

The dominance of an absorption process depends sensitively on almost every interaction

parameter, such as laser intensity, incident angle and pre-plasma condition (and thus

pulse contrast), making it highly difficult to control, measure and model the absorp-

tion. Each absorption mechanism described in this section is presented in its simplified

case, where assumptions restrict discussion to certain aspects of the interaction and

suggestions of the conditions where the particular mechanism is optimal are outlined.

A natural point to begin exploring the relevant absorption mechanisms for the work

presented in this thesis, is to describe the two groups which they can be divided into,

described below;

1. Collisional transfer mechanisms

Lawson-Woodward theorem is violated in this form of mechanism when an elec-

tron collides with an ion during the stage when it has temporally gained energy

from the laser. It therefore loses coherence with the field, and a net loss in laser

energy occurs, as the energy cannot be transferred back. This is reliant upon

the mean free path of electrons being less than the spatial extent of plasma for

collisional effects to be significant.

2. Collisionless transfer mechanisms

The mechanisms in this grouping rely on the fact there is a pre-plasma, with

a characteristic density profile, present at the target front prior to the main

pulse arrival. Thus a region of underdense, followed by overdense plasma exists,

separated by the critical density surface. Electrons can be pushed past this surface

(by the mechanisms described below) into the overdense region and thus escape

the presence of the laser in the second half-cycle, taking laser energy with them.

At the laser intensities discussed in this thesis, up to 1021 W/cm2, electrons are

essentially collisionless and thus these mechanisms are highly relevant to this

work.

42



Chapter 2. Fundamentals of laser-solid interactions

Collisional heating- Inverse bremsstrahlung

As described above, this absorption mechanism occurs when a free electron, oscillating

due to the presence of the laser electric field component of the laser, collides with a

more massive ion, when the electron has temporarily ‘borrowed’ energy from the laser

in the first half cycle of the wave. The collision results in the damping of the electron

motion, and therefore the borrowed energy is unable to be retrieved by the laser, due to

its transfer to the ion. Laser energy is thus converted into a thermal distribution in the

plasma. This mechanism is commonly referred to as inverse bremsstrahlung, due to it

being the opposite of the bremsstrahlung radiation phenomenon; a collisional process

in which an electron-ion collision results in electron deceleration and the emission of a

photon equal to the electron’s energy loss. These collisions occur at the electron-ion

collisional frequency, νei, which is dependent on [52];

νei ∝
neZi

T
3
2
e

(2.70)

An absorption coefficient may be found for this collisional process, κIB, by using the

imaginary part of the plasma refractive index (Eq. 2.66);

κIB =
vei
2c

(
ne
ncrit

)(
1− ne

ncrit

)−1/2
(2.71)

κIB ∝
Zin

2
e

T
3/2
e

(
1− ne

ncrit

)−1/2
(2.72)

Studying the absorption coefficient dependency shows this mechanism is dominant for

lower electron temperatures, higher electron densities, and for a plasma of high atomic

number elements (i.e. more electrons and larger ions), each of which increase the

likelihood of electron-ion collisions. This mechanism consequently occurs primarily

close to the plasma critical surface due to the presence of relatively more particles.

The inverse temperature dependence arises as a result of higher temperature electrons

having a smaller collision cross-section. This is to say as the temperature increases

the mean free path of the electron increases, thus the plasma becomes less collisional.

This means that this mechanism is most efficient at lower laser intensities, where the

electrons remain relatively collisional. For example, during the interaction of plasma

with lower intensity light preceding the main pulse [53]. Furthermore, where lower
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laser intensities are present, for example at the spatial edges of the pulse, significant

collisional absorption may still take place, as shown in Schlessinger et al. [66].

It is found that the collisional absorption regime is important up to intensities of

∼1015 W/cm2, and hence is most significant in the early stage of the laser temporal pulse

profile. As high absorption levels are experimentally measured at higher intensities [67]

than inverse bremsstralung theory can account for, other mechanisms must also be

present in the interaction; these collisionless heating mechanisms are explored below.

Collisionless heating

The coupling of laser energy to plasma through collisionless effects can occur in sev-

eral forms, the most common of which are summarised here. Davies [68] provides a

comprehensive review of these absorption mechanisms. A common feature of each col-

lisionless mechanism is the reliance upon the laser driving electrons across a density

gradient, with regions of underdense and overdense plasma separated by the critical

density surface.

Resonance absorption

The first relevant collisionless absorption mechanism to consider is resonance absorp-

tion. In its simplest description this mechanism involves the coupling of laser energy

to electrons at the critical surface in the form of resonant plasma waves. This occurs

when the laser electric field resonantly excites electron oscillations at, or near, the point

of reflection. As such, an essential condition of this mechanism is that oscillations are

only driven when a component of the electric field is parallel to the density gradient of

the pre-plasma (i.e. parallel to the normal vector of the target surface), i.e. linearly po-

larised. This is illustrated in Fig. 2.9. In this figure the laser is incident on the target at

an oblique angle, θI , necessary for electrons to be driven in the direction of the electric

field parallel to the density gradient. The electric field acts to drive electrons beyond the

critical surface in the direction of target normal, beyond which the laser evanescently

decays, resulting in the electrons escaping the field due to a reduced restoring force.

The resulting electron density perturbations may either grow over many laser cycles

until wave breaking occurs, and electrons are injected into the target, or over one laser
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Figure 2.9: Illustration depicting the resonance absorption mechanism for a p-polarised laser pulse
(where the electric field is oriented parallel to the pre-plasma density gradient) incident on a target with

a relatively long plasma density scale length, at incidence angle of θI .

cycle, if the laser is sufficiently intense. Importantly, the generation of plasma waves is

most efficient at resonance, occurring when the laser frequency is equal to the plasma

frequency (i.e. at the critical surface). The resultant electron temperature generated

by this mechanism has been empirically found to scale as Te ∝ (ILλ
2
L)1/3 [69].

Due to the presence of non-uniform pre-plasma (decreasing exponentially from the

target surface) the laser’s propagation may be significantly affected, when propagating

at this oblique incident angle. This occurs as opposite sides of the pulse travel through

different plasma densities, and thus refractive indices. This results in the laser being

effectively turned before it can reach the critical surface, thus modifying the reflec-

tion point. The plasma density at which reflection occurs is found using the plasma

dispersion relation (Eq. 2.62) in which the k-vector transverse to the density gradi-

ent is modified to include the laser incidence angle, ky= (ωL/c) sin θI . The modified

dispersion relation is;

ω2
L = ω2

p + k2xc
2 + ω2

L sin2 θI (2.73)

This shows that kx is continually changing in the presence of the density gradient and

that reflection, occurring when kx ≤ 0, takes place when ne ≥ ncrit cos2 θI .

The fraction of laser energy which may be absorbed as a result of this mechanism,

fRA, for a given angle of incidence is described by the Denisov function, ξ [70], which
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is dependent upon;

fRA ∝ ξ exp

(
−2

3
ξ3
)

(2.74)

where ξ = (kLs)
1/3 sin θI (2.75)

Resonant absorption is most efficient for incident angles between oblique and glancing

(i.e. close to parallel with surface) [53]), as a relatively long density scale length plasma

(∼Ls� λL ) must be present, thus the fraction of the laser field which propagates to the

critical density would be reduced with increasing angle. The relationship between laser

incident angle and absorption was reported in Friedberg et al. [71], finding that θI ≈ 23°

gave maximised absorption (at Ls= 10λL/2π). Good agreement is displayed between

this model and experimental findings for intensities between 1012–1017 W/cm2. Above

this intensity range relativistic effects become significant, resulting in other mechanisms

dominating.

Vacuum heating

This heating mechanism, also commonly referred to as ‘Brunel heating’, or ‘not-so-

resonant absorption’ [72], is similar to resonance absorption, with the exception being

the plasma oscillations are driven in a pre-plasma with a very sharp density gradient

(∼Ls � L). Under this condition the electron oscillation amplitude, in the field of a

p-polarised laser pulse incident at an oblique angle, will be larger than the plasma scale

length.

Effectively the interaction with the sharply bounded pre-plasma results in electrons

being pulled out of the plasma into vacuum during the first half of a wave cycle, and then

pushed back in when the field changes orientation in the second half. Due to the sudden

density change, electrons rapidly oscillate beyond the critical surface, and escape the

influence of the laser field, taking some of its energy in the process [72]. This mechanism

is illustrated in Fig. 2.10. Electrons are effectively accelerated through the plasma at

approximately the quiver velocity (Eq. 2.36). Thus the electron’s energy gain is on

the scale of the ponderomotive potential, with an additional dependence on incidence

angle. It was observed in simulations, by Gibbon and Bell [73], that electrons may make

multiple oscillations between the vacuum and (underdense) plasma interface, before

being injected past the critical surface. Unlike resonance absorption the steep plasma
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Figure 2.10: Schematic illustration of both vacuum (1) and (2) J×B electron heating mechanisms. For
vacuum absorption a p-polarised laser is incident on a relatively steep density gradient and accelerates
electrons beyond the critical surface along the target normal direction. For J × B mechanisms the
incident laser pulse drives electron bunches at twice the laser frequency (2ωL) into the target along the

laser propagation direction.

density gradient cannot support plasma oscillations which can grow over multiple laser

cycles, thus in vacuum heating electrons are accelerated into the target bulk once per

laser cycle. Moreover, this particular heating mechanism is prevalent at relativistic

laser irradiances (i.e. a0 > 1; ILλ
2
L > 1018 W/cm2 µm2).

Relativistic J x B heating

The final absorption mechanism relevant to the research presented within this thesis,

is known as relativistic J × B heating; introduced by Kruer and Estabrook [74]. For

laser intensities of a0 � 1 electron motion is dominated by the electric field of the laser

pulse, mainly the regime in which the previously discussed heating mechanisms are

dominant. However, for sufficiently high intensities (a0 ≥ 1), ≥1.38×1018 W/cm2 (for

a 1 µm laser), the electron quiver velocity becomes relativistic, and its motion becomes

dominated by the magnetic field component of the laser field (as explored in section 2.5).

Here the v×B component of the Lorentz force equation (Eq. 2.34) starts to dominate

the electron dynamics. This process is therefore similar to the ponderomotive force,

in that electrons are ejected from regions of high laser intensity, but are additionally

heated by the fast oscillating component of the laser field. This force is directed in the
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laser propagation direction and is described by;

F =
−me

4

∂v2os(x)

∂x
(1− cos 2ωLt)ẑ (2.76)

Studying this relationship it is seen that the first set of terms acts to drive electrons

from regions of higher to lower laser intensity, pushing them in the laser propagation

direction (as described in section 2.5.2). The latter set of terms is the J×B force com-

ponent, which rapidly oscillates the electrons at twice the laser frequency, responsible

for heating. Consequently, electrons are directly accelerated by the laser pulse and once

pushed past the critical density surface will no longer be subject to the laser restoring

force, taking laser energy with them into the target. This mechanism is illustrated in

Fig. 2.10, with a comparison to the vacuum heating mechanism. The mean energy

of the electrons generated is approximately equal to the ponderomotive potential (Eq.

2.53). Moreover, as the electron motion due to the magnetic field scales as a0
2 (but

only as a0 for the electric field motion), as laser pulse intensity increases the amplitude

of oscillations due to the magnetic field grows more rapidly leading to higher energy

electrons than those accelerated purely by electric field mechanisms.

The 2ωL oscillatory term in Eq. 2.76, shows that electrons are injected past the

critical surface in bunches at twice the laser frequency, a key difference compared to the

resonance and vacuum mechanisms, which inject at ωL. Whilst the other collisionless

mechanisms, which require oblique laser incidence angles, are dependent on different

pre-plasma regimes and inject electrons along the target normal, this mechanism is

optimal for normal incidence and is efficient over a wide range of scale lengths. The

variation in injection direction can be employed to distinguish between populations of

electrons produced by J×B heating and vacuum/resonance heating, when the target is

irradiated at an oblique angle [75, 76]. Additionally J×B occurs as effectively for both

p- and s- polarised pulses, however not for circular polarisation. In circular polarisation

the oscillatory component in the longitudinal electron motion is zero, leaving only the

forward pushing force. This results in relativistic J × B heating being suppressed,

which has dramatic effects on the interaction dynamics, often being employed when

maximum electron heating is undesirable, such as for radiation pressure based laser-ion

acceleration schemes (see section 2.7.2).
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2.6 Properties of the laser-generated electrons

In the previous section, the discussion centred around the mechanisms by which energy

can be transferred from the laser to electrons, relevant to laser-solid interactions. All of

these processes give rise to the generation of a population of energetic electrons, often

referred to as ‘hot’ or ‘fast’. These propagate through the target from their source

in the focal spot region, relatively unperturbed, owing to their small cross section for

collisional and radiative stopping.

As these fast electrons are the source of many of the laser-solid interaction concepts

of interest, such as laser-driven ion acceleration (see section 2.7), an appreciation of

their characteristic properties is key. As such this section presents a description of

the properties of laser-generated fast electrons and their transport dynamics through a

solid target.

2.6.1 Fast electron spectrum and temperature

As presented in section 2.5.4, the laser-plasma absorption mechanisms act to transfer

laser energy to the plasma electrons, heating them to temperatures much higher than

the average plasma temperature. The energy which electrons may extract from the

laser field is rather stochastic, resulting in fluctuating trajectories and hence a large

range of injected electron energies. Bezzerides et al. [77] showed that averaging these

single particle energies (in the non-relativistic regime) over time leads to a Maxwellian

energy distribution, of the form;

f(Ef ) = Nf

√
4Ef

π(kBTf )3
exp

(
− Ef
kBTf

)
(2.77)

where Ef is the fast electron energy and Nf the total number of fast electrons. In

reality, effects which influence absorption may result in the departure from a single-

temperature Maxwellian distribution. Moreover, at relativistic interaction intensities

the spectrum can be modified such that a fitting of a Maxwellian will not suffice, calling
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Figure 2.11: Graphical representation of the energy spectra of three distinct fast electron distributions;
as identified. The Boltzmann distribution (black data) is included for comparison to the two fast electron

energy distributions, defined as dN/dE = Nfe
Ef/KBTf .

for a Maxwell-Juttner distribution [78] to describe the spectrum;

f(γ) = Nf
γ2β

kBTf
mec2

Kn(mec2/kBTf )

exp

(
− γ

kBTf
mec2

)
(2.78)

where β= v/c, γ= 1√
1−β2

and Kn is the modified Bessel function of the second kind of

order n. The typical energy spectrum distribution of the injected electrons, for various

forms, is displayed in Fig. 2.11.

The mean energy of the fast electron energy distribution is often quantified by a

temperature, kBTf , the scaling of which has been found to increase with laser intensity,

or more accurately with irradiance, ILλ
2
L. Several forms of fast electron temperature

scaling with the irradiance exist, each describing a specific interaction regime, and thus

have been the subject of much research. For the experimental conditions presented in

this thesis, namely, being in the relativistic regime and of electrons accelerated by a

normally incident pulse, the most relevant electron temperature scaling is the J × B

scaling [79], often referred to as ‘Wilks scaling’, defined as;

kBTf = mec
2

√1 +
ILλ2L

1.37× 1018
− 1

 (2.79)

This relation was analytically derived and is employed to predict the electron temper-
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ature for relativistic electrons in the interaction of a target with a normally incident

pulse. This can be simplified to kBTf =511[(1 + 0.73IL18λ
2
Lµm

)1/2 − 1]; where the laser

intensity, IL18 , is in units of 1018 W/cm2 and wavelength, λLµm in microns.

Another highly cited electron temperature relation is that developed by Beg et al.

[80], formulated using experimental data of γ-ray emission from irradiated targets. In

this relation the electron temperature scales as 215[IL18λ
2
Lµm

]1/3. Similarly to Wilks,

this also scales with some function of IL18λ
2
Lµm

, however it differs in that it is relevant

for interactions where the laser is incident at some oblique angle (30° in the case of this

scaling [80]).

Both discussed temperature scalings are formed using the peak laser intensity. How-

ever, as reported in Chen et al. [81], this approach is overly simplified, as it does not

consider the focal spot intensity profile. As the ponderomotive potential is a local effect

the electron spectrum should therefore be calculated with the focal spot distribution

in mind.

The fact that numerous scaling laws exist, each of which fit experimental data

within a limited range, indicates that this is a somewhat difficult parameter to quantify.

Characterisation of the fast electrons inside the target has thus far proved extremely

difficult due to strong electrostatic fields trapping the majority of fast electrons inside

the target, with only a small fraction escaping into vacuum. Thus, most measurements

of the spectrum of electrons propagating through the target are based on indirect

methods centred on detecting secondary emission, such as x-ray or optical emission from

the target, which can be used to infer information on the fast electrons. Additionally,

the small escaping population of fast electrons emitted at the target rear, before strong

charge separation fields are generated, can be characterised to provide information on

the initial fast electron temperature inside the target [82]. Characterisation of this

escaping population, to elude to the interaction dynamics, is employed in chapter 6.

2.6.2 Fast electron transport

The fast electrons generated at the target-front, which are then accelerated into the

target, are of such high numbers that the peak current of the ‘electron beam’ within the

target is of the order of mega-Amperes (MA). As a consequence of such a high current,

as shown in Alfvén [83], a self induced magnetic field will act to inhibit propagation.
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The current above which propagation is stopped, commonly referred to as the ‘Alfvén

limit’ (Ia), can be estimated using [84];

IA '
βγmec

3

e
= 17000βγ A (2.80)

where β and γ have the usual meaning (defined in section 2.6.1). The limit is found to

be 47.5 kA for a 1 MeV electron beam (assuming an infinitely wide beam). Clearly this

value is orders of magnitude below the predicted MA fast electron beams, which have

been experimentally confirmed to propagate. Therefore, there must be some additional

process occurring in the interaction allowing violation of this fundamental current limit.

If one considers the net current inside the target as not only the current flowing in

one direction, i.e. source to rear, then the manner in which the Alfvén limit is circum-

vented becomes clear. As the fast electrons, of current jfast, enter the target, a space

charge field is set-up by this charge displacement, which in turn acts to draw a spatially

localised current from the target bulk [85], of approximate magnitude jfast. This sec-

ondary current, called the ‘return current’ (jreturn), is of significantly lower temperature

compared to the fast current, though importantly, contains a greater number of elec-

trons (such that the currents balance). The effect of the counter propagating currents

is a net current of lower magnitude than the Alfvén limit; with the current balance

expressed in Eq. 2.81. Thus, it is this return current spatially overlapped with the

forward going fast current which mitigates the formation of otherwise large magnetic

fields, often referred to as current neutrality.

jfast + jreturn ≈ 0 (2.81)

The formation of somewhat smaller magnitude magnetic fields within the target

does occur even with this near ‘charge neutrality’ condition. These are important to

consider as they can have a major effect on the transport dynamics of fast electrons

as they propagate. These magnetic fields are generated as the fast and return currents

do not match exactly (symbolised by ≈ in Eq. 2.81). According to Faraday’s law (Eq.

2.3) these fields are sourced by the spatial variation in the electric field required to

draw the return current and hence are a function of the plasma resistivity, ηe;

E = ηejreturn (2.82)
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∂B

∂t
= ∇×E = ∇× (ηejreturn) (2.83)

∇×B = µ0(jfast + jreturn) (2.84)

Clearly if the currents completely neutralised each other there would be no magnetic

field generation, therefore the net current is;

jfast + jreturn =
∇×B

µ0
(2.85)

jreturn = −∇×B

µ0
− jfast (2.86)

∂B

∂t
= −∇×

(
ηe
µ0
∇×B− ηejfast

)
(2.87)

∂B

∂t
= −∇×

(
ηe
µ0
∇×B

)
+∇× (ηejfast) (2.88)

For the plasma conditions present inside a typical target, the term ηe/µ0 in Eq. 2.88

(the magnetic diffusion term) is ≈1, and therefore Eq. 2.88 can be expressed as;

∂B

∂t
= ∇× (ηejfast) (2.89)

∂B

∂t
= ηe(∇× jfast) +∇ηe × jfast (2.90)

The first set of terms on the RHS of this relation (ηe(∇× jfast) [Eq. 2.90]), describes

magnetic field generation resulting from current density variations throughout the fast

electron beam. Due to higher on-axis current density compared to the wings, a self-

generated magnetic field exerts a radial force, directed inwards toward the propagation

axis, essentially pinching the beam. Moreover, local electron density modulations in

the beam will lead to local field generation and possible beam break up. The second set

of terms on the RHS of Eq. 2.90 accounts for field generation resulting from resistivity

gradients through the target, arising due to temperature gradients, for example. Tem-

perature gradients occur due to the fast electron current density being highest on-axis

and the return current being collisional. Therefore heating is maximised on-axis and

falls off towards the beam extremities. This temperature gradient results in subsequent

magnetic field generation which acts to either push, or pull, fast electrons away, or to,

the propagation axis. Thus either beam expansion or pinching occurs, depending on

the gradient of the resistivity profile. These two terms (of Eq. 2.90) acting together
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Figure 2.12: Illustration of the relevant processes involved in fast electron transport within a solid
density target; including the main fast electron current, the spatially-overlapped return current, and

resistive magnetic field generation (both pinching and hollowing components of Eq. 2.90).

make the evolution of the fast electron beam through the target highly complex, as

induced transport effects in turn act upon the beam, producing a dynamic feed-back

process. Accordingly, this topic has been the subject of numerous investigations, to

further understand these processes and additionally to even employ field generation to

control electron propagation, through choice of initial target temperature [86], material

[87] and structure [88].

Additionally the generation of magnetic fields plays an important role in defining

the fast electron divergence through the target [89]. For example the formation of

a competing azimuthal pinching magnetic force and a diffusive resistively generated

magnetic force will alter the beam divergence. This parameter is typically quoted as a

half-angle, and experimental measurements quantify it to be ∼40–50°, at an interaction

intensity of 1020 W/cm2 [90], showing an increase in value with increasing intensity.

This dependency on intensity was postulated to originate from increased curvature of

the interaction region through the hole boring process [91] (see section 2.7.2).

2.7 Laser-driven ion acceleration

The interaction of an intense laser pulse with a solid target can be employed to acceler-

ate ions to multi-MeV energies. This form of particle acceleration is often referred to as

the ‘next generation’ of particle accelerators, and is becoming a promising compliment
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to conventional accelerator technology.

This chapter has, thus far, largely ignored ion motion, which is justified on the

sub-ps time-scale, due to their significantly higher mass relative to electrons. Ions will,

however, begin to move on longer time-scales (tens of ps) or when accelerating fields are

strong enough to overcome their inertia. In the case of laser-plasma interactions, direct

acceleration of ions to relativistic energies, in a similar manner to the aforementioned

electron acceleration, is not feasible until laser irradiances >1024 W/cm2µm2 are a

reality.

Over the last decade laser-driven ion acceleration has received much attention, due

to the development, and increasing availability, of laser systems able to deliver pulses

in the pico/femto-second regime and maximum intensities ∼1021 W/cm2. This has led

to numerous acceleration mechanisms being theoretically proposed, some of which have

been experimentally demonstrated. These mechanisms occur, first through the coupling

of laser energy to plasma electrons, and subsequently the acceleration of ions due to

charge separation electrostatic fields, with acceleration gradients of several TV/m; two

orders of magnitude higher than achievable with conventional accelerators. This results

in weakly relativistic ion energies, up to values of ∼94 MeV reported experimentally

[92]. Since the earliest observations of laser-driven ion acceleration [13, 93] there has

been a great deal of research effort devoted to characterising and developing this field.

The specific nature and dominance of the laser-driven ion acceleration mechanism

occurring in an interaction depends on a number of parameters, primarily the laser

pulse peak intensity and the areal density of the target. In fact, an interaction may dis-

play a combination of acceleration mechanisms as there is no sharp transition between

acceleration schemes [92, 94].

The following sections are intended to give insight into the laser-driven ion accel-

eration mechanisms relevant to this thesis, building upon the concepts explored in the

previous sections.

2.7.1 Target normal sheath acceleration

Over 15 years ago (2000) the laser-driven ion acceleration mechanism known as target

normal sheath acceleration (TNSA) was first observed by Snavely et al. [13], Hatchett

et al. [93] and Clark et al. [95]. This mechanism was later explained by Wilks et al.
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Figure 2.13: Depiction of the principle of the target normal sheath acceleration (TNSA) mechanism,
showing the laser pulse irradiating the target front, generating a plasma, the subsequent injection of hot

electrons into the target and the resultant acceleration of ions from the target rear surface.

[14]. Since then it has become a well established acceleration method, displaying some

reliability, with a vast quantity of experimental and theoretical research reported, over

a wide range of interaction conditions.

In the TNSA mechanism an intense laser pulse (&1018 W/cm2 ) irradiates a solid

density target, of several µm in thickness, which remains opaque to the laser pulse

over the interaction. The process begins with the rapid ionisation of the target front

due to the pulse’s preceding light, resulting in the formation of an expanding plasma

(see section 2.4). The main pulse then interacts with this plasma and is partially

absorbed, by the aforementioned electron heating mechanisms (see section 2.5.4). The

population of energetic electrons generated (the properties of which were discussed in

section 2.6) then propagates through the target from their source at the focal spot

region, relatively unperturbed owing to small cross sections for collisional and radiative

stopping. The electron beam has half-angle divergence of ∼20°–50° [90, 91], resulting

in a progressive motion of electrons towards the target edges, in a process referred to

as ‘lateral’ spreading. This can have significant effects on the transport of electrons,

and consequently the TNSA dynamics [96, 97]. Additionally, as presented previously

(in section 2.6.2), fast electrons are subject to numerous transport phenomena affecting

their spatial distribution [86].

The fast electrons eventually reach the target rear vacuum boundary, and as a
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consequence of no return current being able to be drawn at this position, further prop-

agation is inhibited. Electron accumulation thus occurs on the target rear, though some

of the most energetic electrons escape the interaction, consequently leaving the target

charge unbalanced and thus positively charged. As a result the remaining population

of electrons (even on the MeV level [98]) are confined at the rear by Coulomb forces,

giving rise to the generation of a strong electrostatic sheath field. This sheath acts to

reflect electrons still being generated by the laser back into the target. These reflected,

or recirculated, electrons act to form a similar sheath field at the target front, which

additionally acts to reflect electrons back to the rear [99]. Recirculation plays an im-

portant role in the TNSA process, acting to increase the duration of the accelerating

sheath field [100]. The principle of the TNSA scheme is depicted in Fig. 2.13.

The longitudinal spatial extent of the rear surface sheath field is given by the Debye

length of the population of sheath electrons, with density ne(hot) and temperature kBTe;

λd =

√
ε0kBTe
e2ne(hot)

(2.91)

The typical extent is found to be a few microns (kBTe ∼MeV and λD ∼µm) [101] for

the interaction conditions reported. The transverse spatial extent of the sheath (the

sheath area Ssheath), is dependent on the fast electron beam dynamics throughout the

target, that is beam divergence, and its temporal evolution on the target rear. Its size

can be estimated using;

Ssheath = π(r0 + d tan θ)2 (2.92)

where r0 denotes the radius of irradiating laser focal spot, d the target thickness and

θ the opening angle of the fast electrons. The consequence of the sheath is to give rise

to an extremely strong electric field, Es, estimated using [14];

Es ≈
kBTe
eλD

(2.93)

For an electron temperature of 1 MeV and sheath electron density of 1021 cm−3, the

field strength is ∼3 TV/m. The field can be considered quasi-static as electrons which

are continuously pulled back into the target are replaced by more electrons generated

at the target front over the interaction duration. Such a field is sufficient to ionise

atoms at the target rear, through the barrier suppression mechanism (see section 2.2).
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This primary occurs in the thin layer hydrocarbon contaminants present on the target

surfaces [16]. Subsequent acceleration of the ions occurs, over a few µm, to several tens

of MeV energies, within the rapidly expanding plasma, with the electrons transferring

energy to the ions through the charge separation fields [13, 93, 95].

The TNSA mechanism is a complex, multi-dimensional process, dependent on nu-

merous factors, including the front surface interaction dynamics, fast electron transport

and the temporal/spatial dynamics of the accelerating rear surface sheath. Only a lim-

ited number of these phenomena are accessible to direct experimental measurements,

therefore to enable a quantitative understanding of the acceleration process a number of

analytical and numerical models describing TNSA have been formulated [102, 103, 104].

These range from simple fluid models to fully relativistic, collisional, three-dimensional

computational simulations. A plasma fluid model developed by P. Mora is one of the

most widely employed, a full description of which is found in Ref. [102] . The Mora

model is a one dimensional plasma expansion model describing its propagation into vac-

uum, building upon previous models [105, 106] with the addition of charge separation

into its description. The model enables the temporal evolution of the peak strength

of the accelerating electric field to be calculated, and thus the energy ions gain may

be modelled. The Mora formulation of TNSA successfully analytically predicts crucial

features of the mechanism, such as the maximum ion energy and spectrum, over a wide

range of experimental conditions [107]. This model predicts a maximum TNSA proton

energy, Epmax , of;

Epmax w
1

2
mpv

2
front w 2ZkBTe

[
ln(tp +

√
t2p + 1)

]2
(2.94)

where vfront is the ion front velocity and tp = ωppt/
√

2 exp(1) (where ωpp is the plasma

proton frequency). A key limiting feature of the Mora model is seen in this expression,

in that there is no temporal limit to proton energy gain and it breaks down due to the

assumption of a Maxwellian electron temperature distribution. In reality, expansion

can only be considered isothermal as long as the laser pulse is generating fast electrons.

Thus as the pulse has a finite duration, an upper limit, or maximum cutoff ion energy

Epmax is obtained using an acceleration time, tacc, approximately equal to the laser

pulse length. Simulations have shown this to be tacc≈ 1.3τL, at laser intensities >3×1019

W/cm2 [107].
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TNSA ion beam characteristics

Motivation for the study of TNSA is primarily based on the unique characteristics of

the generated ion beams, namely relating to composition, energy spectrum, divergence,

source size, laminarity and emittance. In general TNSA ion beams are very energetic

and intense bursts (∼1013 protons for a Vulcan-PW type laser system) of particles

which are emitted in a high quality beam-like structure, exhibiting key characteristics

making them suitable for a wide range of applications. The intense nature of the proton

beam is attributed to a relatively high laser-to-proton energy conversion efficiency,

experimentally measured to be as high as 15% [108]). This section explores the main

properties of a TNSA ion beam and the underlying physics behind each.

Ion source and composition

Early in the study of ion emission from laser-solid interactions it was ambiguous as to

where the ions were being emitted from, i.e. the front or rear surface of the target.

Some experimental observations indicated that accelerated ions were sourced from the

front surface [95, 109], while others concluded it was the rear [13, 93]. This confusion

was solved in a study reported in Allen et al. [110] through a demonstration that ions

were in fact emitted from both surfaces of the target. They concluded this by removing

contaminants from each separately and then characterising ion emission. Rear surface

emission was shown to dominate over the front emission in Fuchs et al. [111].

Compositionally the ion beam consists of a number of species, in various degrees of

ionisation. Interestingly the majority of ions are not sourced from the target material

but from the aforementioned contamination layer. This population consists mainly of

water vapour and hydrocarbon molecules present in the atmosphere, which accumulate

on the target surface [16] and remain due to the limit of achievable vacuum condi-

tions. Ion species generated from this layer are preferentially accelerated according

to their charge-to-mass ratio (q/m); which is to say ions with the highest q/m ratio

(i.e. protons) will reach the highest velocities more rapidly, experiencing acceleration

for the longest duration relative to ion species of lower q/m ratio (such as carbon and

oxygen ions). Furthermore, once protons have been generated they act to screen heav-

ier ions from the sheath field, thereby reducing acceleration efficiency. Consequently,

protons will contain the majority of laser energy converted into particle kinetic energy.
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Although, as carbon and oxygen have relatively low ionisation states, they are still

somewhat efficiently accelerated and are thus observed alongside protons. Target el-

ement ions, typically heavier compared to the contaminants, can be accelerated more

efficiently by partial removal of the contaminant layer. This can be achieved through

various methods such as ohmic heating [17], irradiation by an ion gun [110] or laser

ablation using a relatively long (nanosecond) duration pulse, of the target [112].

Energy distribution

Experimentally, and through analytical modelling, a TNSA ion beam is found to pos-

sess a broad ion energy distribution. The spread is typically Maxwellian in nature,

exhibiting a sharp maximum energy cut-off, dependent on the driving electron temper-

ature (and thus peak laser irradiance). It is possible to give the ion beam spectrum an

average temperature through fitting of the following distribution;

Ni(ε) = Ni0 exp

(
− ε

kBTi

)
(2.95)

where ε is the ion energy and Ni0 is a fitting parameter. It is often the case that the

best fit to a spectrum is found using multiple average temperature fits at various ion

energy ranges. The broad energy distribution exists as a result of acceleration of ions

from the spatially and temporally evolving inhomogeneous fast electron distribution at

the target rear and thus ions experience varying sheath field strengths. Figure 2.14

shows a typical proton energy spectrum obtained experimentally using radiochromic

film spectroscopy (see section 3.4.1).

The maximum proton energy achievable via this mechanism is strongly correlated

to the peak laser intensity (being experimentally observed in numerous investigations

[107, 113]), via the temperature and density of the fast electrons produced in the

interaction. As discussed previously (see section 2.6.1) the fast electron temperature

is dependent on the laser irradiance [79]. Borghesi et al. [30] published a review of

ion maximum energy as a function of laser intensity obtained employing experimental

data collected from numerous laser systems, of varying parameters. They showed that

for pulse durations between 0.3–1 ps the maximum ion energy scales as
√
ILλ2, and

as ILλ
2 for pulse durations under <150 fs. Knowledge of these scalings is extremely

useful, as measurement of the maximum energy of TNSA accelerated protons can be
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Figure 2.14: Plot of a typical TNSA proton beam energy spectrum measured experimentally using
radiochromic film spectroscopy. This data is taken from chapter 4 and was obtained employing the

Vulcan-PW laser, irradiating a 6 µm thick aluminium foil.

an indirect diagnostic of the interaction intensity, which will be employed in chapter 4.

Beam divergence and ion source size

The trajectories of accelerated ions from the target rear are directed normal to the local

orientation of the time-dependent spatial profile of the evolving sheath field. Conse-

quently, the spatial characteristics of the sheath, driven by changes in the density

distribution of fast electrons, is not only responsible for the ion beam energy distribu-

tion but additionally its spatial characteristics. The spatial profile of the sheath also

results in another important TNSA beam characteristic; its energy dependent beam

divergence. TNSA beams exhibit the largest divergence at the lowest particle ener-

gies, reducing in magnitude as the energy increases. This feature arises as the spatial

profile of the electron density distribution forming the accelerating sheath is typically

Gaussian (or parabolic in some cases) in nature [114, 115], peaked on-axis and decaying

transversely. This profile arises as a result of a combination of effects, including the in-

tensity distribution of the irradiating focal spot altering the generation of fast electrons

at the interaction region [116]. This was investigated in Roth et al. [117] using various

focal spot intensity distributions to modify the spatial distribution of accelerated pro-

tons. As a consequence of the sheath field being centrally peaked, in a comparatively

small area, the highest energy ions are generated primarily in this region, whereas lower
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Figure 2.15: (a) Schematic illustrating the energy dependent divergent nature of a TNSA ion beam
as a result of the sheath profile. (b) Plot of the typical TNSA proton beam energy resolved half-angle
divergence measured experimentally. This data is taken from chapter 4 and was obtained employing the

Vulcan-PW laser, irradiating a 6 µm thick aluminium foil.

energy ions are accelerated at relatively weaker field regions, which comprises a larger

area of the sheath. Furthermore, due to the ion trajectories being normal to the local

orientation of the sheath the resultant divergence varies across the changing gradient

of the sheath’s transverse profile, thus an energy dependent beam divergence is formed.

This is illustrated in Fig. 2.15.

This source-size energy dependence was experimentally demonstrated in Cowan et

al. [118], through employment of structured targets with linear micro grooves on their

rear surface to project modulations into the accelerated proton beams spatial intensity

distribution. The grooves were identical and equally spaced, thus by counting the

number of grooves reproduced in the proton beam, the size of the emission region,

at a given energy, could be measured. An alternative method for characterising this

parameter, reported in Borghesi et al. [119], utilised micro-structured meshes situated

in the path of the accelerated protons, again to add modulations to the spatial-intensity

distribution of the beam. These investigations found that for laser intensities between

1018 and 1020 W/cm2 (and 1 ps pulse lengths) the ion source size is a few hundred

microns for the lowest energy protons, and tens of microns for the highest energy

protons, for tens of micron thick targets. Borghesi et al. [119] also highlighted that the

source size is derived from the early stages of the TNSA process.
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Beam laminarity and emittance

The fact that the aforementioned imprinting of groove structures from the target rear

into the spatial-intensity distribution of accelerated ions [118] occurs is due to the

fact that a TNSA ion beam possesses a high degree of laminarity. This is to say,

individual ion trajectories do not cross significantly, as opposed to a turbulent beam

where trajectories cross many times. This feature is key for the efficient mapping of

the rear surface sheath spatial intensity profile to that of the protons.

The transverse emittance of a beam of charged particles is a measure given to

quantify the average spread of particle coordinates in position and momentum phase

space, and is a key parameter in accelerator physics for providing a figure of merit in

describing a charged particle beam. In the case of a TNSA beam this is defined using

the emission source size and the angle of emission, and further can be used to estimate

the beam laminarity [119]. An emittance value of <4×10−4 mm.mrad [118] is typically

measured for TNSA proton beams; approximately ×100 smaller than achievable in

conventional RF accelerators.

These TNSA beam characteristics are a consequence of the beam’s low divergence

and the fact that ions are rapidly accelerated (from an initially cold state), thus limiting

thermal spreading. Additionally, accelerated ions co-propagate with the accelerated

electrons preventing space charge spreading.

2.7.2 Radiation pressure acceleration

Another promising laser-driven ion acceleration mechanism, distinct from TNSA, which

has received a great deal of attention in recent years is radiation pressure acceleration

(RPA). The concept behind this mechanism is that the radiation pressure of the laser

pulse, resulting from the fact photons carry momentum [120] (~k) and energy (~ωL), can

be transferred to a target upon reflection from the target surface. It was postulated

shortly after the first experimental demonstration of the laser [1] that the radiation

pressure of such a light source could be utilised to propel a space craft using a terrestrial

based laser system [121]. From Maxwell’s equations we know an electromagnetic wave

can exert a pressure upon reflection from a surface, and the magnitude of this pressure
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can be approximated by conservation of momentum [122];

Prad = (2R+A)
IL
c

(2.96)

where R is the reflectivity coefficient of the target and A the absorption coefficient.

For current peak laser intensities (∼1021 W/cm2) this pressure can be in excess of 100

Gbar, which can be significantly higher than the thermal pressure of the plasma. In

terms of the interaction of an intense laser pulse with an overdense target, if the radia-

tion pressure exceeds the plasma thermal pressure, RPA will occur, resulting in direct

acceleration of the plasma electrons. Consequently, this sets up strong electrostatic

fields due to charge separation, acting to accelerate ions and theoretically, resulting in

a mono-energetic ion energy distribution. The fundamental difference from TNSA is

that RPA relies on the fact the interaction is not mediated by heating of electrons, but

their direct acceleration by photon pressure. Furthermore in comparison to TNSA, the

scaling of maximum ion energy is predicted to be relatively more favourable in RPA.

Esirkepov et al. [123, 124] proposed theoretically that at laser intensities >1023 W/cm2

RPA would become the dominant acceleration process and could result in GeV proton

energies.

The above description of RPA is for linearly polarised pulses with ultra-high (which

at the time of writing this thesis, is not yet achievable) intensities of 1.2×1023 W/cm2.

However, it was theoretically and computationally proposed in Robinson et al. [125],

and in Macchi et al. [126], that significant RPA may be accessible at current peak

laser intensities through the use of normally incident circularly polarised pulses. In

this polarisation case, as described earlier (see section 2.5.4), J×B heating of electrons

is suppressed due to there being no oscillating component in the ponderomotive force.

As such, sheath acceleration is inhibited, as this requires energetic fast electrons.

Looking at an example of a perfect reflector moving at a velocity equal to v = βc,

interacting with a circularly polarised pulse (thus assuming suppressed electron heating)

then further insight into RPA may be gained. This case is often referred to as a

‘moving mirror’, with the surface reflectivity a function of the laser frequency, R(ω′),

as measured in the rest frame. Since the radiation pressure is an invariant quantity,
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the pressure in the laboratory frame and rest frame (denoted by ′) can be expressed as;

Prad = P ′rad =
2IL
c
R(ω)′

1− β
1 + β

(2.97)

with the relationship between the incoming (ω′) and reflected (ω) pulse frequencies due

to the Doppler effect in the rest frame being;

ω′ = ω

√
1− β
1 + β

(2.98)

RPA can be broadly split into two interaction regimes; namely (i) Hole-Boring (HB)

and (ii) Light-Sail (LS). The former, HB, is significant for relatively thick (µm scale)

overdense targets, where the laser pressure can push into the plasma, boring a hole,

and effectively causing plasma density profile steepening. The displacement of electrons

from ions then results in the aforementioned electrostatic field which in turn accelerates

the ions. The latter regime, LS, is applied to interactions with ultra-thin (nm scale)

targets, where the pulse can accelerate the region contained in the focal spot volume

of an overdense target. Each regime is explored in more detail below.

Hole-Boring regime

From early PIC simulations of intense pulses interacting with overdense plasmas (with

steep front surface density profiles), radiation pressure was found to push the critical

surface into the target [79, 127]. This effectively bores a hole, hence the name of

this mechanism, Hole-Boring, sometimes referred to as the laser-piston regime [128].

In this RPA regime electrons are driven in the laser propagation direction forming

a compressed high density layer, resulting in a charge depleted region containing only

ions. The charge separation and the generation of an electrostatic field between the two

oppositely charged populations, acts to accelerate the ions. This process is illustrated

graphically in Fig. 2.16(a). The recession velocity of the critical surface due to radiation

pressure, called the Hole-Boring velocity, vHB, was first derived in Wilks et al. [79],

using momentum conservation between the laser and accelerated ion species;

vHB
c

=

√
nc
ne

ILλ2

2.74× 1018
Z

A

me

mp
(2.99)
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Figure 2.16: (a) Graphical representation of the Hole-Boring radiation pressure acceleration regime,
showing the temporal evolution of the hole-boring front, increasing in time through (i)-(iii). These
demonstrate the compression in electron density (ne), the depleted region behind this layer, the corre-
sponding longitudinal electric field (Ex) and the resultant ion acceleration (ni). (b) 2D PIC simulation
of a 4×1020 W/cm2 pulse interaction with a 6 µm aluminium target, showing the curvature of the target

electron density profile as a result of radiation pressure.

where Z is the ionisation state and A the ion mass number. This equation only describes

the HB velocity for non-relativistic interactions, therefore it is necessary to modify this

for relativistic cases, as Eq. 2.99 can predict unphysical hole-boring velocities >c.

Robinson et al. [129, 130] achieved this correction leading to the following expression;

vHB
c

=

√
B

1 +
√
B

(2.100)

where;

B = a0

√
Z

A

me

mp · ne/nc
=

IL
nimic3

(2.101)

This description shows that the HB velocity depends on the laser intensity, the target

density and the ion mass. As such target material is an important selection if one

either wishes to enhance or suppress HB, for a given laser. Additionally, this model

can predict the maximum ion energy feasible using this acceleration model, described

by;

Ei = mic
2

(
2B

1 + 2
√
B

)
(2.102)
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HB will continue until the moving front reaches the target rear surface, or the inter-

action with the pulse has ended. Additionally, the target may become transparent

during the interaction effectively ending the ‘moving mirror’. This transparency occurs

either classically through target decompression (i.e. a reduction in electron density),

relativistically (as discussed in section 2.5.3), or a combination of both. The energetic

ions generated through HB are predicted to have an energy scaling proportional to

the laser irradiance, Ei ∝ ILλ
2, thus more favourable than that displayed in TNSA

(Ei ∝
√
ILλ2) [19]. Furthermore, the ion energy distribution is predicted to take a

quasi-monoenergetic form.

For a typical experimental pulse (i.e. Gaussian intensity profile focus) radiation

pressure will bend the plasma critical surface inward following the shape of the focal

spot, enabling deeper penetration into the target, as displayed in Fig. 2.16(b). This can

have numerous effects on the interaction due to this dramatic change in the interaction

region. For example, for a normal incident laser pulse, target curvature results in the

laser electric field no longer being normal to the surface, thus altering absorption and

electron dynamics [131]; this effect is explored in more detail in chapters 5 and 6.

Light-Sail regime

In the HB regime, acceleration lasts until the pulse ends, or the ion front leaves the

target rear. However if the target is relatively thin (tens of nm-scale), this occurs very

quickly. Under these conditions this regime of RPA is referred to as Light-Sail (LS). In

this regime the whole target volume within the focal spot region may be accelerated

as a high density plasma bunch, reflecting the pulse. Esirkepov et al. [124] proposed

theoretically this ion acceleration mechanism, in which electrons are expelled from a

target when they are accelerated by J×B heating in a single cycle of a relativistic pulse.

As radiation pressure continuously pushes the electrons at the critical surface over the

duration of the pulse, the accelerating potential is maintained, and sheath acceleration

is suppressed. As the ions reach relativistic velocities rapidly they can stay close to

the electron layer. In such a description the target can be considered as a relativistic

plasma mirror co-propagating with the pulse, where the reflected light is Doppler red

shifted and energy is transferred to the plasma slab [20]. This acceleration mechanism

is depicted in Fig. 2.17. The velocity at which the target moves when accelerated by
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Figure 2.17: Illustration depicting the light-sail regime of radiation pressure acceleration. The linear
polarised laser electric field (E⊥) (in red) sweeps away all electrons (in blue) forming an electrostatic

field (E‖) which subsequently accelerates ions (in green).

radiation pressure can be found through the conservation of momentum between the

target and pulse, assuming a ‘top-hat’ pulse spatial intensity profile, given in [132];

vLS =
(2R+A)τacc
ni0mid

IL
c

(2.103)

where d is the target thickness. From this it is seen that ion energies scale as Ei ∝

I2L, with the acceleration time on the time-scale of the pulse length (τacc ≈ τL) [19].

Additionally, according to this model, all ion species should gain the same final velocity.

However studies have shown that the different inertias of various species will affect RPA

dynamics, such as protons with the highest charge to mass ratio may move ahead of

other ion species in the ion front, thus gaining higher velocities [133].

A hallmark of this mechanism, making it distinct from TNSA, is the formation of

a quasi-monoenergetic ion spectrum, as opposed to the continuous energy distribution

generated in TNSA. Due to the advantages quasi-monoenergetic ions would bring to

envisioned applications of laser-driven ion sources, this mechanism has received consid-

erable interest over the past few years. An additional feature which makes LS highly

attractive is its maximum ion energy scaling with peak laser irradiance. As seen previ-

ously the maximum ion energy in TNSA scales as ∝
√
ILλ2, however this mechanism

displays a much faster scaling of ∝ ILλ
2. As such when higher peak laser intensities

are available in the future, this mechanism may be a route to achieving the desirable

hundreds of MeV monoenergetic proton beams required for laser-driven hadron therapy

(explored in chapter 1).

As with HB, LS acceleration can be enhanced through the employment of circularly
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polarised laser pulses to suppress target heating and expansion. Through this technique,

signatures of LS have been observed in numerous experimental investigations employing

current laser systems. For example, an investigation reported in Kar et al. [134] found

evidence of narrow energy features in the ion energy spectra from the interaction of

ultra-thin (nanometer scale) foils with pico-second duration pulses.

2.8 Summary

The purpose of this chapter was to provide a summary of the laser-solid interaction

concepts relevant to the forthcoming results chapters (chapters 4, 5 and 6). This dis-

cussion has demonstrated that this research field encompasses a broad range of physics,

including plasma physics and electromagnetism, the combination of which determines

key aspects of the interaction, such as the coupling of laser energy to electrons and to

quantum effects present in laser-induced ionisation processes. The interplay of these

numerous disciplines makes unravelling the physics of laser-solid interactions a complex

process. As such, the study of laser-solid interactions requires the use of both exper-

imental investigations, applying a vast range of diagnostic techniques, and the use of

numerical and theoretical modelling to interpolate findings. The range of diagnostic

techniques employed in this thesis are discussed in the next chapter (chapter 3).
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Chapter 3

Methodology: Lasers, diagnostics

and simulations

In the previous chapter the fundamental physics underpinning the interaction of intense

laser pulses with solid density matter was discussed. As this thesis reports on experi-

mental investigations involving these interactions it is necessary to have an understand-

ing of how these experiments are conducted, in terms of the laser systems employed, the

diagnostics used to characterise the interactions and the simulation codes employed to

probe the underlying physics and help in the understanding of experimental findings.

As such, it is the purpose of this chapter to provide a brief description of the laser

systems, the key diagnostic techniques and numerical methods employed throughout

the result chapters 4, 5 and 6.

3.1 Overview

The investigations presented in this thesis employ a combination of state-of-the-art ex-

perimental facilities, diagnostic technologies and data analysis, utilising sophisticated

numerical simulation models. A key component to laser-solid interaction studies is the

laser system employed, as this defines crucial parameters of the interaction (i.e. pulse

wavelength, duration and energy), and thus the peak intensity achievable. The work

conducted in this thesis required high power lasers which can deliver pulses of focused

intensity up to ∼1021 W/cm2, the current highest possible intensity (at the time of

writing this thesis). Such systems are expensive to construct and to operate, therefore,
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Figure 3.1: Map showing the location of the laser facilities employed throughout this thesis, in relation
to the University of Strathclyde (1); with (2) identifying the Central Laser facility and (3) the PHELIX

laser system.

typically the most intense laser systems are situated in large national facilities; for ex-

ample the Central Laser Facility (CLF) at the Rutherford Appleton Laboratory (RAL)

in the UK, or the PHELIX laser system based at the GSI Helmholtz Centre for Heavy

Ion Research in Germany, as presented in Fig. 3.1. Both these facilities were employed

to make the measurements reported in this thesis and are described in further detail

later in this chapter.

The allocation of experimental time at these facilities is highly competitive, thus

access is granted through proposals for beam-time, which typically last from 3-6 weeks

in duration. Once an experiment has been accepted, planning for the experiment begins,

which goes through several stages over many months, leading up to the beam-time,

involving facility personnel, researchers and collaborating groups. Effective planning

should ensure the aims of the proposal are realistic and mitigate the majority of issues

which may arise throughout the experiment.

The running and set-up of an experiment typically consists of around 6-8 people,

each taking on various roles within the team. These roles include, for example at

the CLF, a Target Area Operator (TAO) and Deputy Target Area Operator (DTAO),

whose roles are to manage activities within the target area. These roles are typically

71



Chapter 3. Methodology: Lasers, diagnostics and simulations

taken on by an experienced student or post-doctoral researcher. The research team

also has a ‘Principle investigator’ (PI), whose role is to provide guidance and overall

vision of the experiment. Typically this is the senior academic of the research team.

Additionally there is also a dedicated team of facility operators responsible for the

performance and delivery of the laser pulses to the target area.

In terms of the physical experimental set-up, the interaction point between the laser

focus and target is typically referred to as the ‘target-chamber centre’ or TCC, although

it is often not at the physical chamber centre (but is so-called as historically it was the

interaction point in spherical chambers). It is first defined within a few microns using

the tip of a thin wire (∼µm diameter) and referenced by multiple diode lasers allowing a

fixed point to be established to align diagnostics to. An array of diagnostics are usually

employed to characterise the interaction on each laser shot, capturing the measurements

required for the objectives of the experiment. These include, for example, particle and

optical diagnostics which can record spatial, spectral and temporal interaction aspects.

Once the set-up is complete, the experiment moves onto firing ‘laser shots’, initially

with simple targets (typically micron-scale metal foils) to test, optimise and calibrate

diagnostics. Once this is achieved, and the diagnostics are providing meaningful mea-

surements, the experiment can begin to focus on conducting measurements, forming

high quality data sets which aim to address the physics presented in the experimental

proposal and possibly (as is often the case) reveal new concepts.

3.2 High power laser technology

In order to investigate the interaction physics of intense pulses of light with matter

one must use a high power laser system. It is extremely useful, if not crucial, in the

field of laser-solid interactions to have at least a basic knowledge of how these systems

operate to generate the intense pulses and their limitations, especially concerning key

interaction parameters, such as pulse duration, energy and thus intensity.

In this section, some of the relevant technologies utilised in the generation of high

power laser pulses used throughout the results chapters of this thesis will be explored,

before a brief description of the laser facilities employed in this work is conveyed.
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3.2.1 Chirped pulse amplification

Since the first demonstration of the laser, by Theodore Maiman [1], there has been

constant advancements and innovations pushing the laser intensity frontier. One such

advancement, which revolutionised laser-plasma research, is the chirped pulse amplifi-

cation (CPA) technique. Developed by D. Strickland and G. Mourou [4] in 1985, this

technique allowed, for the first time, peak laser intensities >1018 W/cm2 (and hence

enabled the relativistic interaction regime to be investigated), which were previously

inaccessible due to the energy fluence of pulses surpassing the damage threshold of

optics in the laser chain. Intensities >1010 W/cm2 will begin to induce damage to solid

state optics in the laser amplifiers, as well as those further in the chain, such as focusing

optics. Additionally, as intensities increase further, non-linear optical effects such as

self-focusing or self-phase modulation, resulting from the optical Kerr effect, begin to

become appreciable. This may lead to intensities surpassing the damage threshold even

for relatively low pulse energies. These effects become clear when defining the intensity

dependent refractive index;

η = η0 + η2(IL) (3.1)

where η2(IL) denotes the intensity dependent component of the refractive index. As

stated previously, laser pulses typically have a spatially Gaussian transverse intensity

profile, which for sufficiently high intensities leads to a variation in refractive index

across the pulse when propagating through a medium. In effect the pulse edges (of

lower intensity) move faster compared to the pulse centre (of higher intensity), thus

leading to a focusing effect resulting in increased intensity. To quantify the degree

of non-linear optical effects a parameter known as the ‘B-integral’ is often employed.

This describes the accumulated phase (φ) after propagating a distance of L through an

optical medium, expressed as;

φ =
2π

λL

L∫
0

η(z)dz (3.2)

=
2π

λL

L∫
0

η0(z)dz +
2π

λL

L∫
0

η2IL(z)dz (3.3)
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Figure 3.2: Flow diagram illustrating the basic concept of a CPA based laser system. A single pulse
from the oscillator is first temporally stretched to reduced its intensity so its energy content can be safely
increased by the systems amplifiers. Finally, the pulse, now of higher energy, is temporally compressed
back to near its original duration, before being focused to high intensity. The evolution of the pulse

throughout these sections, in terms of duration and energy, is also included.

The intensity dependent term in Eq. 3.3, is the so-called ‘B-integral’ (B) expression.

B =
2π

λL

L∫
0

η2IL(z)dz (3.4)

Rather than increasing the laser beam diameter in order to reduce the intensity

on optics, CPA bypasses this issue by keeping the intensity of the pulse low (below

the damage threshold and low B-integral), through utilising a relatively long pulse

length, as it propagates through the amplification stages. After amplification the pulse

is then compressed before being focused to the interaction point. The basic stages of

this process thus involve the stretching, amplification and recompression of an initially

short seed pulse. This process is depicted in Fig. 3.2.

Stretching spectrally, i.e. chirping, acts to decrease the pulse’s peak power and

hence intensity, typically taking the pulse from femto/picoseconds to a few nanosec-

onds in duration. Pulse chirping is achieved using optical diffraction gratings which

create different optical path lengths for the range of wavelengths present in the pulse

bandwidth (positive group velocity dispersion). This optical element can therefore

temporally stretch, or compress, a pulse by a factor of 103–105, depending on the wave-

length range forming the pulse. In doing so the power density is significantly reduced,

below where non-linear effects and optic damage may occur. This allows the pulse to
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be safely amplified (the techniques of which are presented in section 3.2.2), often over

multiple stages. Finally, pulse stretching is reversed by the compressor stage, to, in the

ideal case, recover the original pulse shape and duration, however now of higher energy

content. The duration of the final pulse is typically slightly longer than that before

the stretching stage due to a combination of non-linear dispersion and gain-narrowing

in the amplifiers [135]. Gain-narrowing is an effect which results in a reduction of the

pulse bandwidth due to preferential amplification of photons closer to the central laser

wavelength.

3.2.2 Pulse amplification

In order to increase the energy content of the seed pulses, CPA based systems commonly

employ two forms of pulse amplification; (i) regenerative amplification, and (ii) multi-

pass amplification. Both techniques involve propagating the seed pulse through an

optically pumped gain medium. The former, regenerative amplification, involves the

pulse being injected into an optical cavity containing the gain medium, which it passes

through multiple times, extracting energy on each pass. These are often employed in

the pre-amplification stages of a laser system. Figure 3.3 illustrates the basic concept

of a regenerative amplifier.

This form of amplifier is distinct from other forms in that its input and output

gating is controlled through active optical polarisation. Pulse entry into the amplifier

is controlled first by a half-wave plate and subsequently a Faraday rotator. The wave

plate, set at 45° to the input polarisation plane, rotates the pulse polarisation by 90°

i.e. initially s-polarised becomes p-polarised and visa versa. Upon passing through

the Faraday rotator the polarisation is again altered, by an amount dependent on the

parameters of the rotator, such as the strength of the applied magnetic field and its

length. The pulse then passes through a second polariser which acts to transmit the

original polarisation state before entering the amplifier set-up and reflect the polarisa-

tion state formed by the initial waveplate/Faraday rotator. After reflection from this,

the pulse propagates through a Pockels cell. When no voltage is applied after a single

round trip the pulse will be ejected from the cavity, due to its polarisation state. How-

ever, when a voltage at the so-called ‘quarter-wave’ voltage is applied, named so as this

acts like a quarter-wave plate, then the aforementioned polariser will transmit and trap
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Figure 3.3: Schematic of the main components and arrangement of a basic regenerative amplifier, often
employed in CPA based laser systems.

the pulse to the gain medium cavity for amplification. This process will continue until

the desired number of passes through the gain medium has been achieved, at which

point the Pockels cell again applies the λ/4 rotation to the pulse returning it to its

original polarisation. The Faraday rotator then acts to change the polarisation to the

condition of reflection from the first polariser allowing the pulse to leave in a direction

separate from the input direction. As such, this system allows one to control the level

of amplification in the system through a polarisation gating system.

The second commonly used amplification technique employed in a CPA based sys-

tem is the multi-pass amplifier. A gain medium can achieve only a finite degree of

amplification, therefore to get the most from it one can use a geometry based system

to enable multiple passes though a gain medium. In this amplifier form the pulse is

reflected by a series of mirrors, with each pass between mirrors resulting in propagation

through an optically pumped gain medium. Instead of the polarisation based gating

system used in a regenerative amplifier this system’s pulse exiting mechanism is purely

geometric. Figure 3.4 shows an illustration of this amplifier form, which is typically

used in the final stages of energy enhancement in a CPA system. This is due to the fact

the single pass gain can be set relatively high with respect to a regenerative amplifier

as the beam passes through a minimal number of optics where B-integral could be an

issue.
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Figure 3.4: Schematic of the basic design of a multi-pass amplifier arrangement typically employed in
a CPA based laser system.

3.2.3 Optical parametric amplification

The two commonly employed CPA pulse amplification techniques, presented in the

previous section, result in the highest total gains in the system, however the nature

of these amplification techniques (optical pumping of a gain medium) often results in

less than ideal pulse temporal intensity profile (explored in detail in section 3.2.4).

Thus other amplification forms must be considered to minimise this issue. One such

technique is optical parametric amplification, typically used in the pre-amplification

stages of CPA systems to amplify pules directly from the oscillator, from nJ to mJ

level.

This amplification form utilises a crystal material with lack of inversion symmetry

which exhibits a so-called ‘χ2 non-linearity’, such as β-barium borate. The seed pulse,

or signal pulse, propagates through the medium coincident with a higher energy pump

pulse of shorter wavelength. Under correct phase matching conditions (achieved using

the birefringence of the crystal), photons from the pump pulse, at frequency ωp, are

converted to the same frequency as the signal pulse, ωs, and to a third component

of ‘idler photons’ (ωi), with the photon energy of the idler wave being the difference

between the photon energies of the pump and signal waves. This is to say ωp = ωs +ωi

and is illustrated in Fig. 3.5.

The main reasons for using this complex configuration for amplification over more

simplistic techniques are as follows. Firstly, the transfer of energy from pump to signal

is highly efficient, with minimal losses to crystal heating. Consequently, the effect of
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Figure 3.5: Schematic of the three wavelength components used in optical parametric amplification in
a non-linear crystal.

thermal lensing caused by temperature gradients (and thus refractive index) across

the amplifier medium is significantly reduced. Thermal lensing can cause considerable

alterations to the pulse divergence when propagating through the laser chain, leading

to possible damage to optics or off-sets in the final focal spot position. The second

advantage OPA brings is pulses with a very large frequency/wavelength bandwidth can

be amplified [136]. Consequently, the effect of gain narrowing is reduced [137], leading

to more effective recompression after amplification. Moreover, and possibly the main

advantage of OPA in this system being employed for laser-solid interaction studies, is its

ability to produce pulses of relatively high intensity contrast, compared to solely CPA.

This occurs as a result of the non-linear interaction within the crystal, leading to no

generation of ASE (see section 3.2.4), as parametric conversion does not occur without

the presence of the seed pulse, thus no spontaneous emission is present in the medium.

However, there is an equivalent to ASE in OPA, known as amplified optical parametric

fluorescence (AOPF), in which an OPA may emit light when there is no signal and

idler photons present. In a semiclassical model, this may be attributed to vacuum

fluctuations of the optical field which enters the input of the amplifier. Essentially a

pump photon may spontaneously split into two lower frequency photons (equal to ωs

and ωi) in the non-linear material. Unlike ASE, however it is limited in time to the

duration of the pump pulse, not the excitation duration of the the gain material.
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3.2.4 Laser pulse temporal intensity profile

To further aid in describing laser-solid interaction experimentation, it is highly ben-

eficial to consider a realistic laser pulse, produced through the processes described

previously. As mentioned throughout this thesis, peak intensity is a key factor in a

laser-solid interaction due to the role it plays in defining the interaction properties.

However, this is not the only intensity parameter to consider. One must also con-

sider the pulse’s temporal intensity profile, which in reality is more complex than the

previously mentioned ideal Gaussian profile.

In addition to the ‘main pulse’, the slowly-varying Gaussian envelope (i.e. short

duration, peak intensity), there is additionally a degree of lower intensity light which

exists out-with this envelope, forming light preceding, and following, the main pulse, of

longer duration (up to several nanoseconds). This is referred to as the pulse ‘pedestal’

and in terms of interacting with matter it can significantly alter the interaction dy-

namics. The pedestal is thus an extremely important aspect to have knowledge of. A

useful parameter employed to quantify preceding light is the temporal intensity con-

trast. This is defined as the ratio of the pulse’s peak intensity to the intensity of the

pedestal, and varies depending where the pedestal is sampled temporally. As such, the

contrast ratio of a pulse is typically quoted at two time-scales; (i) tens of picoseconds

before the main pulse, and (ii) at nanoseconds before the main pulse. For example,

one of the laser systems employed in this thesis, the PHELIX laser (see section 3.3.2),

has a temporal intensity contrast on the nanosecond time-scale of 1010 and 104 at 10

ps from the main pulse [138]. Note that for ultra-high intensity pulses (∼1020 W/cm2),

explored in this thesis, the intensity of the pedestal is of a significant level. Improving

contrast is consequently a major challenge in this intensity regime due to undesirable

target heating prior to the main pulse. One approach employed to enhance contrast in

this regime is explored in the next section (section 3.2.5).

The origins of pedestal light comes from numerous inherent imperfections in the

laser chain, the most significant of which are now explored. Pedestal light can be

split into three main categories, which aid in describing their origin. Figure 3.6 de-

picts a schematic of a pulse with each of these defects. The first category, amplified

spontaneous emission (ASE) [139], results from atoms in the laser’s numerous ampli-

fier crystals being excited by the flash lamps (of hundreds of microsecond duration)
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Figure 3.6: (a) Illustration depicting a simple realistic high intensity laser pulse created through CPA
(propagating from right to left). The three main components which form preceding light are labelled.
(b) Plot of the temporal intensity contrast (on the picoseconds timescale) for a real Vulcan PW pulse,
with the main components labelled; (1) main pulse, (2) ‘triangular’ component due to light scattering

from CPA gratings, (3) pre-pulses, (4) picosecond OPA amplifier contributions and (5) post-pulses.

or nanosecond pump lasers, then spontaneously decaying to a lower energy state after

a certain lifetime, and emitting photons with a spectrum related to the line width of

the decay transition, rather than emitting when stimulated by a coherent laser photon.

As this is a random process in the amplification crystals, photons are emitted in all

directions, though a significant percentage of this radiation is emitted at a small angle

to the central propagation direction, thus can remain in the system and in turn be

amplified by further amplification stages. The typical contrast level of ASE is between

∼106–1010 and with a duration of a few nanoseconds, determined by the exit gating

systems employed in the amplification stages, for example Pockels cells which, at best,

gate on the nanosecond time-scale. After compression this leaves ASE able to act upon

a target for a relatively long nanosecond duration before the arrival of the compara-

tively short main pulse. For example, a focused pulse of peak intensity 1020 W/cm2

even with an ASE level 8 orders of magnitude lower than this (1012 W/cm2) would still

result in significant target ionisation and plasma expansion.

The second form that preceding light may take is that of uncompensated dispersion.

This is situated on the rising edge of the main pulse (approximately tens of picoseconds

in duration) and exists as a result of regions of the pulse which have not been optimally

compressed by the final stage of the CPA process. This occurs due to imperfections

and misalignments of the compressor gratings, or by other sources of dispersion or

scattering [140].

Finally ‘leakage’ pulses may also be present, commonly referred to as pre-pulses.
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These arise from internal reflections in the laser chain from any of the numerous optics

and may be tens to hundreds of picoseconds before the main pulse, having a duration

similar to the main pulse or longer, due to various material dispersion, and exhibit a

wide range of contrast ratios. These can often be eliminated through the employment

of wedged optics which send reflections along a different direction to the main pulse

path. Like all forms of preceding light these can have a severe impact on a laser-solid

interaction, such as destroying the target before the main pulse has arrived.

Often the inherent contrast level of a pulse cannot be enhanced easily through

alterations to the laser system and thus in situ measures must be employed before

the interaction. One technique employed is frequency doubling of the pulse. As the

efficiency of this process is intensity dependent (∝ I2) then only the highest intensity

regions of the pulse are efficiently converted to second harmonic photons, while the

lower intensity regions are not. As such, this acts as an intensity filtering technique.

Another commonly employed contrast enhancement technique, which also acts as an

intensity filter, is the ‘plasma mirror’ which is explored in the next section.

3.2.5 Plasma mirrors

To address concerns of employing pulses with low temporal intensity contrast (as ex-

plored in section 3.2.4), one can employ an optical tool known as a ‘plasma mirror’

(PM) [141, 142] to enhance this parameter by more than two orders of magnitude.

This can completely change the nature of a laser-foil interaction. Focal intensities in

excess of 1021 W/cm2 are now becoming a reality at numerous laser facilities and thus

a contrast level of ≥108 is required to prevent significant pre-plasma formation during

the interaction of the target with light preceding the main pulse, based on the fact

intensities of ∼1013 W/cm2 will ionise most materials. It is, however, demanding for a

laser system based on the CPA process to achieve pulse contrasts higher than 106–107

and thus PMs can be employed, which can achieve a ×100 contrast enhancement, and

therefore move the interaction into the desired contrast regime.

Typically a PM is a planar dielectric glass slab, transparent to the laser wavelength,

often including an anti-reflective (AR) coating, which reflects around 0.25% [143] of in-

cident light. Moreover, the optic surface is also of ‘optical quality’; this terms describes

deviations in the surface away from a perfectly smooth figure, and is often quoted in
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Figure 3.7: Basic principle of operation of a planar plasma mirror used to enhance the temporal intensity
contrast of a high intensity laser pulse.

terms of the size of these irregularities as a function of the laser wavelength. When

preservation of the input wavefront geometry is crucial >λL/8 irregularity is desired to

prevent aberrations and degradation of the system’s optical performance. Figure 3.7

depicts the principle of operation of the PM concept, where a focusing laser pulse is

intercepted by the PM, positioned in the beam path such that light which is below the

ionisation threshold of the PM substrate, ∼1012 W/cm2, is transmitted through the

optic due to its transparent nature in the non-plasma regime, with minimal reflection.

Transmission may be maximised by setting the angle of incidence between the optic

and pulse equal to the Brewster’s angle for the optic material. As the intensity profile

of the pulse increases, however, ionisation will occur temporally at some point on the

steep rising edge of the main pulse (situated in the region a few picoseconds prior to the

peak), rapidly forming a layer of overdense plasma which acts to reflect the remainder

of the pulse (as presented in section 2.5.3). Through this intensity filtering the pulse is

‘cleaned’ by splitting it into two components as the optic switches from highly trans-

parent to highly reflective on the sub-picosecond timescale. This fast switch-on time

reduces the possibility of instability growth which could otherwise affect the reflected

beam quality. The result is that only the reflected part, now separated from the lower

intensity preceding light (and thus with enhanced contrast) interacts with a target.

The contrast enhancement achieved with a PM does, however, come at a cost, this

being a reduction in laser energy delivered to the target. This consequently lead to a
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reduction in interaction intensity, typically in the region of 15–30% per plasma mirror.

This arises as the reflection from a PM is less than unity, which can be attributed

to numerous reasons. For example, some laser energy will transferred to the plasma

electrons, (as described in section 2.5.4). As explored, laser absorption in dense plasma

is dependent on such parameters as laser polarisation and the angle of incidence to

the target. Consequently the percentage of energy reflected from a PM is dependent

on these. Additionally, the reflectivity of a PM exhibits an intensity dependency, with

high specular reflectivity occurring in the intensity range of 1015–1016 W/cm2, as shown

experimentally in [144] and [145].

For optimal PM operation, in terms of maintaining a high quality focal spot after

reflection, it should ideally show no degradation after reflection from the plasma. For

this to occur it is highly important that ionisation, and reflection, occurs only a few ps

before the main pulse, key in reducing wavefront degradations during reflection, arising

from propagation through expanding plasma. In Dromey et al. [144] it was found that

minimal wavefront distortion of a reflected pulse, that is when the pulse will experience

high specular reflectivity, is achieved when the overdense plasma surface has almost

the identical waveform as the original optical quality dielectric slab, essential remaining

optically ‘flat’. A condition for this to occur is estimated by the inequality cs∆t < λL;

where cs is the ion sound speed, and ∆t is the time from plasma formation to the peak

of the main pulse. Conversely, if this condition is violated, diffuse reflectivity will occur,

reducing the quality of the reflected beam. The upper limit of ∆t can be estimated

using the inequality, with a typical value of cs= 3×107 cm/s and λL= 1 µm, to give a

value of ∼3.5 ps. Thus, several picoseconds after plasma formation significant distortion

of the reflected wavefronts would be expected. Moreover, wavefront distortions may

also arise due to inherent modulations present in the spatial-intensity profile of the

laser. These seed inhomogeneous plasma expansion, leading to ionisation occurring at

different times across the optic, and thus the formation of a diffusely reflective surface.

PMs have proven to be valuable tools for suppressing pre-pulses and ASE [146,

147], and as such have validated several characterisation studies [145, 148, 149]. These

investigations have not only verified the contrast enhancing ability of this optic type,

but have quantified the quality of the focal spot formed after reflection and the ability

for the optic to also act as a spatial filter, vital for a clean, and high intensity laser-foil

interaction.
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3.2.6 The focal spot

Another key aspect of a laser-plasma experiment to have knowledge of is the focus

of the laser pulse, often referred to as the ‘focal spot’. This is typically imaged and

optimised before every target shot (at low power), during the target alignment process,

highlighting its importance in the interaction. Importantly, knowledge of the focal spot

size and quality are key to calculating the peak intensity achieved in the interaction,

and thus understanding the underpinning physics.

The term ‘best focus’ is employed to refer to the smallest and highest quality focal

spot achievable, and thus maximum intensity, with a particular beam configuration.

The quality of the laser focal spot is not only dependent on the pulse wavefront profile

but additionally on the particular focusing optic employed, and whether it is suitably

optimised. Focusing is typically achieved through the use of an off-axis parabolic (OAP)

mirror; Fig. 3.8 displays photographs of the OAPs employed on the two laser systems

used in this thesis. Parabolic geometry is advantageous as it reflects rays parallel to the

optical axis to a single point, i.e. the focus. Off-axis operation is beneficial as on-axis

results in the focus being located inside the incoming collimated beam and thus target

and diagnostics placement would block a significant percentage of the input beam. The

process of aligning an OAP involves fine adjustments of the optic’s roll and tilt axes to

form the best achievable focal spot distribution, ideally free of any astigmatism.

To characterise the focal spot formed by the focusing optic two parameters are

often used; first its size (φ0) and second its encircled energy (EE). The definition of

the spot size arises from the distribution the focal spot forms. Typical laser systems

contain circular apertures throughout the system, which in passing through the beam

will experience Fraunhofer diffraction (in the nearfield i.e. far from focus) resulting in

the well known ‘airy disk’ spatial profile at the laser focus. Using the central Gaussian

part of this distribution it is possible to define the size of the focus by the spot waist

(ω0) parameter, defined as the radius at which the intensity falls to 1/e2 (13.5%) of its

peak value. A spot of this form is often referred to as diffraction limited, having an

encircled energy of 86% (in the waist area), estimated using;

2ω0 = 1.03λLf/D (3.5)

where 2ω0 is the spot diameter, f is the focal length of the optic, and D is the limiting
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(a) (b)

620 mm 300 mm

Figure 3.8: Photographs of the OAPs used for pulse focusing on (a) the Vulcan-PW and (b) PHELIX
laser systems employed in this thesis.

aperture size, i.e. the diameter of the beam incident on the focusing optic. More

often, however, the spot waist is not employed to characterise the size, and instead the

diameter of the Gaussian profile at the FWHM (φ0) is employed. This will be used to

define the size of laser focus throughout this thesis. Each of these quantities is depicted

in Fig. 3.9.

A dimensionless quantity often used to characterise a focusing optic in terms of the

minimum spot size it can achieve, is the F-number (F/#) (sometimes called f-stop, a

common term employed in photography). This is defined as the ratio of the optic’s

focal length to the diameter of the entrance pupil, which in the case of an OAP is the

collimated beam diameter incident on the optic. This is seen in Eq. 3.5 to be one of

the factors (along with the λL) that spot size is dependent upon.

The second commonly employed focal spot characterisation parameter, used through

this thesis, is encircled energy. This is used to give a measure of the spot’s spatial en-

ergy content, and thus quality. In its simplest form this is the measurement of the

amount of light inside a small area (often that contained within an area with diame-

ter equal to φ0 centred on the peak intensity point) compared to the entire focal spot

area. It can be easily calculated using an image of the focal spot, from the ratio of

the integrated pixel counts contained within the FWHM area to the integrated counts

of the entire spot. For a realistic experimental focal spot, which is optimised in terms

of OAP movements, this value is typically around 10–35%. Practically speaking, the

higher the encircled energy, then the higher the quality of focal spot. Figure 3.10 shows

comparison of two focal spots obtained from the same high-power system, but having

significantly different encircled energy values due to varying spot qualities. In the case
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Figure 3.9: Gaussian distribution depicting two common parameters used to characterise its spatial
extent (in x); where the red line is the Gaussian FWHM size, φ0, and the green is the Gaussian mode

waist size, ω0.

of Fig. 3.10(b), degradation of the focal spot occurred due to thermally induced aber-

rations in the pulse wavefront after a period of multiple full power laser shots. This

highlights the importance of characterising the focal spot before every laser shot.

Characterisation of the focal spot on full energy shots is difficult due to its high

intensity nature, thus it is typically achieved before the shot through direct imaging of

a lower energy equivalent (often in continuous wave or high repetition rate operation).

This measurement typically involves an infinity-corrected microscope objective (×20–

×50 magnification) used to image the spot on to a 16-bit CCD camera. This enables

one to quantify the size and quality of the spot, and hence calculate the peak interaction

intensity.

Another important focusing parameter to consider is the Rayleigh length, zr; where

zr= 2πω0/λL. This describes the distance along the propagation axis from the spot

waist position to the where the size has increased by a factor of
√

2 for a focusing

Gaussian beam, i.e. where the intensity drops to half its magnitude at the spot waist

(the peak intensity location). This parameter is important as it gives an upper limit on

the accuracy required for target placement at the focus of the laser. If target placement

is off longitudinally by more than a Rayleigh length, then the intensity on target will

be reduced by more than a factor of two.
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Figure 3.10: Comparison of the spatial intensity distributions of two focal spots obtained from the same
laser system with (a) of relatively higher encircled energy, 19%, in comparison to (b) 11%.

3.3 High power laser facilities

As seen throughout this thesis the laser pulse characteristics are as important to the

interaction outcomes as the resultant plasma dynamics. It is therefore beneficial to have

an understanding of the operation of the high power laser facilities which provide these

pulses, employed in the investigations of this thesis. Many high power laser systems

exist around the world, based in large scale research facilities and universities, capable

of generating short, high intensity pulses exceeding 1018 W/cm2. Each have varying

parameters and unique capabilities, thus selection of an appropriate system comes down

to the physics one wishes to explore.

Two laser systems were employed in the investigations presented in chapters 4–6.

These are the Vulcan-PW and PHELIX laser systems, both of which are classified as

Petawatt level. The focus of this section is to give a brief description of these lasers.

3.3.1 Vulcan-PW

The Vulcan laser system is a Nd:glass based system consisting of 8 primary beam lines

which provides pulses to two target areas; Target Area West (TAW) and Target Area

Petawatt (TAP). Results presented in chapters 4 and 5 were obtained from experimental

campaigns conducted using the Petawatt arm of the Vulcan laser. This section provides

a basic description of this system and its working parameters. An overview illustration

of this facility is presented in Fig. 3.11.
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Figure 3.11: Overview of the Vulcan laser facility (a), highlighting the Petawatt target area. (b) Pho-
tograph of one end of the compressor chamber of TAP and (c) photograph of TAP interaction chamber

and its radiation shielding.

This laser, located at the Central Laser Facility (CLF) in the Rutherford Appleton

Laboratories, was one of the first of a generation nominally capable of generating pulsed

optical power up to the Petawatt (1015 W) level, based on the CPA process. The pulse

parameters this laser delivers are summarised in Tab. 3.1. TAP employs two of the

8 primary Vulcan beams, one of relatively long pulse length (∼6 ns), and the other a

short duration primary beam line, capable of delivering pulses of 500 J in a duration

of 500 fs; this is the only Vulcan beam line considered in this thesis.

Pulses originate from a mode locked oscillator based on a commercially available

Ti:Sapphire gain medium oscillator pumped by a CW frequency double Nd:YAG laser.

Ti:Sapphire is a common oscillator material due to the broad range of lasing frequencies

it supports (600-1100 nm) . The output from this passively mode locked oscillator is a

train of pulses of duration 120 fs (FWHM), at a central wavelength of 1053 nm (with

a 15 nm bandwidth) and an energy of 5 nJ at a repetition rate of 80 MHz. The pulse

length is limited to 120 fs, due to the central wavelength being shifted to ∼1050 nm to

match later amplification stages.

The next stage in the process is the gating out of one of these pulses to seed the

system’s amplification sections. The first stage is pre-amplification, based on OPA [150]

(see section 3.2.3). This amplification technique involves the seed pulse being propa-

gated through a non-linear medium being pumped by a higher frequency, and energy,

pulse from a commercially available Q-switched Nd:YAG laser frequency doubled to
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Laser Parameters Typical Value

Energy before compressor EL0 300

Energy on target EL 150

Focal spot size (F/3.1 Focusing) φ0 4 µm (FWHM)

Pulse duration τp 1 ps (FWHM)

Central wavelength λL 1.053 µm

Optical polarisation p

Peak intensity IL ∼7× 1020 W/cm2

Table 3.1: Table summarising the Vulcan-PW system’s laser parameters, used in the investigations
presented in this thesis.

543 nm, providing 1 J, 15 ns pulses. A Pockel cell is used to select the central 3 ns from

the 15 ns temporally Gaussian profile pump pulse, thus providing an approximately

flat-top intensity profile for the OPA process. The combination of the input and pump

pulses in the non-linear medium, based on a β-Barium Borate crystal, results in the

generation of a third frequency pulse, commonly referred to as the idler, and a net

energy exchange from the pump to both signal and idler.

Before the next stages of amplification the pulse is first stretched. The Vulcan-

PW stretcher is of the so-called ‘Offner triplet’ configuration [151], consisting of two

highly reflective diffraction holographic gratings and concentric concave and convex

mirrors to chirp the pulse. This configuration was selected to obtain a linear chirp over

the maximum bandwidth to optimise stretching and, additionally to reduce spectral

aberrations, as much as possible, which would otherwise affect stages further along in

the system; for example pulse recompression. The effect of the stretcher on the oscillator

pulse is to increase its temporal length from 120 fs to 4.8 ns, making it sufficiently less

powerful and far enough below the damage threshold such that it can move onto the

systems amplifiers. The main Vulcan-PW amplification stages consist of a series of rod,

then disk amplifiers. The rod amplifiers consist of neodymium doped phosphate glan

rods (forming the gain medium), optically pumped by white light flash lamps. As the

pulse propagates to successive amplifiers its diameter is gradually increased (from 9

mm to 208 mm at the end of amplification stage), to avoid damaging amplifier optics.

The resulting pulse energy at the end of the rod amplifiers is ∼85 J. The final stage of

amplification in the system consists of large 208 mm diameter disk amplifiers, which

increase the pulse energy to ∼650 J. The pulse is then propagated through a 19 m

long vacuum spatial filter to remove high frequency spatial noise from the pulse wings,
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enhancing its spatial profile, and enlarging the beam diameter to its final 600 mm size.

Finally, the pulse is re-compressed from 4.8 ns to ∼500–700 fs, using the compressor

(shown in Fig. 3.11(b)), which consists of two 940 mm diameter diffraction gratings,

with 1480 lines/mm separated by 13 m, with the opposite sign dispersion to those used

in pulse stretching.

To further improve compression and the spatial quality of a pulse (and subsequently

the focal spot quality) an adaptive optic (AO) module is employed, in conjunction with

a Shack-Hartmann wavefront sensor (see section 3.4.2) to monitor wavefront distortions

present in the beam introduced from propagation through the laser chain. Measure-

ments from the wavefront sensor are sent to the AO so wavefront distortions away from

an ideal flat wavefront can be corrected. It achieves this through 64 piezoelectrically

controlled actuators in a 2D array manipulating a 120 mm diameter deformable mir-

ror. Employment of this system can improve pulse focusability by more than a factor

of 2, accordingly increasing intensity by ×4; thus an AO system is a vital part of a

high-power laser system.

Once inside the target chamber a turning mirror directs the pulse onto a conven-

tional OAP F/3.1 (f= 1860 mm) focusing mirror (Fig. 3.8(a)), of diameter of 620 mm.

The typical best focus spot formed by this optic is of size φ0≈ 4 µm (FWHM) and

encircled energy of ∼28%. This, in conjunction with a compressor throughput of be-

tween ∼50–60% (monitored on each experiment), yields an on-target peak intensity in

the region of 1019–1020 W/cm2.

Pulse characterisation is achieved on this system through a sample of the pulse

formed by a leakage taken from a turning mirror located inside the compressor, which

seeds numerous diagnostics. These include pulse length characterisation employing

a second order autocorrelator [152], and an additional wavefront sensor to record the

wavefront quality of the pulse prior to focusing (covered in more detail in section 3.4.2).

A calorimeter situated in this diagnostic area enables an accurate measurement of the

pulse energy pre-compressor.

In terms of temporal intensity contrast (discussed in section 3.2.4), of the Vulcan-

PW system, it has been measured to be ∼108 on the ns-scale prior to the main pulse.

This still results in the pre-ionisation/deformation of the target prior to the arrival of

the main pulse. Therefore, it is typical to operate with the addition of a plasma mirror

(see section 3.2.5) on this system, to enhance the pulse contrast, up to ∼1010.
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Figure 3.12: Overview of the PHELIX laser facility, with (a) a schematic diagram of the laser system
and target area, indicating the position of (b) the interaction chamber, and (c) the pulse compressor.

3.3.2 PHELIX

The second laser system employed to obtain results presented in this thesis (in particular

chapter 6) is the Petawatt High Energy Laser for heavy Ion eXperiments, or PHELIX,

system based at the Gesellschaft für Schwerionenforschung, GSI, facility near Darm-

stadt, Germany. A simple schematic layout of this system and its interaction chamber

is found in Fig. 3.12. The general parameters this system delivers, of interest to an

experimentalist, are summarised in Tab. 3.2.

Similar to the Vulcan-PW laser, this is also a Nd:Glass based system, operating at

a central wavelength of 1053 nm, based on the CPA technique. The formation of an

intense pulse at PHELIX begins with an oscillator (a commercially available Coherent

Mira device) generating 100 fs, 4 nJ pulses. A selected pulse is then either stretched to

a duration of 2.4 ns, or first passed through the optional ultra-fast optical parametric

amplifier (uOPA) [153] module before nanosecond time-scale stretching. Employment

of the uOPA allows for enhanced and tunable temporal intensity contrast, from 107–

1010 at 100 ps.

After stretching the pulse is then amplified through the combination of a pair of
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Laser Parameters Typical Value

Energy before compressor EL0 180 J

Energy on target EL 140 J

Focal spot size (F/1.5 Focusing) φ0 4 µm (FWHM)

Pulse duration τp 700 fs (FWHM)

Central wavelength λL 1.053 µm

Optical polarisation s

Peak intensity IL ∼3× 1020 W/cm2

Table 3.2: Table summarising the PHELIX system’s laser parameters, relevant to the investigations
presented in this thesis.

titanium doped regenerative amplifiers. This increases pulse energy to 30 mJ. The pulse

is then further amplified by a series of pre-amplifiers, leading to a pulse energy near 5

J. At this stage any major wavefront aberrations present, resulting from the previous

stages, in the pulse are corrected through the use of a deformable mirror coupled with

a Shack-Hartmann wavefront sensor (see section 3.4.2).

To avoid the damage threshold of preceding optics the pulses are spatially expanded

to 70 mm in diameter after the pre-amplification stage. After this it then passes to

the main amplification stage consisting of five double pass flash lamp pumped Nd:glass

cassettes which can amplify the pulse up to a maximum energy of 250 J; though this

is typically limited to around ∼180 J. After amplification the pulse then moves to the

compressor (pictured in Fig. 3.12(c)) where its duration is reduced to its gain narrowed

bandwidth limit of ∼600 fs.

An F/1.5 copper coated OAP with a 300 mm diameter (Fig. 3.8(b)) is employed

to focus pulses. This results in a minimal best focal spot size of ∼4 µm (FWHM) with

an encircled energy up to ∼20%; achieving a peak intensity of the order 1020 W/cm2.

3.4 Laser-solid experimentation: Diagnostic techniques

This section will discuss the diagnostic techniques employed in this thesis to charac-

terise laser-solid interactions. Techniques can be broadly categorised into one of three

groups, these being; (i) particle (such as electrons and ions) imaging and spectroscopy,

(ii) photon (such as x-rays) imaging and spectroscopy and, finally, (iii) optical diag-

nostics. The diagnostic techniques employed in this thesis fall into the particle imag-

92



Chapter 3. Methodology: Lasers, diagnostics and simulations

ing/spectroscopy and optical diagnostics categories. Each of these enable insight into

the interaction dynamics, and will be presented in detail in this section.

3.4.1 Energetic particle diagnostics

The characterisation of the energetic particles generated in a laser-plasma interaction is

fundamental to this research area, with numerous techniques being developed in recent

years to measure the spatial and spectral information contained within this emission.

The first two results chapters (chapters 4 and 5), in some aspect, deal with the

characterisation of the energetic proton beams generated in these interactions. To

extract spatial and spectral information from these beams the method of radiochromic

film spectroscopy is used; which is described in the coming section. The final results

chapter (chapter 6) involves the detection of fast electrons escaping the interaction

target. To make such a measurement, a widely used detector known as image plate is

employed; covered in detail later in this section.

Radiochromic film spectroscopy

Two key parameters fundamental to characterising a beam of protons generated during

a laser-foil interaction are its spatial and spectral properties, such as those described

in section 2.7.1 for ion beams resulting from the TNSA mechanism. A number of

techniques can be employed to measure the spatial-intensity profile and energy spec-

trum of emitted proton beams, such as copper activation [154], contact radiography

[155], or the use of a Thomson parabola spectrometer [156]. The main proton energy

and spatial-intensity profile technique employed in this thesis (in chapters 4 and 5)

is Radiochromic film (RCF) spectroscopy. Details on other commonly used ion beam

characterisation diagnostics are summarised in a review article by Roth [157].

When an ion interacts with a material it deposits energy, with a stopping power

proportional to the square of its charge and inversely proportional to its energy. Gen-

erally as the ion’s velocity is reduced when traversing the material its stopping power

increases. The result of this is increased energy deposition the further the ion propa-

gates in the material, leading to the characteristic Bragg peak in which the ion deposits

the majority of its energy, shortly before the energy sharply falls to zero.

Taking advantage of this energy deposition behaviour, to characterise features of

laser-driven proton beams, is the commonly employed proton imaging and spectral
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Figure 3.13: Composition of the two RCF types employed in this thesis; (a) HD-V2 and (b) EBT2. (c)
Design of a typical RCF stack employed on laser-foil interaction experiments.

characterisation technique known as Radiochromic film (RCF) spectroscopy. This tech-

nique involves the use of layers of proton sensitive film in a stack configuration, often

separated by filters; a configuration commonly referred to as an ‘RCF stack’. This diag-

nostic has become a standard for proton beam characterisation in laser-driven research

due to preferential sensitivity to protons, and its ease of use and reliable nature. Ad-

ditionally, the fact that information can be retrieved relatively quickly (as no chemical

based development is required) makes it a desirable diagnostic.

RCF itself is a dosimetry film, composed of layers of plastics and an organic, self-

developing dye which alters in optical density (OD) with deposited dose, defined by

Eq. 3.6, when irradiated by ionising radiation, such as protons, electrons or x-rays.

OD = − log10

(
I

IBD

)
(3.6)

Here, I is the intensity of a given pixel and IBD is the maximum possible pixel value

for an image of certain bit depth (i.e. 65535 for a 16-bit image). This value, I, is key

as it is directly correlated to the incident radiation flux, where a higher OD of the dye

colour (darker areas on the film) represents a higher deposited dose. This aspect of

the film therefore enables the number of protons in the beam to be estimated. Various

types of RCF are commercially available, each differing in composition, displaying

varying sensitivities to different radiation flux ranges. For the measurements presented
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in this thesis, the two forms of RCF employed are HD-V2 and EBT2 (manufactured

by Vertec); the composition of each is displayed in Fig. 3.13(a)-(b). Both contain

the same imaging layer, i.e. the organic dye, however the composition of filtering and

thickness of the imaging layer is different. The RCF form EBT2 has a relatively thicker

active layer with respect to HD-V2, resulting in it being comparatively more sensitive

to protons, due to a higher deposited dose as protons traverse this region. Accordingly

EBT2 is usually situated relatively ‘deep’ in a stack configuration for the detection of

the higher energy and lower flux end of the proton spectrum. Both types of RCF have

been implemented and characterised on numerous laser-solid interaction experiments.

Figure 3.14(a) displays example data for a typical proton beam produced by a laser-foil

interaction imaged at various energy levels employing RCF spectroscopy.

The stacked nature of the diagnostic is required to measure the spatial-intensity

profile of accelerated protons as a function of proton energy, accomplished by the way

protons deposit their energy in matter. A typical RCF stack design is presented in

Fig. 3.13(c). As previously described, they deposit almost all of their energy at the

end of their propagation depth, commonly referred to as the Bragg peak. The depth of

the Bragg peak is dependent on the proton’s energy; with lower energy protons being

stopped earlier in the stack, whereas more energetic protons propagate deeper. Thus

with careful stack design, taking into account the stopping of various proton energies,

one can effectively image the proton beam at various RCF levels, each corresponding

to a narrow range of proton energies contributing the majority of dose on that layer.

The energy of a certain layer is taken as the energy associated with the central Bragg

peak for that layer. This allows for the effective reconstructing of the emitted proton

spectrum, described later in this section.

In terms of the stack filtering design, the front most layer is typically a thin layer

of aluminium (Al) foil (∼10 µm), required to prevent heavier ions depositing energy in

the RCF layers. As such the RCF stack is preferentially sensitive to protons; confirmed

experimentally in Borghesi et al. [158] by placing a layer of CR39 (a detector of

single ions which can distinguish between species) within a stack. Furthermore, this

foil layer helps to prevent optical damage of the front most RCF layers from laser

light which may be transmitted through the interaction target. The energy resolution

which can be achieved with such a device depends on the filtering selected between

RCF layers. Depending on the desired energy steps, filters such as Mylar (C10H8O4)
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Figure 3.14: (a) Typical results of RCF film exposed to a laser-driven proton beam, imaging at various
proton energies (as indicated). (b) Stopping range for various energy protons (as indicated) in a Mylar

filter; calculated using SRIM software.

(which has a similar stopping power to RCF), copper (Cu) (high stopping power and

can be activated by protons), and iron (Fe) (high stopping power, but less prone to

activation) are commonly employed to enable a range of energies to be resolved, due

to the modification of the stopping profile throughout the stack. That being said, the

highest energy resolution possible with a stack is one composed entirely of RCF, as every

layer is a detector, with resolution typically around 1 MeV due to the inherent thickness

of a piece of film acting as a filter. To design an RCF stack, proton stopping curves

are calculated using the Stopping and Range of Ions in Matter (SRIM) software [159],

to calculate stopping range tables for the stack composition. Example stopping curves

for various energy protons in Mylar are shown in Fig. 3.14(b). When copper filters

are employed in the stack an additional measure of the proton energy spectrum can be

obtained by exploiting the nuclear activation of copper due to irradiating protons. In

63Cu a (p,n) reaction forms 63Zn, which is unstable, and consequently emits positrons

with a 38.47 minute half-life. Measuring the degree of activation of various layers of

Cu throughout a stack allows a spatially integrated proton spectrum to be obtained,

as demonstrated in McKenna et al. [160], using purely Cu stacks. Furthermore, it is

possible through Cu activation to measure the spatial intensity profile of the proton
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beam, similarly to RCF, through contact radiography with image plate (see section

3.4.1), demonstrated in Clarke et al. [155].

In terms of stack implementation in an experimental set-up, it is typically mounted

approximately 30–70 mm behind the interaction, to capture the entire proton beam

emitted from the target rear. Transversely, the RCF stack can be positioned either

in-line with the target normal axis, or along the laser axis to decconvolve the direction

of the proton beam. In most cases, however, the stack is close enough to the interaction

that both components can be detected on the same film layer.

To extract the deposited proton dose, the exposed film is first digitised using a

high-resolution optical flat-bed scanner (Nikon CoolScan3000), in transmission, with a

spatial resolution of >600 pixels/inch. This ensures the high resolution nature of the

film is reproduced in the output image. The scanner consists of an array of light emitting

diodes, at three wavelengths of 643 nm, 532 nm and 474 nm, and a 16-bit colour CCD to

measure the transmission intensity of each wavelength through the RCF. Three colour

channels are required as each has a different response at various proton dose ranges.

For example the 643 nm channel responds with a large change in optical density at

low protons doses, but exhibits a near flat response at doses exceeding a few hundred

Gray. Thus this channel is used for extracting RCF information with relatively low

doses present. Conversely the 474 nm channel shows little optical density change until

the dose exceeds a few hundreds of Gray, but displays a monotonic response to tens of

thousands of Gray, thus making this wavelength channel ideal for extracting relatively

high doses.

In order to convert the optical density of each pixel in the image to proton dose, a

calibration of the number of protons to OD for each RCF type is required. This was

achieved by employing a conventional proton accelerator at the University of Birming-

ham (MC40 cyclotron) to deposit a well-characterised current of energetic protons onto

sample pieces of RCF.

Once the RCF data is digitised and the conversion from optical density to proton

dose has been performed, the energy spectrum of the proton beam can be reconstructed

by determining the number of protons, Np, detected on each RCF layer, each with a

central Bragg peak energy of EBp. As such, the magnitude of Np is proportional to the

total energy deposited within each layer, ET , of thickness dl and density ρl. This can

be calculated by summing up the measured dose, D, and area, A, for each pixel, i, of
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the image;

ET = dlρl

N∑
i=1

(DiAi) (3.7)

Np =
ET

EBpdE
(3.8)

where, dE, is the difference in energy between protons stopped at either side of the

RCF layer.

RCF spectroscopy not only allows for characterisation of the proton beam energy

spectrum and spatial-intensity profile, but additionally the determination of two im-

portant parameters linked to these; (i) the beam divergence, and (ii) the laser-to-proton

conversion efficiency (as discussed in section 2.7.1). The proton beam divergence is com-

monly quoted as the beam cone half-angle, θD, which is calculated using the trigono-

metric function θD= tan−1(rD/z); where rD is the radius of the proton beam circle (or

an approximated quantity) produced on the RCF layer, and z the distance from target

to RCF layer being analysed. The laser-to-proton conversion efficiency is calculated

using the obtained proton spectrum. From this the total energy contained within the

spectrum can be calculated (knowing the number of protons at each energy level), and

taking this value as a percentage of the laser energy incident on-target, thus giving a

measure of the laser energy converted into energetic protons.

Image plate

Image plate (IP) was employed to detect and record the emission of energetic electrons

(employed in chapter 6). IP is most commonly used for the detection of x-rays in med-

ical and biological imaging applications [161]. However, this detector type is also used

as a particle detector, due to it displaying sensitivity to all forms of ionising radiation,

including protons, x-rays and, importantly for this work, electrons. Additionally it dis-

plays extremely high sensitivity, a linear response over a large dynamic range and high

spatial resolution. It has become a standard detector in numerous diagnostics and has

been employed in many laser-plasma experimental investigations and characterisation

studies [162, 163, 164].

IP is a proprietary ionising radiation detector film produced by FujiFilm, which

consists of a luminescent phosphor layer (formed from BaF(Br0.85I0.15):Eu2+) supported

by a steel layer. Some forms of IP also include a protective Mylar layer, such as the

98



Chapter 3. Methodology: Lasers, diagnostics and simulations

Protective Mylar - 10 µm

Phosphor - 150 µm

Steel base - 250 µm

Defect

Conduction band

Valence band

Eu2+ Eu3+

632 nm
Photon

390 nm
Photon

Ionising 
radiation

(a)

(b)

Figure 3.15: (a) Composition of the image plate type employed in this thesis. (b) Illustration of the
atomic level transitions which occur during the exposure to ionising radiation and subsequent scanning

of the image plate, in the image plate’s active phosphor layer.

one employed in this thesis (shown schematically in Fig. 3.15(a)).

The principle of operation of IP involves the ejection of a photoelectron when Eu2+

ions are ionised to Eu3+ due to exposure to ionising radiation. This excited photoelec-

tron moves to the phosphor’s conduction band where it is subsequently trapped by the

presence of lattice defects. This trapping is metastable, with a lifetime of many hours.

In effect these trapped electrons hold information regarding the ionising radiation which

put them in that state.

In order to record the information stored in the plates a scanner based on photo-

stimulating emission is employed. The exposed IP is placed in the scanner where a

tightly focused 632 nm laser scans across the plate exciting the trapped electrons. This

results in their decay from the metastable state and subsequent recombination with the

Eu3+ ions. This transition results in the emission of a 390 nm photon, which is detected

through the use of a photomultiplier tube and amplifiers. This transition behaviour is

illustrated in Fig. 3.15(b). The readout process removes 60–90% of the stored data,

depending on scanner performance [165]. This photostimulated luminescence (PSL)

signal is then converted into a digital image representing the signal on the exposed

plate. A major advantage of this form of particle imaging compared to other forms

(such as RCF or film based techniques) is after all the trapped electrons have been

de-excited (through the scanning process and subsequently exposure to white light

cleaning) the piece of IP can be reused for subsequent measurements.

The phosphor crystalline structure is of the order 5 µm, as such this sets the lower

limit of spatial resolution this imaging technique can accomplish. However, the resolu-
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tion is limited by the size of the probing laser’s focal spot, typically around 25–50 µm.

Due to the nature of spontaneous decays from the metastable state, IP can lose be-

tween 10–15% of its signal within the first hour after exposure to radiation. Therefore,

the digitisation of data is ideally conducted within 15 minutes of exposure, with steps

taken to prevent the IP being exposed to ambient light which will de-excite trapped

electrons.

The image recorded by the scanner’s CCD are 16-bit grey scale images, and thus

do not represent the photo-stimulated luminescence of the exposed IP. One must first

convert to a physical PSL unit, achieved using the formula below (Eq. 3.9) [166]. This

value relates the energy stored in the promoted electron in the IP to the light detected

by the scanner.

PSL =

(
R

100

)2(4000

S

)
10L[G/(2

B−1)−1/2] (3.9)

where R is the scanner resolution, S is its sensitivity setting (possible values of 1000,

4000, 10000), L is the latitude, B is the image dynamic range (typically 16 bits), and

G is the raw image grayscale value. The latitude and sensitivity values of the scanner

determine the range of signal intensities that can be determined from the IP by a single

scan. The latitude (L) parameter is represented by a number which is the log to the base

of the range of intensities measured, with possible values 4 and 5, corresponding to the

dynamic ranges of 104 and 105, respectively. The sensitivity (S) parameter represents

the intensity level at which the signal is measured, set by the scanner. Typically the

number of photoelectrons promoted to the conduction band is significantly high such

that saturation of the CCD image occurs during a single run of the scanner. Therefore

IP typically requires numerous scans in order to decrease the signal before sensible

data (i.e. within the image dynamic range) can be obtained. As such the number of

scans gives a measure of the IP’s level of exposure and thus must be accounted for in

order to compare the signal level between various pieces of exposed IP. This is done by

producing a response function (of exponential decay form) for the degree of IP signal

drop-off as a function of number of scans, then employing this to scale the unsaturated

signal back to its effective value at ‘zero’ scans, i.e. signal before scanning.

Specific to this thesis (in particular the investigation presented in chapter 6) is

the use of IP as a detector of the number of escaping electrons during a laser-foil

interaction. It is therefore necessary to have a calibration to convert the measured PSL

signal to physical electron numbers deposited on the IP. Electron calibrations of IP are
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typically conducted by irradiating a plate with a known electron current at a given

energy, such as employing commercially available electron guns, with energies up to 30

keV. However, in laser-solid interactions, higher energy elections are typically produced

(tens of MeV range). To this end, a calibration of IP response for electron energies in

the range of 100 keV to 4 MeV was conducted, reported in Chen et al. [167]. This

was achieved using the electrons generated from a short pulse laser irradiating a solid

density target, then using an electron spectrometer to disperse the broadband energy

spectrum produced. Using the calibration produced in this work [167] the number of

electrons incident on exposed IP can be determined.

3.4.2 Optical diagnostics

Another key set of measurements are those made using optical techniques. This section

covers the optical diagnostics employed throughout the results chapters, from measure-

ment of the laser energy not absorbed by the plasma, to the characterisation of the

wavefront quality of the intense pulses used.

Plasma reflectivity

Measurement of laser absorption in a laser-plasma interaction is key to understanding

energy coupling to energetic particles and photons, and consequently, the development

of applications of the resulting beams. This is the main topic under consideration in

chapter 6.

To quantify the degree of laser energy absorbed by the plasma it is common to

measure the laser energy which has not been absorbed, i.e. light reflected from the

target. This unabsorbed (reflected) light can be split into two components; specularly

reflected light and scattered light (the characterisation of which will be covered in

the next section). One approach to characterising the specular reflected component is

through imaging. This is typically achieved by employing a diffusely reflecting scatter

screen to collect the reflected beam and a CCD camera in conjunction with a telephoto

lens to image the spatial distribution and photon density. The screen acts similarly

to a Lambertian surface, in that it scatters incident light by the same amount in

all directions making its apparent brightness independent of observation angle. To

101



Chapter 3. Methodology: Lasers, diagnostics and simulations

1ω CCD  

2ω CCD  

Beam 
splitter

Telephoto 
lens

Scatter 
screen

Laser

Target

Figure 3.16: Illustration of the typical set-up employed to characterise the laser light specularly reflected
from the target plasma, in terms of energy content, spatial-intensity profile and conversion to harmonics.

ensure that only reflected laser light is imaged, an interference filter at the laser central

wavelength is included before the CCD camera. Furthermore, additional cameras which

are optically filtered at harmonics of the laser wavelength may be included to image the

screen at these frequencies, to enable characterisation of the conversion to harmonics

of the fundamental laser wavelength. The basic configuration of such a device, imaging

at the laser’s central frequency (1ω) and its second harmonic (2ω) is illustrated in Fig.

3.16.

To convert the photon signal measured by the CCD camera to the actual laser

energy reflected by the target one must conduct a calibration procedure. This typically

involves the direct irradiation of the scatter screen with known laser pulse energies,

enabling images to be recorded and a calibration to be performed. A similar process

will be employed in chapter 6, where more detail can be found. Alternatively, an energy

calorimeter may be employed to collect the reflected light, giving a direct measure of its

energy content. However, using this approach no spatial information contained within

the reflected light can be recorded as the calorimeter spatially integrates.

Integrating Sphere

Measurement of laser absorption in a laser-solid interaction is achieved through the

characterisation of laser light which has not been absorbed by the interaction, either

specularly reflected or scattered by the target plasma, as discussed in the previous
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Figure 3.17: (a) Illustration of the basic principle of an integrating sphere operating on a laser-foil
interaction investigation (b) Photograph of the integrating sphere developed for use in this thesis (more

details in chapter 6).

section. Again this is the main topic under consideration in chapter 6, where the

device presented in this section, the integrating sphere, is employed to quantify the

scattered laser light component.

An integrating sphere (also commonly called an Ulbricht sphere) consists of a hollow

spherical cavity with an interior surface coated with a diffuse reflective medium, with a

high reflectance. Its primary function is to spatially integrate radiant flux (light). Such

a device is illustrated in Fig. 3.17(a), including an image of the sphere manufactured

for employment in this thesis (Fig. 3.17(b)). Before one can optimise the design of a

sphere for experimental employment it is beneficial to understand the working principle

of the integrating sphere. The first practical demonstration of an integrating sphere was

in 1900 [168], and since then it has become a standard instrument used in the charac-

terisation of light sources in terms of optical power and spectral content. Additionally,

they are commonly employed in the measurement of reflectance or transmission of a

sample material [169]. Integrating spheres have been employed on numerous laser-solid

interaction experiments investigating the absorption of laser energy into target plasma

[75, 170, 171, 172].

In terms of the sphere operation, when light is incident at any point within the

sphere, in principle, it is distributed evenly to all points, through numerous scattering

events. Thus the radiation exchange between two points is independent of the ‘viewing

angle’ and the distance between points. The fraction of flux received at any particular

area of the sphere is therefore the same for any other area of the same size within the
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sphere. An integrating sphere can hence be thought as a diffuser which preserves the

amplitude of incident light but destroys any spatial information. The light signal inside

the sphere is best described by its radiance, L, i.e. the flux density per unit of solid

angle. The radiance inside a sphere is dependent upon the light entering the sphere,

the wall coating reflectivity, the sphere surface area, the multiple reflections made and

losses due to openings in the sphere (such as entry and diagnostic openings, commonly

called ports), as shown in Eq. 3.10 below;

L =
Φ

πAS

p

1− p(1− f)
(3.10)

where Φ is the amplitude of the light introduced to the sphere, As is the sphere wall

surface area, p is the wall coating reflectivity and f the port fractional area. The first

set of terms is approximately the radiance of a diffuse surface, and the second set a

dimensionless quantity known as the sphere multiplier. This term accounts for the

increase in radiance due to the multiple reflections and reductions due to ports in the

sphere. It is essentially related to the average number of times a photon is scattered

inside the sphere before it is either absorbed or escapes through a port. One may

think that a simple approach to obtaining the radiant flux density inside an integrating

sphere is simply the input flux divided by the sphere surface area. However, the effect

of the sphere multiplier, i.e. numerous reflections, is that the sphere signal is at least

an order of magnitude higher than this simple approach would predict. For a real

optimum integrating sphere a rule of thumb for the main parameters used to calculate

the radiant flux are; 0.94< p <0.99, 0.02< f <0.05 and a sphere multiplier in the range

of 10 to 30; based on the total area of ports being less than about 5% of the surface

area of the sphere [173].

Numerous factors must be considered in designing an integrating sphere. These

include optimising performance by maximising both the sphere diameter with respect

to any ports, and the coating reflectivity. Additionally an appropriate choice of inner

coating is critical, where two factors must be considered; (i) coating reflectivity and (ii)

durability. As shown in Eq. 3.10, the sphere operation is highly sensitive to the coating

reflectivity. A small change in reflectivity will significantly alter the sphere radiance

measured, due to the importance of reflectivity to the sphere multiplier value and thus

coating selection is key to optimal operation. Common coatings include magnesium ox-
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Figure 3.18: (a) and (b) Photographs showing the collection of target debris inside an integrating sphere,
resulting after several laser-solid interaction shots.

ide and barium sulphate [172], for visible to near-infra-red light characterising spheres.

Additionally, PTFE plastics are often employed to manufacture any items used within

an integrating sphere (as will be used in chapter 6) to reduce adverse effects, such as ab-

sorption and scattering, which decreases the sphere’s spatial uniformity. Furthermore,

an important coating requirement is that it should not fluoresce. A coating possessing

this property would absorb short wavelength photons and re-emit at relatively longer

wavelengths and thus over the many reflections photons make within a sphere this

effect can become significant to output results. Specific to the use of an integrating

sphere in this thesis, for the characterisation of a laser-solid interaction, is the effect

of target debris on the sphere operation. Figure 3.18 shows an image of target debris

collected inside a sphere after several laser shots. This will alter the sphere reflectance

and durability, and consequently integrating ability and thus it is highly important to

minimise, or at least quantify, the effect of debris on results.

To measure the radiant flux in a sphere, a detector must be included, which ideally

only collects light which has been diffusely scattered in the sphere, i.e. no direct

illumination from the light source. This is often some form of energy meter (such

as an energy calorimeter), or an optical device, such as a CCD camera or an optical

spectrometer (as will be employed in chapter 6). Due to small alterations of the coating

reflectivity or integrating ability resulting in significant difference in the sphere signal,

careful calibration of the detection system response is vital before measurements can be

preformed [174]. This is achieved by using the sphere to measure a well characterised

(in terms of energy) light source, i.e. by supplying pulses of known energy into the
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device.

Specific to the use of an integrating sphere in this thesis, is the use of two optical

spectrometers as the detection system (more details in chapter 6). Optical spectrome-

ters have become popular devices in laser-plasma interaction studies, used to measure

the intensity (number of photons) of a sample of light as a function of its wavelength.

An optical spectrometer, in its simplest form, comprises of a dispersive component to

spatially separate individual wavelengths, such as prisms or diffraction gratings, and

an optical detector, often a CCD camera. In this thesis two optical spectrometers were

employed, an Ocean Optics (Maya2000Pro) and an Andor Shamrock (303i). For each,

a Hg-Ar light source, with a well characterised emission spectrum, was used to calibrate

the spectral response of the spectrometer.

Neutral density filter characterisation

In all the optical diagnostics presented in the previous sections, the use of neutral

density filters is typically required to avoid the saturation of optical sensors, or the

possible damage of optical components. A neutral density (ND) filter is an optic used

to attenuate the intensity of light propagating through it, at all wavelengths equally.

Whereas this may be true in photography involving visible light, the response of a ND

filter can be significantly different at the infra-red wavelengths employed here.

The ‘ND Number’ of a given filter (essentially the filter’s optical density (OD) [Eq.

3.11]) describes the amount of energy it can block, with higher values indicating lower

filter transmission.

OD = − log10

(
T

100

)
(3.11)

where T is the transmission of the filter. This value is often quoted on a ND filter,

but has typically been characterised for the attenuation of 555 nm green light. As

the laser systems employed in this thesis are in the near IR (∼1054 nm) it is highly

important to characterise the response of ND filters at this wavelength. This was

achieved by employing a spectrophotometer; a device used to measure the reflectivity

or transmission properties of a material as a function of optical wavelength. This

enables one to calculate the actual ND value of a given filter as a function of photon

wavelength (Fig. 3.19(a)) and therefore a calibration between the quoted ND value

(at 555 nm) and the required value for 1054 nm light (Fig. 3.19(b)) to be produced.
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Figure 3.19: (a) Plot of the neutral density value for four various attenuation filters (quoted values in
legend) as a function of transmitted light wavelength, measured using a spectrophotometer. (b) Plot of
ND value at 1054 nm light as a function of the quoted ND value, including the equation used to convert

between values.

This value changes significantly across the sampled wavelength range, highlighting the

importance of this characterisation.

Shack-Hartmann wavefront sensor

A key laser parameter, important to the understanding of the results presented in

chapters 4 and 5, is the laser wavefront profile. Numerous optics and thermal gradients

throughout the laser chain can introduce aberrations and significantly alter the pulse

wavefront from an idealised planar profile. This can consequently affect the focusing of

pulses.

A Shack-Hartmann wavefront sensor is employed to measure the wavefront profile

of a light source. In laser systems they are often used in conjunction with an adaptive

optic (AO), to first measure wavefront aberrations and then relay this information to

the AO to correct the wavefront in real time. A Shack-Hartmann essentially consists of

a CCD (or CMOS) camera coupled with an array of micro-lenses, each of equal focal

length, in front of the sensor chip, acting to divide an incoming beam into an array of

smaller beams. Each of these sub-beams is additionally focused by the lens array to

the CCD chip placed at the focal plane of the array; as illustrated in Fig. 3.20. When

a uniform planar wavefront is incident on the array then the focal spots formed by each

lens will be located on the optical axis of the lens, that is to say the image formed is a

grid of equally spaced dots. However, when a distorted wavefront propagates through
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Figure 3.20: Principle of operation of a Shack-Hartmann wavefront sensor for (a) an incident planar
wavefront and (b) a distorted wavefront.

the array this results in the focal point of each lens shifting from the optical axis and

thus the spots on the resultant image will be displaced, or missing, according to the

degree of distortion in the input wavefront profile. The image formed can then be used

to reconstruct the shape of the incoming wavefront, i.e. the local tilt of the wavefront,

incident on the lens array.

The output data from a Shack-Hartmann diagnostic essentially provides a measure

of each type of wavefront aberration present in the incoming wavefront, i.e. deviation

from a desired perfect planar wavefront. The most well known aberrations are astigma-

tism, coma and defocus, however higher order more complex aberrations do exist. The

deviation is typically characterised by the so-called Zernike polynomials. First intro-

duced by Fritz Zernike in 1934, these are used to mathematically describe 3D wavefront

deviations from a flat profile. Each polynomial describes a specific form of deviation

(i.e. coma, defocus, etc.), with their combined sum able to produce a large number of

complex surface shapes, which can be fitted to specific forms of wavefront aberrations.

The sensor produces a Zernike coefficient number for each aberration type, which is

the deviation (in wavelength) from a flat profile. For the work presented in this thesis

(chapters 4 and 5) it is the defocus aberration which is of interest. An aberration of this

form is essentially a curvature of the wavefront, which acts to change the divergence

of a collimated beam. When focusing the laser pulses, this aberration will result in a

displacement of the focal point along the laser propagation axis, due to the pulse having

some degree of either focusing or divergence before arriving at the focusing optic. The

physical distance the focus will shift from the nominal focal position, ∆δ (i.e. for a flat

wavefront), for a given focusing optic, can be related to the Zernike coefficient value,
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ZF , for this aberration type, through the following equation [175];

∆δ =
ZF · 4λL
NA2

(3.12)

where NA is the numerical aperture of the focusing optic employed; related to the

F/# through NA= 1/2F/#. This measurement enables the degree the focus position

has effectively shifted to be quantified and consequently the calculation of the true

peak intensity on-target to be obtained (as the target is aligned to the nominal focus

position). This is key to the results presented in chapters 4 and 5.

3.5 Simulation and modelling

Various simulation tools are employed to aid in the understanding of the experimental

results presented in chapters 4, 5 and 6. These take two main forms; (i) laser-plasma

particle-in-cell (PIC) simulations, and (ii) optical ray-trace modelling.

The latter of these is employed to aid in the design and performance testing of

a novel optic– the main subject of chapter 4. The other simulation tool employed,

laser-plasma PIC simulations, is used to aid in understanding the underlying physics

of the results presented in chapters 5 and 6. Each of these modelling techniques will

be explored in detail in the coming sections.

The scale of computing resources required to perform these simulations varies

greatly depending on the computational power required for each. For example, optical

ray-trace programs can run on a PC, whereas laser-plasma PIC simulations require

computational systems anywhere between small computational clusters to large-scale

national super-computer systems. Simulations may take from seconds to weeks to run,

depending on the simulation parameters and the degree of accuracy/resolution required.

3.5.1 Particle-in-cell simulations: EPOCH

Simulations can give an in-depth, though simplified, view of the evolution of a laser-

plasma interaction, allowing numerous key dynamics to be quantified, which may not

be directly measured experimentally, such as temporal resolution of the complex inter-

109



Chapter 3. Methodology: Lasers, diagnostics and simulations

action dynamics. Analytical models can provide quantification of important interaction

parameters, such as fast electron temperature or absorption scaling, but do not enable

the complex dynamics of the interaction to be explored. As such, the use of more com-

plex numerical modelling techniques provides data which complements experimental

findings.

As seen in section 2.3.1 (Fig. 2.3), as a state of matter, plasma spans a large tem-

perature and density range and thus necessitates the use of a wide verity of simulation

approaches. In the case of laser-solid interactions these can be rather complex due to

state transitions which must occur, i.e. solid to plasma. Generally, the plasma models

used to simulate a laser-solid interaction can be split into three distinct categories;

static, fluid and kinetic. A static model treats plasma as a passive medium which, for

example, can alter the propagation dynamics of an EM wave passing through it. A fluid

model, often referred to as a hydrodynamic model, is more complex, assuming that the

plasma is locally in thermal equilibrium, with particles distributions described by well

defined Maxwellian functions. In this description, the plasma can be represented by

macroscopic variables such as density, pressure, etc. The main use of this modelling ap-

proach is to probe the large scale dynamics of a plasma system. Finally, kinetic models

are the most complex and inclusive. They are used to describe plasmas self-consistently

using particle distribution functions (not assuming Maxwellian forms), often involving

huge numbers of electrons and ions. This is the main form of plasma modelling utilised

in this thesis, taking the form of simulations based around the particle-in cell (PIC)

approach [176].

The fully kinetic treatment of the evolution of each particle species in this modelling

approach can be found by solving the Fokker-Planck equation;

∂f

∂t
+ v · ∂f

∂x
+ q

(
E +

v

c
×B

)
· ∂f
∂p

= C(f) (3.13)

Each species is described by a distribution function, f(r,p, t), and collisions between

the species are accounted for by the C(f) term. In the case of PIC simulations, a

fixed ionisation state and a collisionless plasma is assumed and therefore the collisional

term is zero. In this special case, Eq. 3.13 is referred to as the Vlasov equation. The

distribution function, contains 6 dimensions; three spatial and three momentum. This

is highly complex to solve due to the large number of particles involved in a laser-solid
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Figure 3.21: Illustration of the steps involved in the simulation of a plasma system employing the PIC
approach.

interaction, and hence computationally intensive. To address such concerns, the PIC

method represents the real large number of particles in the plasma by discrete, statisti-

cally weighted ‘macroparticles’ of a much lower number. These macroparticles occupy

a finite volume and shape, as they represent a large number of real particles, assumed

to have no internal degrees of freedom. Importantly, the macroparticle distributions

evolve in the same way as the particles they represent. To calculate parameters of the

macroparticles, such as position (ri), velocity (vi), current (ji) and density (ρg), they

are mapped onto a grid. Once these parameters have been calculated for a given grid

cell, Maxwell’s equations are employed to calculate the resultant electric and magnetic

fields, (Eg and Bg). These are then used to calculate the resultant motion, and thus

new position, of the macroparticles through the Lorentz force description. This motion

changes the current and particle density, and thus the calculation loop begins again and

is iterated for the simulation duration. Figure 3.21 illustrates this PIC cycle approach.

A more detailed description can be found in Ref. [176].

Key insights into the physics occurring in a laser-solid interaction can be ascertained

using PIC simulations, though there are certain limitations and potential issues to con-

sider. The number of macroparticles per cell, for example, is key to the reproduction

of realistic physical processes. This parameter determines both the resolution of the

distribution function (i.e. how smooth it is) in phase space and the degree of statistical

noise in output data, which may hide the desired physics under investigation. Further-

more, there are spatio-temporal requirements which are set temporally by the plasma
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frequency (i.e. the highest frequency in the system) and spatially by the Debye length.

If these are not satisfied then numerical instabilities can dominate the simulation. For

example, if the spatial resolution of the simulation grid is not larger than the Debye

length then the system will self-heat until this condition is met, leading to non-physical

results. In terms of limitations to PIC simulations, some physical aspects are typically

left out due to the highly complex nature of the simulations. These often including

particle ionisation and collisions. This again can lead to some non-physical dynamics.

For the work presented in this thesis the EPOCH PIC code was employed (devel-

oped by the Extendable PIC Open Collaboration (EPOCH) project [177]). This is an

open source code, which enables users to edit the code for their desired needs. The

computational memory required to perform EPOCH modelling can be relatively large,

depending on the number of dimensions simulated (i.e. 1D, 2D or 3D), the spatial

extent of the simulation window, and the interaction time which is modelled. This can

lead to memory requirements in excess of hundreds of gigabytes of RAM. Addition-

ally, this PIC code operates through a message passing interface (MPI) protocol, which

enables calculations involved in its operation to be divided over numerous CPUs and

be calculated in parallel, enabling simulation time to be significantly reduced. Fur-

thermore, another computational requirement to consider when using this modelling

technique is the storage of simulation data. This can be relativity large, up to tens

of gigabyte, depending on how often data is transferred from the simulation. Appro-

priate choice of storage is thus important. One must also consider the computation

requirements involved with efficient visualisation of the large quantity of data which

PIC codes output. This again can involve computational clusters, though relatively

smaller in comparison to those required to perform the PIC simulations.

3.5.2 Optical ray-tracing: Zemax

Ray-trace modelling is the primary method by which optical engineers determine the

performance, and optimisation, of an optical system design, such as lens and mirror

combinations. This enables aspects of the operation and limitations to be tested before

the optical system is manufactured. The technique is essentially the tracing of rays of

light as they propagate through an optical system by calculating the angle of reflection,

or refraction, from the optical surfaces, enabling the image forming properties of the
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Optical model

Input parameters 

Focal spot analysis

Figure 3.22: Screenshot of the basic interface of the Zemax OpticalStudio software, used to simulate
and characterise an optical set-up.

system to be modelled.

For the optical modelling purposes of the work presented in this thesis, the Zemax

OpticStudio software was employed. This commercially available optical design soft-

ware is industry-leading, combining complex physics and interactive visuals to analyse,

simulate and optimize optical systems. It is highly comprehensive and can simulate

complex optical systems, allowing numerous standard physical parameters to be gen-

erated, such as the focal spot spatial-intensity distribution, the main ray-trace analysis

tool utilised in chapter 4. Figure 3.22 shows a sample screen shot of the Zemax Opti-

calStudio operation.

3.6 Summary

To conclude, the laser systems and diagnostics employed to make measurements of

laser-solid interactions, forming the results presented in this thesis have been explored.

It has been shown that to characterise a laser-solid interaction in such a way as to

achieve real insight into the underlying physics requires the combination of a number

of technologies, including optimised laser systems and the correct deployment of di-

agnostic techniques. Each of these areas requires significant expertise and planning

in order to come together to ensure a successful experimental campaign. Due to the
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limitations of current diagnostics, especially with respect to time resolving aspects of

the interactions, and the sheer complexity of the physics involved, it is typical to com-

plement experimental evidence with modelling and simulations which help to resolve

the underpinning physics. This involves anything between simple analytical modelling,

to the use of large computing systems to ‘recreate’ the interaction.

In the following chapters the experimental methods and modelling techniques dis-

cussed in this chapter will be employed to investigate several aspects of intense laser-

solid interactions.
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Chapter 4

Development of ellipsoidal

plasma mirrors for focusing of

high power laser pulses

4.1 Introduction

Since the inception of the laser, there has been a constant push in the development

of new laser technologies which has led to an increase in the achievable intensity; of

between 4 and 5 orders of magnitude per decade. This drive towards higher intensi-

ties has opened up new avenues of research in laser-matter interactions and enhanced

the capabilities of well known laser-plasma phenomena, such as laser-driven particle

acceleration, radiation sources and relativistic optics, to name a few. The parameters

of the laser employed are a major factor in the nature of these interactions. There is

particularly sensitivity to the peak pulse intensity. Overall, the ability to tailor the

drive pulse properties, have made many of the recent breakthroughs in laser-plasma

research possible.

To exploit the transformative potential of laser-driven sources, and to open up ex-

ploration of new ultra-intense (>1022 W/cm2) laser-plasma phenomena, such as experi-

mental investigation of strong-field physics studies [178, 179], characteristic parameters

of the drive laser must be improved beyond present state-of-art; specifically the peak

intensity and pulse intensity contrast.

A typical approach employed to boost the peak intensity is to increase the pulse
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energy, or decreasing its duration; both resulting in an increase of peak pulse power.

This is, however, problematic for numerous reasons, including the fact the diameter

of the beam through the laser chain would have to be increased to avoid the damage

threshold of conventional (solid state) optical components. This approach would hence

lead to relatively expensive and larger laser systems. This is the enhancement path

that upcoming laser facilities coming online in the next few years are taking, such as

APOLLON [5] and the Extreme Light Infrastructure (ELI) [6], which are aiming to

deliver peak focal intensities in the range 1022–1023 W/cm2.

Another common route for accomplishing higher peak intensities, not requiring

drastic alteration of the laser system, involves focusing the laser pulse to a smaller focal

spot via the use of a small F-number (F/#) optic. This is somewhat more effective than

increasing the peak power as intensity scales inversely to the square of the focal spot

size. This approach is however not without its drawbacks. Such optics are expensive,

difficult to optimally align, and are more susceptible to damage from solid target debris.

The latter arises due to the fact that as the F/# of a focusing optic is reduced, the

focal length also reduces (for a fixed input beam diameter), increasing the probability

of damage from debris induced by target irradiation. Clearly this approach comes at

risk, with measures having to be taken to protect the optic from the close proximity

to the interaction. There is thus a need for new types of optical components that can

bypass this issue.

One such promising approach is the switch from conventional solid-state to plasma-

based optics. A commonly used plasma optic is the ‘plasma mirror’ (PM) (as described

in section 3.2.5), a versatile and easy-to-use tool, which has become a major component,

routinely utilised in laser-foil interactions [142, 146]. A PM is a single use device

replaced after being irradiated and consequently the issue of debris damage is eliminated

as the optic has already served its purpose before debris reaches it. This enables the

distance from the mirror surface to target (i.e. the focal length) to be dramatically

shortened, enabling the use of small F/# focusing optics. Plasma optics also have the

ability to sustain extremely large amplitude electromagnetic fields, and can therefore

be made more than a factor of ×10 smaller than conventional optics. They are likely

to become an essential tool in the future of laser-plasma interaction research.

To take advantage of the PMs attributes, and the approach of producing higher

peak intensities by focusing to a smaller area, a small F/# focusing plasma mirror
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(FPM) has been developed. This is the topic of this chapter. The main aim of this

development is to extend the peak intensity achievable with high power laser pulses by

more than an order of magnitude, and secondly, simultaneously enhance the temporal

intensity contrast of the pulses, as in the case of conventional planar PMs. Both of

these developments make the FPM a desirable multifunctional optical device. This

will enable the exploration of laser-plasma phenomena at peak intensities of ∼1021–

1022 W/cm2 with facilities available today, providing a window into the new physics

achievable with future multi-PW scale projects.

The use of a such an optic for achieving higher intensities through decreasing fo-

cal spot size was first demonstrated in a proof-of-principle experiment on a terawatt

(TW) level laser system (at Laboratoire pour l’Utilisation des Lasers Intenses (LULI))

reported in Kon et al. [180] and Nakatsutsumi et al. [181]. This work will be explored

further in the next section (section 4.2). Due to the limited prior research in this area,

the development and investigation of a focusing plasma mirror presents an opportunity

for significant progress in this field.

In this chapter, the design, development and testing of our FPM, produced for use

on the Vulcan petawatt laser system at Rutherford Appleton Laboratories, is presented.

The results of an experimental campaign employing the FPM, to characterise its per-

formance, are also presented. The results of this study have been published in Physics

of Plasmas [182]. This work helps to bring plasma-based optical technology closer to

maturity and specifically will help the concept of focusing plasma mirrors move beyond

demonstration towards routinely used tools in laser-plasma research; much in the same

way that planar plasma mirrors have been developed and are now routinely applied to

enhance laser pulse contrast.

4.2 Review of relevant literature

As stated in the introduction, the employment of a FPM for laser intensity enhancement

was first demonstrated on the 100 TW LULI laser system (in its 2ω [528 nm] operation

mode), reported in Kon et al. [180] and Nakatsutsumi et al. [181]. In this work,

a compact (<1 cm3) F/0.4 FPM manufactured from glass (K-PBK40) was developed.

The optic achieved a five-fold reduction in focal spot size (from 4.4 to 0.9 µm) compared
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to the spot formed by a conventional F/2.7 off-axis parabolic mirror, resulting in a

×8 intensity enhancement, due to a relatively low plasma reflectivity of (30±10)%.

They postulated that such low optic reflectivity may have arisen from the low specular

reflectivity in the spatial extremities of the focal spot incident on the FPM surface,

where the fluence is relativity low. Spot measurements were achieved using reduced

laser energy (µJ level), therefore intensity enhancement was indirectly diagnosed by

the measurement of the maximum energy of protons accelerated from a thin target foil

(2 µm gold) positioned at the FPM focus. An increase in the maximum proton energy

was measured from 2.2 MeV, without the FPM, to 10.5 MeV, employing the optic.

The energy of the laser pulse was lowered on shots not employing the FPM to achieve

the same energy on target in both focusing scenarios. The observation of enhanced

proton energies was reproducible from shot-to-shot, indicating a robust and reliable

system for practical use. This FPM demonstration experiment produced focal spots

which contained 17% of the laser energy within the FWHM spot diameter, compared

to 27% in the 4.4 µm focal spot from the OAP. This parameter is key in the application

of any focusing optic, and there is potential to improve this value. They additionally

highlighted in this study the need for high accuracy (∼1 µm) in FPM positioning

relative to OAP input focus and that optic alignment time was approximately less

than the repetition rate of PW level laser systems (∼20 to 30 minutes).

Subsequently the same group trialled a similar FPM using the Vulcan Petawatt laser

[183], once more applying the novel optic to proton acceleration. The optic developed

for this testing was F/0.6, and achieved a ×3.3 demagnification of the spot formed by

a conventional F/3.1 off-axis parabolic mirror (from 6.3 to 1.9 µm). Although the de-

sired FPM demagnification was observed (in the non-plasma regime), testing in plasma

operation, through the optic employment in laser-driven proton acceleration, did not

produce an enhancement in the measured maximum proton energy. Furthermore, the

maximum proton energies were seen to be largely the same for targets ranging from

25 nm to 100 µm thickness. This finding was not expected and could not be fully ex-

plained. It was postulated that spatial intensity fluctuations in the laser beam profile

may have led to imperfect plasma formation on the optic’s surface, consequently af-

fecting the quality of the produced focus. They additionally highlighted that imperfect

alignment of the FPM may have led to the observed result, though this reasoning would

require further investigation in future studies.
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The employment of FPMs are also being considered for use on future multi-PW

level laser systems. For example the 10 PW ELI-Beamlines (part of the Extreme Light

Infrastructure project), is researching their use in order to achieve peak laser intensities

>1023 W/cm2 [184]. This development is not only concerned with investigating ways

to produce the optics efficiently and cheaply (due to them being replaced after every

shot), but additionally the development of theoretical tools to model tight focusing in

terms of laser-plasma interactions [185, 186].

4.3 Principles of operation and design

The first stage in the development of our FPM, is its design. As in the case of the

FPMs in the previous work discussed above [180, 181], the design forming the work

presented in this chapter is based on the confocal ellipsoidal geometry. The base design

involves using this geometry to accomplish point-to-point imaging such that a focal

spot formed by a main focusing optic (typically an off-axis parabola (OAP)) is reimaged

and demagnified at the output focus of the ellipsoidal FPM. A natural place to start

in understanding the process used to design the FPM is to review aspects of ellipsoidal

geometry and its two dimensional equivalent, the ellipse.

Firstly, let us consider the properties of an ellipse. Mathematically speaking an

ellipse is a curve on a plane with two perpendicular axes which define its shape; the

major and minor axes. Situated on the major axis are two focal points, located such

that the length of a straight line from one focus to any point on an ellipse curve, then

to the second focus is constant for any point selected on the curve; equal to the length

of the major axis. Consequently, the foci are of equal distance from the ellipse origin,

a distance referred to as the focal distance, f , given by Eq. 4.1. The first focus will

be referred to as the proximal focus, f1, and the second the distal focus, f2, defined by

which encounters light propagation first.

f =
√
a2 − b2 (4.1)

where a is the semi-major axis length, half that of major axis, and b the semi-minor axis

length the equivalent for the minor axis. This leads to another parameter frequently

119



Chapter 4. Development of ellipsoidal plasma mirrors for focusing of high power laser
pulses

used to characterise an ellipse, its eccentricity, e, representing its shape, described by

Eq. 4.2, when Eq. 4.1 is used to define the focal length. This parameter can have a

value ranging from 0, i.e. a circle, to arbitrarily close to, but <1.

e = f/a =
√

(1− b2/a2) (4.2)

In designing a FPM, it is important to consider how this geometry behaves in terms

of an optical component and why it has been selected as the basis of the focusing plasma

optics design. Primarily, it has been chosen as this geometry allows for point-to-point

imaging, that is from focus-to-focus, which is an attribute which other typical mirror

geometries, such as parabolic and hyperbolic, do not possess. Secondly, and key to the

primary objective of the optic, is the ability of this geometry to enlarge or reduce the

size of an image at one focus when the object is placed at the other, i.e. the optics

magnification, m. Additionally, optically speaking the ellipsoidal shape also possesses

no spherical aberration, giving it additional advantage over other geometries.

The magnification of an elliptical mirror is related to the object distance from mirror

surface, α, and the image distance, β, thus will change as a function of the incident

angle θIn, with respect to the major axis, as this will vary with α and β. All the

parameters used to characterise the ellipse as an optic are depicted in Fig. 4.1(a). The

equations which describe the magnification are given by;

m =
β

α
(4.3)

m =
(1 + e2)− 2e cos(θIn)

(1− e2)
(4.4)

A full derivation of which is found in Stavroudis et al. [187]. It should be noted

these equations, for calculating the magnification, are under paraxial approximation

(i.e. optical rays make a small angle to the optical axis of the system, and remain

close to the axis throughout the system), which are no longer valid when the focal spot

diameter is of the order of the laser wavelength.

Finally converting to 3D ellipsoid geometry is achieved simply by adding a third

axis c, thus rotating the 2D ellipse, and making the length equal to b, producing an

‘oblate ellipsoid’, as displayed in Fig. 4.1(b).

Now that the key equations used to describe an ellipse in terms of its geometry,
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Figure 4.1: (a) Schematic illustration of an ellipse, annotated with the main parameters used to describe
its geometry and characterise it’s optical properties, and (b) diagram of a oblate ellipsoid with the three

axes which define it’s geometry.

and as an optical component have been established, the steps employed in designing

a focusing plasma optic for the purpose of focusing a laser pulse can be presented. In

practical terms, a conventional OAP can be aligned such that its focus coincides with

position f1 of the FPM. As the light diverges beyond this, it reflects from the plasma

it forms on the curved surface and is imaged to position f2. In doing so the focal spot

at f1, i.e. the object, is demagnified at f2, i.e. the image, depending on the chosen

geometry of the FPM and the angle θIn. This concept depicted in Fig. 4.2.

The precise design of a FPM depends on the parameters of the laser system on

which it is intended to be employed; chiefly the laser pulse peak power and the F/#

of the conventional OAP used to bring the pulse to initial focus (at f1). The optic

developed in this work has been designed for use on the Vulcan-PW laser (as described

in section 3.3.1) at Rutherford Appleton Laboratory. This laser delivers 1053 nm light

pulses, with energy up to 600 J pre-compressor (typically ∼200 J on-target including

losses in the compressor), and duration ∼750 fs (FWHM). Pulses are focused using

an F/3.1 OAP to produce a focal spot of typical diameter of ∼4 µm (FWHM). The

resulting calculated peak intensity is of the order of 6×1020 W/cm2 (assuming 30% of

the energy is contained within the FWHM focal spot).

As the purpose of the FPM is to increase the achievable peak intensity through

focal spot size reduction, the first step in it’s design is the selection of a suitable

demagnification. Although the smallest F/# possible is desired, smaller values are

more sensitive to optic alignment. Thus a compromise value is selected which produces

significant intensity enhancement while enabling the ease of use and robustness to a

non-optimum alignment. A demagnification value of 3 (m= 1/3) was selected based on
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Figure 4.2: Schematic diagram showing principle of operation of an ellipsoidal focusing plasma mirror,
where the incoming laser is focused by a conventional OAP to position f1 and the FPM refocusing the

beam to position f2, with the magnification given by β/α.

the F/3.1 OAP, such that the FPM is designed to yield a focal spot size of ∼1.3 µm

FWHM (close to the central wavelength of light used on the Vulcan laser).

The dimensions of the FPM depend on the desired optic energy reflectivity and thus

the incident laser intensity on the optics surface (the reflectivity dependence of plasma

‘switch-on’ laser intensity is discussed in references [141] and [145]). This reflectivity

dependence on incident laser intensity was experimentally characterised in Dromey et

al. [144], showing the conditions under which high reflectivity from a planar plasma

mirror could be achieved. It was observed that as the intensity on the surface of the

PM was increased a region of high specular reflectivity was established. However, fur-

ther intensity increase beyond this region results in the reflectivity rapidly fluctuating

over a large range of values; postulated to occur as a result of the expansion of plasma

exceeding the optimum condition for specular reflectivity (∼Ls > λL). Figure 4.3(a)

displays sample results obtained in this characterisation study of the plasma reflectiv-

ity of a planar anti-reflective coated silica PM as a function of ‘switch-on’ intensity.

A region of high specular reflectivity (∼70%) is established for an incident intensity

around 1015 W/cm2, as shown in Fig. 4.3(a). As such this value was selected for the

incident intensity of the pulses on the surface of the FPM, as this would allow for high

reflectivity, and additionally avoids the large uncertainty in reflectivity occurring close

to the extreme end of this intensity range (1016 W/cm2).

In terms of the FPM geometry (Fig. 4.2) the laser intensity incident on the optic’s
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Figure 4.3: (a) Plot of the percentage of laser light specularly reflected from a plasma mirror as a
function of the incident laser intensity on its surface, with grey points sample data from Dromey et al.,
and a quadratic fit made to this data between the incident intensities of 1013–1016 W/cm2, as illustrated
by the dotted green curve. This data was obtained employing 500 fs pulses and a fused silica planar
PM, with 6° laser incidence angle. (b) Plot displaying the intensity evolution of a diverging Vulcan-PW
pulse after its focal point from an F/3.1 OAP, at f1, where red dashed lines indicate the distance an

intensity of 1015 W/cm2 is located.

surface is determined by the distance the beam expands from f1 to the surface, i.e. α.

Through consideration of Gaussian beam expansion for the Vulcan-PW pulse and fo-

cusing conditions, the distance at which an intensity of 1015 W/cm2 from focus occurs

can be estimated, assuming a uniform expansion. Figure 4.3(b) displays the longitudi-

nal intensity evolution of a pulse, of the Vulcan-PW parameters, as a function of it’s

expansion from best focus. The distance at which the beam has expanded sufficiently

to achieve the desired intensity (marked in Fig. 4.3(b)) is estimated to be 22.12 mm,

thus the ellipse parameter α is obtained.

Two parameters used to define FPM design geometry have now been calculated,

namely magnification and the distance α. The remaining parameters required to ex-

press the optics geometry can now be calculated. The first of these, namely β (the

distance from optic to f2) is found using Eq. 4.3, knowing the magnification (m= 1/3)

and the distance α; a value of 7.37 mm is obtained for β, for this particular magnifica-

tion. Secondly, the aforementioned, main parameters utilised to describe the shape of

a particular ellipse, the semi-major and semi-minor axis lengths, a and b, can be calcu-

lated. The semi-major axis length, a, is calculated using α and β, through 2a= α+ β.
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Figure 4.4: (a) Screenshot of the optical model created using Zemax ray-trace software to model the
FPM design performance, and (b) a zoomed in image of the FPM in the model re-imaging light from

f1 to f2.

The value 14.7 mm is obtained. The semi-minor axis length, b, is then calculated using

Eq. 4.1, where the focal length, f , is selected to result in a distance of 4 mm from each

focus to ellipse vertices, necessary for practical target placement in experimental usage.

Thus the focal length is simply the semi-major axis length minus this 4 mm exclusion

distance seen in Fig. 4.1(a). Therefore f is found to be 10.7 mm, and b=10.1 mm.

The final parameter required in this design stage, for optic alignment purposes,

is the beam input angle relative to the major axis, θIn. For the established design

parameters an input angle of 19.4° is required, obtained using Eq. 4.4.

4.4 Optical ray-trace modelling

To validate the FPM design presented in the previous section, before the optics were

manufactured, analytical modelling was conducted employing optical ray-tracing soft-

ware (Zemax OpticStudio [discussed in section 3.5.2]). This software enables one to

build an optical model of the FPM design re-imaging light from Vulcan-PW F/3.1 input

focusing beam, as displayed in Fig. 4.4.

Using this FPM design ray-trace model one can first validate the design- that is

to say, does the optic give the desired demagnification of an input focal spot. This

is achieved by imaging the input focus (formed by the OAP) and comparing it to the
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Figure 4.5: (a) and (b) Calculated laser focal spot spatial-intensity distributions at (a) f1 and (b) f2
from Zemax ray-trace modelling of the FPM operation.

demagnified output focus of the optic, at f2. Figure 4.5(a)-(b) displays the results

for the input focal spot and the resultant output formed by the FPM. These spots

correspond to a demagnification of ×2.9 (based on the input and output focal spots

of 1.71 µm and 0.5 µm (FWHM), respectively). This modelling was conducted using

532 nm light to enable direct comparison with experimental tests discussed later in the

section 4.7. As established in the optic design section the desired demagnification is ×3,

thus this value is in good agreement. Slight variation in values may be attributed to the

optic inputs and beam configuration quantities in this ray-trace software requiring high

input precision, or purely due to the nature of a small F/# optic focusing close to the

diffraction limit, which may not be fully described by Eq. 4.4. This demagnification

would result in an intensity enhancement factor of×8.4, considering the optics geometry

alone. In plasma operation this will be lower due to the reflection of the optic being

lower than unity, and spatial filtering caused by the lower energy wings of the pulse

not ionising as effectively as the central region, thus a lower reflectivity (intensity

enhancement will be covered in move depth in section 4.7.1). This modelling forms

a key first step in testing the FPM base-design, giving reassurance that the optic

geometry and design will operate as expected in practice. As such the design could be

manufactured for experimental testing, as will be explored in the next section.

The ray-trace model additionally enables the principle that FPM magnification is

dependent on the beam input angle (described by Eq. 4.4) to be investigated. Figure 4.6

summarises the results of the magnification obtained as a function of the input angle.

Good agreement is found between the analytical model (Eq. 4.4) and ray-tracing
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Figure 4.6: Magnification of the input focal spot for FPM design as a function of θIn; where dots
correspond to the ray-trace modelling, black dashed line to the analytical model (Eq. 4.4), and red data

the estimated intensity enhancement factor for a optic plasma reflectivity of 70%.

model. Clearly smaller angles give rise to higher demagnification and thus higher

intensities. The FPM design therefore enables for a degree of tuneability, allowing θIn

to be decreased to ∼9° (this is the lower limit, otherwise the beam will begin to miss

the open aperture of the optic design), decreasing magnification to ∼0.2, and enhancing

intensity by factor of ×18 compared to OAP focus (taking into consideration predicted

70% reflectivity in plasma operation). However, this demagnification is impractical, as

this would in principle result in a focal spot size below the diffraction limit.

4.5 Optic manufacturing

In this section the routes employed to manufacture the ellipsoidal FPM design for

experimental usage are explored. Essentially a method was required which could not

only produce high quality optics (i.e. high accuracy to the design geometry and an

optically smooth surface), thus forming a high quality focal spot, but also in a time

and cost-effective manner, for these optics to be viable devices. The quality of the

spot formed by the optic is determined mainly via the alignment of the input spot to

the input focus of the FPM, i.e. f1, but also depends on the accuracy with which the

surface has been manufactured, thus selecting a suitable manufacturing technique is

crucial. To this end, two techniques were employed to produce the FPM; (1) injection
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moulding, and (2) diamond machining; each of which is explored in this section.

(1) Injection moulding

The first manufacturing technique considered for FPM production was that of injection

moulding. This technique would in principle enable a large quantity of the single-shot

optics to be produced moderately quickly, in a reasonably cost effective manner. It

involves, first, the ultra-precise diamond machining of the FPM design into a metal-

lic mould (Fig. 4.7(a)), which could then be injected with a transparent Poly(methyl

methacrylate) (PMMA) plastic, by a specialist optics company (Eyejusters Ltd [in col-

laboration with Durham Precision Optics]). A number of test runs were conducted

altering injection parameters (such as fill speed, plastic melt temperature, mould tem-

perature, packing pressure) to achieve smooth filling and best reproducibility. The

optics produced (Fig. 4.7(c)) have a near-constant thickness of 4 mm; the limit of

thickness for this particular moulding process. The thicker the part the more rigid it

will be, making it less prone to distortions due to stresses induced by mounting.

Metrology was performed on the manufactured moulded optics surface to determine

replication accuracy and reproducibility. This was achieved employing a 3D profiling

system consisting of a chromatic confocal sensor to precisely measure the surface profile

across the optic face. The results of this characterisation showed that the injection

moulded optics displayed significant shrinkage and warping when compared to the

mould surfaces (i.e. the desired FPM design). These undesired alterations are a result

of shrinkage during the plastic setting stage. As such, this method is not expected to

form the accuracy required, without compensating for alterations from the mould.

Additionally, this characterisation could determine the reproducibility between mul-

tiple optics, achieved by scanning each optic to produce xyz data grid over the same

region on each. For each data point a least-squares fit is performed using the ‘ideal’

surface data as a reference. Overall this study showed a significant non-uniform de-

viation from part-to-part, with an root-mean-square (RMS) variation over the optical

region of up to 5.4 µm (+14/-20 µm peak-to-valley). A mean RMS variation over the

optical region of 0.72 µm was measured. As these optics are for employment on the

Vulcan-PW laser (operating at λL= 1.053 µm), this RMS variation in reflection would

therefore be on the order of the λL. Achieving optical performance close to the diffrac-

tion limit requires wavefront variations far less than the laser wavelength, typically of
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(a)

(c)

(b)

10 mm10 mm

Figure 4.7: (a) Ultra-precise machined mould cast used in the injection moulding process, mounted in
the injection moulding tool. (b) Schematic drawing of the injection moulded optic. (c) Photograph of

the produced injection moulded FPM optic.

the order λL/10. Thus, the surface quality of these optics is not expected to achieve

the high quality focusing required to enhance the intensity.

To summarise, the large magnitude of measured form errors of the moulded optics

was deemed significant enough for this manufacturing technique to be ruled out as

a viable option for production, as the required focusing performance, i.e. close to

the diffraction limit of NIR wavelengths, would not be met. Moreover, even with

compensation of shape errors, which is currently difficult to implement as the simulation

tools required for predicting the required compensation to the mould are inadequate at

the tolerances required, the weak reproducibility between optics was also a key factor

in this method not being feasible.

(2) Diamond machining

Owing to the limitations of the injection moulding manufacturing route, another op-

tion was selected for FPM manufacture. As seen form the injection moulded technique,

issues arose from the plastic injection stage, not from the ultra-precise machining of the

mould itself. As such, ultra-precise single-point diamond machining was selected, to

directly manufacture each optic, by a specialist optical machining company (Durham

Precision Optics). Single-point diamond turning is a technique capable of producing

sub-micron accuracy, even on steep free-form surfaces, as in the case of the FPM de-

sign. The method consists of cutting the optic material with a diamond tool which
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Figure 4.8: (a) and (b) Photographs of the manufactured diamond machined FPM optic showing: (a)
the front surface and (b) a side view, demonstrating the ellipsoidal structure. The fiducial markers
highlighted are used for alignment of the optic. (c) and (d) Schematic drawing of the FPM design,
again showing (c) the front surface and (d) a side view; both annotated with the relevant geometry

positions.

has xyz-translation, while the optic being machined rotates instead of the tool, to cut

the desired shape. Figure 4.8(a)-(b) shows a picture of the final manufactured optic

produced using the machining approach. The ellipsoidal shape was machined into the

middle of a 2 inch diameter reference flat (machined flat), to ensure accurate design

reproducibility. As in the injection moulding case, transparent PMMA plastic was

selected as the FPM material. The optic diameter was selected for mounting in a con-

ventional 2 inch optic mount. A thickness of 20 mm was chosen to provide sufficient

rigidity, minimising surface distortions which may be induced via mounting. Addition-

ally, the FPM mechanical aperture was over-sized to increase the surface acceptance

angle, allowing the optic to work with various input angles, and thus magnifications

(as described in Eq. 4.4).

The path the tool takes while machining is of key importance in minimising tool

position errors. For example, the use of a circular path when forming an elliptical

aperture is not optimal as cutting will be interrupted, leading to larger axial tool

displacement, and the potential for increased shape error. As such the manufacturers of

the FPMs used a proprietary software program to generate an optimal tool path which
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minimises tool movement. The result is a tool path starting at the center of the optic

with a circular spiral trajectory when cutting the reference flat surface then altering to

an elliptical spiral path when cutting the optic design, with the tool never leaving the

surface, minimising production time. The ellipsoid shape has been designed to have a

zero gradient at the centre to avoid possible cutting artefacts induced by residual tool

offset and tool height, as reported in Bourgenot et al. [188].

To summarise, this method is capable of accurately and precisely manufacturing

the desired FPM design, with shape variation of the desired scale for achieving optical

performance close to the diffraction limit (i.e. λL/10). The following section will present

the optical testing of the FPMs manufactured employing this process, focusing on the

optic’s reflectivity, output focal spot characterisation, reproducibility from optic-to-

optic and the sensitivity to alignment.

4.6 Optic reflectivity testing

At this point in the discussion it is useful to present the ‘cold’ reflectivity character-

isation which was conducted on the manufactured optics. The ‘cold’ reflectivity is

the optics reflectivity when it is not in the plasma state, behaving like a conventional

partially reflecting solid-state optic. This parameter is important to quantify as the

contrast enhancement factor of a plasma mirror is equal to the ratio of the plasma

reflectivity to the cold reflectivity [189] (discussed in section 3.2.5), thus informing how

the optic will perform in terms of temporal intensity contrast enhancement.

To achieve this measurement a spectrophotometer was employed. This device allows

a measure of the intensity of light in a particular region of the EM spectrum reflected

from a sample, for a given polarisation and incident angle (or range of angles), to be

measured. Generally the region of the EM spectrum these devices operate in, such

as the one utilised here, is that of visible light, near-UV, and near-IR. Figure 4.9

displays the spectrophotometer reflectivity results for the manufactured FPMs for p-

polarised light, averaged over an incident angle range of 10°–50° (at 5° increments). This

angular range ensures encompassing the full range of illumination angles of the diverging

laser pulse in the optic design, 25°–45°. Additionally p-polarised light was selected as

this is the polarisation configuration of Vulcan-PW pulses. At the operational central
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Figure 4.9: Plot showing the cold reflectivity of the manufactured FPM as a function of the incident
photon wavelength, averaged over a range of photon incidence angles (10°–50°).

wavelength of Vulcan-PW laser, 1053 nm, the average reflectivity was measured to

be (4.3±0.3)%. As such, for the value of plasma reflectivity predicted in the design

stage, 70%, the optic would be expected to increase intensity contrast by a factor of

×16.3. The developed optics did not include an anti-reflective (AR) coating at the

time of testing. Conventionally a plasma mirror includes an AR coating to minimise

the magnitude of cold reflectivity, thus increasing its intensity contrast improvement

ability. The cold reflectivity of an AR PM is ∼0.3% [143], giving approximately an

order of magnitude higher contrast enhancement factor compared to the non-AR FPM

design.

To characterise the plasma reflectivity of the selected FPM substrate material, the

Vulcan-PW laser was used to measure the specular reflectivity of a planar plasma mirror

(PPM), made from the same transparent PMMA material as the FPMs, as a function

of incident laser intensity; thus checking that the selected switch-on intensity value

from the optic design stage gives high specular reflectivity. The sample was irradiated

with p-polarized pulses, at a 35° incident angle relative to the mirror surface (the

same operational incident angle as the FPM). The peak laser intensity was varied by

changing the distance between the optic surface and the laser focus, with a maximum

intensity of approximately ∼1016 W/cm2 achievable using ∼0.25 J pulses from the laser.

These reduced energy shots allowed for a relativity quick succession between shots. The

energy of incident and reflected light was measured using a Gentec pyroelectric energy

131



Chapter 4. Development of ellipsoidal plasma mirrors for focusing of high power laser
pulses

PMMA (Reduced Energy Shots) 

Silica Glass (Full Energy Shot)
PMMA (Full Energy Shot)
Reference Data (Dromey et al)

1012 1013 1014 1015 1016 1017
0

10

20

30

40

50

60

70

80

S
pe

cu
la

rR
ef

le
ct

ed
E

ne
rg

y
Fr

ac
tio

n
(%

)
Incident Intensity (Wcm-2)

Planar plasma mirror Gentec calorimeter

(a) (b)

Figure 4.10: (a) Photograph of the set-up used to characterise the specular reflectivity of a planar
plasma mirror, employing a calorimeter. (b) Percentage of laser light specularly reflected from the
plasma mirror as a function of the laser intensity at the plasma mirror surface. Red data points are the
results from reduced energy Vulcan-PW pulses on a flat PMMA sample and the grey points correspond
to reference data from Dromey et al. [143] for a 500 fs pulse and a fused silica PPM, with 6° laser
incidence angle. A quadratic fit is made to this data between the incident intensities of 1013−1016

W/cm2, as illustrated by the dotted green curve. The blue and pink data points represent full energy
shots on flat samples of silica glass and PMMA, respectively. Each data point represents a single laser

shot.

meter for absolute calorimetry, using the set-up shown in Fig. 4.10(a). The specular

reflectivity as a function of incident laser intensity is shown in Fig. 4.10(b); where

the data is compared to the results reported in Dromey et al. [144] (first displayed in

Fig. 4.3). A peak specular reflectivity of (65±2)% was measured at an intensity of

(1.2±0.3)×1015 W/cm2. The overall trend of the reflectivity-intensity dependency is in

good agreement with the data used to design the FPM [144], indicating there is little

difference in terms of performance between a typically used substrate material (such as

silica glass) and the plastic material chosen for the FPM design.

Additionally, two shots were taken employing the full energy capabilities of the

Vulcan-PW system, one measuring the reflectivity of a silica glass PPM and the other

a PMMA PPM. In contrast to the reduced laser energy data scan the reflectivity is

found to be slightly lower at intensities in the range of 1014–1016 W/cm2 on these

shots; from 46%−68% in the reference data, to 45%−55% in the experimental shots.

This may be a consequence of the difference in laser incidence angle in the two data

sets. The results presented in Dromey et al. [144] were conducted using a low incidence

angle (6°) which would result in a reduced laser absorption when compared to the larger
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incident angle (35°) used in the present investigation (as discussed in section 2.5.4). The

reduced reflectivity for larger incidence angles has been observed in previous studies,

which conclude that this arises due to increased absorption [141, 149].

4.7 Optic Testing: Non-plasma regime

An experimental set-up employing a low-power continuous wave (CW) laser was de-

veloped to characterise the manufactured diamond machined FPM design; as shown

in Fig. 4.11. This enabled the focal spot reduction/quality to be quantified and the

feasibility of the use of such an optic for laser-target interaction studies to be accessed.

This set-up was not only used for FPM characterisation but additionally employed

to pre-align the optics prior to use on the Vulcan-PW laser (discussed further in sec-

tion 4.8.1). In this low-power illumination mode the substrate is not ionised and thus

the optic simply functions as a conventional partially reflecting solid-state optic (‘cold’

reflectivity discussed in 4.6).

To emulate the Vulcan-PW F/3.1 input focusing beam, an OAP (f= 145 mm)

in conjunction with a 48 mm diameter collimated input beam was selected. A 532

nm wavelength (green) laser diode was used as the light source and was propagated

through a spatial filter (consisting of a ×10 microscope objective focusing through a 5

µm pinhole) prior to focusing to improve the spatial-intensity profile of the beam, thus

producing a higher quality focal spot. This laser wavelength was selected for testing

as it is much lower than the operational wavelength (1053 nm) of the Vulcan-PW laser

system, and thus will aid in determining if there are any unwanted irregularities in the

optic’s focusing, which would be displayed more prominently with smaller wavelengths.

To measure the focal spot formed by both the OAP and FPM, an infinity-corrected

microscope objective (×50 and numerical aperture (N.A.)= 0.42) was used to image

the spot to a CCD (charge-coupled device) camera (commercial available AVT Marlin)

capable of 16-bit image capture. Moreover, this objective also has a 25 mm working

distance (separation between initial lens and image plane), approximately double that of

a typical microscope objective, necessary to allow for the imaging of the spot formed at

position f2, and importantly, not touching the face of the optic, due to the focus position

being close to the FPM face. For alignment and imaging purposes the FPM, OAP and

133



Chapter 4. Development of ellipsoidal plasma mirrors for focusing of high power laser
pulses

532 nm diode laser OAP (xyz- translation)

FPM (xyz- translation)

x50 microscope objective
(25 mm working distance)

Collimating lens 
(f=500 mm)

CCD camera 

Adjustable aperature
(5-50 mm)

Spatial filter setup -
x10 objective
5 µm pinhole

Figure 4.11: Photograph of the experimental set-up developed to characterise the manufactured focusing
plasma optics in non-plasma operation, where the main components have been annotated and the beam

path displayed in green.

camera set-up were mounted on micrometer controlled xyz-translation stages, where

the z-axis of the FPM motion was set along the direction of the OAP input beam; an

extremely useful choice of axis, as optic alignment complexity is considerably reduced.

As such, the FPM is mounted at an angle relative to the input beam to ensure the

correct input angle, θIn, is satisfied. The FPM itself was mounted using a conventional

2-inch (front mounted) optic mount to give additional motion control (tip and tilt),

and the ability to rotate the optic within the mount.

Once the OAP focal spot is optimised, the FPM set-up could be added and aligned

by translating it’s xyz-position, while monitoring the output focal spot (i.e. at f2). The

end goal of this process being optimum alignment, i.e. when the OAP focus spatially

coincides with the first FPM focus, f1. This will be examined below, before discussing

the optics sensitivity to non-optimum alignment, i.e. misalignment. This latter case

will also cover the FPM alignment process in greater depth.

4.7.1 FPM optimum alignment

Characterisation of the manufactured optics was conducted by analysing the output

focal spot formed under optimum alignment, as mentioned, occurring when the OAP

input focus spatially coincides with the FPM focus, f1. Figures 4.12(a)-(b) presents the
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results of the input focal spot, formed by the OAP, and an example result for one of the

optics. This testing established that the typical output focal spot formed by the FPM,

displayed in Fig. 4.12(b), is 0.76 µm (FWHM), with 28.3% energy encircled within

the FWHM diameter. Encircled energy is a useful parameter to gauge the quality of a

focal spot, and to use when calculating the peak intensity which it may produce. As

the input focal spot, shown in Fig. 4.12(a), is 1.91 µm (FWHM) with 35.1% FWHM

encircled energy, a demagnification of ×2.51 is achieved by the optic. The reduction in

encircled energy at f2 is a consequence of more energy present in the spot wings relative

to that within the spot FWHM, and may be attributed to small optic misalignments,

inherent deviations in the optics shape from optimal design, or purely due to the nature

of a small F/# optic focusing close to the diffraction limit. It should be noted that

this encircled energy is significantly larger than the 17% achieved by the FPM fielded

in the first proof-of-principle experiment reported in Ref. [183]. Variation from the

theoretically predicted demagnification, of ×3 for this FPM design, may have resulted

due to a slightly higher beam input angle in this test. This would produce a smaller

demagnification (according to Eq. 4.4), or may resulted from inherent alterations from

the ideal optic design occurring during the manufacturing process.

Employing the above FPM characterisation results, the expected laser intensity

enhancement factor, IEnh, when using this optic in plasma operation mode on the

Vulcan-PW system can be estimated. This parameter depends on the input (φin) and

output (φout) spot sizes, the FWHM encircled energies (Ein and Eout, respectively),

and the optics plasma reflectivity (Γp), as follows;

IEnh =

(
φin
φout

)2

· Γp ·
(
Eout
Ein

)
(4.5)

For a plasma reflectivity of 70% (anticipated from the optic design), the intensity

enhancement implied from testing, in Fig. 4.12(a) and (b), is ×3.6. The minimum

plasma reflectivity at which enhancement is still achieved is 19.7%, i.e. IEnh= 1, the

point where the intensity of the input focal spot equals that of the output. In terms of

the energy contained within the output focal spot FWHM, enhancement would begin

for values exceeding 7.9% for Eout, in the 70% reflectivity case.

To further characterise the optic design, and test its feasibility for use in laser-

foil interaction studies (its primary use), the experimental characterisation set-up was
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Figure 4.12: Measured laser focal spot spatial-intensity distributions at positions (a) f1 (formed by OAP)
and (b) f2 (formed by FPM) using the characterisation set-up (with 532 nm light).

used to record the spatial-intensity distribution for both the FPM output beam and

the input beam, formed by the OAP for comparison, at incremental positions 50 µm

either side of the best focus along the beam propagation axis. The results are displayed

in Fig. 4.13(a)-(b). It is clear from these images that the beam geometry achieved

by the FPM converges (Fig. 4.13(b)), and diverges, relatively faster from best focus

compared to the equivalent input beam positions (Fig. 4.13(a)). This is expected as

a reduction in beam F/#, must be partnered with an increase in beam divergence.

Additionally, it is evident when comparing the beams that a clear asymmetry exists

in the spatial-intensity distribution in the case of the FPM (Fig. 4.13(b)), in both

the experimental and ray-trace modelling results. This contrasts with the relatively

symmetric distribution either side of focus obtained with the OAP beam (Fig. 4.13(a)).

In typical laser-foil interaction experiments a conventional OAP is generally employed

as the sole focusing optic. When the situation calls for a target to be irradiated in a

defocussed position, the asymmetry present in the FPM’s output beam spatial-intensity

profile, may not be ideal, as the dynamics of the interaction will be altered.

While testing the initial batch of FPMs approximately only 60% of the batch dis-

played the high quality output focal spot displayed in Fig. 4.12(b). Figure 4.14(a)

displays the typical focal spot achieved with a sub-optimal quality FPM, which will be

referred to as ‘Optic A’, compared to the focal spot produced by the optics operating

to specification (Fig. 4.14(b)), referred to as ‘Optic B’. A prominent difference in the

distribution of focal spot energy is seen when comparing Optic A and B cases. Optic

A (Fig. 4.14(a)) exhibits a considerable drop in energy encompassed within the central
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Figure 4.13: Images of the beam spatial-intensity distributions as a function of distance from best focus,
for (a) OAP input beam and (b) FPM output beam, obtained employing the characterisation set-up (with
532 nm light). The relative distance from best focus is displayed below each image (0 µm indicating
position of best focus). In both cases the panels highlighted in red display ray-trace modelling results of

the experimental data range extremities.

spot. Significant energy is instead found to be in multiple rings surrounding the focal

spot. To quantify, Optic A forms a focal spot with 5.1% energy encircled within the

FWHM diameter, a ×5.5 reduction compared to Optic B case (28.3% FWHM encircled

energy). Accordingly intensity enhancement would not be achieved for Optic A. The

explanation for this alteration between optics becomes clear when characterising the

FPM output focal spot as a function of varying input beam F/#. Modification of the

F/# will alter the divergence of the input beam, and hence the area illuminated on the

optic surface. This was implemented in a controlled manner through a variable aper-

ture included in the test set-up to control the diameter of the collimated beam prior to

the OAP. Figure 4.14(c) displays the results of changing the input F/# in terms of the

resultant output focal spot encircled energy for each optic case. At small input F/#

the optics have vastly different values, however as the F/# increases the values become

broadly similar. This trend suggests a shape error in the optics geometry leading to

the low quality focal spot, which is only seen when a relatively large area of the optic

is illuminated (i.e. small F/#).

To correct this issue, optics displaying this low quality nature (Optic A case) were

re-machined (using the diamond turning process) to the desired shape, after which they
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Figure 4.14: (a) and (b) typical measured spatial-intensity distributions of the optimised focal spot
formed by (a) Optic A and (b) Optic B, each of varying quality, using the characterisation set-up
(with 532 nm light). (c) Plot quantifying the change in output focal spot FWHM encircled energy as a
function of input beam F-number, were blue represents a Optic B and red a Optic A. Insert schematic
displaying the concept of input beam F/# change on illuminated area on the FPM surface, with black

the largest F/#, and red the smallest.

exhibited higher quality focal spots, approximately the same as those achieved by Optic

B (Fig. 4.14(b)). This highlights the sensitive nature of the manufacturing process and

the need for pre-characterisation of each optic before use.

4.7.2 FPM sensitivity to misalignments

As discussed, FPM operation depends strongly on optimised alignment, as in the case

presented in Fig. 4.12, reliant upon the OAP focus spatially coinciding with the el-

lipsoid’s first focus, f1, and thus accurate optic positioning. It is therefore crucial for

successful FPM operation to explore and quantify the effect of misalignments on perfor-

mance. Variations in the OAP focus position, on the µm scale, may occur on high power

laser systems due to various effects, including thermal lensing in the laser chain, which

can alter the divergence of the incoming pulse prior to focusing, effectively shifting the

OAP focal length.

To test the effect of unoptimised FPM alignment the testing set-up was employed

to implement controlled displacements in the OAP focus position, relative to f1, for

the three possible displacement directions, ∆x, ∆y and ∆z. The effect of these dis-
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Figure 4.15: (a) Spatial-intensity distribution of the output focus as a function of ±10 µm x, y and
xy OAP focal spot displacement from optimal alignment (at f1). (b) Plot of the output focus encircled
energy percentage contained within a circle of diameter equal to the FWHM optimised focal spot (i.e.
0.76 µm), as a function of these displacements from position f1. Black symbols correspond to ∆x,
red symbols correspond to ∆y, and blue symbols correspond to ∆xy (equal magnitude in x and y)

displacements.

placements was analysed by recording the resultant output focus and quantified by

measuring the percentage of focal spot energy contained within a circle of diameter

equal to the FWHM of the optimised focus (Fig. 4.12(b)), that being 0.76 µm FWHM.

Figure 4.15(a) shows the output focal spot as a function of x, y and xy displacements

from optimal alignment (also displayed, represented by 0 µm) in ±10 µm steps, and

Fig. 4.15(b) quantifies the effect of misalignments in terms of encircled energy for dis-

placements in the range of 0–100 µm from f1. It is evident that displacements in ∆x

and ∆y result in the quality of the output focus being rapidly degraded. Results indi-

cate that intensity enhancement may only be achieved for displacements of <10 µm, for

misalignments in only one axis (∆x or ∆y). Above this value, and for misalignments
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Figure 4.16: (a) and (b) Spatial-intensity distributions of FPM output focus as a function of OAP focus
shift in the z-direction, from optimal position f1, for (a) the case in which objective lens imaging the

output is translated to account for displacement, and (b) when objective lens is fixed at position f2.

in both axis simultaneously (∆xy), the focal spot quality is sufficiently degraded that

no intensity enhancement will be achieved.

Figures 4.16 and 4.17 presents the effect of longitudinal OAP displacement, ∆z,

where, as stated earlier, FPM z-motion is along the direction of the OAP input beam.

A displacement of this form results in the output image position, nominally at f2, being

displaced. Accordingly this misalignment can be characterised in two ways: (i) where

the objective lens imaging the output is translated to account for the displacement,

and (ii) where the objective lens is fixed at position f2. The latter case being analogous

to an interaction target placed at the nominal focus position, and is thus important to

characterise for practical use of the optic.

For the case when the objective lens is translated to the effective best focus position,

Fig. 4.16(a) and Fig. 4.17 (black data), the output focal spot quality remains relatively

high in comparison to the other misalignment forms, i.e. ∆x and ∆y, over a larger range

of displacement. Intensity enhancement (for a 70% reflective PM case) is achieved over

a ±300 µm range either side of the optimum alignment position. However, as the

magnitude of misalignment is increased, the degree of energy being transferred to the

spot extremities increases, resulting in no enhancement due to a lowering in focal spot

quality. Characterisation of this misalignment form, and the ∆x, ∆y, and ∆xy cases,

are highly beneficial as the degree and direction of energy spread present relates to the

direction and magnitude of the misalignment. This consequently aids in the alignment
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Figure 4.17: Plot of the output focus encircled energy percentage contained within a circle of diameter
equal to the FWHM optimised focal spot (i.e. 0.76 µm), as a function of these displacements from
position f1. Black symbols correspond to the case where objective lens is translated to account for

displacement, and red symbols correspond to the stationary objective case, imaging position f2.

process which aims at achieving an optimised focal spot.

Results for the second case, when the objective lens remains fixed at position f2

during the OAP displacement, are presented in Fig. 4.16(b) and Fig. 4.17 (red data).

Intensity enhancement is only possible for displacements <30 µm, due to a relatively

faster degradation of the focal spot quality. This is expected as the objective does not

move to the new optimal image position.

As this misalignment case is analogous to an interaction target placed at the nom-

inal focus position, this form of misalignment would have severe consequence on the

peak interaction intensity. It is therefore essential to have a measure of the magnitude

of longitudinal displacement in the OAP focus position from nominal (which the FPM

is aligned to) which may occur on the Vulcan-PW laser to validate the use of the optic

with this laser. To achieve this a Shack-Hartmann wavefront sensor was employed (see

section 3.4.2) to measure the degree of phase aberrations (non-ideal focusing from the

OAP) present in the laser wave-front through a beam leakage during the pulse com-

pression stage. This measurement is critical to gauge if the use of an FPM is beneficial

in terms of intensity enhancement, or if shot-to-shot fluctuations in the wavefront are

too large to reliably achieve enhancement.

Fluctuations in the OAP focus position were measured over a series of full energy
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shots, with average values <20 µm obtained. The resultant displacement from position

f2 to the effective best focus, ∆v, as a function of this shift, ∆u, is found to be equal

∆v= −m2∆u (m being the FPM magnification [m=1/3]). This is confirmed both

experimentally, using the test set-up, and through the ray-trace model. A value of

∆u= 20 µm would therefore yield a 2.2 µm displacement in the output focus position.

The consequence of this is that a target aligned to the nominal focus would be irradiated

with a pulse with a factor ×2.3 peak intensity reduction (from 3.4×1021 to 1.5×1021

W/cm2). This would still result in an intensity enhancement over direct irradiation

with the F/3.1 OAP. This analysis demonstrates the importance of monitoring the

degree of OAP focus position displacement when using an FPM in order to assess its

operation and quantify the level of intensity enhancement achieved.

4.8 Optic Testing: Plasma regime

The next stage of FPM testing, having characterised the focal spot distribution and

encircled energy at low power, was to investigate its performance in terms of intensity

enhancement under plasma conditions using the Vulcan-PW laser. As the focal spot

formed by the optic cannot be directly measured by a CCD camera during a full

power laser shot (i.e. when used in plasma operation), and there is no easy way to

‘dump’ or filter out energy due to the rapidly expanding beam size, the success of the

FPM in enhancing the focused intensity was indirectly diagnosed via measurements

of the maximum energy of protons accelerated from foil targets irradiated at f2 (as

in the previous demonstration experiments [180, 181]). The laser-plasma acceleration

mechanism utilised is known as target normal sheath acceleration (TNSA) [14]; the

theory of which is presented in section 2.7.1. To summarise, protons are produced

and accelerated by a strong electrostatic field formed at the target rear surface by

fast electrons produced at the target front side and transported through the foil. The

maximum proton energy achieved via this mechanism is correlated to the peak laser

intensity [107, 113], via the temperature and density of the fast electrons [102].

This section covers the experimental set-up and method used to investigate pro-

ton acceleration employing our novel focusing optic, and presents the results of the

maximum proton energy achieved in this testing.
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4.8.1 Experimental method

Proton acceleration measurements were made using either a FPM or a planar plasma

mirror (PPM), both made from the same material (PMMA). The PPM shots were

necessary to acquire reference proton beam measurements with the same reflectivity

and intensity contrast enhancement, to gauge the FPM performance in terms of it’s

comparison to solely F/3.1 OAP focusing. P-polarised pulses incident at target normal

to aluminium target foils with thickness of 6 µm and transverse dimension 1×1 mm

were used throughout. Accelerated protons were detected using a stack of dosimetry

radiochromic film (discussed in section 3.4.1) [190], positioned 50 mm behind the tar-

get foil and centred on the target normal axis. Each layer is filtered with increasing

thicknesses of Mylar (at the low proton energy end of stack) or copper (at the higher

end) to enable spectral measurements. Finally, a thin layer (13 µm) of aluminium foil

is placed at the stack front in order to filter out heavy ions and laser light. This enables

proton energy measurements to be made at discrete energies, ranging from 1.1 to 86

MeV.

To quantify the degree of OAP focal spot displacement from optimal position, f1,

along the z-axis, once again the Shack-Hartmann wavefront sensor (see section 3.4.2)

was employed to measure the degree of phase aberrations (as discussed in 4.7.2). As seen

from the non-plasma testing, this measurement is crucial for gauging FPM performance

in terms of the peak intensity it achieves on target, and thus highly important for the

scaling of the resultant maximum energy of laser-accelerated protons.

Before a FPM is mounted in the Vulcan-PW target chamber (Fig. 4.19) it is pre-

aligned using the characterisation set-up described in section 4.7. This involved first

optimising the FPM output focal spot, as for the case in Fig. 4.12, i.e. spatial overlap

of the OAP focus with the ellipsoid’s first focus, f1. Once achieved it is then necessary

to mark this overlapping position, as this defines the position the focus of the OAP

inside the target chamber will need to be located. To achieve this, a glass fibre (7 µm

diameter) mounted on an xyz-translation stage and attached to the same mounting

board as the FPM was used to define position f1 by obscuring the input focal spot.

This fibre set-up relative to the optic is shown in Fig. 4.18.

Only after the pre-alignment steps were complete could the set-up board be trans-

ferred to the target chamber. This was mounted on a high resolution xyz-stage (on a

143



Chapter 4. Development of ellipsoidal plasma mirrors for focusing of high power laser
pulses

(a)

FPM

Imaging objective

Wire

OAP
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Figure 4.18: (a) Photograph of the set-up used to pre-align a FPM before transferring to the Vulcan-PW
vacuum chamber, where a 7 µm diameter wire is used to define position f1, through obscuration of the
OAP focus. (b) Photograph showing the alignment wire situated at position f1, scattering green light

from the OAP focus.

kinematic base) for precise FPM positioning, giving the equivalent freedom of motion

as used for optic alignment in the test set-up. Pre-alignment, and importantly defining

position f1, was necessary as it greatly reduces optic alignment time and complexity,

within the target chamber, meaning that the total alignment time is less than the typ-

ical time between high power shots, or close to that of experiments not employing the

complex beam geometry of a FPMs.

To align the Vulcan-PW OAP focal spot to the pre-alignment wire (defining posi-

tion, f1) the systems retro-reflection capabilities were employed to image the reflected

laser light from the wire, which goes back up the laser path, brought to focus and

monitored. In doing so, the FPM set-up could be translated to place the OAP focus

at the tip of the wire. After this the wire was translated out of the beam path using

a goniometer stage (so as not to impede optic irradiation), and final alignment of the

FPM and target was performed. Figure 4.19 shows an overview of the experimental

set-up for both the FPM ((a) and (c)) and PPM ((b) and (d)).

4.8.2 Experimental results

Before investigating laser-driven proton acceleration using the FPM design, the optic

was first characterised in terms of optical demagnification and output focal spot quality
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Figure 4.19: (a) and (b) Photographs of the experimental set-up employed to quantify the maximum
energy of laser-accelerated protons from a 6 µm thick Al target, using a RCF stack, for (a) a focusing
plasma mirror and (b) a planar plasma mirror, using the Vulcan-PW laser. (c) and (d) equivalent

schematic drawings of the set-ups in (a) and (b), respectively.

(similar to the test set-up characterisation below the ionisation threshold), for operation

on the Vulcan-PW laser. Figure 4.20(a)-(b) displays the typical input and output focal

spots achieved under optimised CW alignment. This differs from the testing set-up

in that this laser has a central wavelength of 1053 nm, thus both input and output

spots are relatively larger in comparison to the 532 nm characterisation set-up. A

factor of ×2.5 reduction in the spot FWHM (from 4.0 µm input to 1.6 µm output) and

an increase in the FWHM encircled energy from 28.1% to 36.5% are measured. This

FWHM encircled energy value for the output focus is a factor of 2.2 higher than earlier

proof-of-principle experiments [181]. These measurements are in good agreement with

the earlier tests using 532 nm light (Fig. 4.12). Quantifying these results in terms

of intensity enhancement indicates that a calculated peak intensity equal to 3.4×1021

W/cm2 could be achieved using the Vulcan-PW laser parameters, giving a factor of

×5.3 intensity enhancement over standard OAP focusing.

With confidence that the optic performs as expected in non-plasma mode, it was

then used in plasma operation, with full power shots, to investigate laser-driven proton
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Figure 4.20: (a) and (b) Measured laser focal spot spatial-intensity distributions at (a) f1 and (b) f2,
using the Vulcan-PW laser, with low power (CW operation) 1053 nm light.

acceleration. Figure 4.21(a) summarises the results of the maximum proton energy

obtained for a series of test shots using both plasma mirror types, irradiating 6 µm Al

targets. A maximum proton energy in the range 24.9−53.1 MeV was measured for all

shots employing FPMs, and 19.7−29.0 MeV was measured for PPM shots. Comparing

the maxima of these ranges, an enhancement of almost a factor of 2 was achieved by

employing the FPM, compared to solely F/3.1 OAP focusing. This increase occurs with

a calculated intensity enhancement factor of ×2.6 (from 3.9×1020 W/cm2 to 1.0×1021

W/cm2). It should be noted that the intensity achieved using the FPM is lower than

that predicted from CW characterisation, presented in Fig. 4.20, (3.4×1021 W/cm2),

due to a lower on-target pulse energy on the experimental shots than that used to calcu-

late the predicted value. This was caused by a lower than expected energy throughput

from the compressor stage of Vulcan. Additionally, the optic reflectivity was measured

to be ∼63%, lower than the 70% value used in the calculation of the predicted intensity.

Further, it is seen in Fig. 4.21(a) that not all of the FPM shots resulted in enhanced

proton energies. This arose from a lowering of on-target intensity, caused by a thermal-

lensing-induced non-optimum alignment occurring from a longitudinal shift in the input

focus position, characterised in Fig. 4.21(b) for each FPM shot. On each FPM shot,

the wavefront quality of the pulses was characterised using the Shack-Hartmann sensor

to gauge the magnitude of misalignment which the optic is subject to. The changes

in the output focal spot size and encircled energy, as characterised in section 4.7.2,

are used in the calculation of the resultant intensity on-target (the values plotted in
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(a) (b)

Figure 4.21: (a) Plot of the measured maximum proton energy achieved using both FPMs (red circles)
and PPMs (black squares), as a function of the laser intensity (IL) on-target, taking into account the
displacement in OAP focus position. In the PPM case intensity was varied by changing the pulse energy.
The blue dashed line represents a simple power fit (of the form Epmax= a.IbL) to show the approximate
scaling of maximum proton energy with peak laser intensity. (b) Plot of the measured maximum proton
energy, achieved using FPMs, as a function of the longitudinal displacement measured in the input focal

spot position from f1.

Fig. 4.21(a)). The FPM shot which achieved the highest proton energy (53.1 MeV)

was measured to have the smallest OAP focus from position f1, thus displayed close

to optimum alignment, compared to the other FPM data points which yielded lower

proton energies, as shown in Fig. 4.21(b). It is clear that the reduced maximum proton

energy on some FPM shots occurred due to the peak intensity being reduced to a similar

level as that achieved with the PPM shots. A simple power scaling fit to the complete

data set in Fig. 4.21(a), of the form Epmax= a.IbL, results in b= (0.55±0.1). This

scaling is in good agreement with the TNSA proton energy scaling reported in Refs.

[107, 113], in which the maximum proton energy is found to be proportional to the fast-

electron temperature, which scales with the ponderomotive potential
(
∝
√
ILλ2L

)
[79].

However, it should be noted that even when correcting for the reduction in intensity

due to longitudinal misalignment of the OAP focus with respect to the FPM input

focus, the FPM data does not follow the TNSA scaling fit as strongly as the PPM

data. This may point to other sources of error affecting the peak intensity achieved, for

example in the accurate positioning of the target at the output focus (f2) of the small

F/# beam due to the very small Rayleigh range of the optic (∼5.5 µm). Additionally,

OAP focal spot displacement from the optimised position in the x and y directions (as

presented in Fig. 4.15) may also be occurring, which are not quantified.

These plasma operation test results indicate that the FPM does successfully en-
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hance the intensity when optimally aligned, as indicated by the factor of 2 increase in

maximum proton energy, but, additionally, that successful operation crucially depends

on minimising the displacement of the input focus with respect to position f1.

4.9 Conclusion

To conclude, the design, testing, and demonstration of a novel focusing plasma mirror,

based on ellipsoidal geometry, for the tailoring of a ultra-intense laser pulse in terms of

focal spot size and temporal intensity contrast was presented.

The design of such an optic was reported, involving optimisation of the incident

laser intensity to maximise the plasma reflectivity. The reflected energy on full power

shots employing a FPM is found to be lower than the value predicted in the design. This

may have occurred due to a lower PM ‘switch-on’ intensity experimentally than the

quantity used in the design stage. Additionally, it could be related to the pulse temporal

intensity contrast incident on plasma mirror. If this parameter is lower than expected

the mirror may be switching on relatively early in the pulse’s temporal intensity profile,

allowing more time for plasma expansion and increased likelihood of light being diffusely

reflected (i.e. scattered), rather than the desired specular reflected light. Furthermore

the quality of the laser wavefront reflected from the optic in plasma operation is also

sensitive to the scale-length of expanding plasma. Spatial-intensity fluctuations in the

laser near-field intensity distribution may lead to non-ideal ionisation dynamics, and

coupled with the fact the optic is curved, there is likely a sensitivity to the delay between

the plasma switch-on and the arrival of the peak of the laser pulse; a potential issue

highlighted in the previous proof-of-concept experiment [183].

Two manufacturing methods used to produce the FPM, namely injection moulding

and diamond machining, were presented. The latter method was selected as the most

viable in the short term as it is capable of manufacturing the desired FPM design to a

higher degree of accuracy and precision, thus achieving focusing performance closer to

the diffraction limit.

Direct measurements of the focal spot formed by the manufactured FPM design,

using the Vulcan laser in low energy CW mode, demonstrated a factor of ×2.5 reduc-

tion in focal spot size, resulting in an estimated factor of ×3.6 intensity enhancement,
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when considering the focal spot quality (encircled energy) and the optic plasma reflec-

tivity. Under optimum alignment and laser conditions (i.e. maximum pulse energy

and shortest length), a calculated peak intensity of ∼4×1021 W/cm2 could be achieved

whilst employing the FPM on the Vulcan-PW laser system, as determined from the

focal spot characterisation. Optimisation of this laser to enhance the pulse energy and

decrease it’s duration could yield peak intensities close to 1022 W/cm2 when employing

the FPM, providing a window into a new interaction regime, some years prior to this

being achieved at upcoming multi-Petawatt laser systems.

It was found that the optic’s focal spot quality is extremely sensitive to misalign-

ment in the position of input focal spot relative to the ellipsoidal’s first focus. When

minimised, successful FPM operation was achieved, as demonstrated through the en-

hancement of maximum proton energies accelerated from foil targets.

Results from an example use of the FPM in an investigation of laser-driven proton

acceleration was demonstrated. The intensity enhancement achieved by the optic was

utilised to increase the maximum energy of laser accelerated protons from thin foil

targets, from 27 MeV to 53 MeV, almost a factor of two higher than F/3.1 OAP

focusing, and consistent with TNSA laser intensity scaling. The highest proton energy

is achieved when the optic is aligned within 10 µm of the optimum position. Larger

misalignment results in lower proton energy, such that the benefit of the FPM over a

PPM is lost.

An additional advantage, singular to the use of such an optic and further to en-

hanced peak intensity and temporal intensity contrast, is that it allows for the initial

focusing optic, i.e. the OAP, to be of a larger F/# and thus can be at a relatively

greater distance from the laser-target interaction. This is advantageous as OAPs are

relatively expensive and time consuming to replace, whereas a FPM is single-use and

relatively cheap to manufacture.

Due to the limited research performed to date on this novel form of focusing optic,

especially in conjunction with Petawatt scale laser systems, the presented study helps

to bring plasma-based optical technology closer to maturity. A push in the intensity

frontier, in such a relatively affordable and reasonably reliable manner, will have wide

ranging impact on many existing laser-plasma interaction phenomena, and enable for

exploration of new research areas, including high field physics phenomena at the focus

of ultra-intense laser pulses.
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Chapter 5

Influence of focal spot size

approaching the laser wavelength

on proton acceleration in the

TNSA regime

5.1 Introduction

The focusing plasma optic, presented in the previous chapter, was employed to investi-

gate the influence of irradating focal spot size on laser-driven proton acceleration in the

target normal sheath acceleration (TNSA) regime. Previous studies of this topic have

been limited to the minimum spot size achievable by the primary focusing optic, with

increased spot size being produced through target irradiation in a defocused position.

The FPM, however, enables near-diffraction-limited spot formation at intensities simi-

lar to that generated by a focal spot formed using the primary focusing optic. As such,

one can investigate the effects of focal spot size at the laser system’s peak intensity,

whereas other studies (using the defocusing approach) are limited to the intensity of the

largest spot size investigated, in the case where pulse energy is altered (i.e. so all mea-

surements are taken at the approximate same intensity, with the largest investigated

focal spot containing the highest laser pulse energy possible).

One of the potential applications of FPMs is in the area of high-intensity laser-driven

ion acceleration (as touched upon in the previous chapter). This acceleration form, ca-
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pable of generating beams of ions with multi-MeV/nucleon energies, is an extremely

active and developing research area since its inception over a decade ago [13, 95]. Ap-

plications such as proton imaging [158, 191] and proton heating for warm dense matter

studies [192] have been realised using these sources and envisioned applications include

medical isotope production [23] and proton oncology [193], to name a few. Each appli-

cation has specific requirements on the ion beam parameters and thus has motivated

numerous investigations aiming to understand the influence of various interaction pa-

rameters, such as laser focal spot size, on TNSA proton beam characteristics, such as

maximum proton energy, proton energy spectrum, laser-proton conversion efficiency

and beam divergence [107, 194, 195, 196, 197]. Despite the significant amount of re-

search and progress made, the dependencies of proton beam characteristics in terms

of the laser irradiation conditions are still far from fully understood, especially when

employing focal spot sizes on the order of the laser wavelength (here after referred to

as a ‘tight focus’). Previous investigations of the effect of altering the irradiating spot

size [196, 198] suggest it plays a key role in defining the properties of the beam of accel-

erated protons, not only in terms of the maximum proton energy, but also the number

of protons accelerated (i.e. the laser-to-proton energy conversion efficiency). The laser

focal spot size is thus a parameter of significant interest, rather than simply a factor in

defining the interaction intensity.

The TNSA mechanism (see section 2.7.1) is the dominant ion acceleration process

for the current state-of-the-art laser intensity regime, 1018–1021 W/cm2. A challenge

remains to increase the proton energies up to ∼200 MeV, as required for proton on-

cology, for example. This is expected to be possible by increasing the laser intensity.

As investigated in the previous chapter, one approach to achieve this is through the

reduction of the laser focal spot size, though the full consequences of this approach

have not been fully explored. Investigation of the effect of the focal spot size on TNSA

is key to furthering our understanding of this mechanism.

An investigation of the effects of employing a tight focal spot for the acceleration

of protons through the TNSA mechanism is reported in this chapter. This is achieved

by comparing the use of two focal spot sizes, one of tight focus (∼F/1) and the other

of typically employed focusing geometry (F/3.1), to irradiate relatively thick (micron

scale) targets, for laser intensities in the range of 1020–1021 W/cm2. The two focal

spots employed are a factor of 2.5 different in size. The characteristic proton beam
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parameters under consideration are; maximum proton energy, energy spectrum, beam

divergence and beam spatial-intensity profile. The combination of these enables the

changes in the interaction dynamics resulting from the variation of focal spot size to

be probed.

As the feasibility and availability of small F/# focusing optics capable of forming

high quality focal spots on the order of the laser wavelength are becoming a reality,

this investigation is highly relevant in the context of future laser systems planning to

employ such focusing geometry. An understanding of the role that near-wavelength-

diffraction-limited focusing plays on the dynamics of laser-driven ion acceleration is

therefore highly relevant.

5.2 Review of relevant literature

Numerous experimental and analytical studies of the influence of focal spot size on

proton acceleration in the TNSA regime have been conducted. However, relatively

little research employing extremely tight focusing forming near-wavelength sized focal

spots has been published. In this section a brief summary of the relevant findings of

previous research is conveyed.

In early research investigating the intensity scaling of proton parameters, such as

maximum energy and laser-to-proton conversion, through alteration of various interac-

tion parameters (such as pulse length, pulse energy and target thickness), as reported

in Fuchs et al. [107] and Robson et al. [113], it was clear that different scalings were

observed based on which parameter was altered. However, both of these studies were

conducted for constant focal spot size, and thus the influence of this parameter on

proton beam properties was not investigated. In Robson et al. [113], however, it was

highlighted that further experimentation to separate the geometrical effects of focal

spot size from intensity would be required.

This was addressed in Brenner et al. [195], where the intensity scaling of proton

energy and flux was investigated through separately varying focal spot size and pulse

energy. Varying scaling was observed for each proton beam parameter (i.e. maximum

energy and flux) depending on the laser parameter altered. Furthermore, both the

maximum energy and conversion efficiency were measured to be higher for larger focal
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spot irradiation, compared to a smaller spot of the same intensity. Similar findings were

reported in a parametric investigation reported in Passoni et al. [101], for ultra-short

(25 fs) pulses. Similarly, a study presented in Green et al. [198] observed enhanced

proton flux when using defocused laser irradiation. It was postulated that this resulted

from an increase in proton emission area at the target rear. These investigations all

suggest that variation of the focal spot size plays an important role in defining proton

beam properties.

These findings where explained in a study reported in Coury et al. [197], also in-

vestigating the influence of irradiating spot size on proton acceleration. In that study,

the maximum energy of protons was measured to be higher under defocus irradiation

(i.e. larger focal spot) compared to a relativity smaller spot. These results were inter-

preted in terms of geometrical changes to the injection of fast electrons, which led to

alterations in the electron distribution accelerating protons at the target rear.

A common feature of these investigations is the use of relativity large focal spots

(tens of microns). The primary interest of this chapter, however, is the influence of

tight focusing (wavelength-scale focal spots). As the availability of small F/# (<F/1)

focusing optics is still extremely limited, most laser-solid interactions experiments em-

ploy relatively larger F/# optics (>F/2). Thus there has been relatively little research

effort on extremely tight focusing. As tight focusing is seen as a desirable approach for

enhancing the peak intensity of a given laser system and the development/feasibility of

such focusing is being actively researched (as in chapter 4 and Refs. [181, 183, 184]),

researchers are beginning to investigate the use of such in laser-driven ion acceleration.

A simulation study, reported in Klimo et al. [199] and Valenta et al. [200], investigated

the influence tight focusing (0.5 µm (FWHM) focal spot for a laser of central wave-

length of 800 nm) on laser absorption, fast electron generation and ion acceleration via

the TNSA mechanism. They reported increased laser absorption compared to the use

of a larger focal spot. However, this did not correspond to improved ion acceleration

due to fast transverse spreading of fast electrons under tight focusing.

An experimental study, reported in Dollar et al. [131], employing an F/1 OAP,

investigated the effects of finite spot size on ion acceleration in the RPA regime. That

work shows that the use of tight focusing leads to rapid deformation of the target

early in the interaction, leading to enhanced electron heating resulting from alteration

in the absorption dynamics. This consequently reduces RPA efficiency as TNSA is
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enhanced by the generation of sheath fields. To avoid this effect a larger focal spot

geometry would be required. It is, however, impractical to simple increase spot size

as a corresponding quadratic laser pulse power increase would be required to maintain

high intensity.

5.3 Experimental method

The investigation presented in this chapter was conducted over two experimental cam-

paigns. The first, hereafter referred to as ‘Experiment A’, is the same campaign as

produced the results in chapter 4, and the second, hereafter referred to as ‘Experiment

B’; both performed using the same laser. The set-up employed in each is essentially the

same as that used to test the operation of the FPM/PPM, in terms of measurement of

laser-driven maximum proton energies, described in chapter 4 (see section 4.8.1).

To recap, the Vulcan-PW laser (see section 3.3.1) was used to provide linear po-

larised pulses at a wavelength of 1054 nm, focused using a conventional F/3.1 OAP (see

Fig. 5.1(a)). Each pulse has an energy of between ∼100 to 200 J on-target, (including

losses in the compressor and plasma mirror), and a duration of ∼750 fs (FWHM). Pro-

ton acceleration measurements were made employing either a FPM or a PPM, both of

the same material (PMMA). The principle of operation of each is shown in Fig. 5.1(b)

and (c), respectively. The FPM is used to form the smaller tight focal spot (φ0= 1.6 µm

(FWHM) with peak encircled energy of 37%) through conversion of the F/3.1 focusing

geometry, and the larger focal spot (φ0= 4.0 µm (FWHM) and encircled energy of 28%)

is formed by the PPM, which maintains the F/3.1 focusing geometry after reflection.

PPM shots are necessary to acquire measurements with the same reflectivity and in-

tensity contrast enhancement as the FPM. The typical focal spots formed by each (in

non-plasma operation) are displayed in Fig. 5.1(d) and (e). There is a factor of ×2.5

difference in spot size. In both focusing cases, pulses were incident along the target

normal axis onto aluminium foils with a thickness of 6 µm and transverse dimensions

1×1 mm. As in chapter 4, rear surface accelerated protons were measured using a stack

of dosimetry radiochromic film (discussed in section 3.4.1), positioned 40 mm behind

the target foil and centred along the target normal axis. The stacks employed in Ex-

periment A were of 50×50 mm transverse dimensions and 65×50 mm in Experiment B,
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Figure 5.1: (a) Basic experimental set-up used for both FPM and PPM investigations. (b) and (c)
Principle of operation of a FPM and a PPM, respectively. (d) and (e) typical focal spot obtained from
the FPM and PPM focusing, respectively. Both measured employing the Vulcan laser in CW operation.

but otherwise the same. This diagnostic provides coarse energy resolution and enables

the proton beam parameters under consideration to be measured.

As explored in chapter 4, successful FPM operation (i.e. high quality tight focus)

depends strongly upon optimised alignment, which relies on the OAP focus spatially

coinciding with the FPM input focus. However, as previously explored, misalignments

in the FPM position relative to the OAP focus along the laser propagation direction,

occur due to alterations in the divergence of the incoming pulse prior to focusing (e.g.

due to thermal lensing). A displacement of this type results in the FPM output im-

age position, nominally at position f2, being displaced to a new effective best position.

Thus a target placed at the nominal focus position will not be irradiated by the op-

timal spot. Figure 5.2 shows the effect on the output focal spot for various degrees

of OAP focus position displacement relative to the FPM input focus. This data was
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Figure 5.2: Measured laser focal spot spatial-intensity distributions formed by the FPM, for varying
degrees of input focus displacement, displayed by ∆z. Where the optimised spot (i.e. ∆z=0) has values

of φ0=0.76 µm and encircled energy= 28%.

obtained using the testing set-up employed in chapter 4 (displayed in Fig. 4.11), which

utilises a 532 nm diode laser as a light source, and thus smaller spots are obtained

when compared to 1053 nm Vulcan laser light. It is seen that as the magnitude of

misalignment is increased the focal spot size remains relatively small in comparison to

focusing with the OAP only, as shown in Fig. 5.1(e). However, there is a lowering of

the encircled energy with increasing misalignment, consequently producing a decrease

in focused intensity. This may seem like an undesirable effect (which it is, if one aims to

achieve maximum intensity), however it also presents an opportunity to investigate the

effects of laser spot size at intensities equal to the PPM focusing case, ∼1020 W/cm2.

Typically in experimental investigations exploring the effect of spot size, the target is

irradiated in a defocussed position. Therefore pulse energies must be reduced to main-

tain equal intensity through all investigated spot sizes (i.e. the maximum intensity is

limited to that formed by the biggest spot tested and maximum pulse energy). In effect

these studies cannot operate at the maximum intensity achievable by the laser system;

an issue overcome by using the FPM. To quantify the magnitude of the longitudinal

displacements in the OAP focus position from nominal on full power shots, enabling

calculation of the on-target intensity, a Shack-Hartmann wavefront sensor (see section

3.4.2) was employed.
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5.4 Experimental results

This section summarises the findings for both Experiment A and B. Measurements

made employing a PPM (thus larger focal spot) will be referred to as PPM shots, and

FPM findings (small focal spots) as FPM shots. Due to the range of focused intensities

involved (4×1020–3×1021 W/cm2), care is taken to compare only comparable intensity

data, and to state intensity values where necessary. Discussion will focus on notable

changes in four proton beam parameters produced employing the two spot sizes (each

forming a section below); these being the maximum proton energy intensity scaling,

energy spectrum, beam divergence and beam spatial-intensity profile. These TNSA

ion beam parameters are influenced by numerous factors, including the number and

distribution of fast electrons generated at the target front, their transport through the

target, and their temperature/distribution at the target rear, forming the accelerating

fields.

The discussion of the possible origins of changes in the measured proton beam

characteristics, produced by each focusing method, are presented in section 5.4.5, so as

not to interrupt the presentation of experimental findings.

5.4.1 Maximum proton energy intensity scaling

As mentioned in the chapter introduction, one of the main challenges for laser-driven ion

acceleration is to enhance the maximum achievable ion energy. Proton energy scaling

relations show that the maximum energy scales with the fast electron temperature,

which in turn scales with the ponderomotive potential
(
∝
√
ILλ2L

)
[79], as has been

experimentally demonstrated [107, 113]. Thus increasing pulse intensity is a route to

higher maximum proton energies. As explored in the previous chapter, one approach

to achieve this is through tight pulse focusing to reduce the focal spot size. However,

the consequences of this approach have not been fully explored, considering previous

scaling investigations [107, 113] were limited to relatively large focal spots, thus the

need to revisit proton energy scaling for tightly focused pulses.

In chapter 4 the results of maximum proton energy intensity scaling for Experiment

A were explored (Fig. 4.21(a)) to gauge FPM performance. Figure 5.3 summarises this

data, with the addition of the findings of Experiment B, which extend the intensity
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6 

Figure 5.3: Plot of the maximum proton energy as a function of the laser intensity (IL) on-target,
recorded on Experiment A (red data) and Experiment B (blue data), both from the irradiation of 6 µm
Al foil targets by either a FPM (open symbols), i.e tight focus, or PPM (closed symbols), i.e. larger focal
spot. Data from Experiment B employing 6 µm gold targets (green data) is included. A simple power
fit, of the form Epmax = a.IbL, is made to each data set to show the approximate scaling of maximum

proton energy with peak laser intensity. Each data point corresponds to a single laser shot.

range investigated up to 3.3×1021 W/cm2. Additionally, results employing 6 µm thick

gold targets for each pulse focusing case are included.

As discussed in chapter 4, the maximum proton energy scaling with intensity takes

the form of a power law, such that Epmax = a.IbL, for the results of Experiment A. These

results are in good agreement with previously reported scaling findings [107, 113] in the

intensity range of 1018–1020 W/cm2, for b= (0.6±0.1). These previous measurements

were made for a single, non-tightly focused, spot size, with intensity varied through

control of the pulse energy. Therefore, the findings of Experiment A would suggest

that the scaling of proton energy is not dependent on spot size within this intensity

range. When the intensity range is extended (up to 3.3×1021 W/cm2), with the data

from Experiment B, the proton energy scaling changes. The scaling, over the entire

intensity range, (considering both focusing approaches) for Al target data (blue data) is

far slower, deviating from the conventionally accepted scaling displayed in Experiment

A, with b= (0.20±0.02). In the upper region of the intensity range (>1021 W/cm2)

values are tending to saturate (through difficult to see in Fig. 5.3 due to the logarithmic

x-axis), which may lead to a saturation in the maximum proton energy at increased
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intensities. A similar scaling is displayed in the gold target data (green data), with b=

(0.30±0.03).

5.4.2 Proton beam energy spectra

In this section the influence of tight focusing on the energy spectrum of the beam

accelerated protons is investigated. The beam energy spectrum is of critical importance

to many envisioned applications, with the majority of experiments producing quasi-

Maxwellian distributions. Control of the energy spectrum is a major challenge facing

the field of laser-driven ion acceleration.

The proton energy spectra (sampled between 4.5 and 25 MeV), determined using

RCF spectroscopy (see section 3.4.1), for the two focusing conditions are shown in

Fig. 5.4, for the results of Experiment A. The number of protons produced in all

cases is initially approximately equal (∼1012 protons per MeV per steradian) at the

lower end of the spectra (4.5 MeV). However, this changes with increasing proton

energies. The proton beams generated through irradiation with the tight focus (FPM

employment), display a slower decrease in proton numbers with increased proton energy

compared to the larger focal spot data (PPM employment). Furthermore, the spectral

shape, between ∼6 to 18 MeV, has different characteristics. In the large spot case, the

spectrum can be fitted using a single exponential indicating that the proton population

can be quantified by a single temperature, indicative of TNSA. However, in the tight

focus cases the spectral shape exhibits a relatively slower decrease, tending to a plateau-

like distribution, at relatively lower proton energies. To quantify, the temperature of

each spectrum was determined through the fitting of Eq. 2.95, which describes the

exponential decay form of the spectrum. Table 5.1 summaries the value calculated in

each case, indicating the focusing method and calculated peak intensity of each shot.

All proton beams generated through FPM employment display a higher temperature

(of average 8.6 MeV [for shots FPM 1–3]) compared to those obtained through PPM

focusing (average of 6.5 MeV [for shots PPM 1–4]). It should be noted that one shot

presented in the FPM data (displayed in green) was obtained at relatively higher laser

intensity (1.0×1021 W/cm2) as a result of closer to optimum alignment. The inclusion

of this data demonstrates that alterations to the proton beam spectral shape are a

consequence of spot size, and are not strongly influenced by an intensity increase in
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Figure 5.4: Plot of the proton beam energy spectra obtained in Experiment A from 6 µm Al targets.
Data points were obtained through the employment of a FPM, producing a tight focus (red and green
data), or PPM, producing a relativity larger focal spot (blue data). The spectrum displayed by green
data (FPM 4) is was obtained at a relatively higher intensity with respect to the other shots, hence it

being highlighted. FPM 4 data additionally includes indicative error bar.

this regime.

Variations in the proton spectral shapes will additionally correspond to changes in

the laser-to-proton energy conversion efficiency. This parameter is calculated by mea-

suring the energy contained in the proton beam, via integration of the energy spectrum

between 4.5 MeV (lower energy threshold of RCF diagnostics) to 23 MeV (to compare

the same region for all shots), and taking this as a percentage of the incident laser

energy. Previous investigations employing the same laser system found that conversion

efficiency scales with the drive laser energy, though these investigations were conducted

for a single spot size [113]. Table 5.1 summaries the laser-to-proton energy conversion

efficiency for the corresponding shots presented in Fig. 5.4. Conversion efficiency values

are significantly higher for tight focus irradiation, on average 7.0%; a ×2.5 enhancement

in conversion efficiency compared to the larger spot average, of value 2.8%. Data from

shot FPM 4 was excluded from the small spot average value as this shot was at signifi-

cantly higher peak intensity, as previously mentioned. The conversion efficiency is seen

to show a strong dependency on spot size under these focusing conditions (i.e. tight

focusing). Additionally, shot FPM 4 also exhibits the same spectral characteristics as

the lower intensity FPM data, and thus enhanced conversion efficiency (value of 7.5%).
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Shot Intensity (W/cm2) Proton Temperature (MeV) Laser-to-Proton Energy Conversion Efficiency (%)

PPM 1 3.9 ×1020 6.7 ± 0.6 2.8 ± 0.2
PPM 2 3.2 ×1020 7.1 ± 0.5 2.7 ± 0.3
PPM 3 2.5 ×1020 6.4 ± 0.4 2.9 ± 0.5
PPM 4 2.4 ×1020 5.7 ± 0.4 2.6 ± 0.4

FPM 1 2.4 ×1020 8.9 ± 0.6 7.5 ± 0.7
FPM 2 2.3 ×1020 8.0 ± 0.3 5.5 ± 0.6
FPM 3 6.1 ×1020 8.8 ± 0.9 7.9 ± 0.5

FPM 4 1.0 ×1021 13.1 ± 0.6 7.5 ± 0.8

Table 5.1: Table summarising the proton spectrum temperature and laser-to-proton energy conversion
efficiency for each shot in Experiment A, calculated from the proton spectra displayed in Fig. 5.4,
between 4.5 to 23 MeV. For each shot the focusing geometry employed and peak intensity achieved is

indicated.

As such, with comparison to the lower intensity FPM results (FPM 1–3), this suggests

conversion efficiency enhancement, and thus spectral variations, are due to spot size

variation and not an intensity driven effect. Calculating the conversion efficiency for

the entire measured spectrum in FPM 4, from 1.1 to 53.1 MeV (not displayed), a value

of 10.5% is calculated, based on 110 J of laser energy on-target, thus 11.6 J converted

to target rear accelerated protons. This is a relatively high conversion efficiency, com-

parable to results presented in Brenner et al. [108], which were achieved through the

employment of a dual laser pulse drive approach.

5.4.3 Proton beam divergence

Another notable variation observed in the measured proton beams is the energy diver-

gence. These results, for Experiment A, are presented in Fig. 5.5. Beam half angle

divergence was calculated by measuring the radius of a circular fit to the beam image

on each RCF energy level and taking into account the RCF-to-target distance.

Consistent with previous reports [118], the divergence for all shots decreases with

increasing proton energy. However, the rate this occurs differs significantly when com-

paring the two focal spot cases, consistently over all shots. Similar to the energy spectra

findings (Fig. 5.4), divergence values are initially approximately equal (at 1.1 MeV).

However, for increasing sampled proton energy, in the tight focusing case (red and green

data), the divergence decreases relatively slowly compared to the larger focal spot data

(blue data), exhibiting a more plateau-like distribution. Essentially this results in a

more collimated beam, with respect to proton energy, in the tight focus case, in con-

trast to a near-linear dependence measured with the larger spot, for otherwise identical
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Figure 5.5: Plot of the proton beam divergence as a function of proton energy in Experiment A. In
both case the red/dashed data represent FPM shots and blue/solid data PPM shots. Green/dashed
data represent a shot where a near optimal focal spot was achieved employing the FPM, i.e. enhanced

intensity. FPM 4 data additionally includes indicative error bar.

conditions. To quantify this result, the average reduction in beam divergence between

the two sets is a factor of ×1.2 at 4.5 MeV, and ×2 at 17.5 MeV.

5.4.4 Proton beam spatial distribution

The final notable variation displayed between the proton beams generated by the two

pulse focusing approaches is the spatial intensity distributions. As with the other

investigated beam parameters, this was determined through beam measurements si-

multaneously at various energies using a RCF stack. Figure 5.6 presents example RCF

proton data (from Experiment A) at various sampled energy levels for both focusing

cases and Fig. 5.7 shows beam profile lineouts taken from sample images from Fig.

5.6 (at 9.5 MeV) for various beam angular positions. Note that for the tight focusing

case the optimum aligned, highest intensity, FPM shot (FPM 4) is included. There are

three notable changes to the beam spatial distribution; (i) structure, (ii) edge profile

and (iii) evidence of target edge emission.

In terms of beam structure, there is a clear contrast between the highly smooth/d-

iffuse beam produced by the larger focal spot (Fig. 5.6– PPM 1 and PPM 3 data,

and Fig. 5.7(a) and (d)), and the significantly more structured beam displayed with
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Figure 5.6: Example proton beam spatial-intensity distribution, obtained though RCF spectroscopy imag-
ing at various proton energies (as indicated in each image), for both PPM and FPM focusing cases.
Additionally, specific features discussed in the text have been highlighted; 1. highly smooth/diffuse beam,

2. structured beam and 3. linearly striped proton distributions.

tight focusing (Fig. 5.6– FPM 2 and FPM 4 data, and Fig. 5.7(b)-(f)). The structure

measured employing the larger spot is that typically observed using metal foil tar-

gets in TNSA conditions, producing well defined beams. Furthermore, the large focal

spot beams exhibit a more Gaussian-like transverse profile, which decreases relativity

slowly with increasing beam angular position (as seen in Fig. 5.7(d)), circular-like in

shape, and a diffuse edge profile. In contrast, the beams measured in the tight fo-

cus case display plateau-like, ‘top-hat’, transverse profiles (as seen in Fig. 5.7(b)-(f)).

Additionally, they are relatively less circular with respect to the other focusing case,

exhibiting sharp edge boundaries at all sampled energies. It should be noted that the

distinct features displayed in the tight focusing case are also seen for shot FPM 4 (con-

ducted at relatively higher intensity [1.0×1021 W/cm2]). This highlights that beam

spatial distribution changes are driven by the alteration in focusing geometry and not

purely intensity driven.

A prominent feature displayed in the tight focusing data (Fig. 5.6– FPM 2 and

FPM 4) at the lower proton energy range is the presence of linearly striped proton

distributions crossing the main beam. These can be clearly seen in Fig. 5.7(f) as spikes
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Figure 5.7: Plots of proton beam profile lineouts in the X-axis at various Y-axis angular positions,
as indicated, for a sample proton energy of 9.5 MeV; for (d) PPM 1 (e) FPM 2 (f) FPM 4. Where
the position of each lineout with respect to the RCF image it was calculated from are indicated in (a),
(b) and (c), respectively. Additionally, specific features discussed in the text have been highlighted; 1.

structured beam, 2. linearly striped proton distributions and 3. top-hat distribution.

in the RCF optical density either side of the beam center (at 0°). These distributions

are produced by protons originating from the edges of the target, due to the presence

of strong electrostatic sheath fields (of similar strength to the main TNSA sheath) in

this region, due to confined electrons [97, 201, 202].

5.4.5 Summary of experimental results

To aid in discussing the cause of variations in the proton beam properties produced

in each focusing case, it is useful to first review the notable findings observed in the

experimental data, as listed below;

(i) Slower scaling of maximum proton energy with pulse intensity when employing

tight pulse focusing, with respect to established scaling laws.

(ii) A slower decrease in proton numbers with increasing beam energy, thus higher

average temperature, employing tight focusing, resulting in a ×2.5 enhancement

in laser-to-proton conversion efficiency, compared to larger spot irradiation.
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(iii) The beam energy divergence exhibits a significantly slower decrease, near plateau-

like in shape, with increasing proton energy in the tight focusing case when com-

pared to the large spot findings.

(iv) A higher degree of structure, with a sharper edge and less circular proton beam

was observed for tight focusing irradiation, compared to the large focal spot mea-

surements. Additionally, the tight focusing measurements exhibited evidence of

significant proton emission from the edges of the irradiated target.

As discussed earlier (section 2.7.1) the properties of the beam of TNSA protons are

closely related to the dynamics of the energetic electron sheath. Accordingly variations

in the proton beam properties can be correlated to the dynamics of the field distribution

at the target rear. This aspect of the TNSA mechanism may explain the properties of

emitted protons. However, the properties of the sheath distribution are defined by the

dynamics of the front surface interaction, such as laser-energy absorption, fast electron

injection, and the subsequent fast electron transport through the target. This will be

explored in more detail in the coming section.

Beginning with the observed changes in the beam divergence between the focusing

cases, this provides strong evidence for alteration in the distribution in the accelerating

rear surface sheath shape [114]. Different sheath shapes, and thus different gradients

of the sheath profile, will change the direction of emitted protons. An investigation

reported in Carroll et al. [115], exploring the effect of sheath shape on the divergence

of accelerated protons, concluded that a slowly decreasing, near plateau-like, beam

divergence, as observed in the tight focusing case, is indicative of a Gaussian distribution

sheath. Furthermore, that work showed that a near-linear divergence dependence with

proton energy results from an inverse parabolic sheath profile, such as the dependency

displayed in the larger focal spot measurements.

Combining the beam energy divergence findings, with energy spectra results sug-

gests a strong intrinsic correlation between the spectral and divergence properties. In

tight focusing irradiation the relatively slower drop in proton flux with proton energy

coincides with the slow decrease in beam divergence as a function of proton energy.

Similarly, in the larger focal spot case the relatively faster drop in the proton flux as

a function of energy is partnered with a rapid decrease in the beam divergence. This

implies that changes to the sheath distribution is not only a change in profile shape

but additionally sheath area on rear surface. In the tight focusing case a larger sheath,
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with relatively low electric field strengths, would result in the spectral enhancement of

low energy protons, and thus higher conversion efficiency, as experimentally observed.

Further evidence for different sheath dynamics between the focusing cases is ob-

tained from variations displayed in the proton beam spatial intensity distribution. The

observation of protons emitted from the edges of the target under tight focusing, is a

clear sign of significant alteration in sheath dynamics compared to larger focal spot

irradiation. This result suggests that tight focusing produces a large population of fast

electrons at the target edge, occurring due to the lateral spreading of expanding sheath

electrons from laser axis. Once at the target edges, a return current can no longer

be supported and expansion is stopped by the radial component of the electrostatic

field resulting from the build-up of negative charge. This electron population is then

reflected back toward laser axis, which can alter the dynamics of the spatially and tem-

porally evolving sheath over the whole surface [96]. This electron spreading effect, and

the resultant secondary ion sources from target edges, has been previously observed in

Quinn et al. [203]. Furthermore, 2D hybrid-PIC simulations reported in McKenna et

al. [97] demonstrated that upon reaching the edges, hot electrons are reflected back

towards the centre of the target giving rise to lateral refluxing.

This indication of notable fast electron lateral transport and resultant reflection

from the target edges may help explain all the significant changes to the accelerating

sheath, in terms of altering its spatial-intensity distribution, which in turn results in

the experimentally observed proton beam properties. For example, this effect may

explain the observed deviation of proton maximum energy scaling with intensity from

the well-established square-root scaling. The enhanced lateral spreading of expanding

sheath electrons will result in a dilution of acceleration fields over time. Similarly, the

accelerating field will decay more slowly in the larger spot case as it takes more time for

electrons to spread transversally. This effect was highlighted in Zeil et al. [204] where

a degradation in maximum proton energy was observed when the transverse size of

the target was reduced to enhance the effects electron reflection from the target edges,

which in turn perturbs the main accelerating region.
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5.4.6 Target transverse size alteration

As postulated in the previous section, varying degrees of fast electron lateral spreading

at the target rear between focusing cases may be the cause of changes in the accelerating

sheath, and hence the observed proton beam properties. To further test this hypothesis

and informed by the findings of Experiment A, similar to the investigation reported in

Zeil et al. [204], the transverse dimensions of the target foil were varied. Experiment

A employed targets with transverse dimensions of 1×1 mm. Square targets with side

lengths of 4 mm, 3 mm, 1 mm and 0.5 mm were selected for investigation in Experiment

B. This effectively modifies the time in the interaction at which reflection of electrons

occurs from the target edges by moving them further from laser axis (>1 mm) or

limiting its spread by moving them closer (<1 mm). This will aid in demonstrating the

consequence of this on the accelerating sheath field, and the resultant proton emission,

between focusing cases. Figure 5.8 displays example RCF data at two sampled energies

(3.9 MeV and 8.4 MeV), over the range of investigated target foil sizes.

In the tight focusing case (FPM data) an enhancement in edge emitted protons is

observed as the target transverse dimensions are reduced, as displayed by the linear fea-

tures in the proton spatial distribution. Only the two smallest target sizes investigated

(1 mm and 0.5 mm) display these proton features, at >8.4 MeV. The 0.5 mm target,

in fact, shows evidence of edge emission up to 21.6 MeV (not displayed). Conversely,

for the larger focal spot measurements (PPM data), edge emitted protons are only

observed at the lowest sampled energy (3.9 MeV) for all target sizes. Furthermore, the

beam spatial distribution observed in the 0.5 mm target under tight focusing irradiation

displays significant departure from the circular-like beams produced by the relatively

larger targets. This is not observed in the larger focal spot equivalent. This suggests

the target dimensions would need to be reduced further, <0.5 mm, for a similar proton

distribution to be generated.

This investigation clearly shows that the sheath dynamics are significantly different

in the two focusing cases, with the tight focus producing strong accelerating fields at

the target edge, capable of tens of MeV proton generation. Additionally, the reflection

of electrons from the edges alters the evolution of the accelerating fields leading to the

resultant measured properties in the sheath accelerated protons. A similar effect of

lateral refluxing was presented in Tresca et al. [96], where the target shape was altered
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Figure 5.8: Example proton beam spatial-intensity distribution, obtained though RCF spectroscopy imag-
ing, at two sampled proton energies (as indicated), for both focusing cases (FPM and PPM) over the
range of various target sizes investigated (as indicated). Additionally, specific features discussed in the

text have been highlighted; 1. linearly striped proton distributions and 2. proton beam breakup.

to control the spatial profile of the accelerated protons.

5.5 Modelling

The measured changes to the proton beam are interpreted in terms of changes to the

rear surface sheath dynamics, but the source of the changes to the sheath evolution

is still unclear. To this end, the front surface laser-plasma interaction dynamics must

be explored, because the primary difference between the cases in the size of irradiating

focal spot. This section presents the results of 2D PIC simulations (see section 3.5.1),

exploring the interaction dynamics of metal foil targets irradiated under the two focus-

ing conditions. Using the fully relativistic PIC code EPOCH the interaction of a 400

fs Gaussian laser pulse with a 6 µm thick aluminium target (at 200nc), assumed to be

ionised to Al11+ and initially neutralised by a corresponding electron population. The
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Figure 5.9: PIC simulation results of 2D target electron density, normalised to the electron critical
density, for both focal spot cases ((a-(c) 1.5 µm and (d)-(f) 5 µm), at varying simulation times relative
to the arrival of the pulse peak at initial target front (located X= 0 µm). The laser pulse is propagating
from the left to the right, along Y= 0 µm. The highlighted areas in (b) and (e) show the main difference

between spot cases discussed in the text.

initial electron temperature was set to 90 keV and initial ion temperature to 0.1 keV.

A simulation box size of 150×57.6 µm is used, with 30,000×11,530 cells and 7 particles

per cell. The two spot cases simulated are 1.5 µm and 5 µm (FWHM), each of equal

peak intensity (6×1020 W/cm2), compensated by the total energy in the pulse.

To begin examining differences between focusing cases one can first compare elec-

tron density maps from these simulation, shown in Fig. 5.9(a)-(f), for three various

simulation time-steps (relative to the arrival of the peak of the pulse at the target

front). It is immediately evident from these snapshots of electron density that there is

a distinct difference in the critical density surface deformation during the hole boring

phase. For the larger focal spot the surface radius of curvature is relatively large (Fig.

5.9(e)) in comparison to the significantly deformed condition observed in the small spot

case (Fig. 5.9(b)). This variation is explained in terms of the transverse component of
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Figure 5.10: PIC simulation results of the 2D target electron density distribution for electrons with
energy >1 MeV, normalised to the electron critical density, for both focal spot cases, (a) 1.5 µm and
(b) 5 µm. Data was sampled approximately 100 fs before the peak of the pulse arrives at initial target

front (located X= 0 µm).

the pulse’s ponderomotive force (see section 2.5.2). Recalling, the collective expulsion

of electrons from regions of higher to lower intensities occurs due to the ponderomotive

force, arising from the inhomogeneity of the oscillating electromagnetic field. It is thus

proportional to the gradient of the pulse’s spatial, and temporal, intensity profile. The

tighter, smaller, focal spot (of Gaussian-shaped intensity profile) has a larger ratio of

transverse component of the ponderomotive force to the longitudinal component, com-

pared to the larger focal spot. This results in greater transverse motion of electrons,

moving them away from the central laser propagation axis, due to a steeper gradient

in the pulse intensity profile. Thus the laser can bore further into the overdense target,

with electrons being expelled from the interaction volume.

If one considers the mechanisms by which fast electrons are generated (see section

2.5.4), such a critical surface curvature, in the small spot case, will result in an enhance-

ment in absorption processes which take place when the pulse is obliquely incident on

a plasma density gradient (such as resonance and vacuum heating), in this case where

the laser is incident normal to the target. This will not only effect the degree of laser

energy coupled to electrons, but additionally the injection direction of the electrons.

Both resonance and vacuum absorption generate fast electrons which are emitted in

the direction of laser polarisation, as opposed to the J × B mechanism which injects

along the laser propagation axis. The latter is expected to be the dominant absorp-
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Figure 5.11: Illustration of the recirculation of fast electrons within a target irradiated by either tight
focusing (F/1) or a relatively larger focal spot (F/3.1). This aids in understanding the lateral spreading

of the electrons at the target rear, between focusing cases.

tion mechanism due to normal incidence. Thus, an enhanced critical surface curvature

would result in a change in electron injection distribution. The effect of hole boring

increasing electron divergence was highlighted experimentally in Green et al. [91].

To investigate changes to the spatial distribution of the fast electrons within the

target, between focusing cases, one can plot the density of electrons with energy >1

MeV. This is shown, at approximately 100 fs before the peak of the pulse arrives at the

target front, in Fig. 5.10. The spherical expansion of the fast electron population within

the target is observed in both cases, more distinct under tight focusing (Fig. 5.10(a)).

The large spot case (Fig. 5.10(b)) displays a greater density of fast electrons around

the central axis (Y= 0 µm), which are more planar in distribution and highly turbulent

in nature, breaking up the spherical distributions. Similar fast electron dynamics were

observed in the simulation study of tight focus reported in Klimo et al. [199] and

Valenta et al. [200]. The authors of that work also concluded that tight focusing

leads to a wider angular distribution of fast electrons. This analysis displays the stark

difference in fast electron dynamics between focusing cases, with the primary difference

being in the transverse motion of fast electrons.

If one considers enhanced transverse fast electron motion, in the tight focusing

case, in terms of the dynamics of electron recirculation inside the target (i.e. fast

electrons reflecting from the sheath fields formed at both surfaces of the target) then

this would lead to relatively faster lateral spreading of electrons as they traverse the

171



Chapter 5. Influence of focal spot size approaching the laser wavelength on proton
acceleration in the TNSA regime

target numerous times, with respect to the large focal spot fast electron motion. This

concept is illustrated in Fig. 5.11. This would lead to faster spreading of electrons

at the target rear and, consequently, to the conclusions made in the previous section

regarding the source of alterations in the proton beam properties. The simulation

investigation of Klimo et al. [199] and Valenta et al. [200] also highlighted this aspect

of fast transverse spreading of electrons under tight focus irradiation adversely affected

ion acceleration (in the TNSA regime).

5.6 Conclusion

In this chapter the influence of employing a tightly focused laser pulse on the char-

acteristic properties of laser accelerated protons in the TNSA regime was explored

experimentally. The proton beam parameters considered were maximum proton en-

ergy, energy spectrum, beam divergence and spatial intensity distribution. A tightly

focus pulse (with spot size near λL) was achieved employing the ∼F/1 FPM developed

in chapter 4. For comparison, a planar plasma mirror was employed to maintain initial

F/3.1 focusing from conventional OAP focusing. Importantly, approximately the same

intensity could be achieved in each focusing case due to reduced spot encircled energy

in the tight focusing scheme.

The results demonstrate significant differences in the characteristic properties of

TNSA proton beams produced with both pulse focusing geometries. To summarise,

the proton beams observed employing tight focusing displayed a slower maximum pro-

ton energy laser intensity scaling, a slower decreasing proton spectrum (with a ×2.5

enhancement in laser-to-proton energy conversion efficiency and proton temperature

increase), a significantly slower, near-plateau like, decrease in beam divergence with

increasing proton energy, compared to measurements employing the larger focal spot.

Furthermore, a higher degree of beam structure, with observation of significant proton

emission originating from the target edges, was found for the tight focusing case.

The measured proton beam properties are explained in terms of changes in the

evolution dynamics of the fast electron distribution at the target rear, which gener-

ates the accelerating fields. The observation of significantly more protons emitted from

the target edges under tight focus irradiation indicates the presence of enhanced lat-
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eral spreading of electrons toward the target edges. Furthermore, the reflection and

recirculation of electrons from the target edges can significant alter sheath dynamics

and consequently the properties of accelerated protons. This effect may also explain

the observation of lower-than-expected maximum proton energies from conventionally

accepted intensity scaling. The lateral spreading results in dilution of the acceleration

fields, and alters the temporally evolving electron distribution shape, leading to the

variations measured in both the maximum proton energy and the beam divergence.

To further test this hypothesis proton acceleration employing targets of varying

transverse dimensions was investigated. This enabled a modification of the point in

time in the interaction at which reflection of electrons begins to occurs from the target

edges. This study clearly shows the presence of significantly varying sheath dynamics

between the two focusing cases, with the tight focus producing strong accelerating

fields at the target edge, capable of tens of MeV proton generation. Additionally, the

reflection of electrons from the edges was seen to considerably change the evolution of

the accelerating fields, leading to the breakup of proton beam structure in the smallest

target size investigated (0.5×0.5 mm), where lateral spreading effects will be most

dominant.

To aid in the understanding of the source of changes in the sheath dynamics between

focusing scenarios, 2D PIC modelling with parameters representing the experimental

conditions were employed. These highlighted two key differences using tight focusing

relative to a larger spot: (i) a smaller radius of critical surface curvature, from enhanced

target deformation in the hole boring phase; and, (ii) a wider angular distribution of

fast electron throughout the target. The former results in an enhancement in absorp-

tion processes which take place when the pulse is obliquely incident on a plasma density

gradient, in this case of a normal incident pulse. Additionally these mechanisms (res-

onance and vacuum absorption) inject electrons normal to the local critical surface

direction, and thus an alteration of fast electron distribution within the target would

be expected. This was observed when investigating the density of fast electrons in the

target (of energy >1 MeV). Tight focus irradiation was seen to result in a wider angular

distribution of electrons throughout the target, the second difference highlighted above.

Considering this in terms of the temporal evolution of electron recirculation inside the

target, the larger degree of transverse fast electron motion (in the small focus spot

case) would lead to a faster lateral spreading of electrons with the target and thus the
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spreading of the rear surface electron distribution. This in turn explains the measured

proton beam properties.

This study highlights the importance of focal spot size in the view of laser-driven

proton acceleration in the TNSA regime, far beyond a parameter which simple de-

fines the laser intensity. More specifically, this work demonstrates the influence of an

extremely small, tightly focused laser pulse on the interaction dynamics and the sub-

sequently accelerated proton beam properties. This is particularly important when

considering a main aim of laser-driven acceleration is increasing maximum proton en-

ergies. Several laboratories are actively developing FPMs, with the aim of achieving

higher intensities to push the achievable ion energies higher. This study highlights that

caution is required if this is to be achieved by decreasing the focal spot size towards

the laser wavelength due to changes induced in the interaction physics.
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Chapter 6

Influence of focal spot size on

energy absorption in intense

laser-solid interactions

6.1 Introduction

The coupling of laser energy into dense plasma, often referred to as absorption, and

the subsequent production of fast electrons (of mega-electron Volt energies) underpins

a host of intense laser-driven radiation production mechanisms. It defines not only

the properties of secondary radiation, such as gamma-rays [205, 206] and ion acceler-

ation [13, 19], but additionally the optical properties of the plasma over the course of

the interaction [207, 208]. The promise of applications of laser-solid interactions (as

discussed in chapter 1) has motivated considerable experimental and theoretical inves-

tigation into intense laser-solid interactions, and in turn the sub-topic of laser-plasma

absorption physics.

Given that laser-electron energy coupling mechanisms are highly sensitive to nu-

merous laser and plasma parameters (as explored in section 2.5.4), the complex and

dynamic picture which emerges remains one of the most challenging areas of the field

to understand. For applications which require highly efficient laser-energy coupling

into fast electrons and a high degree of controllability, for example fast ignition inertial

confinement fusion [45], resolving these complexities is essential. Numerous collisionless

absorption mechanisms for dense plasmas have been identified in recent years, such as
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those laid out earlier in section 2.5.4; including J×B [74], vacuum [72] and resonance

absorption [209]. Each of these mechanisms are sensitive to a host of parameters, in-

cluding: laser polarisation, intensity, incidence angle and plasma density scale length

[210, 211, 212]. This dependency on the interaction conditions, in conjunction with the

fact that several of these mechanisms may act concurrently as the interaction evolves,

makes it highly non-trivial to understand the absorption dynamics. Consequently, to

date it has proved exceptionally difficult to establish a theoretical framework or to con-

duct simulations which encompass all aspects of the complex nature of laser absorption

for a given set of interaction conditions.

Experimentally, however, it is possible to at least measure the total laser absorp-

tion, though quantifying the degree of laser energy not absorbed by the target, i.e.

measuring reflected and scattered light components, and comparing it to the incident

pulse energy [170, 171]. Although ultimately the absorption dynamics need to be re-

solved and understood, we can significantly further our understanding of the absorption

physics, and the key laser and plasma parameters to which this is sensitive, through such

experimental measurements. These essentially empirical insights feed into the future

design of experiments and applications, and are ultimately crucial in the verification of

theoretical and numerical models.

Despite the inextricably vital role which laser absorption plays in laser-solid inter-

actions, there are surprisingly few experimental studies of the total absorption in the

relativistic interaction regime; these are discussed in more detail in the next section.

While these findings have demonstrated that laser absorption strongly depends on in-

tensity by variation of pulse energy, the intensity dependence by variation of other

parameters, and in particular the focal spot size, has not been addressed directly by

measurements of the total absorption. As discussed in chapter 5 (see section 5.2), previ-

ous investigations of the fast electron temperature scaling, inferred from the maximum

energy of laser-driven protons, indicate that indeed there are more complex dynamics

at play when the focal spot size is varied, which merits further investigation [113, 197].

To address this problem, this chapter reports on an investigation of the scaling of

total laser absorption into overdense relativistic plasmas as a function of peak laser

intensity. This is achieved by separately varying the pulse energy and the focal spot

size, furthering the main theme of this thesis, i.e. investigating the effect of focal spot

size on laser-solid interaction physics. This investigation is achieved by employing a
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suite of diagnostics, including an integrating sphere and an angularly resolving electron

detector, developed specifically for these measurements. These are essential for devel-

oping a broader understanding of laser-plasma absorption dependencies; each of which

will be explored in the coming section.

6.2 Review of relevant literature

As mentioned above, there has been relatively few experimental studies of the total

laser-energy absorption in the interaction with solid density targets in the relativistic

regime. Moreover, most experimental studies investigating such, to date, at peak in-

tensities up to 1020 W/cm2, have involved indirectly inferring laser absorption to fast

electrons through measurement of x-ray emission or ion acceleration [213, 214, 215];

though numerous processes, not linked to absorption, will effect these measurements.

One study which investigated absorption directly, through the quantification of the

degree of laser energy not absorbed by the target plasma, at intensities up to 1020

W/cm2, is the widely cited measurements reported in Ping et al. [75]. This study

investigated, for the first time, direct measurements of total absorption for a short

relativistic laser pulse (0.15 ps pulse length and 0.8 µm wavelength with pulse energies

between 0.02 and 20 J) interacting with solid foils. These measurements demonstrated

an intensity dependent scaling of laser absorption, with values up to 90% for pulses

incident at 45° to the target normal axis, and 60% for near-normal incidence, at a laser

intensity of ∼2×1020 W/cm2. Such high values were found to be consistent with both

interaction with pre-plasma and hole boring by the laser pulse enhancing absorption,

via 2D PIC simulations.

Furthermore these results were employed by Davies [68] to develop an empirical scal-

ing law, which describes the fractional absorption, fabs, as a function of laser irradiance

(ILλ
2);

fabs =

(
ILλ

2

3.37× 1020 [Wcm−2µm2]

)P
(6.1)

where the irradiance is units of Wcm−2µm2 and P is a fitting parameter. This is not a

suitable function to describe laser absorption at any irradaince value as it is unbounded,

due to it being found through simply fitting to the measurements reported in Ping et
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al. [75]. However, it is useful for modelling absorption scaling with irradiance values

between 3.0×1018 to 2.3×1020 Wcm−2µm2, such as the study presented in this chapter.

This review of absorption measurements reported in Davies [68] was further em-

ployed in Levy et al. [216] to develop a theoretical model establishing upper and

lower bounds on laser-coupling for a given laser intensity with relatively thick (>µm)

solid density targets. This study highlights that complex targetry (such as structured

targets) or near critical density targets (such as CH foam targets) are required to cir-

cumvent these absorption bounds.

The investigation reported in Ping et al. [75], and thus also the work of Davies [68]

and Levy et al. [216], was conduced by altering intensity through variation of pulse

energy, with constant focal spot size. As such, the intensity dependence by variation

of the focal spot size was not addressed. As was discussed in the previous chapter (see

section 5.2) the scaling of such aspect as the maximum energy of laser-driven protons

[195, 197] and the number of protons accelerated (i.e. the laser-to-proton conversion

efficiency) [198], for example, is seen to be significantly different depending on how the

intensity is varied. This indicates that there are more complex dynamics taking place

when the focal spot size is varied.

6.3 Experimental method

Employing the PHELIX laser (see section 3.3.2), s-polarised pulses, of (700±100) fs

(FWHM) with energy, EL, varied between 4 J and 180 J and of central wavelength

1053 nm, were incident at 0° (i.e. along target normal) onto aluminium targets of

thickness 6 µm and 20 µm. The pulse temporal intensity contrast was measured pre-

experiment to be 1010 on the nanosecond timescale, and 104 at 10 picoseconds in front

of the main pulse [138]. The pulse energy was controlled solely by the rotation of

a calibrated waveplate between two crossed polarisers, located between the front-end

and pre-amplifiers sections of the laser. Thus the investigated energy range (4 J to

180 J) can be covered without any additional changes to the laser. Consequently the

temporal intensity contrast does not change significantly over this range. This was

verified by test shots with extremely thin (nanometers scale) foil targets with full laser

power and the employment of a 3rd order scanning autocorrelator at low energies. To
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focus the pulses onto the target an F/1.5 OAP was employed, achieving a minimum

focal spot size of φ0= 4 µm (FWHM), varied up to a maximum spot size of φ0= 270

µm by translating the OAP along the propagation axis away from best focus (towards

the target). To investigate laser absorption as a function of incident laser intensity

on-target, in the range of 1×1017−1×1020 W/cm2, this parameter was controlled by

separate variation of either EL or φ0. Furthermore, this laser system was selected due

to its high shot-to-shot energy stability, and was thus an excellent choice of facility for

energy absorption measurements.

In order to make unambiguous measurements of the total laser energy absorption

and the conversion into high energy electrons, three novel custom diagnostics have

been developed which operate concurrently. These are: (1) an integrating (Ulbricht)

sphere employed to quantify the degree of unabsorbed laser light diffusely scattered

from the target; (2) a dual-wavelength imaging system, in conjunction with a scatter

screen, to measure unabsorbed laser light backscattered and specularly reflected from

the target; and (3) an angularly resolving ‘wrap-around’ detector to characterise the

escaping fraction of fast electrons from the target rear. The first two instruments enable

two components of an energy balance equation (Eq. 6.2), used to quantify the energy

absorbed by the target, to be measured; the equation is as follows;

EIN = EBS + ESR + EDS + ETR + EABS (6.2)

where EIN is the laser energy incident onto target, EBS and ESR are the energy of

backscattered and specularly reflected light, respectively (both of which are quantified

using the dual-wavelength imaging system), EDS and ETR are the energy of diffusely

scattered light and transmitted target light respectively (both quantified employing the

integrating sphere), and finally EABS is the laser energy absorbed by the target. The

fraction of absorption by the plasma (KABS) can be written in terms of the fractions

of each of the components as;

KABS = 1−KBS −KSR −KDS −KTR (6.3)

Therefore in order to determine the laser energy absorbed by the target, it is necessary

to measure all the components of the energy balance equation.

Each of the three diagnostics involved in this measurement, including their design
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Figure 6.1: Schematic of the experimental set-up used to measure the degree of laser energy absorbed
during a laser-solid interaction, indicating the position of the three main diagnostics employed in this
study, these being: an integrating sphere, a scatter screen in conjunction with a dual-wavelength imaging

system and an angularly resolving wrap-around electron detector.

and operation, are explored separately below. Figure 6.1 displays a schematic of the

experimental set-up indicating the position of each of these diagnostics.

(1) Integrating sphere

In order to quantify the amount of light diffusely scattered from a target during irra-

diation (one component required in the calculation of total unabsorbed laser light) a

custom integrating (Ulbricht) sphere (the principle of which is covered in section 3.4.2)

was developed to make this measurement, in which a target is placed at its centre.

The design of this instrument, starting with its dimensions, was based on the max-

imum sphere diameter which could be employed in the PHELIX target chamber, based

on knowledge of the focal length (360 mm) and off-axis angle of the focusing OAP

(22.5°). This limiting maximum size is based on the fact that if the sphere was any

larger it would begin to block the incoming collimated beam to the OAP. Addition-

ally, the largest feasible diameter is desirable to minimise possible damage from laser

light reflected or transmitted by the target. The maximum feasible sphere diameter

was calculated to be 180 mm. Initially it was hoped that the sphere could be used

to quantify not only the diffusely scattered interaction light, but also the specular re-
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Figure 6.2: (a) and (b) Schematic drawings of the integrating sphere design top and bottom hemispheres,
respectively. (c) and (d) Images of the manufactured spheres in the experimental set-up, in (c) its closed
position to quantify the energy content of diffusely scattered light in the interaction and (d) its open

position to allow entry of a microscope objective for focal spot optimisation and target alignment.

flected component. For this to be achieved the target would have to be irradiated at

an oblique angle (∼30°), allowing the specular reflected light to be directed onto the

sphere walls. However, as the specular light is ‘beam-like’, operating in this fashion

relies on the intensity of this light being below the damage threshold of the wall (the

wall coating is discussed later in this section). It was calculated, however, that for

damage not to occur the sphere size would need to exceed the maximum limiting size.

As such this sphere operation mode is not feasible for employment on this laser system

configuration.

The next operation mode considered was to include an additional aperture in the

sphere to allow specular reflected light to exit, and be quantified outside the sphere

(covered in the next section). This option was also ruled out as the aperture size

required to allow this rapidly expanding F/1.5 beam to exit unperturbed would overlap

with the incoming beam aperture, and additionally alter the integrating ability of the

sphere due to the reduction in reflective surface area.

To resolve these issues concerning the specular component of reflection, target irra-

diation was conducted at 0° laser incidence angle, such that specular light, and backscat-

tered light, would propagate back up the input direction and exit through the entrance

aperture, to be quantified outside the sphere (covered in the next section). In terms
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of this entrance aperture, the maximum sphere size selected means the aperture size

needs to be of sufficient size to enable the full F/1.5 focusing laser cone to reach the

interaction target placed at the centre of the sphere. This was calculated to be 70 mm

in diameter. To allow for the insertion of the target mount and positioner, an additional

23 mm diameter hole was included in the bottom pole of the sphere.

The sphere was additionally designed to be divided into two separate hemispheres.

This enables access for the focal spot and target alignment camera, prior to target

irradiation. Additionally, the target mounting posts were made from a highly reflec-

tive PTFE plastic as to not imped scatter measurements. Once target alignment has

been achieved the two hemispheres are placed together, producing a tight seal at the

interface, forming the integrating sphere.

Finally two small 5 mm diameter holes were included at 50° above the equator in

the top hemisphere (60° anticlockwise along the equator from laser axis) and 45° below

the equator on the bottom hemisphere (120° clockwise along the equator from laser

axis) into which two multimode optical fibres could be connected for the quantifica-

tion of signal inside the sphere (discussed in more detail later). The sphere itself was

manufactured using a vacuum moulding technique to form each hemisphere from a 6

mm thick sheet of Polyethylene terephthalate (PETG) plastic. Figure 6.2 displays the

design and manufactured sphere.

As the purpose of the integrating sphere is to spatially integrate the radiant flux

of scattered laser light, it requires diffusely reflective surfaces. To this end, the inner

walls were coated with a commercially available diffuse reflectance paint, known as

Spectraflect. This barium sulphate based paint is a near-Lambertian scatterer and can

be easily applied to many substrates (including the PETG plastic sphere). Furthermore

it has a high reflectivity over a wide range of optical wavelengths (350 nm to 2400 nm),

with a ∼96% reflectivity at the PHELIX laser operation wavelength (1053 nm). To

apply this coating to the pre-formed plastic spheres a specialist coating company (Pro-

Lite Technology) was employed, applying a coating of thickness ∼0.5 mm to ensure the

sphere is opaque at the laser wavelength, i.e. minimal transmission losses. Compared

to other commercially available coatings this has a relativity low damage threshold

(1.7 J/cm2, measured employing a nanosecond range Q-switched YAG laser at 532

nm). However, this low damage threshold, and the fact it is determined for a much

longer pulse length, is not an issue in our sphere operation mode, i.e. for specular light
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(a) (b)

Figure 6.3: (a) Plot displaying the scattered spectrum measured inside both the manufactured test sphere
(black data) and the reference sphere (blue data), for the same 1054 nm input source (spectrum displayed
in inset [red data]). (b) Plot displaying the scattered spectrum measured inside the test sphere pre- (black

data) and post- (blue data) vacuum testing, again for the same input signal.

being directed out of the sphere and considering the scaling of the damage threshold of

materials with incident pulse length, as reported in [217]). Additionally, Spectraflect is

limited by the fact that the binder used to adhere it to the sphere substrate is water

soluble and therefore cannot be used in high humidity applications. This is not an

issue within the interaction chamber vacuum environment, but must be considered

when storing the spheres. As such, coated spheres were kept in vacuum sealed bags to

avoid any undesirable degradation of the Spectraflect coating pre-employment. Other

types of specular reflecting paint were considered, such as Spectralon. This possesses

a higher damage threshold compared to Spectraflect (4 J/cm2), however is relatively

more complex to apply to a curved surface and comes at much higher cost. It was thus

not a viable option for producing multiple spheres to be used in the experiment.

To characterise and validate the operation of the manufactured Ulbricht sphere de-

sign before employment on a laser-solid interaction experiment, its integrated signal

was compared to a commercially available integrating sphere (ThorLabs 50 mm diam-

eter integrating sphere), which will be referred to as the ‘reference sphere’. This was

achieved by illuminating the manufactured sphere with 1054 nm light from a light emit-

ting diode (LED) coupled with a multi mode fibre optic connected to one of the sphere

fibre ports. To measure the diffuse scattered light signal inside the sphere an optical

spectrometer (Andor Shamrock 303i) was connected, also by a fibre, to the second fibre

optic port. The same test was applied to the reference sphere, with a comparison of

the results displayed in Fig. 6.3(a). It is clear when comparing these spectra that a
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Figure 6.4: Combined energy response curve for the sphere and each optical spectrometer, with blue
data representing the Ocean Optics spectrometer calibration and red data the Andor spectrometer. The

two spectrometers have slightly different sensitivities which are accounted for in the calibration.

higher signal is measured inside the reference sphere compared to the manufactured

sphere, with a maximum peak signal difference of approximately ×4. At first this may

seem like the manufactured sphere is far from an idealised integrating sphere, however

as the radiant flux measured inside a sphere is inversely proportional to the illuminated

surface area, i.e. the sphere surface area, (as discussed in section 3.4.2) then clearly

the output signal, for the same input signal, would be expected to fall when comparing

spheres of diameters 50 mm and 180 mm. This coupled with the fact the manufactured

sphere also includes two open apertures (laser and target ports), which the reference

sphere does not, then the integrated signal measured compares favourably to that of

the reference sphere.

This characterisation of the sphere design was repeated for a sphere which had

been held in vacuum (between 10−4–10−5 Pa) for two days. This test was necessary to

gauge if being held in vacuum for a period of time would have any adverse affects on

the sphere’s operating ability, such as degradation of the specular reflecting coating.

Figure 6.3(b) shows the output spectrum measured from a sphere (again employing

the 1054 nm LED input) before and after the vacuum treatment. Comparison of the

spectra shows no significant difference between the operation of the sphere as a result

of vacuum conditions.

In terms of sphere operation on the PHELIX experiment, the signal of diffusely

scattered laser light was quantified using two optical fibres connected to the sphere;
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one connected to an Ocean Optics (Maya2000Pro) spectrometer and the other to an

Andor Shamrock (303i) spectrometer. The energy response of the sphere was calibrated

by first measuring the energy throughput of the laser system, including all optics up

to the sphere entrance, employing a calibrated large diameter calorimeter. The sphere

response was then characterised by directly irradiating the sphere walls with a series

of relatively low energy laser shots ranging from 60 mJ to 230 mJ. The calibration

of input pulse energy to sphere signal for each spectrometer is shown in Fig. 6.4.

The sphere signal was quantified from the obtained spectra by integrating around the

central laser wavelength by ±40 nm (the range over which the spectrum dropped to the

background level). For full power laser pulses the fibre optic cables were filtered using

well characterised neutral density filters (see section 3.4.2) prior to the fibre terminal

to avoid the possibility of optical damage being induced inside the fibre. The absolute

energy of the scattered light in the sphere was then calculated by scaling the measured

signal, obtained by integrating the 1054 nm signal measured in the spectrum, by the

neutral density response.

(2) Dual-wavelength imaging system

The integrating sphere design presented in the previous section, as discussed, quantifies

the energy of laser light diffusely scattered from the target, EDS , during the interaction.

However this is not yet enough information to calculate the total amount of laser

light absorbed by the target, as explained by Eq. 6.2 and Eq. 6.3. To complete the

absorption measurement, the laser energy specularly reflected, ESR, and backscattered,

EBS , by the target plasma must be quantified. As mentioned, this component leaves

the sphere through the entrance aperture. Upon exiting this light is collected and re-

collimated by the OAP, which then directs it back along the laser path. To quantify

a highly reflective scatter screen (seen in Fig. 6.5(a)), coated in Spectralon paint, was

positioned behind the final dielectric turning mirror before the parabola, enabling its

light leakage (∼1%) to be incident on the screen. The screen was then imaged by a

custom dual-wavelength imaging system (as described in section 3.4.2), operating at

the fundamental laser wavelength (1053 nm) and its second harmonic (527 nm). A

schematic of this diagnostic is shown in Fig. 6.5(c).

An absolute calibration for the energy response of the imaging system, at the laser

wavelength (1053 nm), was made by directly irradiating the scatter screen with a
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Figure 6.5: (a) Photograph of the scatter screen set-up employed to quantify the energy content of
specularly reflected (ESR) and backscattered (EBS) laser light. (b) Photograph of the turning mirror
which has a small percentage transmission (∼1%) allowing specular reflected and backscattered light
to reach the scatter screen, and the mirror allowing the imaging system to observe the screen. (c)
Schematic of the dual-wavelength imager employed to measure the light signal incident on the scatter

screen.

∼25 mm diameter pick-off of the incoming laser pulse. This pick-off was split using a

calibrated 50:50 beam-splitter, with one 50% component directed onto a calorimeter for

absolute energy measurement and the other onto the scatter screen, thereby enabling

a direct calibration of the imager response for laser pulse energy. The set-up of this

energy calibration procedure and the resultant calibration curve is displayed in Fig.

6.6(a) and (b), respectively.

(3) Angularly resolving wrap-around electron detector

In addition to the measurement of the total laser absorption, through the optical di-

agnostics explored previously, the escaping fraction of fast electrons from the target

during the interaction is measured using an angularly resolving ‘wrap-around stack’

detector (WAS), detailed previously in Refs. [218, 219]. This diagnostic surrounds

part of the integrating sphere, centred on the equator. The detector consists of stacked

layers of Fujifilm image plate (BAS-SR) (see section 3.4.1), filtered by iron plates (the

composition of which is shown in Fig. 6.7(a)) in order to achieve some degree of spectral

resolution. This detector-filter combination has a minimum energy detection threshold

of ∼2.3 MeV (i.e. minimum electron energy passing through the integrating sphere wall
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Figure 6.6: (a) Schematic of the set-up employed to achieve an absolute calibration for the energy
response of the screen-imager diagnostic, used to quantify the energy content in the specularly reflected
and backscattered laser light from the laser-solid interaction, with the main components annotated. (b)
The resultant calibration curve for the combined response of the imaging system and camera, imaging

at the laser central wavelength (1054 nm).

and first iron filter); calculated employing the electron stopping database ESTAR [220].

The image plate and filters are curved into a 180° arc in the horizontal plane, and are

50 mm wide in the vertical direction. Additionally the detector was divided into two

sections, necessary to allow one section to be translated away to allow the alignment

objective to be moved in; similar to the movement of the two sphere hemispheres. A

picture of this diagnostic and its placement in the experimental set-up is displayed in

Fig. 6.7(b).

Once the WAS has been exposed to the escaping electrons from the interaction,

the image plate must first be scanned in order for the resulting data to be recorded,

producing a 2D image of the angular electron distribution. An example of the raw data

is shown in Fig. 6.7(c). Note that the four image plate layers are scanned simultaneously

to avoid issues with inadvertent signal loss between layers due to temperature variations

or exposure to ambient light. The process of converting the raw scanned image into the

physical electron numbers is covered in section 3.4.1. Whilst this diagnostic is designed

to provide angularly resolved spatial measurements, for the purposes of investigating

the total number of escaping electrons, the signal measured in each image plate was

spatially integrated for each layer. To give a measure of the total escaping electron

number the signals measured on each layer were summed together. The electron number

is calculated from the image plate data using the calibration presented in Chen et al.

[167].
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Figure 6.7: (a) Wrap-around electron detector stack composition used to achieve a degree of spectral
resolution. (b) Top view of experimental set-up, showing wrap-around stack (WAS) diagnostic, covering
180° degree angular range, in relation to the integrating sphere. (c) Example image of unprocessed output

from WAS detector, showing the escaping electron beam.

6.4 Experimental results

6.4.1 Measurements of laser absorption

To begin, the set-up explored in the previous section was used to investigate laser

absorption scaling as a function of intensity, in the range of 1017–1020 W/cm2. Firstly,

intensity is altered by varying EL and keeping φ0 constant (at best focus of 4 µm).

This is a similar intensity range as the results reported in Ping et al. [75] (under

somewhat different conditions). The results of this investigation are shown in Fig.

6.8, using blue triangles for 20 µm Al targets and black squares for 6 µm Al targets.

To compare measurements to those reported in Ping et al. [75], the experimental

data from this investigation is fitted with the empirical model for fractional absorption

derived by Davies [68] (Eq. 6.1), found employing the Ping et al. findings. The

most salient point demonstrated by this investigation is the good agreement found

between the measurements of the fractional absorption and those of the Davies fit

function, and thus with Ping et al. (upon which the function is based) despite being

obtained under different laser pulse parameters. Additionally, the testing of two target

thicknesses (6 µm and 20 µm) demonstrates the relative insensitivity of absorption in

this regime to target thickness, i.e. it is dominated by a surface interaction, when
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Figure 6.8: Plot of the percentage of laser energy absorbed as a function of laser irradiance. Here, the
black and blue data points represent measurements made when the intensity is altered, by varying EL
at best focus for 6 µm and 20 µm thick aluminium targets, respectively. The red data points represent
measurements when the intensity is varied by changing φ0 while EL is constant. The black dashed line
is a fit using the empirical model derived by Davies, as shown in Eq. 6.1 with the fitting parameter

P=0.26 ± 0.02.

only the pulse energy is altered. For significantly thinner targets which may become

relativistically transparent during the interaction, for example, a different scaling with

intensity would be expected in the transition to volumetric interaction processes, as

indirectly demonstrated by a number of recent results [221, 222, 223].

Having demonstrated that the absorption measurements conducted for a range of

laser intensities, through variation EL at a constant φ0, show good agreement with

previously published values for similar experimental conditions, absorption scaling as

a function of intensity for varying spot size and constant laser energy was investigated

for 6 µm Al targets. In Fig. 6.8, red data points are the measured absorption values

obtained by varying focal spot size. It is evident that this scaling is considerably slower

than in the case of varying pulse energy. Two key points can be inferred from this result.

Firstly, at an irradiance of ∼5×1017 Wcm−2µm2 there is a factor ∼3 enhancement

in the total absorption for directly comparable laser irradiances when using a higher

energy and relatively larger focal spot. The enhanced absorption case has considerably

more energy contained within the pulse (157 J compared to 4 J) and a considerably

larger focal spot (270 µm compared to 4 µm). Secondly, as the irradiance increases for

an otherwise constant pulse energy, the overall absorption increases only very slowly,
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Irradiance (×1019 Wcm−2µm2) Laser Energy (J) Focal Spot Size (µm) Absorption

0.05 ± 0.01 4.2 ± 0.2 15.1 ± 2.0 0.17 ± 0.10
0.06 ± 0.02 4.9 ± 0.3 7.5 ± 0.9 0.18 ± 0.10
0.30 ± 0.08 41 ± 2.0 9.5 ± 1.0 0.26 ± 0.10
0.90 ± 0.30 93 ± 5.0 14.5 ± 2.0 0.44 ± 0.10
2.50 ± 0.70 148 ± 7.0 9.6 ± 1.0 0.56 ± 0.09

0.04 ± 0.01 172 ± 9.0 271 ± 50 0.48 ± 0.10
0.04 ± 0.02 157 ± 8.0 270 ± 50 0.45 ± 0.10
0.60 ± 0.02 151 ± 8.0 54.3 ± 10 0.58 ± 0.09
2.90 ± 0.06 154 ± 8.0 27.6 ± 5.0 0.61 ± 0.09

Table 6.1: Fractional absorption values as shown in Fig. 6.8 for 6 µm aluminium targets, either varying
EL or φ0.

notably different to the case where the EL is varied with a constant φ0. Results from

these respective data sets are shown in Tab. 6.1.

6.4.2 Measurements of escaped electron fraction

Employing the wrap-around electron detector stack diagnostic explored previously (sec-

tion 6.3), a measure of the number of electrons which are accelerated and escape the

target could be made, in addition to the measurement of the total absorbed fraction

of the laser energy. Measuring this population gives knowledge of the interaction, but

is not equivalent to measuring the total number of energetic electrons produced by the

laser. This is a result of a significant number of electrons trapped in the target by

the electrostatic sheath fields on the target surfaces, and a loss of relatively low energy

electrons which are collisionally stopped when propagating through the target [224]. It

can however be assumed that measuring the escaping electrons is representative of the

overall change in electron production. Figure 6.9 displays the results for the number

of escaping electrons scaling with laser irradiance, for the same cases presented in Fig.

6.8; red data representing the cases of varying the focal spot size (for 6 µm Al targets),

black and blue data for the case of varying pulse energy, for 6 µm and 20 µm Al targets,

respectively.

As in the absorption investigation, these results demonstrate a general trend of

increasing escaping electron numbers with laser irradiance. For the lowest irradiances

employed in this study (∼0.04×1019 Wcm−2µm2) electron data is not available as the

signal is below the detector threshold, set principally by the 2.3 MeV electron energy

cut-off of the sphere wall and first filter layer combination. Thus it is difficult to see the
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Figure 6.9: Plot of the total number of escaping electrons per steradian, ne/Sr, for electron energies,
above 2.3 MeV, measured using the wrap-around stack detector, recorded simultaneously with the laser
absorption measurements in Fig. 6.8. A power law fit, of the form ne = (ILλ

2)n, is made to the two
data sets where irradiance is varied by changing pulse energy; with n=1.17 for data set 1 (black data)

and n=0.48 for data set 2 (blue data.)

same trends as in the absorption data displayed in Fig. 6.8. This suggests that the extra

fraction of laser energy absorbed at lower intensities in the case where the focal spot size

is altered goes into electrons that are below the detection threshold of the detector (2.3

MeV) or are those trapped in the target. It can also be noted from these measurements

that fewer total number of electrons are recorded for the 20 µm thick target compared

to the 6 µm targets. Considering that similar absorption levels were measured for both

target types, in the constant focal spot size case, it can be inferred that this decrease

in the number of escaping electrons is a result of increased electron stopping within

the thicker target. It was demonstrated in Link et al. [82] that as the target thickness

is increased the capacitance of the target increases and, as such, the escaping fraction

should be slightly higher but at the cost of a colder electron spectrum due to losses in

the target from collisions and resistive fields. As stated, the detector has a low energy

cut off of 2.3 MeV, as such it is likely that part of this decrease in the observed escaping

fraction is as a result of part of the electron spectrum being shifted to below this cut off.

From these measurements there is a clear scaling of the escaping electron fraction with

intensity, but they serve to highlight, in support of the conclusions presented in Link et

al. [82], that the escaping electron fraction is not an unambiguous measure of energy
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coupling or the fast electron spectrum. Having measured both the total absorption and

the escaping electrons simultaneously is a compelling demonstration of this effect.

6.5 Modelling

6.5.1 PIC simulations

To investigate the underlying absorption physics, when the focal spot size is changed

for constant intensity, 2D PIC simulations (see section 3.5.1) are employed. Using

the fully relativistic PIC code EPOCH, the interaction of a 550 fs linearly polarised

Gaussian laser pulse (a 30 fs case is considered later), with a 30nc, aluminium target

with thickness between 6 µm and 50 µm is simulated. The target is assumed to be in an

ionisation state of Al11+, initially neutralised by a corresponding electron population.

The initial electron temperature is set to 10 keV and the initial ion temperature to 40

eV. The simulation box is of size 84×140 µm, with 12600×11520 cells and 10 particles

per cell. The laser focal spot diameter and pulse energy is varied in order to fix the

peak intensity.

In the first instance, two experimental data points are selected for testing and

their corresponding experimental conditions (laser and target parameters) are used as

the simulation input parameters to enable direct comparison. These data points have

approximately the same irradiance (∼1×1019 Wcm−2µm2), though have different focal

spot sizes (φ0= 50 µm and φ0= 4 µm), compensated by the total energy in the pulse.

Using the resultant outputs of these simulations, a representative electron spectrum is

obtained, approximately 334 fs after the peak laser pulse amplitude has interacted with

the target front (the time prior to the fastest electrons leaving the simulation box), as

displayed in Fig. 6.10(a), with electrons sampled across the entire simulation box. This

shows the same tendency as found experimentally, in that the larger spot (φ0= 50 µm)

has a higher total energy for fast electron population than the small spot case (φ0=

4 µm). To quantify, the larger spot produces a considerably higher temperature fast

electron tail when compared to the smaller spot, of 2.2 MeV to 5.3 MeV. This energy

gain primary comes from a non-uniform heating of electrons at the higher energy region

of the spectrum, which leads to a change in the spectrum temperature (the reasons for
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Figure 6.10: (a) Extracted electron spectra from simulations, 334 fs after the peak of the pulse arrived
at the target, for the φ0= 50 µm (red data) and φ0= 4 µm (black data) focal spot cases. The fast
electrons are sampled across the entire simulation box. (b) Plot of the normalised difference in total
energy in the electron spectra (in (a)) for the φ0=50 µm cases to the φ0= 4 µm case, as a function of
time. Here, 0 fs represents the point where the peak of the laser pulse interacts with the target. (c) 2D
electron density map, normalised to the critical density, for the φ0= 4 µm spot case, and (d) same for

the φ0= 50 µm spot simulation.

this energy dependent increase will become apparent later). Conventionally accepted

electron temperature scaling laws, depending solely on irradiance [79, 80] (as discussed

in section 2.6.1), would predict identical electron temperatures for these simulations

cases conducted at the same peak intensity. Thus, it is clear these scalings, although

useful, overlook an important aspect of the absorption physics; namely the scaling of

absorption with focal spot size. Furthermore, the empirical scaling of Davies [68] (Eq.

6.1) neglects this aspect, as the intensity was controlled via pulse energy changes.

To investigate this difference between the simulation cases, the total electron en-

ergy is calculated by integrating the electron spectrum at each simulation time step.

This value is then normalised to the ratio of the two input pulse energies in order to

correct for the large differences in input energy (due to the spot size differences). The
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normalised energy difference in the total electron energy for the two cases (φ0= 50 µm

to 4 µm) as a function of time is displayed in Fig. 6.10(b), where 0 fs corresponds to

the time at which the peak amplitude of the pulse interacts with the target. Initially

the ratio of the total energy is the same, prior to the pulse arriving. As the interactions

evolve, the ratio increases. It is close to zero for the first hundreds of femtoseconds, cor-

responding to the majority of the rising edge of the pulse (the pulse initially reaches the

target within the first 100 fs of the simulation). After this, there is a rapid increase in

the ratio, representing a significantly more efficient energy coupling to electrons when

employing the larger (φ0= 50 µm) focal spot. At its peak efficiency, a factor ∼1.75

times higher total energy is found for the large spot case compared to the smaller one,

occurring approximately 100 fs after the arrival of the peak amplitude of the pulse (0

fs) corresponding to the pulse falling edge interaction. At later simulation times the

difference begins to decrease as higher energy particles begin to leave the simulation

boundaries.

This modelling, similar to the experimental findings, demonstrates there is a clear

difference in the absorption between the two spot sizes, though it is not immediately

clear why such a difference arises. In order establish if this is purely a surface interaction

effect, such as changes in the surface absorption mechanisms, or if it is a volumetric

effect within the target bulk, one can first compare the 2D electron density maps,

displayed in Fig. 6.10(c) and (d), for each spot case. It is evident from these that there

is a significant difference in the critical density surface (nc) profile, the region where

significant laser absorption to the plasma occurs. In the φ0= 50 µm case (Fig. 6.10(d))

the nc surface radius of curvature is large, that being effectively quasi-1D for the highest

intensity regions of the spot intensity profile. Conversely, the φ0= 4 µm case (Fig.

6.10(c)), displays a significantly smaller nc surface radius of curvature. Considering

the changes to the interaction surface curvature in terms of the J×B electron heating

mechanism (see section 2.5.4) a smaller radius of curvature (i.e. more tightly curved),

as formed in the smaller focal spot case, would result in reduced absorption as the

efficiency of the J×B mechanism is significantly diminished for highly oblique angles

of incidence. Similarly a more efficient production of fast electrons would be expected

for the large focal spot case in the quasi-1D surface interaction when compared to a

tighter focal spot surface geometry, for near identical pulses intensities.

To test if the absorption differences and the varying electron spectra between spot
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Figure 6.11: Extracted electron spectra from simulations, 334 fs after the peak of the pulse arrived at
target, for varying target thicknesses, of 6 µm (red), 20 µm (green) and 50 µm (black), for (a) the
φ0= 4 µm and (b) the φ0= 50 µm focal spot cases. The fast electrons are sampled across the entire

simulation box.

cases is a volumetric effect within the target bulk, simulations are conducted investi-

gating the effect of changing the target thickness for both focal spot sizes. The target

thicknesses investigated are 6, 20 and 50 µm. For each case a representative electron

spectrum is measured, as shown in Fig. 6.11, using the same conditions as for the

results in Fig. 6.10(a). For the φ0= 4 µm focal spot case (Fig. 6.11(a)) the electron

spectrum and temperature appears to be essentially independent of the target thick-

ness. However, for the larger spot case (Fig. 6.11(b)), there is a significant change in

the electron spectra as the target thickness is changed. In this case, the thinnest target

investigated (6 µm) shows the highest temperature and electron energies. These sim-

ulations show that as the focal spot size is increased or the target thickness decreased

(for a constant intensity) a significant change is displayed in the measured electron

spectra. This change (and the correlated change in the total absorption measured)

therefore cannot be a solely due to a surface effect (e.g. changing of the dominance

of the J×B mechanism) and must be in some way be related to the bulk interaction

dynamics.

The results can be explained in a similar manner to an effect previously proposed

in Mackinnon et al. [100]. In that work, in was shown via PIC simulations that the

recirculating fast electron population within the target (i.e. those electrons which are

accelerated from the front surface, reflect from the sheath field formed at the target rear

and return to the front) enhances the electron density and temperature at the target

rear and thereby enhances TNSA. Here, it is proposed that this recirculating electron
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Figure 6.12: Extracted electron energy spectra from simulations, 334 fs after the peak of the pulse
arrived at target, for a target thickness of 6 µm, for two focal spot sizes; φ0= 4 µm (red) and φ0= 50
µm (blue). In each case the interaction of a 30 fs pulse is simulated, as opposed to the 550 fs pulse

used in the previous simulations. The fast electrons are sampled across the entire simulation box.

population may extract additional energy from the interacting laser pulse when they

return to the front surface, resulting in a higher overall coupling efficiency. A stipulation

for this therefore must be that upon returning to the front surface the laser must still

be interacting. To directly test this concept the simulation results presented in Fig.

6.10(a), comparing the electron spectra at each focal spot size, is repeated for a much

shorter, 30 fs, pulse duration; the results of which are shown in Fig. 6.12. This pulse

duration is selected as it corresponds to the single pass time of an electron close to the

average energy of the spectrum (≈5 MeV) within the target during the pulse duration

and therefore gains no (or limited) additional energy during recirculation. Under this

condition essentially little difference is measured in the electron spectra between the

two focal spot sizes. This, coupled with the previous findings (Fig. 6.11) shows that

the recirculating population of electrons within the target plays a important role in the

laser-energy coupling dynamics in the interaction.

It is difficult to directly observe the temporal dynamics of this change in electron

recirculation in the simulations after a large number of passes, given that there is a

population of electrons constantly being injected while the pulse is present, in addition

to the recirculating electron population. As there is a range of electron energies, after

a certain distance or a number of passes through the target, the forward moving and

recirculating populations become spatially indistinct. However, it is possible in the early
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Figure 6.13: Time-space plot of the electron density of electrons with energy ≥150 keV, travelling in
the negative direction (i.e. towards the target front) for a φ0= 50 µm focal spot and target thickness

(a) 6 µm and (b) 20 µm. Dashed red lines indicate the initial front and rear surface of the target.

stages of the interaction to observe recirculating electrons and the additional energy

they gain upon returning to the front surface. Figure 6.13 shows this as a time-space

map of the density of electrons with energy greater than 150 keV (to avoid sampling

of the background electron population) moving towards the target front. This shows a

significant increase in the number of fast electrons as the interaction evolves in time, in

the thinner target case (Fig. 6.13(a)). While the energy gain and its dependence on the

number of recirculations (given a sufficiently large focal spot size, pulse duration and

electron energy) is clear from these results, the precise mechanism of energy exchange

between the pulse and recirculating electrons is more difficult to determine. The process

appears similar to that proposed in Krygier et al. [225], in which electrons leave the

target front surface propagating towards the laser pulse. They are then turned around

by a loop magnetic field, and in doing so, may extract additional energy from the pulse

via direct laser acceleration [226]; a process which typically takes place in a long density

scale length front surface plasma. Given the short density scale lengths present here, it

is the recirculating population within the target which is turned around by the vacuum

boundary sheath fields and, in a similar way, the electrons are then able to extract

additional energy from the laser pulse.

6.5.2 Geometric model of recirculation-enhanced absorption

An important consequence that the above concept highlights is that laser intensity alone

is not sufficient to predict changes in the absorption dynamics and the fast electron
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spectrum. As the intensity may be varied either by changing the pulse energy, the pulse

duration or the focal spot size, laser-energy coupling dynamics can be radically different

depending on which of these parameters is varied. Thus there is a multi-dimensional

parameter space in which the recirculation-enhanced absorption can occur. In order

for the recirculating electrons to extract additional energy from the laser pulse, two

conditions (one temporal and one spatial) must be met, these being; (i) the recirculation

time must be shorter than the laser pulse duration, and (ii) the fast electron divergence

angle must be small enough such that a sufficient number of electrons remain within the

focal spot region upon their return to the front surface. The recirculation time and the

degree to which electrons stay within the focal spot area is additional dependent upon

the target thickness. It is, therefore, not immediately clear intuitively when enhanced

absorption via the proposed recirculation method will be relevant, for given interaction

conditions, and what region of the electron energy spectrum will be most affected.

In order to further understand this multi-dimensional interaction parameter space

in a tractable manner, an analytical model based on a ballistic (i.e. no influence from

self-generated fields or scattering within the target) approach to electron recirculation

is developed. In this model an electron will gain a constant fraction of its initial

energy upon re-interaction with the target front surface. Only electrons above 1 MeV

are modelled, and thus collisional effects are ignored, as the distance travelled by the

electron during the pulse duration is small compared to its stopping range. As stated

earlier, the first condition for enhanced absorption through the proposed scheme is

that the recirculation time must be shorter than the laser pulse duration. This can be

related to the number of passes, nτ , an electron will make during the pulse duration,

τL, given by;

nτ =
νeτL cos(θdiv)

2L
(6.4)

where νe is the relativistically corrected electron velocity, L is the target thickness

and θdiv is the electron’s angle of propagation with respect to the central axis. For a

propagation given angle it is also possible to show that the number of passes an electron

will make before it leaves the laser focal spot region, nspot, is;

nspot =
φ0

2L tan(θdiv)
(6.5)

where, as before, φ0 is the focal spot diameter (i.e. the FWHM size). If the energy
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Figure 6.14: Target thickness and focal spot parameter space plots, showing electron energy gain de-
scribed by the recirculation model (Eq. 6.6), for an irradiating pulse length of (a) 50 fs, (b) 500 fs
and (c) 1000 fs. The colourmap represents the difference in total energy between the input and output

spectra, normalised to the total energy of the input spectrum.

gain, Egain, an electron of certain energy, E, may acquire from the laser is taken as a

constant fraction of the electron energy, α, then it is possible to show the overall energy

gained via recirculation will be the minimum of nτ or nspot. That is to say, either the

electron will gain energy until it transversely leaves the irradiation region, as a result of

its trajectory, or continue until the pulse ends. This can be expressed mathematically

as;

Egain =
1

2
(nspot + nτ − |nspot − nτ |)αE (6.6)

There is of course not a single electron energy or divergence angle, but in reality a dis-

tribution of values for both. The electron population is assumed to be described by an

energy spectrum of the form N(E)= N0e
(−E/kTe), where Te is the electron temperature

and N0 is the initial electron number at t=0. In terms of the distribution of electron

divergences, this was shown to be energy dependent in Moore et al. [63], described by

θdiv(E)= tan−1(θ̄
√

2/(γ − 1)), where θ̄ is the average divergence angle.

Using this model, the total energy gained by the electron population described by

the input electron spectrum due to recirculation as a function of both focal spot size

and target thickness can be investigated. Figure 6.14 shows the results of this modelling

for a target thickness ranging from 6–25 µm and a focal spot size ranging from 4–200

µm, for three pulse durations; 50, 500 and 1000 fs. In each case the total energy gain

is normalised to the total energy of the input spectrum. From this, it can be seen that

for pulse durations of the order of the electron transit time (i.e. tens of femtoseconds),

as in Fig. 6.14(a), there in no additional energy gain. This occurs as the recirculating

population does not re-interact with the laser pulse a significant number of times, as

199



Chapter 6. Influence of focal spot size on energy absorption in intense laser-solid
interactions

irradiation has ended, or almost, by the time they return to the front. However, for

longer pulse durations, as in Fig. 6.14(b) and (c), there is significant energy gain for

targets of thickness <20 µm when the focal spot size is on the order of >50 µm. The

total energy gain is principally as a result of an enhancement in the higher energy tail of

the electron spectrum (as also observed in simulations [Fig. 6.11(b)]). This is explained

by the fact that the highest energy electrons have the lowest divergence angle values in

the distribution, and as such the shortest recirculation time, thus spending more time

interacting with the laser pulse. Lower energy electrons, with higher divergence angles,

will move out of the focal spot region in a fewer number of passes through the target,

and also return to the front surface a fewer number of times.

It is important to note that the exact conditions (i.e. target thickness and pulse

length) for which significant gain occurs is highly dependent on the chosen electron

energy spectrum and divergence-energy function, and additionally the choice of value

of the gain coefficient α. Furthermore, the temporal evolution of the forward going fast

electron population, as a result of the temporal evolution of the absorption dynamics at

the front surface, is not considered. It is instead assumed that a high energy population

already exists, which is then allowed to recirculate. Additionally, the escaping electron

population (although often only on the order of a few percent) is not included in the

model. These complexities, especially in regard to the self-consistent dynamics of the

laser-injection and recirculating electron population, make this a highly non-trivial

system to model analytically. As such, the presented model should not be seen as a

calculation of the overall change in laser absorption, but illustrative of the parameter

space in which the proposed concept of recirculation-enhanced absorption is relevant

for given interaction conditions.

6.6 Conclusion

To conclude, this chapter has demonstrated the significance of laser focal spot size on

the coupling of laser energy to overdense relativistic plasmas, i.e. absorption, during

an intense laser-solid interaction. In particular the scaling of absorption with laser

intensity has been investigated, with intensity variation achieved through separately

varying the focal spot size and pulse energy.
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Firstly this was investigated experimentally through the employment of novel and

complementary diagnostic techniques developed specifically for these measurements.

These include an integrating sphere and an angularly resolving electron detector, en-

abling well calibrated measurements of the total absorption of the intense laser pulse

into dense plasma, and a quantification of the escaping electron population. In this in-

vestigation the intensity was varied separately through changing the energy contained

in the pulse (for a fixed focal spot size) and by changing the focal spot size (for fixed

pulse energy). For the former case, purely changing the pulse energy, excellent agree-

ment is found between the absorption results and previously published absorption data

reported in Ping et al. [75]. However, when intensity was varied through changing the

focal spot size, for a fixed laser energy, a significantly higher fractional absorption was

measured at the lower end of the intensity range, with a slower intensity scaling com-

pared to that of the energy variation data. This result is also consistent with previous

results on proton acceleration under defocussed geometries [195, 198], which show that

the maximum proton energy and the number of protons accelerated scale differently

for laser focal spot size variation compared to pulse energy variation.

Additionally, measurements of escaping fast electrons also demonstrate the need

to consider the effect of focal spot size on laser absorption. It was seen that when

a relatively large focal spot was utilised, which displayed high absorption using the

optical diagnostics, there were minimal escaping electrons detected, making it difficult

to compare with trends measured in the absorption results. However, this suggests that

the extra fraction of laser energy absorbed at these lower intensities goes into electrons

which are below the energy detection threshold (2.3 MeV) or to those trapped in the

target by the strong fields generated inside and on the surfaces. This highlights the

importance of using numerous diagnostics to elucidate the interaction physics. For

example, future studies could additionally measure the generated proton and x-ray

spectra to enable further understanding of the partitioning of the absorbed laser energy.

To further explore the underpinning physics, 2D PIC simulations were employed to

test sample points from the two intensity change scans. At first, through study of the

critical density surface profile, it was believed that differences in its curvature, between

spot sizes, may, in part, have altered the absorption dynamics between cases. The large

degree of critical surface curvature formed by the relatively smaller focal spot, with

tighter focusing geometry, would result in a decrease in the efficiency of J×B heating
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of electrons; a significant advantage in terms of coupling efficiency for large focal spots

for otherwise identical laser intensities. However, through simulation of varying target

thickneses, it was found that the surface effect described above does not fully account

for differences in the simulation results. It is proposed that changes in absorption

dynamics are in fact driven by a volumetric effect; this being additional heating of the

recirculating electron population within the target when employing a defocused laser

pulse. This effect only occurs in the case where the focal spot and pulse duration are

sufficiency large, and the fast electron beam divergence is sufficiency small to enable the

recirculating electron population to significantly re-interact with the laser irradiation

region for a longer total time. As such, recirculation-enhanced absorption is turned

off in the small focal spot case, or additionally for short (tens of femtosecond) pulse

durations. This insight enabled the development of a simple geometric model of the

recirculation dynamics which enables examination of the approximated parameter space

(in terms of focal spot size, target thickness and pulse duration) where recirculation-

enhanced absorption becomes relevant.

Overall, this investigation highlights conditions for optimisation of laser-energy cou-

pling in laser-solid interactions, and thus has implications for a broad range of related

applications, such as laser-driven ion acceleration and other radiation sources. The

more immediate and significant impact, however, is likely to occur in terms of the de-

sign of experiments. For identical plasma parameters, the manner in which the laser

intensity is altered (by pulse duration, energy or focal spot size) results in a signifi-

cantly different intensity dependent scaling of absorption, due to the influence of the

recirculating population of electrons within the target. The complex, interdependent

parameter space upon which the absorption dynamics are dependent should be a key

consideration for future experimental and simulation programmes.
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Chapter 7

Conclusions & future work

The overarching objective of the work presented in this thesis was to experimentally

investigate the influence of laser pulse focal spot size in ultra-intense laser-solid inter-

actions. This has been achieved, first through the development of a plasma optic to

achieve tight focusing of Petawatt-level laser pulses, investigation of the subsequent

influence this tight focusing plays on proton beam properties generated via the TNSA

mechanism, and finally, determination of the role focal spot size plays on laser-energy

coupling to dense plasma. Over several experimental campaigns, involving innovations

in optical and diagnostic techniques, and coupled numerical simulations, new under-

standing of laser-solid interaction physics and the role played by laser focal spot size

has been achieved. This final chapter summarises the key findings of each investigation

and discusses the main conclusions. Potential directions for future research into each

of these areas are also discussed.

7.1 Development of ellipsoidal plasma mirrors for focusing

of high power laser pulses

Chapter 4 reported on the design, testing and experimental demonstration of an ellip-

soidal plasma mirror to enhance laser intensity via decreasing the focal spot size. This

is motived by the desire to access new avenues in laser-plasma research and enhance

well known concepts, such as laser-driven ion acceleration.

The focusing plasma mirror (FPM) design was optimised in terms of maximising the

reflectivity in plasma operation. Reflectivity values on full power shots were found to be
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lower than predicted, which is believed to have occurred due to a lower PM ‘switch-on’

intensity experimentally than the value utilised in the design. Furthermore, previous

investigations [183] highlighted that spatial-intensity fluctuations in the laser near-field

intensity distribution may lead to non-ideal ionisation dynamics adversely affecting

optic reflectivity. This effect on FPM performance should be investigated in detail in

future work, utilising experimental and modelling approaches. Additionally, through

the use of temporally separated dual laser pulses, FPM reflectivity enhancement may

be achieved, as investigated in Scott et al. [145] for planar plasma mirrors. That

study reported PM reflectivity of 96% when the optic was pre-ionised by a controlled

pre-pulse.

Through ray-trace modelling and low-intensity laser characterisation of the man-

ufactured optics, the desired performance in terms of focal spot demagnification was

demonstrated. Direct measurements of the focal spot formed by the FPM, demon-

strated a factor of ×2.5 reduction in focal spot size, resulting in an estimated factor of

×3.6 intensity enhancement when considering the spot quality (i.e. percentage encircled

energy) and the plasma reflectivity. As direct measurement of the focal spot formed by

the FPM in full power irradiation is impractical, optic operation was indirectly diag-

nosed through employment in an investigation of laser-driven proton acceleration. An

increase in the maximum energy of protons from thin foil targets, from 27 MeV to 53

MeV, which is almost a factor of two higher than with F/3.1 focusing, was measured.

This is consistent with accepted TNSA laser intensity scaling. As a further develop-

ment of this work, the addition of an anti-reflective (AR) coating could be investigated.

This will increase the optic’s temporal intensity contrast enhancement and enable ex-

perimentation with thin (tens-of-nanometer thick) targets. Through this investigation

of interactions in a regime where relativistic induced transparency effects play a signifi-

cant role will be made accessible, currently a sub-field receiving much research attention

[94, 223].

The FPM demonstration highlights the validity of the design developed for this

optic. This could be employed to develop FPMs for laser systems other than Vulcan-

PW, including future laser systems under construction, i.e. the ELI facilities, enabling

further increase in the feasible peak intensity in a cost effective manner. Furthermore,

FPMs could be developed for the magnification of a focal spot, through an optic which

induces an increase in focusing F/# in a compact manner. Typically, large F/# (such
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as F/20) are logistically problematic in most target chambers due to the long focal

length involved.

A key factor in the successful development of the FPM was selection of a viable

manufacturing process. Two methods were trialled; injection moulding and diamond

machining. The latter was chosen as the most viable, in the short term, due to its ca-

pability of producing the FPM design to a higher degree of accuracy and precision, and

thus achieving greater focusing performance. A major development, which would make

this non-reusable optic more feasible for usage involving large shot numbers, would be

improvement of the injection moulding route. This may be revisited in future work, as

it has the potential to result in the manufacture of a large quantity of optics, at reason-

ably low cost. However, accurate reproduction of the FPM design and reproducibility

between optics will require significant improvement for this to be considered a feasible

option.

The study has shown that a major aspect in the successful employment of the FPM,

in terms of achieving intensity enhancement, is the optic’s sensitivity to misalignment in

the position of the input focal spot. Only when this was minimised was successful FPM

operation achieved, resulting in the enhancement of maximum proton energies. It was

shown that misalignment can occur not only as a result of the optic’s placement relative

to the input focus, but in fact also from an non-ideal wavefront profile of the input laser

beam, caused by thermal gradients throughout the laser chain. Characterisation of the

pulse wavefront aberrations should be a fundamental measurement when conducting

a laser-solid experiment, much in the same way as pulse energy and duration, as this

enables the true intensity to be calculated.

7.2 Influence of focal spot size approaching the laser wave-

length on proton acceleration in the TNSA regime

Building upon the development of the F/1 FPM, the influence of employing such tight

pulse focusing (with spot size near λL) on the properties of laser-driven proton beams

in the TNSA regime was investigated in chapter 5.

Through comparison of the proton beam properties measured for this focusing sce-

nario to larger focal spot irradiation, it was demonstrated that significant differences

in the TNSA beam properties are observed. The most salient of these are; a slower
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maximum proton energy laser intensity scaling; a more slowly decreasing proton spec-

trum (with a ×2.5 enhancement in laser-to-proton energy conversion efficiency); and a

significantly slower decrease in beam divergence with increasing proton energy under

tight focusing compared to measurements using a larger focal spot. These were ex-

plained in terms of changes to the temporal evolution of the fast electron distribution

at the target rear. The observation of a significantly higher number of protons emitted

from the target edges, under tight focus irradiation, indicates the presence of enhanced

lateral spreading of electrons toward the target edges. The source of this spreading is

attributed to changes in the front surface interaction dynamics responsible, in part, for

defining the absorption dynamics and subsequent electron injection into the target.

These findings highlight the importance of focal spot size for laser-driven proton

acceleration in the TNSA regime, and in particular that tight focus usage is adverse

in terms of maximising proton energies, due to dilution of the accelerating fields via

increased lateral spreading. However, it is beneficial in regards to laser-to-proton en-

ergy conversion efficiency and beam collimation, due to the sheath spatial scale. As

several laser facilities are actively developing FPMs for laser-solid interaction studies

to enhance ion acceleration, then the findings of this chapter (and those of chapter 4)

must be considered. The use of the tight focusing FPM could be employed in a future

characterisation study of other aspects of laser-solid interactions, such as energetic pho-

ton emission, which may scale more favourably with the enhanced intensity generated

by the extremely small focal spot.

In future work, the use of tight focusing with ultra-thin (nanometre-scale) foil tar-

gets should be investigated, enabled by the previously mentioned alteration to the FPM

(AR coating addition). This will enable the characterisation of laser-driven ion accel-

eration in a regime where multiple ion acceleration schemes occur over the duration of

the interaction [94]. This may enable the limiting factor of maximum proton energy in

the TNSA results presented here to be overcome.

7.3 Influence of focal spot size on energy absorption in in-

tense laser-solid interactions

Chapter 6 reports on an investigation of laser-energy absorption into dense plasma,

utilising a suite of novel diagnostics developed to directly measure the total reflected
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laser pulse energy. A key aspect of this study involved distinguishing between the

influence of laser energy and focal spot size on the intensity scaling of laser absorption.

Good agreement was found with previously published absorption scaling with intensity

by variation of pulse energy. However, when the intensity was controlled via focal

spot size, enhanced values were observed with a larger focal spot when compared with

smaller focal spot geometries of equivalent intensity. Furthermore, a significantly slower

absorption scaling with intensity was measured compared to the case where intensity

was controlled via the pulse energy.

This result is attributed to additional energy extracted from the laser by the popu-

lation of electrons recirculating within the target due to multiple interactions with the

laser. This process depends upon the pulse duration, target thickness, focal spot size

and the energy spectrum and divergence of the fast electrons. Measurements for the

case where the focal spot size was altered were only conducted for one target thickness

(6 µm) and therefore only the effect of one of the above dependencies was tested ex-

perimentally. This could be addressed in future studies by varying the target thickness

to higher values, thus enabling the dependencies of recirculation enhanced absorption

to be directly observed, to test the findings of the numerical simulations presented.

Furthermore, this would also reinforce that the measured changes to absorption scaling

are driven by the volumetric recirculation effect, and not, significantly, by the front

surface interaction dynamics.

This investigation highlights, similarly to chapter 5, the importance of focal spot

size on interaction dynamics, showing it is far beyond a parameter only used to define

pulse intensity. Interestingly both investigations show a parameter space in which

absorption is enhanced relative to interactions employing focal spots of a few microns

in size (∼4 µm). That is to say via the use of a large (hundreds of microns focal spot),

or, as was suggested in chapter 5 (and the work in Klimo et al. [199] and Valenta et al.

[200]), that enhanced absorption is achieved with a near-wavelength sized focal spot.

Clearly, the focal spots employed in each study are orders of magnitude different in size,

and display varying absorption enhancement mechanisms leading to the experimental

findings. This further highlights the importance of studying the effects of altering focal

spot size, due to the highly complex absorption dynamics displayed throughout the

range of focal spot sizes investigated.

Finally, to further the usage of the developed integrating sphere, a third diagnostic
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channel could be added. Due to the high degree of neutral density filtering required

to avoid saturation and damage to the optical fibres fitted to the sphere, only light

approximately ±60 nm around the laser fundamental wavelength was characterised.

This is adequate in terms of absorption measurements, although it does not allow for

characterisation of light out with this range, such as the generation of higher order

harmonics. As such, a third spectrometer attached to the sphere, selectively filtered to

block this range, would enable this characterisation. This will further our understanding

of absorbed laser energy partitioning to secondary particles and radiation emission.

Moreover this energy partitioning concept could be enhanced through the measurement

of the generated proton and x-ray spectra, enabling further insight into the proposed

absorption concepts.

7.4 Concluding remarks

The investigations presented within this thesis add to our understanding of the un-

derlying physics of ultra-intense laser-solid interactions. They have also inspired new

research directions, on certain key fundamental aspects of the role laser focal spot

size plays in these interactions. The field of intense laser-solid interaction studies has

matured over the past decade, motivated by the prospect of envisioned applications

prompting numerous investigations exploring the dependencies and controllability of

these interactions. A deeper understanding of the influence of key laser parameters,

such as focal spot size, is important to the development of laser-driven particle and

radiation sources, and applications such as hadron therapy and the fast ignition ap-

proach to ICF. In addition, several multi-petawatt laser facilities under development

(e.g. Extreme Light Infrastructure, ELI) plan to increase peak laser intensities to the

order of 1023 W/cm2 via a combination of shorter laser pulses and tighter focusing.

Understanding the role of laser focal spot size in laser-solid interaction physics is thus

crucial for predications and modelling of new laser-plasma phenomena accessible at

these ultra-high intensities.
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