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Abstract

This thesis investigates the evidence on the evolving cyclicality of fiscal
policies in advanced, developing, and emerging economies. Developing
and emerging countries exhibited a far greater tendency to behave
‘pro-cyclically’ in previous decades, by increasing expenditures and
reducing taxes in good times or by trimming expenditures and raising
tax rates in bad times. Conversely, advanced economies have managed

to enact a-cyclical fiscal policies.

Relying on time-series and cross-sectional analyses of data from devel-
oping, emerging and advanced economies, for the period 1960-2010,
this study will seek to appraise the determinants of fiscal policy be-
haviour and access to international financial markets explaining the
underlying shifts in their structure. Results indicate that several
of these developing and emerging economies ‘graduated’ from pro-
cyclicality to counter-cyclicality due to the credibility of fiscal posi-

tions relative to advanced economies.
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Chapter 1
Introduction

There is widespread agreement that fiscal policy ought to play a key role in
macroeconomic stabilisation, at least to the extent of allowing automatic sta-
bilisers to work. In broad terms this means that government expenditure should
rise, and revenue fall, when private sector activity declines, while the opposite
should occur when private sector activity rises (Alesina et al. (2008)). This form
of counter-cyclical policy should mitigate the impact of shocks and reduce the
volatility of the Gross Domestic Product (GDP). Existing evidence has found
that advanced economies are more likely to follow counter-cyclical or a-cyclical
policies than developing and emerging economies and that the last group have
a tendency toward pro-cyclical bias in their fiscal policies. Pro-cyclical policy is
undesirable in the sense that it exacerbates the impact of shocks and of any cycles

in the private sector activity.

This chapter first outlines the key explanations that have been offered in the
existing literature for the observed pro-cyclical bias in fiscal policies. Evidence
which makes use of a comprehensive dataset for 184 advanced, developing and
emerging economies over the period 1960-2010 is then presented which shows
that advanced countries tend to exhibit a-cyclical behaviour and emerging and

developing countries pro-cyclical behaviour in fiscal policy.



Frankel et al. (2012), amongst others, have suggested that some countries have
‘escaped the trap’ of pro-cyclical fiscal policy in the period 2000-2010 and have
asserted that ’graduation’ was largely related to countries’ improved institutional
quality. Using panel data, time-series and cross-sectional analysis the present
study goes on to investigate the robustness of Frankel et al. (2012) findings, in
terms of which countries graduate to enacting counter-cyclical policy during the
time period; which seem constrained to follow pro-cyclical policy; and the extent
to which improvements in institutional quality (or a number of other factors) can
explain the underlying phenomenon. The additional factors investigated here
draw on papers by Alesina et al. (2008), Perotti and Kontopoulos (2002), and
Gelos et al. (2011) analysing the possible effects on fiscal policy adjustments
of the countries’ lack of financial depth, measures of macroeconomic and policy

stability and political fragmentation.

In summary, the key contributions of this thesis lie in: i) checking the robust-
ness of Frankel et al. (2012) findings on the prevalence of pro-, a- and counter-
cyclical fiscal policy for a sample of 184 countries over the period 1960-2010; ii)
checking which countries have ‘graduated’ from pro-cyclicality in recent years in-
cluding those that were constrained to conduct pro-cyclical fiscal policy; and iii)
investigating the key determinants of the differential cyclicality of fiscal policies

across countries.

Appropriate econometric modeling is used throughout, largely following the
existing literature, although the investigation of the determinants of the cyclical-
ity of fiscal policy is conducted by using an ordered Probit model, which to the
best of knowledge, has not been used in this literature before. The motivation
for using this approach is carefully explained and in itself makes a contribution

to the literature.

The study finds that developing and emerging countries 'graduated’ from pro-

cyclicality in the mid-1980s and beginning of this century. Which determinants



explain these shifts? The improvement in the quality of governance, institutions,
and financial system resulting in 'graduation’ are the main determinants for de-
veloping and emerging economies. In addition, large countries and with high
debt to GDP ratios increased their chance to access the international financial
markets, with the exception of countries with high inflation and high levels of
debt service to GDP. This is the second contribution of this work

The remainder of the thesis chapters are organised as follows. Chapter 2 dis-
cusses the theoretical explanations that have been offered in the existing literature
to explain the pro-cyclical bias of fiscal policy in emerging and developing coun-
tries. Chapter 3 presents the macroeconomic framework. Chapter 4 discusses
the empirical results on the cyclicality of fiscal policy, evidence on the existence
of structural breaks from pro-cyclicality and reports results of a sensitivity anal-
ysis. Chapter 5 turns to motivating and explaining the ordered Probit model
and robustness checks in a cross-sectional analysis used to assess the empirical
determinants of the cyclicality of countries’ fiscal policy, the analysis of politi-
cal fragmentation and voracity effect, the role of international financial market

constraints and Chapter 6 presents the conclusions of the study.



Chapter 2

Literature review

2.1 Theoretical background

In general, there is agreement among economists and policymakers that counter-
cyclical fiscal policy is desirable, to mitigate the impact of shocks on the economy.
See for example Alesina et al. (2008) p. 1006:

"[MJost economists agree with the normative prescription that tax
rates and discretionary government spending as a fraction of GDP
ought to remain constant over the business cycle. If governments
respected these prescriptions, we should observe a counter-cyclical

pattern in fiscal policy.”

Nevertheless, pro-cyclical fiscal policy is often observed in practice, especially
in developing countries. In particular, evidence suggests that government spend-
ing and deficit as a share of GDP increases during booms (good-times) and/or

decreases during recessions (bad-times).



The existing literature on the causes of pro-cyclicality in fiscal policy within
developing, and emerging economies is extensive, though in some ways diverse.
In the review that follows, the main objective is to identify the key causal factors
that have been proposed and to explain the pro-cyclical biases in fiscal policy.
In reality, the causal factors might be interrelated, but to the extent that it is

feasible, they are first discussed separately.

The main factors can be divided into three main groups: i) credit market
imperfections; ii) political distortions and iii) volatility of the macroeconomic
environment, perhaps exacerbated by dependence on primary commodities or

natural resources. These will be dealt with in turn.

2.1.1 Credit market imperfections

A lack of access to international financial markets negatively impacts the ability
to enact counter-cyclical fiscal policies in developing and emerging countries. In-
deed, countries should build up international reserves during good times, foresee-
ing future credit constraints or sudden stops as a substitute for access to credit
markets. The point is that this ability is lacking due to the voters’ political
pressures on accumulating debt instead (Alesina et al. (2008)) and because of a
number of shocks to their economies (Gavin and Perotti (1997)). Moreover, this
ability is further hampered by the requirement to repay debt in times of extreme
duress. (Kaminsky et al. (2005)).

What are the implications of credit and capital market imperfections that
result in pro-cyclicality in developing and emerging economies? Initially, the lack
of financial depth and the inability to build up reserves restrains fiscal policy and

overrides all the Keynesian fiscal policy prescriptions.! In addition, government

! The concept of financial depth is defined Caballero and Krishnamurthy (2004), as the
availability of funds to the public and private sector in developing and emerging economies.



borrowing to finance expansionary fiscal policy, even with well-functioning credit
markets, has the potential to push up interest rates payable on government bonds
(since a higher risk premium is generally demanded as debt increases). To the
extent that this feeds through to higher market rates of interest, the expansionary
fiscal policy may crowd-out private investment and consequently result in a dete-
rioration in future productivity, potential output and a decline in the value of the
private sector capital stock. According to this precept, an increase in the share of
the public debt relative to private assets decreases the aggregate creditworthiness

of the country’s assets.

Developing and emerging economies are likely to sell bonds to external in-
vestors to a greater extent than advanced economies. On the other hand, inter-
national investors are likely to react to a decline in creditworthiness by raising the
risk premium they require, thereby further restraining the ability of the country’s
government (and private sector) to access affordable credit. Therefore, a per-
ceived lack of fiscal discipline leads investors to reduce their valuation of the

country’s assets, and negatively impact its financial depth.

Essentially, fiscal fears and the crowding-out effect arise from the fact that
investors anticipate that the government’s fiscal policy is becoming irresponsible.
These fears are exacerbated when the government in office that is increasing
expenditures may not be around when the bills come due. This situation also

worsens the financial depth and reduces the number of potential lenders.

Calvo and Végh (1997) explanation of the external constraint conundrum can
be ascertained through the possibility of triggering a Balance of Payments (BoP)
crisis and the role of credit market segmentation. A BoP crisis is the situation
in which the government finds itself unable to comply with its domestic or inter-
national financial obligations.! On the other hand, credit market segmentation
refers to the fact related to the impossibility faced by domestic residents to borrow

from the rest of the world. They might lower their foreign asset holdings, initially

! Tt does not mean insolvency, or the country’s inability to pay.



originated after a boom in domestic consumption, which follows a real exchange
rate appreciation. The implications of the external constraint are threefold: * i)
bond financing tackles any fiscal difficulties by avoiding any reserves hindrance;
ii) the Central Bank is able to sterilise any reserve losses on the money supply;
and iii) with an active interest policy, the Central Bank refrains to abandon the

peg and prevent bank runs. The situation works with the following mechanisms:

i) Increasing the availability of capital in the individual economies and allowing
domestic agents to smooth out their consumption overtime. Investors react

to changes in the profitability.
ii) Capital inflows associated with a marked appreciation of real exchange rate.

iii) Capital inflows have an impact on domestic policy making the Central Bank

intervene.

iv) Capital inflows signal the participants in the financial markets.

A particular issue relevant to many emerging and developing economies is that
they may be unable to borrow abroad in their domestic currency, long term and
with fixed interest rates. Eichengreen et al. (2003) used the term “original sin”
when referring to this situation. The use of the term goes back to Eichengreen
and Hausmann (1999). In fact, they claimed that almost all of the countries
(except the United States, the Euro Zone countries, Japan, the United Kingdom,
and Switzerland) have suffered from (international) original sin at some point in

time.

Although it is understandable that international investors may wish to avoid
the exchange risk that buying bonds denominated in a foreign currency would
involve, the currency-mismatch that this engenders for the borrowing government

means that macroeconomic instability is unavoidable. From this perspective it is

! This situation does not mean extreme insolvency; instead, it refers to the country’s in-
ability to pay. Chapter 3 presents a model outlining this situation.



desirable to facilitate a counter-cyclical fiscal policy; however the credit market
imperfection and the original sin situation are clearly detrimental, causing the

pro-cyclical bias.

2.1.1.1 When it rains, it pours phenomenon

In developing and emerging countries, capital flows cycles and business cycles
reinforce each other. In the case of fiscal policies, these might expand when
there are positive capital flows and the converse in the case of negative capital
flows. This situation is known as the “when it rains, it pours” phenomenon in
the literature (Kaminsky et al. (2005)). During economic booms, developing
and emerging economies are recipients of capital flows, which originate expansive
monetary and fiscal policies, and the opposite during recessions. This situation
contrasts with the Keynesian and neo-classical perspective of expanding policy

in recessions and contracting it during economic booms.

Credit market imperfections were found to be the main culprit in generating
pro-cyclical fiscal policy in Aizenman et al. (1996), and Gavin et al. (1996). In
consequence, countries with incomplete creditworthiness lack the access to finance

deficit during recessions.

In order to measure the credit market imperfections, chapter 5 introduces an
econometric model measuring the determinants of financial markets access in
developing and emerging economies. The approach follows that of Gelos et al.
(2011) and Lensink and VanBergeijk (1991) defining a binary variable that proxies
the access to international financial markets over a set of macroeconomic and

institutional indicator variables.



2.1.2 Political distortions

It should be evident that justifications for pro-cyclical fiscal policy based on coun-
tries’ restricted ability to access credit markets are incomplete. In the words of

Alesina et al. (2008) this situation poses two critical questions:

"First, why don’t these countries self-insure by accumulating reserves in good
times, so that they are less likely to face binding credit constraints in recessions?
Second, why would lenders not provide funds to countries, even in recessions, if
they were convinced that the borrowing would optimally smooth out the cycle?”
Alesina et al. (2008, p.1007).

For these reasons, they consider arguments that relate to the political arena. The
key papers in the existing literature that rely on political distortions to explain
the pro-cyclical bias of fiscal policy include Alesina et al. (2008), Talvi and Végh
(2005) and Tornell and Lane (1999).

Countries in an environment of political distortions show a tendency to enact a
pro-cyclical fiscal policy. On one side, this fiscal behaviour is explained by a po-
litical agency problem that involves the voters and the rent-seeking government.
The outlay of this scenario consists of rational voters demanding policies that sub-
ject the government to probable re-election. Hence, the problem involves finding

a second-best solution with existing corruption and information asymmetries.

Direct appropriation of tax revenues or favours paid by government officials to
interest groups is perceived as a rent-seeking behaviour. For instance, during
good times governments may act pro-cyclically by borrowing too much. Voters
cannot observe the government’s attitudes to borrowing and they will demand
tax reductions or improved public services. This situation - coined as “Starve

the Leviathan” (Alesina et al. (2008)) - induces governments to adopt a pro-



cyclical fiscal policy bias. How do the electoral process and the political structure
influence this political agency problem? Certainly, the government will attempt
to meet all voters’ demands as they can replace governments but cannot lower
rents to zero (Persson and Tabellini (2004)).

The political framework influences the rent-seeking behaviour of the government.
The politico-economical matter involves a presidential regime with a tendency to
form a smaller government than parliamentary democracies (Barro (1973)). One
point worth taking into account is the role of political parties on the political
structure of the government. Political parties can serve as a control on office-
holders who are about to leave office without the chance of re-election. These
last, with shorter political life horizons than other individuals, provide of what
is known as a brand-name effect, which involves party endorsements for different
public offices. Parties, as such, are specialists in political contacts and procedures,
and would tend to be more efficient in the collection of political income and the

distribution of political favours.

A common practice of governments, prior to elections, is to bring forward expen-
ditures and delay necessary tax hikes. With such trend, transfers are increased
and consequently government spending increases, too. On the other hand, dur-
ing economic booms, government consumption increases and taxes fall, whereas
the converse is true during recessions. Fragmentation of political power implies
that no individual group has overall influence on fiscal policy (Tornell and Lane
(1998)). Another argument follows from the observation that some government
activities are not cost-effective such as deadweight-loss investment projects allow-

ing the fiscal claimant to appropriate public assets.

10



The voracity effect and political fragmentation

Another cause of pro-cyclical behaviour is a phenomenon coined as “voracity ef-
fect” in the literature. Political agency problems are the underlying causes for
a pro-cyclical policy behaviour, and the voracity effect is defined as the intense
competition for funds by ministries or provincial governments (Tornell and Lane
(1999)). In economies without a strong institutional framework, the competi-
tion for shares of redistributive expenditure generates a more than proportional
increase in expenditures (Manasse (2006)). Hence, the voracity effect offsets con-

sumption smoothing and generates anomalies in fiscal policies.

More specifically, the voracity effect refers to a situation where powerful political
groups exercise their influence over a discretionary fiscal redistribution within a
country (be that an advanced, developing or emerging country). These politi-
cal groups follow a rent-seeking pattern, their objective being to obtain benefits
for themselves (subsidies, bailouts, specific kinds of government spending or tax
concessions) by manipulating the political environment. It may be that this be-
haviour arises from a large number of distinct ministries exercising their power

over the allocation of the fiscal budget.

For instance, Tornell and Lane (1998) find empirical results corroborating this
story. The evidence suggests that windfalls following booms in resource exports
in several developing and emerging economies led to increases in government
expenditures with notable signs of the voracity effect.! In fact, these findings
support the precept that in these countries a high level of power fragmentation

leads to more pro-cyclical fiscal policies.

In order to address the impacts of political fragmentation in fiscal policy pro-

I The evidence is purported for Costa Rica, Cote d’Ivoire, and Kenya following the coffee
shock in 1975-79 and for Nigeria and Mexico in the aftermath of the oil shock near the end of
the 1970s and beginning of the early 1980s.

11



cyclicality, Perotti and Kontopoulos (2002) identify the number of policy makers
and the structure of the process in which they interact.! In consequence, con-
trasting with non-fragmented political decisions, individual groups might benefit
from specific types of expenditures, let alone the final policy-making party which

is the entity involving the decision taking about government spending.

On the other hand, more fragmented governments tend to have higher deficits,
(Volkerink and Haan (2001)). Conversely, governments that dispose of excess

2 Furthermore, an

seats in parliament tend to have a lower budget deficit.
increased number of parties with a consequently larger degree of political frag-
mentation generates a larger deficit bias. This means that for a given level of
taxes, and an ample number of decision takers, the deficit will vastly oversize

that under reduced political fragmentation.

Governments with larger budget deficits are those with increased political frag-
mentation at times when macroeconomic adjustments are deemed necessary,
(Stein et al. (1998)).% The upshot of their analysis indicates that a higher degree
of political fragmentation in developing and emerging countries is sufficient to

generate a more pro-cyclical response to the business cycle.

Chapter 5 includes an empirical model testing the effects of government effec-
tiveness. This indicator measures the response on the quality of service provision,
quality of bureaucracy, competence of civil servants, the independence of civil ser-
vice from political pressures and the credibility of the governments’ commitment
to fiscal policy cyclicality in a cross-country setting. The contribution of this

analysis is to test the effects of the political environment that otherwise would

! The individual fiscal policy makers can explain the concept of political fragmentation as
the internalisation of the unitary costs of aggregate expenditures. The political fragmentation
is related to the number of policy makers.

2 Thus, the count of ministries is stronger and more robust than the effective number of
parties in government.

3 Political fragmentation is, for example, evident in governments with short tenures and
large number of political parties involved within the coalition government.

12



generate a voracity effect into the determination of fiscal policies.

In the new work presented, the effects of political fragmentation on fiscal pro-
cyclicality are captured by adding a proxy variable political fragmentation which
is constructed from data provided in Jaap Woldendorp et al. (2011) following the
definitions of Volkerink and Haan (2001) and Perotti and Kontopoulos (2002).!

2.1.2.1 Macroeconomic Volatility

The existence of macroeconomic volatility can generate a pro-cyclical fiscal policy
bias in developing and emerging economies due to a sudden interruption on the
flows of international finance which triggers a highly destabilising fiscal response
(Gavin et al. (1996)). The adverse effects of fiscal policy in international finance
are largely generated by pro-cyclicality. In such case, creditworthiness ought to

be increased in order to reduce the macroeconomic volatility.

The effects of a foreign shock, i.e., a commodity boom, on the fiscal policy fol-
low two channels: i) the spending effect, short-lived booms with higher level of
domestic spending on both tradable and non-tradables as boom raises domestic
wealth. ii) causing an appreciation of the real exchange rate, the relative price of
non-tradables rises in terms of non-booming tradables. Thus, the booms results

in a contraction of non-booming tradables as relative prices adjust with a process

! The variable includes data from the Party government data set for 40 countries from 1960
till 2008, and accounts for the political fragmentation, or the degree to which political parties
in the ruling coalition have different ideologies. The proxy for political fragmentation is
calculated using the relative number of seats from certain political parties represented
in the government as weighing factors, and the ideological complexion of the government.
An index variable is constructed as the sum (for all parties involved) of the standard
deviation of the complexion to the ideological complexion with the weighing factors
in the given country. For instance, leftist governments tend to spend more and have
higher deficits, (although there is no ample empirical support for this assertion.) The
ideological complexion ranges from 1 (right-wing) to 5 (left-wing.)

13



of de-industrialisation.
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Chapter 3

The theoretical framework

3.1 Government spending

The main theoretical issue is related to the macroeconomic effects of government
spending on output, the business cycle, credit market imperfections and political
distortions. The literature surveys the effects of temporary changes in government
spending and distinguish these shifts from the effects of permanent changes. !
The theory explores the relevance of the financing decision in determining the
effects of changes in government spending. This also explains the role of credit
market imperfections, in the case of a Balance of Payments (BoP) crisis and the
effects of political distortions, and more specifically the voracity effect on the

economy.

! Seminal contributions to the analysis of business cycles are the studies published by
Kydland and Prescott (1982), Aiyagari et al. (1992) and King et al. (1998).
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3.1.1 Changes in government spending and business cycles

This chapter is based on the contribution of Baxter and King (1993). The model
is limited to a scenario of one sector with variable labour and endogenous capital
accumulation. In equilibrium, both labour and capital react strongly to most pol-
icy shocks, and with the presence of strong dynamic interaction effects modifying
the standard neoclassical assumptions. The initial setup of the problem involves

maximising the agent’s lifetime utility function:

U= EZBtUt (3.1)

cl=o-1 Lt . . .
where u; = — — & 1t+77 with ¢ = 0, C} is the private consumption, L,

l-0o

is the agent’s labour supply. For simplification, the utility can be represented
as: uy = In Cy + 60 InL;. The output is the Cobb-Douglas production function
Y, = F(K, KE, L) = AK<L9¥(KE)’® where K, is the private capital stock,
K is the public capital stock and L, is the labour input. !

Constraints. The constraints of the model are those related to labour and leisure
(N) substitution (L; + N; < 1), the agent’s budget constraint (C; + I; < (1 —
7)Y + Try) where Tr; are the transfer payments and 7 is the tax rate. The
government accounting identity is (G; = GZ + I¢) and the economy constraint
is C; + I; + Gy <Y;. The flow government budget constraint is ,Y; = G; + T'ry.

For simplicity, it omits government debt.

The macroeconomic equilibrium. The steady-state in the long-run for the mod-
elled economy is only determined by supply-side and relative prices and ratios are
independent of the labour. The supply side also determines the wage rate w(k)

and the rental rate ¢(k) where k is the capital/labour ratio. In addition, it also

I The model assumes constant returns of scale for private inputs: 0y + 0k .
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determines the average product of labour « = Y/L = F(k, 1)and the share of cap-
ital and labour in national income s,, = ¢K/Y = (k/a)q(r)wheresy = 1—sg, and
the allocation between consumption and investments; = ({/K)(K/L)/(Y/L).

Macroeconomic effects of permanent government purchases. A permanent in-
crease in government purchases poses a negative wealth effect on private individ-
uals decreasing their full income. The long-run multiplier for the steady-state of
the dynamic model, a natural definition of non-wage income is capital income
less the sum of investment and government purchases, thus Il = ¢K — [G. The
steady state of capital income net of gross investment is proportional to labour
input Y/ =w+¢gK — I — G =w+ a(sk — s7)L — G yielding:

AY B SLfUL/SN
AG 1+ (s —sr)(st/nL/sn)

(3.2)

where 7y is the full income elasticity of leisure demand. The numerator is
the direct labour-supply effect with amplification effect of capital account, since
1/sy = a/w, and the denominator mitigates the influence of accumulating on
labour supply due to net income from capital ¢K — I. The steady-state of
full income is adjusted as follows: Y/ = (1 — r,)w + (1 — 7)gK + Tr — I =
(1 =7y)w+ gK + 1pywN — I — G using the steady-state government budget con-
straint, where 7, is the tax on the rental rate and 7, is the tax on wage. ' The

share of leisure expenditure in full income becomes: (1 —7,)wL/Y " transforming
1—7w(L/N)sy

B Py o Wi ——— and in the consequence the multiplier becomes:

to

AY spin/sn(1—Tw)
AG ™~ (T suInn)ls — 51+ mwsw]/lsw (1 — 7)) (3:3)

The macroeconomic effects of government spending. The effects of government
spending can be explained by the following mechanism: an increase in government,
spending requires an increase in lump-sum taxes as they are the only source of

finance. Such augment implies an increase in the tax rates with a consequential

! 7, affects the quantities and 7, has a direct effect since it influences the valuation of leisure
endowment.
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negative effect on the incentives to work and invest. The tax base decreases and
the hike of the tax rate should increase by more than AG/Y. The supply side
multiplier implies an increase in government spending with a corresponding hike
in the tax rate and a slump in output which requires an increase in the tax rate.
Thus, the fiscal constraint allows to find AY = — ( O ) AG < 0 and to balance

ON—T

a necessary tax change equivalent to AT = (1 —7) (613—117> (AG/Y).

3.1.2 Credit market imperfections

This section outlines the role of credit market imperfections discussed in the
literature and their impact on the government accounts. It also assesses the

situation under a Balance of Payments crisis on the national accounts.

3.2 The role of credit market segmentation

Definition 1: There are two types of borrowers, type I with perfect access to in-
ternational capital markets and type 11, those only able to borrow domestically, in
domestic currency, with constant interest rate and with constant stream of nom-
wnal repayments. BoP crises imply a mismatch between the liquidity of financial

obligations and that of government financial assets.

If p(t,v) is the output price of a given asset at time t if the asset was placed at

time v < ton the market, then the asset is perfectly liquid if p(¢,t) = p(t,v) V ¢, v.

If p(t,t) < p(t,v)assets display illiquidity. The assets’ degree of liquidity could
p(tt)

be measured by the ratio {(t,v) = (i) A BoP crisis would take place if the
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liabilities that the government must service at time t exceed the stock of liquid

assets.

3.3 A BoP crisis model

The model was first introduced by Krugman (1979). In the model, goods are
fully tradable, and the representative individual is endowed with a constant flow

of tradable goods per unit of time ¢. The lifetime utility is:

o0

/ () + 2(m)] edt (3.4)

0

where 5 > 0 is the rate of time preference and v and z are strictly increasing
and concave. The country is fully integrated in goods and capital markets and a
constant international price of the tradable good and constant real interest rate

r, equal to the subjective discount rate.

The lifetime constraint is:

bo + mo + / (y + yL + 1) e "t = +/ cl + - + iymy) e dt (3.5)
0 0

where ¢! is the tradable good, assuming that the law of one price holds, m is
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the real monetary balances in terms of tradables, e, is the real exchange rate,
relative price of tradable goods in terms of non-tradable goods. ¢t is the nominal
interest rate and 7 are the government lump-sum transfers. Perfect capital mo-
bility implies 7, = r + €, where ¢, is the rate of devaluation and the government
lifetime budget constraint where the present value of transfers must equal the
initial stock of government held foreign assets (reserves Ry) and revenues from

money creation, hence,

o0 o0

/Tt €7Ttdt = RO + / (mt + &+ mt) eirtdt (36)
0 0
which are combined with the transversality condition ¢ — 0,lim me " = 0,
hence:
ywooT
ko + = + / cl e "t (3.7)
r
0

where k=b-+R which is the economy’s net stock of foreign assets. The first-order

conditions to this problem are:

V() = A (3.8)

Z'(my) = Ny (3.9)

where ) is the Lagrangian multiplier. The expression 3.8 implies that prefect
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foresight consumption is constant. Assuming that the Central Bank transfers net
profits to the fiscal budget means that the capital is constant. From the Central
Bank’s balance sheet, one could infer that Mt = Eth + NDA

The government only source of expenditures are lump-sum transfers to households
financed exogenously for given level of transfers 7, with a credit of the Central

Bank and proceeds from international reserves (R).Thus,

E;r = NDA +rE,R, (3.10)

since 7; = r demand for money is constant, M;, Ry = —7 — r Ry,

Hence, the loss of international reserves equals the budget deficit, given the gov-
ernment transfers minus the interest revenues from international reserves, assum-
ing that the initial fiscal deficit is positive, 7 — rR; > 0. The fact supports the
assertion that governments might use international reserves to balance the bud-
get and enact a counter-cyclical fiscal policy in recessions when there is a lack of

access to international financial markets.
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3.4 The voracity effect and the macroeconomic ef-

fects of political fragmentation

3.4.1 Political distortions

In order to address the effects of political fragmentation and the voracity effect
defined in section 2.1.2.1, a model that determines the effect of a windfall on
the public resources is outlined next. The windfall can be due to the improved
access to financial markets or a foreign positive shock, i.e. an improvement in
the terms of trade due to increased prices of exports or resource booms. The
model was introduced by Tornell and Lane (1998). This setting is focused on the
government sector of a small economy with an importable and exportable good,
and the groups conforming the governing coalition in a rent-seeking pattern as

described in section 2.1.2.

3.4.2 The model

Initially, suppose that there are n groups with the power to appropriate the public
resources. Each group derives utility from the expenditure of public resources it
appropriates, g;(t), consisting of public goods and services, payrolls, or production

subsidies. The objective function of group ¢ is

o0

g o—1
/U+1g,~(t) e e Ot (3.11)

0

where o is the elasticity of intertemporal substitution and § is the discount rate.
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The objective function reflects the benefits reported to a powerful group that
provides transfers to its constituents, and does not depend on what other groups
appropriate. The fiscal appropriation of group ¢ is then k;(¢) which, might not
be necessarily equal to ¢;(t), if k;(t) > gi(t). If k;(t) > ¢;(t) it can be stored for a

next period, then the budget constraint faced by each group becomes:

N

At) = aA(t) + T(t) = > kilt) (3.12)

=1

here A(t) represents the stock of common assets held by the government, consist-
ing of foreign assets, « is the rate of return in terms of the importable good, set
to the world interest rate, T'(t) are the tax revenues in terms of the importable
good, which is the aggregate government sector constraint, and the groups closed

access accumulation equation is:

B(t) = BB;(t) + ki(t) — gi(t) (3.13)

and B;(t) are the closed-access assets held by group ¢ that no other group can
access. B;(t) represents the inefficient investment in assets of a socially inefficient

transfer of public assets to the private sector. The condition 0 < 3 < « holds. *

L If there is only a powerful group that assigns the appropriation to n groups the appropri-
ation would be set equal to the expenditure period by period.
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3.4.2.1 The case of a divided government.

Groups cannot coordinate or attain the efficient outcome which is not to use the
private constraint 3.13, as the Coase theorem would suggest. Instead, the groups

choose their appropriations in a non-cooperative manner.

To find the equilibrium the strategy consists in finding the Markov Perfect Equi-

librium in the setup.

Definition.- A strategy is Markov if it is a function solely of the realisation of
the state. A n-tuple of strategies forms a Markov Perfect Equilibrium (MPE) if
they are the best response to each other at every realisation of the state. It has
n+ 2 elements {p(t), A(t), Bi(t),...B,(t)}

The constraint 3.12 becomes A(t) = r(p(t))A(t)—>_ k;i(t) and r(p(t)) = a+p(t)0—

2% > B where r(p(t)) is the total rate of return obtained by the government, and
0 < 6 < 1 1is factor on assets A(t) that the government imposes on the private

sector if contracted foreign debt is defaulted.!
The terms of trade are given by:

p  fort<tiandt >t
p(t) =
p+e for t € [ty,ts)

! The private sector only plays a minor role here; it borrows capital from a foreign lender.
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in order to avoid appropriations at infinite rates, the following restriction must

be imposed:

<T <0 (3.14)

with ZA(t) as the upper bound on the appropriation each group can make. There
are two types of MPE: interior, where b;(t) < zA(t) V i,t and extreme, where
the inequality does not hold. The interior equilibrium restrict strategies to be
piece-wise continuous function of state variables. There is a unique MPE in this
setting. First, imposing the restriction on parameters for a MPE to exist, z(3) >
0, the propensity of fiscal groups to consume out of their stock of assets and
z(r(p+e€)) >0 where 2(X) =X [1 —o]+do (if o =1 = § > 0). Second, assume
that is a necessary and sufficient condition for B;(t) to be increasing along the
equilibrium path. Nonnegativity implies that constraint A;(t) > 0 and B;(t) > 0
is not binding along the equilibrium path.

Solving for the strategy of group ¢ implies that appropriation policy of each group
j # iis given by k7(t) = x7(p(t))A(t) with 27(p(¢)) as an unknown piece-wise
continuous function of A(t) and Bi(t). The best response is given by k*(t) =
2*(p(t))A(t). The only fix point is z7(p(t)) = [r(p(t)) — ] /(n — 1) Vj. There is

a unique interior MPE. The equilibrium is given by:

(0 = ) AW = P (3.15)
g: (1) = 2(8) [A() + B.(0) (3.16)
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nB—r(p)

n—1 t) t <ty
nﬁ »«(p) nB—r(p)—fepy t1]) t e [tth) (3.17)
n 1(1’) [t tQ}) t > t2

[a(0) + b;(0) e?P=0l — A(t) t <t
Bi(t) = ¢ [A(ty) + Bi(ty)] e?B=00C=1) — A(t) t € [t1,1s) (3.18)
[Alt2) + Bi(ta)] e -0 — A1) 1 > 1,

The intuition behind these equations is that the rate of return perceived by group
i on the common assets A(t) is not r(p(t)), but instead is r(p(t)) minus the
appropriation of the other n-1 groups, r (p(t)) — >, x;r (p(t)). Each instant
group ¢ must decide how to allocate its wealth, between A(t) and B;(t). The
interior equilibrium implies that every group sets its appropriation rate within
the bounds of and requires that for every i the rate of return on 4’s private
technology 5 be equal to the i’s rate of return on A(t) after appropriation by
other groups, meaning that the following n conditions must hold in an interior

equilibrium.

xr(p(t), i=1,..,n (3.19)

and a unique solution is that all z;s be identical to 3 (r(p(t))) in 3.15 . g;(t) does
not depend on the path of the terms of trade, because p(t) leads to a greater

appropriation rate by fiscal groups.
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3.4.3 The voracity effect: the effects of a shock in terms of

trade on the equilibrium of fiscal appropriations.

Following the described scenarios, there are two conflicting effects:

e Increase in the raw growth rate of government foreign assets, and,

e Increases in the equilibrium appropriation rates by fiscal groups out of the

stock of the held government foreign assets.

The key result is an interior MPE. The second effect must dominate, then a
positive shock to the terms of trade whether expected or unexpected must reduce
the growth rate of government foreign assets.

DA(t)/A(t) 0

= — <0t <t<t 3.20
Oe n—1 L="=" ( )

Not only does the growth rate of A(t) fall but for sufficiently large € it becomes
negative during the period [t1,t2).

The voracity effect is a more than proportional change in the aggregate appropri-
ation in response to shock in terms of trade. The intuition is as follows, a higher
r(p(t)) leads to an increase in the raw growth rate of net public assets (before
the appropriation of other groups.) As r(p(t)) goes up each group can afford
to be more voracious and still leave the other groups with a post-appropriation
rate of return of net public assets equal to 3, leading to a greater increase in
the appropriation rate than the original increase in fiscal revenue. This situation
implies a dynamic externality in a common pool context. FEz-post, the positive

shock leaves the government finances worse off.
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The mechanism works as follows, the raw (pre-appropriation) rate of return in-
creases by Ar(t;) = fe when the shock occurs, representing an opportunity for
some groups to increase its appropriation rate without reducing below 3 the post-
appropriation rate or return faced by other groups. In equilibrium, every group
increases its appropriation rate by this reasoning and the size of the individual
increase is given by A(r(p(t))(1/n — 1) . This lack of coordination implies that
the aggregate appropriation rate increases by A(r(p(t1))(n/n—1) > Ar(p(t)), the
growth rate of net public assets falls, AA/A = Ar — Arn/(n—1) = —f¢/(n — 1),

implying that a positive shock results in a deterioration of the public finances.
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Chapter 4

Data and empirical analysis

The aim of this chapter is to answer the questions - what are the determinants
of ‘pro-cyclicality’ and access to international financial markets, and if these
determinants are institutional and macroeconomic factors. A feature of some
emerging economies is that they are able to ‘graduate’ from ‘pro-cyclicality’ and

fund their budget deficits by accessing international credit markets.

Two possible scenarios are analysed. Firstly, the improvement in the quality
of governance and institutions resulted in a consequent 'graduation’ from ‘pro-
cyclicality’. Secondly, economies with improved access to financial markets ought
to have counter-cyclical fiscal policies. This evidence contributes the understand-
ing of the underlying causes of pro-cyclical fiscal policy in developing and emerg-
ing countries in stark contrast to advanced economies. It also contributes to the
analysis of the drivers of ‘graduation’ from ‘pro-cyclicality” and access to interna-
tional financial markets for developing and emerging countries, given the limited

scope of the existent literature on these economies.

In first place, an empirical analysis of macroeconomic and qualitative data in a
panel of 184 advanced, developing and emerging economies for the time-period

from 1960 to 2010 is performed. The analysis relies on the calculation of a panel-
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based Pooled Mean Group (PMG) coefficients estimated between fiscal variables
and the output gap. Sequentially, a country-by-country time-series regression
analysis allows to verify the existence of possible structural breaks. Due to con-
cerns of heteroskedasticity and autocorrelation, robust errors are used throughout

the analysis.

The data series used in this stage of the empirical analysis are obtained from
Penn World Table PWT 7.1 (Heston et al. (2012)). The series analysed are
government consumption (as share of GDP), GDP in current prices, and include
transformations by using the GDP and the government consumption deflators,
with temporal transformations by employing Hodrick-Prescott, Baxter-King and

First-difference filtering.

4.1 Empirical methodology

This section outlines the core specification used in the existing literature to es-
timate the degree of pro-, a- or counter-cyclicality of fiscal policy in developing,
emerging markets and advanced economies. The empirical strategy follows simi-
lar specifications estimated by Akitoby and Stratmann (2008), Tlzetzki and Vegh
(2008), and Calderon et al. (2012). The estimation of the specification does
not yield a fiscal multiplier; instead, it estimates a cyclical coefficient because a
multiplier would capture the reaction of input to the fiscal variable. Hence, the

empirical analysis consists in the estimation of the following expression:

E =+ 60Gt + &¢ (41)

where the fiscal variable F't is defined as the detrended log of real government con-

sumption, ie. In(real government consumption)—In[r; (real government consumption)],
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where 7;, the trend component is obtained by applying the Hodrick-Prescott filter
and OGt is the output gap defined as OG; = In(real GDP) — In[r; (real GDP)].
The chosen fiscal variable is the real government consumption based on two main
assumptions: i) the real government consumption, as compared to the real fiscal
balance ought to be independent from the business cycle,! and ii) its relevance as
a policy variable.? The Hodrick-Prescott (H-P) filter removes a cyclical trend 7;

of a seasonal F; series by minimising:

T

rnTin Z [(Ft — 1)+ AN(Te1 — 1) — (1 — Tt—l)ﬂ (4.2)

t=1

2 . .
where A = U;’C and y, — 7; is the business cycle, ¢, .> The real government
2

expenditures and the output gap are in levels, and subsequently deflated by the
GDP deflator.

4.1.1 Alternative filtering: Symmetric Moving Average (SMA)
approach

For robustness purposes, 7; , the trend component, is obtained by applying the
Baxter-King band-pass filter, which, similarly to the Hodrick-Prescott separates
the times series into trend and cyclical components. The Baxter-King SMA filter

is widely used in similar studies. See for instance, Kaminsky et al. (2005) and

!The explanation is also valid for the government revenues, which consist of the tax base
and the tax rates. The former ought to be pro-cyclical, because during economic booms the
tax base expands and the opposite during recessions, (Calderén et al. (2012).)

2 Although the analysis excludes transfers to the private sector, this is another relevant
component of the government spending. Limitations on transfers’ data for developing countries
make this effort unattainable. Government spending comprises: government consumption,
government investment, transfers, and debt service, or GS = GC + I + T'r + debt service .

3 The ratio of the two variances, or smoothing parameter X , is adjusted to A = 1600/4* =
6.25 for annual observations (Ravn and Uhlig (2002)). The advantages of using H-P filters with
macroeconomic data are discussed in detail by King and Rebelo (1993).
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Calderén et al. (2012). The cyclical component is obtained by the infinite-order,

ideal band-pass filter calculating®

Cy — Z bth_j (43)

j=—o00

The modified weights for a finite SMA filter with coefficients summing zero are

+q ~ ~ -
estimated by ¢; = ) b;F,_; , with coeflicients b; equal to b; = b; — b,, where
Jj==q
b_; = Z;j and b, is the mean of the ideal coefficients truncated at +¢, with b, =

q
(2¢+1)"' > b, , and their sum converging to zero.?
Jj=—q

4.1.2 First differenced variables

An alternative specification relies on the use of the first-difference variable Fb, =
Aln(real government consumption). These two alternatives are used extensively
in the existing literature, see for example Alesina et al. (2008) and Ilzetzki and
Vegh (2008). Erbil (2011) also employs a similar definition of a first-differenced
log-linearised fiscal variable regressed on the non-oil revenues of oil-producing
countries. The estimation is computed individually for each country in the sam-
ple, in order to obtain the parameter § which is the cyclicality coefficient. A
positive § parameter corresponds to a pro-cyclical fiscal policy, whilst a negative

parameter represents a counter-cyclical fiscal policy.

!The data transformation is F}* = Eq: ajF;_;. For a symmetric moving average, ¢ is the
order of the filter. The filtered series hjams %—2(1 observations and j € {—q,...,q} . If p;, and pp,
are the minimum and the maximum periods of a stochastic cycle, the weights b; are given by:
bj:{ . -1 ﬂ-.il(c,uh_wl). ; Z:fj::()

(Jm) " {sin(jwn) —sin(jw)} if j #0
higher cut-off frequencies, respectively.

2 The first and last ¢ values of the cyclical components cannot be estimated.

where w; = %7; and wy, = Z—T are the lower and
v
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4.2 Is government spending pro- or counter-cyclical

on average in each country?

Constructing the series real government consumption and real GDP is performed
by taking the logs of these series detrended using Hodrick-Prescott filters which
allow the calculation of the output gap (OG) (the deviation in In(GDP) from
trend) and the detrended log of real government consumption (F). The series are
constructed for all countries in the sample, (n=184), and cover the period from
1960 to 2010.

4.2.1 A panel constrained model- the pooled mean group
(PMG) estimator

A transformation to expression (4.1) is initially estimated relying on a pooled
mean group estimator addressing any concerns for possible non-stationarity in
the panels, where N is the number of countries, and 7', the number of years in
the panel are large. The advantages of a constrained model are related to identical
long-run but short-run coefficients and error variances differing across countries.
The approach is based on the contribution of Pesaran et al. (1999). For purposes
of estimation, three separate groups of countries are estimated, emerging markets,
high-income OECD and high-income non-OECD economies. *

Assuming that the number of countries [ in the panel is N, for a number of periods
t=1,2,...T., then a dynamic panel specification of an autoregressive distributive
lag (ARDL) (p,q,q,q,...q) model is,

p q
Fiy = Z NijFi—j + Z 5;jOGi,t—j + i Vi (4.4)

j=1 7=0

! Developing countries are not included due to the large number, and relative smaller T.
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The dependent fiscal variable Fj; and the vector of explanatory variables, output
gap OG;;_; are a k x 1 dimension, (5;j is a k x 1 coefficient vector, \;; are
scalars and p; are the group-specific effects.! For instance, cointegration implies
a responsiveness to any deviation from the long-run equilibrium, and an error
correction model in which the short-run dynamics of the variables are affected by

this deviation from equilibrium. In such sense, the error correction model is,

p—1 q—1
AFy = ¢i(Fiam1 — BiOGy) + > NyAF,_j+ Y 67AOGy i+ pi + vy (4.5)
j=1 §=0

q
P > ij
where the error-correcting speed parameter is ¢; = —(1 — > \y;), i = 2= ,
= 1=
p q
Hence, )\ij* = — Z /\“ﬂ for j:Z,Qp—Z and 5 67;]‘* = — Z 57,m for j:1727...q—
m=j+1 m=j+1

lare estimated.? The estimated parameters are shown in the following table,

where an ARDL (1,1,1) model is used estimated by a Maximum Likelihood (ML)
approach.?> For the specification Fj; = Bo + S1:0Gs + i + i , the ARDL

expression is:

Fi = 610,0Gi + 011:0Gi -1 + NFi i1t + Vi (4.6)

And the error correction expression is:

AFy = ¢)(Fi -1 — Boi — £1iOGy) + 011, AOGy + vy (4.7)

!The number of years, T must be large enough to allow for the model to fit each group
separately.

2If ¢; = 0 there is no evidence of a long-run relationship. The vector 3;" contains the
long-run relationship between the variables.

3The approach estimates the following expression using ML: /(7(8, ¢, 0")
N N

7% Z 11’127T0i2 — % Z #M’HZM with the matrix M = AFZ — gf)lfl(ﬂ) for ’L:],,N and
i=1 i=1

&(B) = Fig—1 — OG;B; and H; = I — W;(W;/W))W, , Ir is an identity matrix of order

T, and Wz = (AFiytfl, ..... AFLUAOG“AOGLt,l, ceny AOGZ’t)
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1-X

where ¢; = — (1 = \;), foi = 125 and Sy = Tt i+5i1” A

For most emerging market economies, the parameters are positive and significant,
ruling out a counter-cyclical fiscal policy with greater statistical significance. In
some countries a-cyclicality cannot be ruled out, as the null hypothesis indicating
that the coefficient is equal to zero is not rejected. On the other hand, high-income
OECD countries exhibit mixed results, the United States fiscal policy is clearly
counter-cyclical, but for most European economies and Japan, the fiscal policy
is a-cyclical with some exceptions. Estimates for Germany, Iceland, Israel, Italy,
Korea, Portugal, Spain and Sweden, yield a positive parameter with a consequent

pro-cyclical fiscal policy.

High-income non-OECD economies like Croatia and oil producing countries like
Kuwait, Saudi Arabia and Trinidad and Tobago portray a sound counter-cyclical
behaviour with negative and highly significant parameters. Robustness to these
results are checked by running estimations with variables using Baxter-King and

First-Difference filters. The results do not present a significant difference.

4.3 Time series approach

4.3.1 Granger-Causality and VAR estimates

Calculation of the cyclicality coefficients is performed under the assumption that
causality goes from the business cycle (the output gap) to the fiscal variable.
A Granger causality test (Granger (1969)) enables confirmation of the direction
of causality but also allows to check for reverse causality. The central purpose

of performing this check is to find out if past government consumption, and

! The Stata package xtpmg (Blackburne and Frank (2007)) presents pooled mean group
estimates for dynamic heterogeneous panels.
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its deviations from trend caused changes in the output gap (existence of fiscal
multipliers). Therefore, it tests the existence of causality of the output gap on
the fiscal variable F' contemporaneously and not of F' on the output gap (as the
transmission is supposed to take additional periods to feed back.) The test also
presents motivation for testing the existence of simultaneity bias in ordinary least

squares (OLS) estimates and the consequent need to instrument the output gap.

Granger causality tests are performed following VAR estimations on lags of the
fiscal variable and output gap with two lags (p=2) and specifying a small-sample
degrees of freedom adjustment for estimating the variance-covariance matrix while
reporting small-sample t and F-statistics in place of chi-squared statistics. Two
lags are selected following the Akaike, Schwarz’s Bayesian and Hannan and Quinn
information criterion as part of p lag-order selection criteria.! Following a similar
approach by Blanchard and Perotti (2002) and Ramey (2011), the VAR specifi-

cation 1is:

Ft =V + AlFt—l + AQFt_Q + BlOGt_l + BQOGt_Q + €1¢ (48)
OGt = Uy + AlFt—l + AQFt_Q + B10Gt_1 + BQOGt_Q + €9¢

where F, is a K x 1 vector of endogenous variables, OGt is a M x 1 vector of
exogenous variables, A1-A2 are a matrices of K x K parameters,B1-B2 are K x

M matrices of coefficients, and e; o¢ is a white-noise error.”

The objective of performing pairwise Granger causality tests post-VAR estimation

of expression 4.8 is to test the hypothesis whether the output gap Granger-causes

I The criterion is checked on a country-by-country basis. The criterion minimises the
forecast error, and bases the VAR order choice on the appropriate first-step ahead forecast
given by TF; = H’%“Eal where Xe; is a white-noise covariance matrix , and ¢ is the
sample size and the k time-series dimension. The appendix shows the exact definition of the
three-information criterion.

2 The general representation of the 2nd_order VAR is: I*T>‘t =v+ All'?L> + A21<T,2> +z,
with ]:T: = (Ft, OGt)/ and E_t> = (Elt,EZt)/.
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the fiscal variable, or the null hypothesis Hy : By = By = 0 in the first expression
of equation 4.8 and Hy : Aj=A5 = 0 in the second. Failing to reject the null
hypothesis implies that the output gap does not Granger-cause the fiscal variable.
Such situation indicates the existence of reverse causality, and other estimation
methods shall be used.

The null hypothesis that the OG does not Granger-cause F is rejected in several
developing and emerging countries but is not rejected in any of the advanced
economies. Put differently, it indicates that the F-tests of coefficients on all lags
of endogenous variables are not jointly zero, implying the Granger non-causality of
the dependent variable in the equation. Reverse causality in the model is verified,
as there are cases, such as the United States, where the null hypothesis that F
does not Granger-cause OG is rejected at the 5 per cent level of significance (P-
value=0.018). Nevertheless, failing to reject the null hypothesis occurs in several
occasions for many countries, as shown in 4.2. An extension to the analysis
explores beyond for the existence of heteroskedasticity and serial correlation in

the errors.

4.3.2 Calculating the cyclicality coefficients for real gov-

ernment consumption

The pro- or counter-cyclicality of government consumption is calculated for each
country. The appendix reports the estimated bivariate correlations, the cyclicality
coefficients for the real government consumption relying on the log-deviation and
first-difference of the dependent variable. The argument about why regression
estimates are preferable to bivariate correlations resides in the possibility of per-
forming additional hypotheses individual or joint tests on the significance of the
estimated parameters. Both cases include the level of significance p-values, which

are also reported in the appendix. In addition, the table includes two columns
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outlining Frankel et al. (2012) country correlations for the period 1960-2010 and
Alesina et al. (2008) estimates 1960-2003 for comparison. Although there are
differences with previous estimates, some of the coefficients predict the degree
of policy cyclicality with increased accuracy. The reasons for the differences are
primarily due to a different period under analysis, the frequency of the data (this
dataset contains annual observations instead of quarterly data) and the different
approach taken, ie. Frankel et al. (2012) resorts to correlations and Alesina et al.

(2008) to regressions.

4.3.3 Heteroskedasticity and autocorrelation robust results

The analysis must take into account the existence of heteroskedasticity in the re-
gression residuals. In consequence, the null hypothesis tested is Hy : Var [¢|OG] =
0.2 where the conditional variance on the errors is non-dependent on the explana-
tory variable, the output gap. The Breusch-Pagan (B-P) test (Breusch and Pagan
(1979)) allows to test the existence of heteroskedasticity, performing a likelihood
multiplier (LM) test.! Serial correlation is also a concern and is tested relying on
the Breusch-Godfrey (B-G) and a variant, the Q test of Box and Pierce. > The
p-value of each statistic testing the null hypothesis of constant variance (B-P)
and no serial correlation (B-G and Q) which are reported in the appendix.The
results indicate that heteroskedasticity is present, as well as serial correlation in

the errors.

! The test regresses an auxiliary regression on the squared residuals on a set of regressors
z. The LM statistic is distributed as x;? with k the number of regressors in the auxiliary
regression.

T

T—j

2 This test checks the first p sample serial correlation of the residuals: Q = T(T+2)

b 2
]:

1
with 7,2 as the jth autocorrelation of the residual series, distributed as x?(p).
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4.3.4 The estimated coefficients

Rankings and categorical variables are generated and based on the two types of
cyclical coefficients estimated. In line with the existing literature, the results show
that developing and emerging economies are more likely to exhibit significant pro-
cyclicality, while advanced economies exhibit a-cyclical behaviour (Table 3 in the
appendix). The model accounts for heteroskedasticity and autocorrelation in the

errors that are typical in this type of country-level data.

4.3.5 A retrospective: the cyclical policy behaviour in se-

lected countries.

This part aims at describing the economic and political events that shaped the
behaviour of fiscal policies in selected countries or geographic regions across the
sample. The analysis consists in a retrospective narrative of the main drivers of

fiscal policy and access to financial market in each country.

4.3.5.1 Europe

Belgium

A switch from a central to a federal state shaped the Belgian fiscal behaviour
in the 1980s. Several reforms undertaken in the 1990s ensured that overall bud-
get discipline be fundamentally achieved and organisations were built in order to
supervise the budgets across the different levels of government. Automatic sta-
bilisers triggered an increase in public expenditures, and an overall deficit at the
same time. The magnitude of the increase in public expenditures reached almost
30 percent of GDP, from 24 percent in the 1960s, and to 54 percent in the 1980s.
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Germany and Switzerland

The fiscal variables in Germany experienced a growth since the 1960s, from 14
to 31 percent of GDP by the decade of the eighties (for government spending).
On the other hand, revenues rose from 13 percent to 29 percent of GDP in the
same period. The panorama of the Swiss fiscal policy, is far more stable. For
instance, in the 1960s, government spending reached only a 9 percent of GDP,
a constant proportion kept until 1987. Similarly, tax revenues only rose by 1
point in this period, from 8 to 9 percent of GDP. Fiscal budget balance over the
cycle is a must for the Swiss authorities, and surpluses or deficits are credited
on to an account, meaning that the latter must be compensated by the former,
thus avoiding pro-cyclicality. The Swiss fiscal policy has benefited over the years,
for being closely integrated with other European fiscal policies, especially during

economic expansions.

Netherlands

The fiscal policy of the Netherlands has been characterised for increased govern-
ment expenditures, which, grew from 25 percent of GDP in the decade of the
1960s to 57 percent by the end of the 1980s. This path has also been followed by
tax revenues increasing from 25 to 51 percent of GDP. Actually, the Netherlands
fiscal policy has performed better than of the other European economies and pub-
lic debt has been reduced. Although much of the improvement is related to the
revenues from the sale of assets and non-renewable natural resources. In spite of
these facts, fiscal discipline has played a significant role in the fiscal behaviour of
the country in the advent of the Euro. In consequence, the Dutch fiscal policy
has converged to the path of those fiscal policies of all countries that joined the

single currency. (Balassone et al. (2010); Wyplosz (2011)).

United Kingdom

The fiscal policy behaviour in the United Kingdom is characterised by a steadily
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grown fiscal spending, that increased from 28 percent in the 1960s to 40 percent
in the 1980s, while revenues rose from 31 to 37 percent of GDP in the same
period. The fiscal policy was governed by two rules, namely, the possibility that
the budget deficit ought to only finance public investment (the so called Golden
Rule), and a restraint on the debt to GDP ratio, which should not to exceed 40
percent. The application of both rules aim at cyclically adjusting the budget. !

4.3.5.2 North America

United States

The United States has intended to maintain a counter-cyclical fiscal policy for
more than four decades. While government expenditures increased from 18 per-
cent of GNP in the 1960s to 24 percent in the 1980s, revenues growth was scant,
from 18 percent to 20 percent of GNP, for the same period. For instance, federal
spending is equivalent in size to sub-central spending and include important fed-
eral transfers. There are a set of balance budget rules, subject to a debt ceiling,
and the budget behaviour has been notoriously counter-cyclical whilst central

transfers ameliorated the pressure on state governments.

Canada

With a similar history to that of the United States, Canadian public expenditures
increased from 16 percent in the 1960s to 24 percent of GDP in the 1980s. Tax
revenue only rose by four points, from 16 percent to 24 percent of GDP. Starting
on 1992 to 1996, federal spending limits were adopted as well as balanced budget
rules, while surpluses from resource -rich provinces compensated deficits in other

provinces, and thus balanced the budget.

! The inception of the Office for Budget Responsibility (OBR), in charge of running forecasts
that were previously carried out by the Treasury for government policy variables was intended
to deter misleading measures.
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4.3.5.3 Latin America

Argentina, Brazil, Colombia, and Mexico

Fiscal policies in these countries have been closely linked to the evolution of
natural resource prices. In general, fiscal policies have maintained a pro-cyclical
bias, in some cases for stabilisation purposes, but with the exception of Chile,
efforts to maintain a counter-cyclical fiscal policy have been limited. For instance,
Argentina and Uruguay, induced a pro-cyclical fiscal policy following the 2002
crisis, similarly to Mexico, following the Tequila crisis. In a reduced number of

countries like Colombia and Peru, the fiscal policy has kept a neutral stance.

Chile

Chile’s government revenues have heavily relied on the prices of copper, repre-
senting up to quarter of total government revenue. The country adopted a fiscal
rule (converted to law) in 2006. The law establishes a primary budget surplus,
but with changing ceilings, 1 percent of GDP which was later reduced to 0 per-
cent, aiming at a counter-cyclical response to the financial crisis. Once cyclically
adjusted government revenues are estimated, the process allows for a maximum
spending calculation. (Daude et al. (2010), Gavin and Perotti (1997), Wyplosz
(2012)).

Peru

Fiscal policies in Peru have been subject to serious imbalances. In the 1970s,
expansionary fiscal policies were brought up by favourable terms of trade, fuelled
by soaring commodity prices. However, the scenario suffered a radical transfor-
mation in the decade of the 1980s, which led to a deterioration of the fiscal stance.
Along with other symptoms like currency revaluation, the Peruvian economy was
submerged into a recession by the end of the 1980s that provoked a spiralling

hyperinflation. Nevertheless, structural reforms such as the implementation of
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a stabilisation programme and a public sector reform in the 1990s induced an
economic recovery that was coupled with a tighter fiscal policy and helped to

achieve the macroeconomic stability.

Venezuela

Notably, vast oil revenues did not imply achieving a sound and sustainable fiscal
stance in Venezuela. As a matter of fact, increased oil prices and macroeconomic
instability lead to a deterioration in the economic performance. In the 1980s, the
country was subject to the adversity of the international financial conditions, a
situation that worsened in the next decade with declining oil prices, political un-
rest, and a banking crisis. By the mid-1990s, an oil price surge and the signature

of a stand-by agreement with the IMF helped to improve the economy.

4.3.5.4 Africa

In retrospect, fiscal policies in African economies have been distinguished by
being pro-cyclical and at best a-cyclical. The only exception is perhaps, Guinea-
Bissau, a country that carried out efforts to enact a counter-cyclical fiscal policy.
(Carmignani (2008), Lledo et al. (2009)).

South Africa

The fiscal policy in South Africa is distinguished by a fiscal policy heavily in-
fluenced by commodity prices, primarily from gold mining, and increased gov-
ernment expenditures paired with high revenues since the 1980s, due to a larger
participation of the government in the economy. This situation changed in the
1990s, given the reforms undertaken securing the fiscal position and reducing the
deficit. Expenditures were targeted and consequently, given the gained revenue

authority independence in 1997, tax revenue collection improved its efficiency.
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Algeria, Botswana, Madagascar, Morocco, Rwanda and Senegal

These African nations pursued a weakly pro-cyclical fiscal policy in the period
under analysis, with limited efforts to attain at best an a-cyclical fiscal policy. The
factors influencing this situation are related to the fluctuation of the international
commodity prices and poor socio-political conditions. Additionally, reduced tax
bases, with increased evasion and large informal markets whilst depending largely
on external financing took a toll on the efforts of gaining a counter-cyclical fiscal
policy. Similarly, a restricted use of automatic stabilisers exacerbated the critical

situation.

4.3.5.5 Asia

Government spending in Asian countries was increasingly volatile, even overtak-
ing the volatility of output. Only taking government expenditures into account,
volatility is somehow similar. Fiscal policies in Asian countries are pro-cyclical ex-
cept in Indonesia and Thailand where the fiscal policy has been counter-cyclical.
(Kim et al. (2003), Sanchez-Fung and Ghatak (2006)).

The Philippines

During the 1960s the country implemented an industrialisation strategy, notwith-
standing a process of inflation and economic instability in the 1970s and 1980s.
Central banking independence and the signature of an IMF stabilisation-programme
in 1994, became the backbone of a macroeconomic reform. The implemented pol-
icy permitted to achieve a sound fiscal policy stance with the inception of tax

reforms including the privatisation of government-owned enterprises.

Thailand

Following a strong industrialisation carried out in the 1960s, the economy floun-
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dered in the decade of the 1970s following the oil price shock. In consequence,
Thailand resorted to the IMF for assistance and embarked on a series of structural
reforms, including trade liberalisation, privatisation, and macroeconomic policy
reforms. The fiscal deficit was gradually reduced and the economy was in surplus
in the decade of the 1980s. The scenario changed by the end of the 1990s as the
Asian crisis battered the country’s fiscal balance. However, having a favourable
fiscal stance in the period prior to the crisis somehow represented some support

for overcoming the adverse effects of the Asian crisis.

4.4 Time variation in coefficients

Motivation

Not surprisingly there are abundant exercises in the literature estimating the
cyclicality coefficients in developing, emerging and advanced economies. See, for
instance, Frankel et al. (2012), Alesina et al. (2008) and Gavin et al. (1996).
While every endeavour allowed for the collection and comparison of the evidence
of fiscal policy pro-cyclicality it is a static approach that lacks the extent required
to explain time variation of coefficients. In that verge, a more dynamic outlay is
carried out involving the use of time series analysis on a country basis aiming to

seek appraisal to the evolution of the cyclicality coefficients.

The analysis herein aims at exploring the existence of structural breaks in the
estimated coefficients. Unlike the fiscal policy literature, the study investigates
whether there are multiple structural breaks and the behaviour of fiscal policies
in a time-varying framework. Hence, this part is motivated by the fact that fiscal
policy is variable over time. This analysis contributes to the literature by defining

multiple structural breaks in the studied specification.

The analysis involves two steps. Initially, the analysis begins with studying the
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stability of the estimated cyclicality coefficients over time, distinguishing between
pro-, a- or counter-cyclical behaviour during economic booms (good times) and
recessions (bad times). The next step is to analyse the stability of cyclicality
coefficients by setting dates following the approach of Frankel et al. (2012) and
Alesina et al. (2008) and to verify if there is a ’graduation’ from pro-cyclicality

in developing and emerging economies.

4.4.1 [ country-estimates stability over time

In order to evaluate the pattern of stability of the estimated cyclicality coefficients
over time, the analysis makes use of country annual data for 1960 to 2010 (T=51)
for 166 developing, emerging and advanced economies.! There are several reasons
why the existing literature has suggested that the estimated cyclicality of fiscal
policy may change within countries over time. For instance, Mendoza and Ter-
rones (2008) and Reinhart and Reinhart (2008) have pointed to changes related to
the magnitude of buoyant revenues in countries that were able to attract foreign
purchasers of government bonds. On the other hand, Gavin and Perotti (1997),
point out to the lack of capital market access during recessions and periods of
financial crisis. In this strand, analysing the estimated coefficients stability over
time on a country-basis is worth pursuing. The section focuses on identifying
which countries exhibited such instability and then explain the evolution of the

coeflicients.

! Due to concerns of non-stationarity in the panels, 18 countries are excluded from the
sample. The excluded countries are: Belarus, Bolivia, Bulgaria, Cambodia, Congo, Dem. Rep.,
Traq, Israel, Kyrgyz Republic, Libya, Mongolia, Serbia, Sudan, Turkey, Uganda, Uzbekistan,
Vietnam, Yemen, Rep. and Zambia.
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4.4.2 Regime switches: fiscal behaviour during economic

booms

The initial step in evaluating the stability of the cyclicality coefficients involves
analysing the fiscal behaviour during economic booms and recessions. The frame-
work explained by Riascos and Vegh (2003) and Ilzetzki (2011) is followed,
whereby governments tend to increase expenditures in good times and avoid gen-
erating surpluses that would accrue to their successors. Frankel et al. (2012)
assert that the lack of access to credit markets in bad times opens up the path
for the government to behave pro-cyclically, at least in developing countries. To
estimate this framework, the included explanatory variable good times is an indi-
cator taking the value of one for the year when the output gap is positive and zero
otherwise. Allowing to check robustness, a second variable is also constructed us-
ing the mean and standard deviation of the GDP growth rate, taking the value
of one when this value is larger than the mean minus one standard deviation and

zero otherwise.! Thus, the specification tested is:

Fy = a+ 010G + B2 Dp g, + B3(Dpa, x OGy) + & (4.9)

where F; is the cyclical component of the fiscal variable, or real government
expenditures in year ¢; OG, is the output gap in year ¢, Dp ¢, is the indicator

variable, with the parameter (3 allowing for interaction effects.

As part of the post-estimation testing of equation by OLS, a t-test is computed

to verify the linear hypothesis that the parameter (3 is positive and significant,

1if OG¢>0
! The indicator value in the former (i=1) is defined as: Dg, = , where

0 otherwise

OGt is the output gap in year t. Similarly, the latter (i=2) is defined as:

Lifye >y —oy
Dgy, = , where y; is the GDP’s growth rate, § is the mean and oyits
0 otherwise
standard deviation.
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or equivalently, by rejecting Hy : 5 = 0.!

Consequently, being able to reject the null hypothesis implies that a parameter
different from zero is consistent with the fact that there is significant difference
between fiscal policy in good and bad times. If this is the case, testing the
hypothesis that s + (3 is significantly different from zero allow to conclude if

there is significant difference in the cyclicality coefficients in good and bad times.

4.4.3 Expected impact on the fiscal cyclicality coefficients

The expected impacts on the fiscal cyclicality variables shall follow the patterns
of the surveyed literature. Initially, how might the estimated fiscal policy react
depending on the situation of the business cycle? For instance, during good times,
all pro-cyclical fiscal variables might have a positive correlation with net capital
inflows including central government debt, because a pro-cyclical economy might

borrow from abroad.

On the other hand, the impact can be negative, even if, in the case of a counter-
cyclical economy, the net capital inflows are negative, because, the business cycle
is booming. However, in case of a-cyclicality, the impact is not clear-cut. In
consequence, short or long term debt stocks, will follow the cyclical behaviour of

net capital flows.

In such case, during good times, pro-cyclical economies increase debt stocks

!The hypothesis test relies on the point and variance-covariance matrix of the estimates on
the unrestricted specification, or loosely, a set of linear restrictions RS=r, with R, a 1 x 3
matrix and r a single-column element vector, with the restriction on the equation F; = o +
B1OG+ B2Dp ¢+ B3(Dp,g,; x OGt) +¢¢, or more specifically, R = (0 0 1 )andr = (0). The

” T ~ -1 -1 ~
Wald statistic is: W = (Rﬁ — r) {R(V) RT} (RS —r), with a large-normal distribution
which is best approximated by a Student t distribution with df=49. Wald tests are also a
preferred alternative as these can involve linear combinations of parameters.
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because access to resources is plentiful, with the opposite during bad times.
This situation will originate a virtuous circle with increased revenues during
economic booms. Furthermore, government expenditures will increase in such
times, thereby reflecting a positive correlation with the cycle. This case is typi-
cally observed in developing and emerging economies facing international financial

constraints in bad times.

The situation contrasts with a counter-cyclical fiscal policy during economic
booms and pro-cyclical during bad times. In this scenario, more advanced coun-
tries not facing financial restraints are able to resort to automatic stabilisers,
increasing expenditures and transfers to the private sector in bad times and
the opposite in good times. Hence, transfers and access to deficit financing are

paramount in order to enact a counter-cyclical fiscal policy.

Nevertheless, this would be a vague assertion pointing to a static fiscal policy
cyclicality. Fiscal policy is time-varying, (Alesina et al. 2008, and Frankel et al.
(2012)) and there is the need to test the hypothesis that pro-cyclical fiscal policy
in good and bad times varies but also for countries with counter-cyclical fiscal
policies. In consequence, estimating equation (4.9) supports testing the hypothe-
sis that countries with a pro-cyclical fiscal policy increasing expenditures in good

times maintain their fiscal behaviour during bad times.
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Fiscal behaviour during economic

booms or good times.

Country b1 b1+ B3 Jo P-value [y + (3
Barbados 14.57802 -4.361369 -18.93939 .0001211 -19.16092
Brunei Darussalam 8867558 -.9989055 -1.885661 .0090369 -1.850286
Central African Republic -.1223218 6.815172 6.937493 .0009801 6.586582
Dominican Republic 2.088317 .4144332 -1.673884 6.11e-06 -1.698145
El Salvador 9.306876 -6.489578 -15.79645 .0002537 -15.83746
Guinea 4.817088 -8.447136 -13.26422 .0001985 -12.98242
Guinea-Bissau 0746185  -7.196391 -7.771009 .0055724 -7.329024

Hungary 2.056927 .3849192 -1.672008 .0060695 -1.7259
Lesotho 3.466724 -1.017836 -4.48456 .0003095 -4.589328
Madagascar 1.802834 -7.003547 -8.806381 .0037422 -8.625824
New Zealand 1.689675 .9667538 -.7229209 .0036531 -.7357342
Palau -4.315157 .1457586 4.460916 .0085828 4.57038
Singapore 3.36598 -2.638801 -6.004781 9.19e-06 -5.964957
Spain 1.010484 .7900807 -.2204028 6.00e-06 -.2099892
St. Lucia 2.247323 -1.759963 -4.007286 .0038276 -3.933982
United States 10.97013 -11.12855 -22.09869 .0031836 -22.10115

Note.- The test measures the significance of the regression parameters and t- test statistic for

the null hypothesis Hy : 83 = 0 indicating that a positive parameter is consistent with the fact

that pro-cyclicality is dominated by behaviour during good times.

The table tabulates the countries with parameter estimates satisfying this condi-

tion for the period under analysis and the P-values with a level of significance of

at least 1 per cent, and the sum of parameters in the last column, significantly

different from zero. The [y + (3 column shows the cyclicality coefficient in good

times, whereas the first column, 3; shows the cyclicality coefficient in bad times.!

In consequence, the test indicates that this group of developing, emerging and

advanced economies exhibit pro-cyclical fiscal behaviour during good times. De-

! Developing countries with significant parameters for pro-cyclicality in good times are
Central African Republic, Dominican Republic, Palau and one eastern European economy,

Hungary.
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veloping countries, El Salvador, Guinea, Guinea-Bissau, Lesotho, Madagascar,
and St. Lucia switched their fiscal policy behaviour from counter-cyclical during
good times to pro-cyclical during bad times; this is explained due to financial
constraints. Remarkably, even more advanced economies like Barbados, Brunei
Darussalam, Singapore and the United States were counter-cyclical during good

times switched to pro-cyclicality during bad times.

4.4.3.1 Sensitivity analysis

As part of checking robustness, regressions relying on the alternate definition of
the indicator variable D¢, for i=2 are computed for equation 4.9 . Following a
similar criterion, a t-test rejecting the null hypothesis Hy : f3 = 0 indicates a
pro-cyclical fiscal behaviour during good times, if the parameter is positive and
significant with a level of significance of 1 per cent. The ; + (3 column shows
the cyclicality coefficient in good times, whereas the first column [, shows the
cyclicality coefficient in bad times. The estimates show that developing countries:
Ecuador and El Salvador switched to counter-cyclical fiscal policy during good
times ( Dg = 1) from a pro-cyclical fiscal policy during bad times (Dg = 0).
Likewise, Trinidad and Tobago is one of the emerging economies switching to a
counter-cyclical fiscal policy during good times from a pro-cyclical fiscal policy
during bad times. Advanced economies such as Belgium, France, Luxembourg
and Switzerland switched from a pro-cyclical fiscal policy during good times to a

counter-cyclical fiscal policy in bad times.
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Robustness: Fiscal behaviour during economic booms or good times.

Country B p1 + B3 B3 P-value Sy + 03
Belgium -1.03084 .8428342 1.873674 .0094179 1.836304
Ecuador 19.93701 -2.085491 -22.0225 3.87e-07 -22.22822
El Salvador 11.38566 -.7812233 -12.16688 2.70e-06 -12.09887
France -3.000436 9773264 3.977762 1.94e-10 3.971073
Luxembourg -1.102343 9871439 2.089487 .0022981 2.145552
Switzerland -5.702611 2.054183 7.756794 9.93e-11 7.672119

Trinidad and Tobago 35.83243 -5.427608 -41.26004 3.24e-21 -41.38031

Note.- The test measures the significance of the regression parameters and Wald statistic testing

the null hypothesis Hy : $3 = 0 indicating that a positive parameter is consistent with the fact

that pro-cyclicality is dominated by behaviour during good times.

In summary, the tests constructed and the robustness checks allows to verify that
developing and emerging economies are able to 'graduate’ from pro-cyclicality in
fiscal policy, meaning that these countries are able to revert the path of increasing
expenditures due to political factors in good times and overcome the limitation
of lacking access to international financial markets during bad times. The deter-
minants of access to international financial markets will be treated with detail in
Chapter 5.

4.4.4 Alternative filtering: Baxter-King approach

Estimated coefficients for regime switching from economic booms to recessions is
also performed employing Baxter-King filtered variables. The table shows that
developing countries, Cameroon, Ethiopia and Paraguay switched fiscal policy
regime from counter-cyclical in bad times to pro-cyclical in good times. Likewise,
Barbados switched from pro-cyclical in bad times to counter-cyclical during good

times.
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Baxter-King filtered variables: Fiscal behaviour during economic booms

or good times.

Country 51 B+ B3 B3 P-value (5 + (3
Barbados 0.75455 -20.09775 -25.8523 .0025324 -25.50463
Cameroon -.9692447 1.852345 2.82159 .0061787 2.81656

Canada 0190286  4.461267 3.942239 .0067912 3.886222

Cape Verde 1.94286 .1616452 -1.781215 .0045095 -1.831679

Ethiopia  -7.502461 1.648296 9.150757 .0003151 9.448047

Mali 2.704289 -7.082595 -9.786883 .0001139 -9.611578

Paraguay -.2891253 1.126131 1.415256 .0015 1.474357

Tanzania  1.104497 4.409384 3.304887  .00285  3.149529

Note.- The test measures the significance of the regression parameters and Wald statistic testing

the null hypothesis Hy : 83 = 0 indicating that a positive parameter is consistent with the fact
that pro-cyclicality is dominated by behaviour during good times.

4.4.5 Evidence of government’s fiscal policy changes over

time: breaks in slope coefficients

A feasible approach to the changes of pro-cyclicality in fiscal policy considers
dividing the sample period in two intervals and subsequently estimating corre-
lations or cyclicality parameters following the vein of Frankel et al. (2012). In
contrast, Golinelli and Momigliano (2009) exploit a 15-year window rolling regres-
sions spanning over the 1978-2008 period in their assessment. The disadvantages
of the first approach are related to the impossibility of addressing the existence
of multiple structural breaks in the country estimates, while a loss of degrees
of freedom is involved in the second. The advantages are associated with the

simplicity and the possibility of avoiding omitted variables issues.
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For this purpose, the chosen method is to rely on indicator variables and their
interaction effects. In order to garner evidence around the fiscal policy changes
over time, the time-series regressions rely on the annual sample and introduce

indicator variables which are estimated using the following specification:

Fy = a+ 510G, + B2D1gss + B3(Digss X OGy) + &, (4.10)

where F; is the cyclical component of the fiscal variable, or real government
expenditures in year ¢; OGy is the output gap in year ¢, Diggs is the indicator
variable which takes the value of 1 after t=1985, with the parameter 5 allowing

for interaction effects with the variable output gap.

This specific date is chosen for two reasons: i) following the debt crises at the
beginning of the decade and an oil shock that stirred up the fiscal accounts
in several developing and emerging economies and the financial crises at the
beginning of the century, and ii) to present robustness to Alesina et al. (2008)
and Frankel et al. (2012) results. Rejecting the null hypothesis Hy : 3 = 0
indicates that the particular country graduated (or, returned to school) from
pro-cyclicality in the year of analysis. Under the assumption of a break in slope
coefficients, the test defined in Chow (1960) is performed for testing structural

1

changes in the specification." More specifically, two tests for structural breaks

are performed in years 1985 and 2000. 2

On the other hand, the year when the indicator variable is defined to take a value
of 1 can be shifted to t=1999 this allows for direct comparison against estimates by
Frankel et al. (2011). Consequently, the significance of the regression parameters
and F-test of the null hypothesis Hy : 3 = #3 = 0 in expression 4.10 , indicates

the structural change of the variable output gap on the fiscal variable (full switch,

! The Chow test is performed under the assumption of homoskedasticity, or the constant
variance of errors, &;.

~2 ~2 ~2
2 The F-test takes the functional form: f = Z(%Oégg7<§§i§§85+)z/:(1;\§5_:12"%1( where 47, ,, is the
60:85 85:10

error sum of squares for the specification ranging from dates t1 and t2, N the total number of
observations and K the number of regressors in the restricted models.
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Dy=0 to Dy=1).

4.4.6 Graduation from ‘pro-cyclicality’

Therefore, the procedure consists in re-estimating the coefficients for those coun-
tries exhibiting breaks in the slope coefficient with a Feasible Generalised Least
Squares (FGLS) procedure. The re-estimated country coeflicients with breaks in
1985 and 1999 are shown below in figures 4.1 and 4.2 from data portrayed in
Table 4.3.

The coefficients for each country are calculated for two separate time periods,
in the first case, 1960 to 1984, and 1985 to 2010, and in the second case 1960
to 1999, and 2000 to 2010. These results are plotted in Figure 1, where all
the country coefficients are displayed in four quadrants and by level of country
development. The four quadrants correspond to ‘Established Graduates’ (EG),
‘Back to School’” (BS), ‘Still in School’ (SS) and ‘Recent Graduates’ (RG). The
horizontal axis corresponds to the sub-period 1960-1984 or 1960-1999 and the
vertical axis corresponds to the sub-period 1985-2010 or 2000-2010. Positive
coefficients mean ‘pro-cyclicality’ whereas negative mean a counter-cyclical fiscal

policy.

Data show that developing and emerging economies ‘graduated’ from pro-cyclicality
in 2000, almost two decades after the debt crises. Developing countries remained
inherently pro-cyclical during the period 1960-1985. It is noteworthy that high-
income non-OECD countries, such as commodity exporting countries became

counter-cyclical in the last decade.
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Table 4.3: Country coefficients are displayed for the sub-period 1960-1984 and 1985-
2010 and correspond to ’Established Graduates’ (EG), 'Back to School’(BS), 'Still in
School” (SS) and 'Recent Graduates’ (RG)

Country Code 1960-1984 1985-2010 Graduation Country Code 1960-1984 1985-2010 Graduation
Afghanistan AFG -0.781266 -0.7642338 EG Korea, Rep. KOR 0.2309025 1.358932 SS
Albania ALB 1.547917 2.036396 SS Lao PDR LAO 1.210097 0.2350555 SS
Algeria DZA 0.3328966 0.726453 SS Lebanon LBN 1.602394 -1.443839 RG
Antigua and Barbuda ATG 1.008487 1.168198 SS Lesotho LSO -3.350751 0.8142517 BS
Australia AUS -0.042836 1.114049 BS Liberia LBR -1.755187 0.9711295 BS
Austria AUT 1.215782 1.342012 SS Luxembourg LUX 1.029571 0.8728796 SS
Bahamas, The BHS 0.51177 -1.066108 RG Madagascar MDG -3.317114 0.9748814 BS
Bahrain BHR -0.0995392 -0.0384603 EG Malawi MWI 0.1207527 1.085706 SS
Bangladesh BGD 0.6783651 0.5832668 SS Malaysia MYS 0.5149093 1.57192 SS
Barbados BRB 0.6491483 -0.6910974 RG Maldives MDV 1.011853 1.449635 SS
Belgium BEL 0.3841096 1.302645 SS Mali MLI 5.540913 0.8947189 SS
Belize BLZ 0.5910318 -0.184933 RG Malta MLT 0.9009424 1.19965 SS
Benin BEN 0.3041676 -3.57655 RG Marshall Islands MHL -0.9199073 0.7739896 BS
Bhutan BTN 0.897221 0.9197006 SS Mauritania MRT 0.7939249 2.125225 SS
Botswana BWA 0.6955304 0.7447439 SS Mauritius MUS -2.286147 1.173947 BS
Brunei Darussalam BRN 0.9349759 0.0791761 SS Mexico MEX 1.24742 1.047645 SS
Burkina Faso BFA 0.6766722 1.099946 SS Micronesia, Fed. Sts. FSM 1.17304 0.8769624 SS
Burundi BDI -0.2343431 1.021826 BS Morocco MAR 0.6635821 0.776865 SS
Cameroon CMR -0.9874585 0.9197105 BS Mozambique MOZ 1.552817 1.201869 SS
Canada CAN 1.298733 0.718422 SS Namibia NAM 0.4748887 0.0491323 SS
Cape Verde CPV 0.6546945 1.50039 SS Nepal NPL 0.2052076 1.617081 SS
Central African Rep. CAF 0.4991934 -5.584938 RG Netherlands NLD 0.5856296 1.150237 SS
Chad TCD 1.075616 0.9689062 SS New Zealand NZL 0.9838401 1.346189 SS
Chile CHL 1.216864 1.337412 SS Niger NER 1.191724 0.9493226 SS
China CHN 0.9726388 0.2771733 SS Nigeria NGA 3.448471 -0.9330213 RG
Colombia COL -2.077006 1.002067 BS Norway NOR 1.122881 1.101152 SS
Comoros COM 2.807953 1.458947 SS Oman OMN 0.3173436 0.666609 SS
Congo, Rep. coaG 0.9162886 1.455846 SS Pakistan PAK 0.8361582 5.537416 SS
Costa Rica CRI 0.6381695 2.273542 SS Palau PLW 3.398409 1.29913 SS
Cote d’Ivoire CIvV 0.7679709 0.9264396 SS Panama PAN 0.7149633 0.2460942 SS
Cuba CUB 1.06927 1.255067 SS Papua New Guinea PNG 1.053741 1.151547 SS
Cyprus CYP 0.4619018 -0.8016881 RG Paraguay PRY 0.9300769 -0.7710932 RG
Denmark DNK 1.427262 1.228787 SS Philippines PHL 0.9286407 0.4846987 SS
Djibouti DJI 1.202616 0.2618836 SS Poland POL 0.846554 -0.0752666 RG
Dominica DMA 0.5613051 0.571672 SS Portugal PRT -3.920224 2.55683 BS
Dominican Republic DOM 0.8942214 0.6938927 SS Romania ROU 2.062236 1.145396 SS
Ecuador ECU 2.075105 0.7321065 SS Rwanda RWA 0.9761016 1.187747 SS
Egypt, Arab Rep. EGY 0.4409356 1.074959 SS Samoa WSM 0.9995341 1.150554 SS
El Salvador SLV 1.687615 -1.088504 RG Sao Tome and Principe STP -0.0317392 20.88754 BS
Equatorial Guinea GNQ -0.1969549 -0.2384441 EG Senegal SEN -4.828859 0.8607261 BS
Ethiopia ETH 2.061497 3.974447 SS Seychelles SYC 4.43846 1.779876 SS
Fiji FJI 2.122863 0.8778232 SS Sierra Leone SLE 1.008516 1.258132 SS
Finland FIN 1.274549 0.7932376 SS Singapore SGP 0.338034 2.823204 SS
France FRA 0.7718319 1.070336 SS Solomon Islands SLB 0.722814 1.219519 SS
Gabon GAB 0.650033 0.1587812 SS Somalia SOM 1.245899 0.8781468 SS
Gambia, The GMB 0.9288114 0.5295905 SS South Africa ZAF -1.45583 1.099496 BS
Germany DEU 1.045406 1.438535 SS Spain ESP 0.9278933 1.168836 SS
Ghana GHA 0.0947835 1.791762 SS Sri Lanka LKA 0.153786 0.8084992 SS
Greece GRC 0.0873096 1.282506 SS St. Kitts and Nevis KNA 0.1928996 6.555646 SS
Grenada GRD 0.2972301 5.981888 SS St. Lucia LCA 2.600135 0.8333463 SS
Guatemala GTM 1.132554 1.57156 SS St. Vincent and TG VCT 1.101703 3.342148 SS
Guinea GIN 2.072086 -0.0844435 RG Suriname SUR 1.158946 2.354956 SS
Guinea-Bissau GNB -0.2110541 2.527049 BS Swaziland SWZ 1.114186 0.8038839 SS
Guyana GUY 0.6989483 -0.5702832 RG Sweden SWE 1.189429 1.201506 SS
Haiti HTI 0.090027 2.912368 SS Switzerland CHE 2.664956 1.173861 SS
Honduras HND -1.145622 -0.4376082 EG Syrian Arab Republic SYR 0.1435872 0.7119228 SS
Hungary HUN 1.020846 0.7702356 SS Tanzania TZA 1.646464 1.134228 SS
Iceland ISL 2.04197 2.998107 SS Thailand THA 0.1945586 -0.5768591 RG
India IND 0.9055069 2.394355 SS Togo TGO -0.4696593 0.2013603 BS
Indonesia IDN 0.7514793 1.054703 SS Tonga TON 1.003526 1.037685 SS
Iran, Islamic Rep. IRN 0.9620664 -0.0680127 RG Trinidad and Tobago TTO 3.036145 1.566371 SS
Ireland IRL 1.4191 1.271441 SS Tunisia TUN 1.245933 2.269153 SS
Ttaly ITA 0.4870763 0.8936435 SS United Kingdom GBR 1.2722 1.170527 SS
Jamaica JAM 0.8625502 0.509019 SS United States USA 7.612312 -2.883214 RG
Japan JPN 1.053434 0.7879798 SS Uruguay URY 1.497907 0.8793957 SS
Jordan JOR -0.3473448 1.104444 BS Vanuatu vuT 0.9074033 0.200337 SS
Kenya KEN 0.0501429 1.699362 SS Venezuela, RB VEN 2.287682 0.9059758 SS
Kiribati KIR 0.0539982 0.4390817 SS Zimbabwe ZWE 0.9355139 -6.772958 RG
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Cyclicality coefficients by level of development
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Figure 4.1: Evidence: graduation from pro-cyclicality 1960-1984, 1985-2010. The four
quadrants correspond to ‘Established Graduates’ (EG), ‘Back to School’” (BS), ‘Still in
School” (SS) and ‘Recent Graduates’ (RG).
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Cyclicality coefficients by level of development
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Figure 4.2: Evidence: graduation from pro-cyclicality 1960-1999, 2000-2010. The four
quadrants correspond to ‘Established Graduates’ (EG), ‘Back to School’” (BS), ‘Still in
School” (SS) and ‘Recent Graduates’ (RG).
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4.4.7 Indication of multiple breaks in the estimated model

A second approach analysed consists in including several potential breaks in the
slope coefficient estimated in time-series equations, defining successive indicator
variables taking the value of one at the beginning of every decade or every five
years.! The estimated equation, omitting the intercept indicator variable and

using centred indicators, has the following specification:

Fy = a4+ B10G: + B2(Dy x OGy) + f3(Da x OGy) + Ba(Ds x OGy) + ¢ (4.11)

where (i ( 1=2,..4) are the estimated coefficients for the interaction effects. Re-
jecting the null hypothesis Hy : Sy = 3 = (4 in expression 4.11, indicates whether
the response of the fiscal variable to the output gap is not constant along the
decades or five-year periods under analysis. In addition, the F test on the null
hypothesis Hy : By = B3 = 54 = 0, implies that the slope coefficients are jointly
zero.? The multiple indicator approach makes better use of the available degrees

of freedom than estimating rolling regressions and defines multiple breaks. 3

Table 4.4 shows the statistically significant cyclicality coefficients of countries

I The indicator variable D1 in the sample 1960-2010, takes the value of 1 for the decade
periods starting in 1971, D2 for the periods starting in 1981, D3 starting in 1991, and D4
starting in 2001. Similarly, a second approach relies on the indicator variables D1-D8, taking
the value of one for the five-year periods starting in 1966 and so on.

01 0 0
2As in the case for Wald tests, an F test implies defining R=| 0 0 1 0 | and
0 0 01
0
r= | 0 | in the 3 x 4 matrix defined above.
0

3 TFollowing a similar criteria, the specification with centred indicators estimated
Fy = a+ 100Gt + B2(D1 x OGy) + B3(D2 x OGy) + B4(D3 x OGy) + B5(Dy x OGy)
is: and
+86(D5 x OGy) + B7(De x OGy) + Bs(D7 x OGy) + Bo(Ds x OGy) + &4
the null hypothesis tested is: Hy: Bo =83 =1 =B5=06 =087 =Bs=Po =0
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Table 4.4: Year of switch: indication of multiple break points every decade and 5-year
periods

Country Year of switch (5-year) Year of switch (Decade)

Afghanistan 2000

Albania 2000
Argentina 2000 1990
Azerbaijan 1990

China 1980, 1995

Congo, Rep. 1995, 2000

Cuba 2005

Cyprus 1990, 2005
Djibouti 1980
Eritrea 2005 2000

Fiji 1975, 1985

Liberia 2000
Mauritania 1980
Mauritius 2000

Palau 2000
Russian Federation 2000 1990

Solomon Islands 2005
Swagziland 1980, 1990
Tanzania 1980, 2000
Ukraine 2000 1990

United Arab Emirates 1995

Uruguay 1975, 1990
Venezuela, RB 1980

Note.- Year of switch is estimated based on cyclicality coefficients (statistically significant at 10%) in every
decade and 5-year periods and F-test statistics.
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with multiple break points every 5-year periods based on the F-test statistic
and a significant cyclicality coefficient , for the full sample (1960-2010). In this
case, a country switches fiscal policy in 2005 is equivalent to saying that the
sum of coefficients in 2005 is equivalent to saying that the sum of coefficients
b1+ Bo+ B3+ Ba+ Bs + Bs + 87 + Ps + Bo + Pro, is jointly statistically different to

zero, negative and the [y coefficient is positive and statistically different to zero.
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4.5 Concluding remarks

There are no significant differences when cyclicality coefficients are calculated
using Hodrick-Prescott filtering instead of Baxter-King and first-differenced vari-
ables. The main objective of the chapter is to build up on a constrained model,
a pooled mean group estimator model and then explore a time series approach.
The first stage involved analysing the causality of the model and the existence
of autocorrelation and heteroskedasticity in the errors. For most countries, the

output gap causes changes in the fiscal variable and not the converse.

With the estimated coefficients in hand, the analysis moved on to introduce struc-
tural breaks and testing regime switches of fiscal policy in 1985 and 1999 indi-
vidually for each country.The next step consisted in verifying the existence of
multiple structural breaks and ascertain the fact that ‘graduation’ from pro-
cyclicality is feasible in several years, contrasting with the established literature.
Consistently, evidence has shown that developing and emerging countries exhibit
multiple structural breaks in five-year and in decade periods that were individu-

ally tested individually.

The validity of a time-varying framework has been tested and statistically signif-
icant parameters allowed to reject the null hypothesis that coefficients are stable
in the period under study. The main conclusion of the chapter is that developing
countries and emerging economies were able to overcome the fiscal pro-cyclicality

bias and become counter-cyclical in recent years.
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Chapter 5

The determinants of fiscal policy

cyclicality and access to markets.

This chapter is devoted to analysing cross-country variations in the estimated
cyclicality coefficients that were obtained from the country-by-country time series
analysis in chapter 4. The data employed for this purpose is qualitative and
follows similar approaches in the established literature. The analysis is based
on the cyclicality coefficients for 166 countries and for the entire period of the
sample 1960-2010. In consequence, it omits the time-variation of the cyclicality
coefficients because of the reduced sample (due to statistical significance of the

coefficients) and relies on time-averaged indicator variables.

The analysis focuses on political and institutional indicators, including variables
measuring development and levels of economic freedom. A section draws on the
effects of political fragmentation measuring the voracity effect on fiscal policies
(Tornell and Lane (1999)) and includes a sensitivity analysis to verify these esti-
mates. It also includes a specification testing the constraints faced by developing

and emerging economies to access the international financial market.

65



The determinants of access to international financial market are treated based on
the evidence in the literature suggesting that capital inflows cycles affect fiscal
policy, especially in developing and emerging economies (Kaminsky et al. (2005)).
In consequence, the analysis draws on identifying the determinants that explain

developing and emerging economies ability to tap into foreign capital markets.

Finally, the chapter contributes to the literature by introducing the estimation
of an ordered Probit specification. The model is explained and the motivation
is presented with the explanation of the estimation procedure and the definition
of the dependent variable and the explanatory indicator variables. For robust-
ness, estimation methods such as ordinary least squared are used to support the

empirical results.

5.1 Theoretical arguments for analysis.

The arguments for the analysis are based on the fact that a decrease in pro-
cyclicality (by a reduced coefficient) is dependent on the variation of the explana-
tory variables (AS; = AAX;). Hence, a negative A implies that positive changes in
the explanatory variables, for instance, an improved control of corruption (prox-
ying for improved institutions) ceteris paribus, impacts negatively on the fiscal

behaviour resulting in a more counter-cyclical fiscal policy.
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5.1.1 Cross-sectional specification

Following Alesina et al. (2008), Cespedes and Velasco (2011), and Lledo et al.
(2009), the specification to be tested by is:

where the dependent variable 3; is the country-specific cyclicality coefficient cal-
culated in the time series approach specified by the expression F; = a+ S0OG;+¢;,
for each country ¢, C'C; is the country’s ¢ control of corruption, X; is a vector of
time-averaged control variables containing the explanatory variables, X, - C'C; is

its interaction effect and ¢; are the errors. !

Including the political fragmentation indicator to the specification, following
Volkerink and Haan (2001) and Perotti and Kontopoulos (2002) transforms the

expression to:

(5.2)

where pfrag; is the political fragmentation variable, and the rest of the variables
are defined above in equation 5.1. Alternatively, the variable indicator of polari-
sation (frac) from the Database for Political Institutions (Keefer (2012)) and the
political competition (polcomp) index of the Polity IV project (Marshall et al.

(2012)) are used as substitute variables to political fragmentation.

! Note that the interaction terms are also time-averaged and different to zero in all cases.
The total effect of a change on the control variable can be interpreted as a partial effect, holding

all other variables constant, i.e. AAQ =\+&-CC; .
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5.1.2 Cyeclicality determinants.

This part sets out the empirical models that test the determinants of the cycli-
cality of fiscal policy. The first step consists of investigating the existence of
multi-collinearity in the explanatory variables. The model is estimated based
on the categorical variable using an ordered Probit approach. This approach
takes into account the ordering of the dependent variable (pro-, a-, or counter-
cyclicality) as other estimation methods are not appropriate for this setting. The
dependent variable is the country cyclicality coefficient and the categorical vari-
able is recorded on a five-category scale having four thresholds over the latent

variable.

The categorical variable “a” is defined as:
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Category Definition Explanation

1 “Strongly significant Negative g coefficient with a
counter-cyclical.” significance level of 1%.

2 “Weakly significant Negative 3 coefficient with a
counter-cyclical.” significance level of 5%.

3 “A-cyclical”’ Zero 3 coefficient or
statistically insignificant
result.

4 “Weakly significant Positive 3 coefficient with a

pro-cyclical.”’ significance level of 5%.
5t “Strongly significant Positive 3 coefficient with a
pro-cyclical.” significance level of 1%.

Table 5.1: Definition of categorical variable “a” according to the country’s cyclical
fiscal behaviour.

Advantages of using the estimated coefficients as dependent variable

The advantages of using estimated coefficients as dependent variable are based on
the significant variance of cyclicality coefficients across advanced, developing and
emerging economies. Hence, the variable makes the estimation of equation 5.1
and 5.2 not only feasible but it also allows to identify the determinants of pro-, a-
or counter-cyclical fiscal policies in a cross-sectional setting. In addition, there is
the possibility of employing alternative estimation methods on the uncategorised

cyclicality coefficients for sensitivity analysis.

5.2 Explanatory variables.

The index of institutional quality is an explanatory variable used by Cespedes and
Velasco (2011). It is divided in five different categories: quality of governance,
the legal structure, security and property rights, access to sound money, exchange
with foreigners and regulation of capital, labour and business. Another variable

included in the regressions measures the exchange rate flexibility.
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In a similar way to Alesina et al. (2008), the analysis relies on the initial cyclicality
coefficients estimated in Chapter 4 as dependent variable, control of corruption,
the democracy variable, and control of corruption interaction terms with the
governance indicators (Kaufmann et al. (2009)) and development and economic

freedom (Heritage Foundation (2012)) as explanatory variables.

Variables used to analyse the determinants of access to financial markets, fol-
lowing Lled6 et al. (2009), are those related to finance restrictions: domestic,
external and variables indicating the debt sustainability and macroeconomic sta-
bility. The variables comprise the subsequent indicators: credit-to-private sector
as share of GDP, debt to GDP ratios, in addition to the inflation rate and an

indicator of the real interest rates.

Governance indicators

Following Alesina et al. (2008), an initial appraisal of the nature of the corre-
lation between the categorical variable and the quality of governance employing
the World Bank Governance Indicators (Kaufmann et al. (2009)) is required.!
Similarly, other studies relied on a similar cohort of institutional quality variables
explaining their role on capital flows (Darby et al. (2010), Kawai and Lamberte
(2010)) The set comprises variables such as the control of corruption (CC) (a
qualitative variable that measures the level of perceptions of corruption, which is
defined as the exercise of public power for private gain) and government effective-
ness (GE). The latter combines into a single grouping the response on the quality
service provision, quality of bureaucracy, and competence of civil servants. It
also accounts for the independence of civil service from political pressures and
the credibility of the government’s commitment to policies (for the period 1996
-2009).

I For a comprehensive definition of the explanatory variables and the cross-correlations, see
the appendix.

70



A qualitative variable political stability (PS) (which combines several indicators
aiming to measure the perceptions of the likelihood that the ruling government
could be destabilised or overthrown by unconstitutional and violent means, like
domestic violence and terrorism) is also included. Another relevant qualitative
variable is rule of law (RL), which includes several indicators measuring the extent
to which agents have confidence in and abide by the rules of society, including
perceptions of crime, effectiveness of the judiciary, and enforceability of contracts.
Finally, the regulatory quality (RQ) qualitative variable includes measures of the
incidence of market-unfriendly policies such as price controls or inadequate bank
supervision, and perceptions of burdens imposed by excessive regulation in foreign

trade and business development.

The variables are time-averaged for the sample of 166 countries, similarly to
Alesina et al. (2008). Cross-correlation is reported in the appendix, with variables
chosen in order to minimise the possibility of collinearity. Another drawback of
this data is that the time span covers fewer years than the researched sample.
Furthermore, variance of governance variables in yearly-averaged data is minimal.
For example, the variable control of corruption shows a reduced time variance in

country observations.

Political fragmentation

In order to analyse the voracity effect on fiscal policy across all countries, the vari-
able political fragmentation is included in the specification. The variable initially
suggested by Volkerink and Haan (2001) and Perotti and Kontopoulos (2002), is
calculated as the relative number of seats from given political parties represented
in the government as weighting factors, and the ideological complexion of the
government, ranging from 1 (right-wing) to 5 (left-wing) from Jaap Woldendorp

et al. (2011). The variable political fragmentation is calculated for 39 economies.

! The data is available for Australia, Austria, Belgium, Bulgaria, Canada, Croatia, Cyprus,
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The outlay contains information from the party government data set from 1960
until 2008 and accounts for political fragmentation, or the degree to which politi-
cal parties in the ruling coalition are based on different ideologies. Thus, political
fragmentation is included as an explanatory variable along with other political
variables in the cross-country beta regressions. For sensitivity analysis, alterna-
tive indicators used are the polarisation variable from the Database of Political In-
stitutions (DPI) (Keefer (2012)) and the variable political competition extracted
from Polity IV (Marshall et al. (2012)). In the former, the variable measures the
probability [0-1] that two deputies chosen randomly from the legislature will be of
different parties. The latter variable measures the level of political competition,

ranging from 1 to 10 (broader political competition dynamics). *

Development and economic freedom

The categorical variable is regressed as the latent variable, on the indices of
economic and business freedom, from the Heritage Foundation, also used by
Claessens et al. (2007), Acemoglu et al. (2000) and Mehl and Reynaud (2010).
The approach follows Alesina et al. (2008). The set of variables include the
freedom from corruption (FC) variable, which scores on a 0-100 scale (with 0
indicating very corrupt regimes, whereas 100 indicates a regime free of corrup-
tion), and the economic freedom index (EFT). Additionally, the variable index of
freedom from government (FG) measures the government expenditures and the
revenues generated by state-owned enterprises (SOEs), it ranges between 0-100

with 100 representing the maximum degree of freedom from government.

The index of monetary freedom (MF), which is based on the weighted average

Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, India,
Ireland, Israel, Italy, Japan, Latvia, Lithuania, Luxembourg, Macedonia, Malta, Netherlands,
New Zealand, Norway, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden, Switzer-
land, Turkey and the United Kingdom. It is obtained from Jaap Woldendorp et al. (2011).

! The Database of Political Institutions (DPI) variable is available for 154 countries, while
Polity IV project data exists for 141 countries in the dataset.
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inflation rate for the most recent years, ranges between 0-100, with the highest
score representing the maximum degree of monetary freedom, and is also included
in the specification. The index of property rights (PR) scores the degree of law
protection and respect to property rights, as well as the enforcement of these laws,
independence of the judiciary and the ability to enforce contracts. The index also
ranges between 0-100, with 100 representing the maximum degree of protection
of property rights. Lastly, the qualitative indicator of trade freedom (TF) and
freedom to trade internationally (FTT) measures the extent of the country’s trade
barriers (Heritage Foundation (2012)).

The next part covers the determinants of access to financial markets. The analysis
is based on the evidence presented in the literature on the relationship between
capital inflows and fiscal policy pro-cyclicality (Kaminsky et al. (2005)). The
fiscal policy is positively correlated to the country’s access to financial markets
proxied by the capital inflows (measured by levels of foreign government debt)
with the causal relationship running from the latter to the former. The analysis
seeks econometric appraisal on the determinants of access to financial markets in

developing and emerging economies taking into account this evidence.

Access to financial markets

In order to perform an empirical estimation of access to international finance, the
specification employed follows Gelos et al. (2011) and Lensink and VanBergeijk
(1991). The dataset used is the World Bank Global Development Finance (2012)
(GDF) (The World Bank (2012)) survey on external debt of developing countries.
The number of countries covered is 111.1 A proxy measure of the access to capital
markets is included, following the measure of credit booms proposed by Mendoza
and Terrones (2008).

! The dataset comprises statistics on the amount of outstanding total external debt, includ-
ing short-term debt, and long-term debt as well as the amount of debt service on external debt
and aggregated data of public and publicly guaranteed debt with private creditors, commercial
banks, bonds and other creditors on a country basis.
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The variables chosen as part of this set are the following:!

The size of the country, proxied by GDP per capita, Y;;/ Py .

Income volatility, proxied by the GDP growth rate, Y;; .

Inflation rate, INF}; .

Gross domestic investment as share of GDP, I;;/Y}; .

Other indicators for credit worthiness used in a similar vein as Lensink and Van-
Bergeijk (1991) are:

Debt service on external debt (as share of exports of goods and services),
DSt/ E .

Debt-service to GDP, DS;;/ Yy .

Control of corruption, CC.

e Democracy, DEM.

e Government effectiveness, GE.

! The data is sourced from Penn World Table, PWT 7.1 (Heston et al. (2012)).
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5.3 Ordered Probit estimation

Motivation

The conventional econometric literature outlines the different approaches used
to estimate qualitative responses. These models are constructed to be applied
in data where conventional regression methods are not appropriate. In these
specifications, the estimation method used is maximum likelihood, which assumes

that the optimality properties for maximum likelihood estimation are met.

Models of multinomial-choice ordered variables applied in economics estimate
bond ratings, opinion surveys, voting outcomes, or level of insurance coverage
taken by consumers. In this case, the dependent ordered variable can be classified
as pro-, a- or counter-cyclical (parameter positive, zero or negative.) There are
several examples of ordered Probit modelling in the economic literature, although
this approach is the only one as far as it is known that focuses on the cyclicality
of fiscal policies. Other instance is Karlan and Zinman (2011) estimation of the
impact evaluation using randomised credit scoring for the micro-credit sector in
developing countries. Knack (2008) measures the tax policy and administration
efficiency concerning the revenue mobilisation of sovereign rents in developing
countries employing an ordered Probit model. Finally, Reinhart (2002) also es-
timates an ordered Probit model for measuring countries’ access to international

capital markets and the role of sovereign credit ratings.

5.3.1 Specification

In general, an ordered Probit model is given by:

S = x/f + e— with y* as the unobserved variable. The observed values for the

dependent variable are:
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S=0 if y*<0 (5.3)
=1 if 0<y" <m
=2 if <y <

=J if pj1 <y,

Where S is the dependent variable and x’ is the vector of independent variables,
B are the estimated parameters and p; are the thresholds. Linear regression
methods would prove unsuccessful. For instance, estimating S with a linear
regression, with the estimated probability between S=0 and S=1 is only possible
if X' exists for bounded values of x and if certain restrictions on (3 are satisfied,

making the problem difficult to solve in practice. *

5.3.2 Categorical variable: testing other specifications.

This part sets out the empirical models used to test the determinants of cycli-
cality of fiscal policy. Thus, the measure for fiscal cyclicality follows the criteria
delimited by Alesina et al. (2008), Catao and Sutton (2002) and Gavin and
Perotti (1997). The model is estimated based on the categorical variable us-
ing and ordered Probit approach. Initially, the dependent variable is recorded
on a five-category scale and will have four thresholds over the latent variable.
An alternative specification recurs to a three-point dependent variable (pro-, a-
and counter-cyclical fiscal policy) and two thresholds. Increasing the categorical

variable implies a more pro-cyclical fiscal policy.

!Furthermore, the error terms could yield more outcomes following a non-normal distribu-
tion with resulting heteroskedasticity.
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Category| Definition Explanation

1 "Counter-cyclical” | Significant negative § coefficient.

2 “A-cyclical" Zero 3 coefficient or statistically
insignificant result.

3 "Pro-cyclical” Significant positive § coefficient.

Table 5.2: Definition of categorical variable according to cyclicality. (“b”).

5.3.3 The specification of the determinants of international

markets access.

The model is based on a panel data specification. The access to international

credit markets is analysed by regressing a set of factors indicating the ability of

developing countries to tap into international financial markets with the binary

variable frequency of access aggregated over two years as the dependent variable.

The panels are grouped according to their level of development, for both de-

veloping and emerging economies. In consequence, the specification estimated

is:

di = Poln(Yi/Py) + 1Y + B2l NFyy + 3 In(L;/Yii[5.4)

+B4In(D St/ Eiy) + B5 In(DSi /Yir) + BeCCit + BrDE My + B3G Ej

+ i+ Vit

The dependent variable access d;; takes the value of one when the external

debt gap In( real external debt) — In[r; (real external debt)] is positive, where 7; is

the trend component of the Hodrick-Prescott filtered data, and zero otherwise.

Hence, the econometric panel data model uses a Logit approach following the
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methodology employed in the literature (Gelos et al. 2011). For purposes of ro-
bustness, the binary variable access takes the value of one when the real interest
rate exceeds the value of its mean minus one standard deviation for the period

under analysis, and zero otherwise.

First, assume that p;; is the probability that a country has access to the interna-
tional financial market in year ¢. The expected value E(dy) = 1-py+0-(1—py) =

pit is modelled as a function of the explanatory variables,

pi = Pr(dyy = 1) = E(dy/xy) = F(x,/) (5.5)

for a linear probability model F(z;,3) = w3, panel data methods would not
guarantee that g;; to lie in the unit interval. A possible solution is to rely on the
logistic or normal cumulative distribution function that constrains F(xy,3) to be

between 0 and 1. ! As a result,

Pr(d; = 1] =Pr[d}, > 0] = Pr |:Vit > 13,8 — | = F(x,0 + ) (5.6)

The usual solution to this is to maximise the conditional likelihood function

N
T
L=[]Pr(da,..d/ thl dyy) (5.7)
=1

Considering a standard fixed-effects panel data model, y, = x;, 8+ u; +viywhere p1; denotes
the unobservable individual-specific effect and v;; denotes the remainder disturbance.
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which is the conditional Logit estimation of 5. For instance, consider two cases.
A country without access to the international financial market one year (d;; = 0)
and with access the next (dip = 1), T = 2.

N

L = [ [ Pr(di) Pr(ds) (5.8)

=1

where the sum d;s + d;» can be 0,1 or 2, if it is zero, both d; and d;; are zero.
Then the probability,

Pr[diy = 0,dip = 0/diy +dip = 0] =1 (5.9)

If the sum is 2, both d;; and d;» are 1. And the probability is transformed to,

but log(1) = 0. For relevance only the case d;; +d; = 1 is assumed, the likelihood
is given by Pr[d;; = 0,d;2 = 1/d;y + die = 1] and Pr[d;; = 1,d;2 = 0/diy + dig = 1]
and can be calculated as Pr[d;; = 1,d;o = 0] / Pr[d;y + dio = 1] with Pr[d;y + dip = 1] =
Pr[d;; = 0,d;2 = 1] + Pr[d;; = 1,d;2 = 0], and the last two events are mutually
exclusive.! From 5.6 it yields:

eHH'Q?;tB

Pr [dlt = 1] =

— (5.11)

! Including d;; + djoeliminates the p;.
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Therefore, a solution to this problem is:

evinf 1
P it — 1 i2 — i 2 — 1 - 7 7 - 7 512
r [dzt >d 2 O/d 1+ d 2 ] 6%16 + ezizﬁ 1+ e(szﬂcﬂ) B ( )
and
6‘70;25 6(%2*%1)%

exglﬁ + 61’;25 1+ e(Ti2—zi1)' B

The estimated results of this specification are discussed in section 5.4.3.

5.4 Empirical results

This section focuses on describing the results and the estimated parameters of the
cross-sectional ordered Probit specification, the effects of political fragmentation
on the cyclicality of fiscal policies and the estimation results on the determinants
of access to international financial markets. Emphasis is put on comparing the
estimates to those in the established literature. Lastly, the sensitivity analysis
allows the verification of previous estimates and tests if the specifications used
present evidence on the fact that governance indicators, development and eco-

nomic freedom variables are determinants of fiscal policy cyclicality.

Estimated parameters

Tables 4 and 5.5 shows the ordered Probit estimated parameters of equation 5.1.
Initially, the dependent variable is defined over the five categories described in
5.1.2. The estimated parameter for the explanatory variable government effec-
tiveness (GE) interaction variable that measures the quality of policies and public

goods is 0.201, implying in economic terms, that an standard deviation increase
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in the variable, holding all other variables constant, increases the categorical
variable (pro-cyclicality) by 0.1891 of standard deviation. Simultaneously, an in-
crease equivalent to a standard deviation of the variable increases the predicted
probability of pro-cyclicality by 0.0872 and decreases the predicted probability of
a-cyclicality by 0.0965. The statistically significant parameter for political stabil-
ity (PS) is 0.464 (and the interaction term is 0.438). The finding implies that a
standard deviation increase in the index variable, holding all other variables con-
stant, increases the categorical variable (pro-cyclicality) by 0.4263 of standard
deviation (0.403 for the interaction term). Put in terms of predicted probability
changes, this means that a standard deviation increase to the political stability
index increases the probability of pro-cyclicality by 0.1475 (0.1389 for the inter-
action term) and reduces the probability of a-cyclicality by 0.1636 (0.154 for the

interaction term).

The democracy (DEM) variable and its interaction term yield positive param-
eters, 0.0826 and 0.0233, respectively. Testing the same specification relying
on the alternative specification with the cyclicality coefficients (b) as dependent
variables yield statistically significant positive results, 0.0853 and 0.0883 for the
interactions term. The estimates imply that a standard deviation increase in the
democracy index increases the categorical variable by 0.0771 (0.0798 for the inter-
action term). The estimated changes of predicted probabilities finding suggests
that a standard deviation increase in the democracy index, increases the proba-
bility of pro-cyclicality by 0.095 (0.2589 for the interactions effect) and reduces
the probability of counter-cyclicality by 0.01 (0.03 for the interactions term).

Democracy estimates are in line with estimates in Alesina et al. (2008).

Other results are obtained with the Heritage Foundation indicator variables. The
variable fiscal freedom (GF) indicator, measured by the level of tax rates on in-
dividual and corporate income yields a negative parameter, -0.0212 and is highly
significant, -0.0388 (and -0.0285 for the interaction term) in the alternative speci-

fication (b). The estimates imply that a standard deviation increase in the democ-
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racy index decreases the categorical variable by 0.0315 (0.0231 for the interaction

term). Changes in predicted probabilities imply that a standard deviation in-

crease in the fiscal freedom index, decreases the probability of pro-cyclicality by

0.1622 (0.709 for the interaction terms) and increase the probability of counter-

cyclicality by 0.013 (0.116 for the interaction terms).

Table 5.3: Ordered Probit: Real Government Expenditures Pro-cyclicality and quali-

tative indicators.(DV: Coeff. a)

U @ ® @ 0
Variable b/se b/se b/se  b/se  b/se
Control of Corruption -0.00814 -0.287  -0.184 0.256 -0.0510
(0.304)  (0.357) (0.215) (0.415) (0.252)
Democracy 0.0826
(0.0459)
Democracy x Control of Corruption 0.0233
(0.0386)
Government Effectiveness 0.452
(0.344)
Government Effectiveness x Control of Corruption 0.201%*
(0.0961)
Political Stability 0.464*
(0.220)
Political Stability x Control of Corruption 0.438**
(0.148)
Rule of Law -0.0854
(0.393)
Rule of Law x Control of Corruption 0.198
(0.108)
Regulatory Quality 0.277
(0.246)
Regulatory Quality x Control of Corruption 0.202
(0.109)
N 141 166 166 166 166

Standard errors in parentheses
*p < 0.05, ** p <0.01, ¥* p < 0.001
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When the variable economic freedom (EF) is analysed, the tested specification
yields significant parameters. The parameter is negative, -0.039, suggesting that a
standard deviation increase in the economic freedom index decreases the categor-
ical variable standard deviation by a factor of 0.0361. The changes in predicted
probabilities produce interesting outcomes. A standard deviation increase to the
index of economic freedom decreases the predicted probability of pro-cyclicality

by 0.171 and increases the predicted probability of counter-cyclicality by 0.0183.

The freedom of government (FG) variable, an index according to the revenue
generated by State Owned Enterprises (SOE) and government expenditures as
share of GDP yields significant and negative parameters, -0.01376 and -0.0116
for the interaction term. A standard deviation increase in the freedom of gov-
ernment (FG) variable, decreases the categorical standard deviation by 0.0122,
and 0.0103 for the interaction term. The changes to the predicted probabilities
imply that a standard deviation increase to the index variable, decreases the pre-
dicted probability of pro-cyclicality by 0.1056 (0.2802 for the interaction term).
Conversely, the hike increases the predicted probability of counter-cyclicality by
0.0106 (0.0307 for the interaction term).

The property rights (PR) variable yields a negative parameter, -0.0191. A stan-
dard deviation increase to this index variable, decreases the categorical dependent
variable standard deviation by 0.0176. The changes to the predicted probabili-
ties suggest that an increase equivalent to a standard deviation to the variable,
improves property rights protection, decreases the predicted probability of pro-
cyclicality by 0.1617 and increases the probability of counter-cyclicality by 0.0185,
remaining all other variables constant. Property rights estimates are comparable
to the estimates in La Porta et al. (1998).
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Table 5.4: Standardised coefficients and changes to predicted probabilities by a o-
increase to variable

a. Specification DV: coeff.a

Changes to predicted probabilities

Variable Coefficient A-cyclical S. s. Pro-cyclical
Fiscal Freedom -0.0197 0.0910 -0.0833
Government Effectiveness x Control of Corruption 0.1891 -0.0965 0.0872
Political Stability 0.4263 -0.1636 0.1476
Political Stability x Control of Corruption 0.4030 -0.1541 0.1390

b. Specification DV: coeff.b

Changes to predicted probabilities

Variable Coefficient Counter-cyclical Pro-cyclical
Control of Corruption 1.32740 -0.07662 0.52031
Democracy 0.07710 -0.01015 0.09572
Democracy x Control of Corruption 0.07980 -0.02962 0.25886
Economic Freedom -0.03610 0.01830 -0.17165
Fiscal Freedom -0.03150 0.01267 -0.16219
Fiscal Freedom x Control of Corruption -0.02310 0.11590 -0.70893
Freedom from Government -0.01220 0.01060 -0.10556
Freedom from Government x Control of Corruption -0.01030 0.03078 -0.28022
Property Rights -0.01760 0.01851 -0.16175

The table represents the impact of a standard deviation increase of the indicator variable on
the dependent variable standard deviation and the ordered Probit predicted probabilities.
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Sensitivity analysis: estimating the model by OLS

For purpose of checking robustness, the expression (5.1) is estimated by ordinary
least squares. Instead of using the ordinal variable defined in section 5.1.2 and
5.3.2, the dependent variables used in all the specifications are the cyclicality
coefficients estimated in 4.3.4, including the robustness estimates for variable Fb.
Hence, the dependent variable is positive indicating pro-cyclicality, and is negative
indicating counter-cyclical fiscal policies. The estimated results are shown in
Table 5.8.

The parameter freedom to trade internationally (FTI) which measures the level of
tax rates on international trade, the velocity of import and export administrative
tasks, the relative size of the trade sector, exchange rate regime and restrictions.
The variable yields a significant positive parameter, 0.266. The estimate implies
that an increase to the index by one point increases the dependent variable, or
cyclicality coefficient, by 0.266, implying that countries with increased freedom to
trade internationally also increase pro-cyclicality. However, the result is ambigu-
ous and the estimated parameter in specification (b) is negative, -0.26, suggesting
the converse. The interaction effects of the variable fiscal freedom (GF) with con-
trol of corruption yield a significant and negative parameter, -0.0142. The result

presents evidence on the fact that fiscal freedom reduces pro-cyclicality.
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Table 5.5: Ordered Probit: Real Government Expenditures Pro-cyclicality and quali-

tative indicators.(DV: Coeff. b)

O @ ® @ 0
Variable b/se b/se b/se b/se b/se
Control of Corruption -0.468 0.120 0.196 0.327 0.279
(0.293)  (0.326)  (0.191) (0.380)  (0.232)
Democracy 0.0853*
(0.0427)
Democracy x Control of Corruption 0.0883*
(0.0373)
Government Effectiveness 0.138
(0.318)
Government Effectiveness x Control of Corruption 0.124
(0.0929)
Political Stability 0.116
(0.191)
Political Stability x Control of Corruption 0.171
(0.132)
Rule of Law -0.0748
(0.359)
Rule of Law x Control of Corruption 0.144
(0.104)
Regulatory Quality -0.000438
(0.222)
Regulatory Quality x Control of Corruption 0.109
(0.104)
Mrg. eff. 0.0186  -0.00482 -0.00775 -0.0130 -0.0112
S-E 0.0143 0.0133  0.00850 0.0161 0.0106

Standard errors in parentheses

Mrg. eff.: Marginal Effects of coefficient
S-E: standard error of the Mrg. eff.

*p < 0.05, ¥* p < 0.01, *** p < 0.001
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5.4.1 The effects of adding political fragmentation to the

specification

Including a variable measuring for political fragmentation to the specification
produces robust results. Initially, the variable political fragmentation obtained
from Jaap Woldendorp et al. (2011) is used to estimate expression 5.2 of section
5.1.1 . The variable control of corruption (CC) is significant, and the parameters
range from -2.92 to -0.852. The parameters suggest that an increase to the control
of corruption index with improved controls resulting in reduced exercise of public
power for private gain results in a less pro-cyclical fiscal policy therefore reducing
the voracity effect. The estimates obtained are similar in sign and magnitude to
the estimates in Alesina et al. (2008) and in line with the theory.

Other significant variables are the government effectiveness (GE) interaction
terms, with a positive parameter, 0.825. Hence, an increase to the government
effectiveness increases the cyclicality coefficient (a more pro-cyclical fiscal policy).
The interaction term of political stability (PS) yields a positive parameter, 0.748;
implying a positive effect on the cyclicality coefficient. Likewise, the interaction
term of the variable that measures the rule of law (RL) corresponding to a strong
legal system, has a positive parameter, 1.125, with a consequent positive effect

on the cyclicality coefficient.
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Table 5.10: OLS: Fiscal variable pro-cyclicality and qualitative indicators with polit-

ical fragmentation. (DV:Coeff. a)

(1)

(2)

(3)

(4)

(5)

Variable b/se b/se b/se b/se  b/se
Political fragmentation 0.0550 -0.0677  0.0888 -0.0855 -0.0155
(0.396) (0.326) (0.335) (0.294) (0.364)
Control of Corruption -2.398  -2.060* -0.852* -2.920***  -0.363
(5.261) (0.871) (0.363) (0.781) (0.626)
Democracy 0.0106
(0.128)
Democracy x Control of Corruption 0.244
(0.526)
Government Effectiveness 0.583
(0.833)
Government Effectiveness x Control of Corruption 0.825%*
(0.242)
Political Stability 0.0904
(0.382)
Political Stability x Control of Corruption 0.748%%
(0.269)
Rule of Law 1.178
(0.724)
Rule of Law x Control of Corruption 1.125%**
(0.255)
Regulatory Quality -0.604
(0.553)
Regulatory Quality x Control of Corruption 0.485
(0.344)
adj. R? -0.136 0.209 0.141 0.349  -0.009
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5.4.2 Robustness checks: alternative dependent variable

An alternative specification, uses the categorical dependent variable (Table 5.11)
where Fbt is the dependent variable. The variable polarisation of the Database
of Political Institutions (DPI) 2012 (Keefer, 2012) is used to check robustness.
The DPI variable indicator is positive across all specifications, with parameters
ranging from 0.127 to 0.193, indicating that countries with a politically diverse
parliament are prone to increased fiscal pro-cyclicality and verifying the existence
of the voracity effect. The variable control of corruption (CC) yields a negative
parameter, -0.472, consequently decreasing the cyclicality coefficient of fiscal pol-
icy, in line with the theory and presenting robustness to the results presented
above. Likewise, when the variable political competition of Polity IV project
(Marshall et al. 2012) is included to the specification, yields a negative parame-
ter, -0.468, hence, in countries with increased controls of corruption fiscal policy

becomes less pro-cyclical.

The determinants of fiscal policy cyclicality were analysed independently with
the inclusion of governance qualitative variables and political fragmentation. In
the next section, the determinants of country’s access to international financial

markets based on Kaminsky et al. (2005) are empirically identified.
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Table 5.11:
larization (DPI). (DV: Coeff. b)

OLS: Fiscal variable pro-cyclicality and qualitative indicators with po-

O @ ©® @ 0
Variable b/se b/se b/se b/se b/se
Polarization 0.179 0.178 0.193 0.127 0.270

(0.516)  (0.387) (0.376) (0.382)  (0.395)
Control of Corruption -0.472*  -0.167  -0.155  -0.373  0.00315
(0.232)  (0.317) (0.187) (0.379)  (0.224)
Democracy 0.00271
(0.0484)
Democracy x Control of Corruption 0.0542
(0.0289)
Government Effectiveness 0.0341
(0.311)
Government Effectiveness x Control of Corruption 0.123
(0.0809)
Political Stability 0.0819
(0.189)
Political Stability x Control of Corruption 0.157
(0.114)
Rule of Law 0.250
(0.365)
Rule of Law x Control of Corruption 0.153
(0.0895)
Regulatory Quality -0.116
(0.224)
Regulatory Quality x Control of Corruption 0.0868
(0.0937)
adj. R? 0.003 -0.009  -0.011  -0.005 -0.013

Standard errors in parentheses
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Table 5.12: OLS Robustness: Marginal effects for Control of Corruption-Regulatory
Quality with political competition (Polity IV) (DV:Coeff. b)

Variable

(1) (2) (3)
b/se b/se b/se

(4) (5)
b/se b/se

Political Competition

Control of Corruption

Democracy

Democracy x Control of Corruption
Government Effectiveness

Government Effectiveness x Control of Corruption
Political Stability

Political Stability x Control of Corruption
Rule of Law

Rule of Law x Control of Corruption
Regulatory Quality

Regulatory Quality x Control of Corruption

-0.00203 0.0316  0.0258
(0.0643)  (0.0396) (0.0377)
-0.468%  -0.102  -0.0828
(0.234)  (0.305)  (0.179)
0.0175

(0.0592)
0.0526
(0.0290)
-0.0679
(0.305)
0.139
(0.0769)
-0.0244
(0.189)
0.145
(0.108)

0.0267  0.0372
(0.0383)  (0.0400)
-0.184  0.000716
(0.373)  (0.215)

0.0343
(0.365)
0.154
(0.0849)
-0.147
(0.218)
0.0996
(0.0883)

adj. R?

0.000 0.000 -0.005

0.002 -0.005

Standard errors in parentheses
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5.4.3 Panel data Logit estimation of access to financial

markets

To analyse the determinants of access to international finance, a panel data es-
timation of equation 5.4 is performed. The estimates, as shown in Table 5.13,
indicate that for developing economies, the GDP per capita yields an important
and significant positive effect, 1.084, but smaller than the parameter of 2.982
estimated for emerging countries, affecting on a larger scale on the probability of

tapping into the international financial markets.

Noteworthy, a positive and significant effect (1.483) of debt service on external
debt points to a scale effect on the access to credit for developing countries.
Conversely, a higher debt service/GDP ratio reduces the probability of accessing
(-1.458) the international financial markets. Results of robustness checks indicate
that inflation rate yields a negative parameter, with high inflation reducing the
probability of access to international financial markets significantly, in developing

economies.

In line with these estimates, developing countries face tougher financial restraints
when accessing international financial markets. The estimates indicate that coun-
tries with a heavy debt burden, high inflation and a higher proportion of debt
service to GDP find difficulties to access financial markets and funding their
budget. Consequently, these economies have increased probability to enact pro-

cyclical fiscal policies.
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Table 5.13: Panel Data Fixed Effects Logit esitmation, Debt estimates: debt access
in Developing (1) and Emerging countries (2).(DV: d;)

(1) (2)
Variable b/se b/se
GDP per capita 1.084 2.982

(1.49)  (1.36)

GDP growth rate 4.768 5.006
(1.88)  (0.79)

Inflation rate -0.0526 3.017
(-0.32) (1.31)

Gross domestic investment as share of GDP -0.00182 -2.143
(-0.00)  (-1.28)

Debt service on external debt 1.483**  -0.556
(2.00)  (-0.34)

Debt service to GDP -1.458*%*  (.448
(-2.74)  (0.27)

Control of Corruption -0.271 0.954
(-0.60)  (0.62)

Government Effectiveness 0.131 -0.880
(0.27) (-0.70)

Democracy 0.0972  -0.198
(0.85)  (-1.01)
Obs. 850 220
Obs. per group 88 20
Log-lik. -343.5  -90.43
X2 218.7 55.73

t statistics in parentheses
* p < 0.05, ¥ p < 0.01, ¥*** p < 0.001
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5.5 Concluding remarks

In summary, the empirical results show that government effectiveness and po-
litical stability increase the probability of enacting a pro-cyclical fiscal policy.
Similarly, democracy also increases the probability of pro-cyclicality. Heritage
Foundation indicators fiscal, economic freedom and freedom of government are
key variables in the model, suggesting that enhanced fiscal, economic freedom
and freedom of government decreases the probability of pro-cyclicality. Property
rights protection is a relevant factor to the model, suggesting that countries with

high levels of protection decrease their predicted probability of pro-cyclicality.

When the effects of political fragmentation and polarisation are included to the
specification, improved control of corruption result in a less pro-cyclical fiscal pol-
icy and reduced voracity effect. Alternative variables like DPT 2012 and Polity
IV project allow to test the existence of the voracity effect in the analysed sam-
ple. When measuring the probability of debt access in developing and emerging
countries, large countries and with increased debt to GDP ratios exhibit a higher
probability to access the international financial markets. Nevertheless, develop-
ing countries with high inflation and high levels of debt service to GDP reduce
their probability.
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Chapter 6

Conclusions

The present study has analysed the determinants of real government consump-
tion as part of the fiscal policy cyclicality in developing, emerging and advanced
economies. As evidenced in other studies, developing and emerging economies
were able to graduate from ’pro-cyclicality’ in the last decade. Institutional qual-
ity, competitive fiscal regimes and financial systems and access to international

capital markets are the implicit factors associated to such improvement.

Using annual data for 184 countries, the study shows that fiscal policies in de-
veloping and emerging economies behave pro-cyclically in the period 1960-2010.
The data analysed corresponds to the real government consumption as a proxy for
fiscal policy. Although, a missing component of investment and transfers corre-
spond to a share of the government spending, the real government consumption is
still a reliable indicator of the fiscal policy stance. Not surprisingly, these findings

coincide with those of other authors.

From these estimates and to check robustness, a five-categorical variable on the
level of significance of the degree of fiscal cyclicality was employed. Similarly, a
three-categorical variable was constructed in order to analyse the determinants

of cyclicality. An additional estimation performed a sensitivity analysis on the
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stability of cyclical coefficients over time, making an emphasis on the behaviour

of fiscal policy during booms and recessions.

Temporal effects on the cyclical behaviour during economic booms and recessions
have been found, indicating that the fiscal policy proxied by the cyclical compo-
nent of real government consumption is dependent on the economic conditions.
Similarly, slope break tests indicate that there exist multiple slope breaks in five
and ten-year periods for several developing and emerging countries. These find-
ings imply that the estimated coefficients vary throughout the analysed 51-year
span of data. Estimates showed that developing and emerging countries 'gradu-
ated’ from pro-cyclicality. The reasoning behind this statement consists of two
facts. First, in the 1980’s, a period characterised by debt crises withstand by
most developing and emerging economies, the fiscal policy behaviour was noto-
riously pro-cyclical. Second, in the 2000’s following the shortfalls triggered by
extended financial crises, developing and emerging countries shifted to counter-
cyclical fiscal policies, a fact also replicated by some commodity-rich exporting

countries.

The improvement in the quality of governance, institutions, and financial system
resulted in ’graduation’ from ’pro-cyclicality’. In a first analysis, the evidence
gathered traced the determinants of pro-cyclical fiscal policies to institutional,
fiscal and financial factors. The variables are government effectiveness, political
stability, an indicator of fiscal, economic freedom, freedom of government and
protection of property rights. While advanced economies normally exhibit higher
marks on the institutional framework, developing and emerging economies have
developed stronger institutions and improved investment and legal systems in

recent years.

The second analysis focused on access to financial markets. When measuring the
probability of debt access in developing and emerging countries, large countries

and with increased debt to GDP ratios increased their chance to access the in-
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ternational financial markets, with the exception of countries with high inflation
and high levels of debt service to GDP.

It is shown that in fact some developing and emerging countries have escaped the
‘pro-cyclicality’ trap and became counter-cyclical in the last decade. This shift in
fiscal behaviour has also been related to the institutional improvement in devel-
oping and emerging markets, improved financial regulation, openness to foreign

investment, improved controls of corruption and competitive fiscal regimes.

6.1 Final remarks and contribution to the litera-

ture

The evidence presented contributes to the literature with the understanding of
the underlying causes of pro-cyclical fiscal policy in developing and emerging
economies. Pooled Mean Group (PMG) coefficients estimated between fiscal
variables and the output gap and time series analysis with sensitivity analysis
allowed to verify the existence of multiple structural breaks on a country basis,

with concerns of heteroskedasticity and autocorrelation in the errors.

For robustness purposes, Baxter-King band-pass and First-Difference filtering
were used to present robustness to Hodrick-Prescott filtering. With the esti-
mated coefficients , the analysis introduced structural breaks and tested regime
switches of fiscal policy in 1985 and 1999 individually for each country. The exis-
tence of multiple structural breaks for economies is evidenced with feasibility of
‘graduation’ from pro-cyclicality in several years, contrasting with the literature.
The use of more refined models to analyse this situation is a challenge for future

research.
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The analysis focused on political and institutional indicators, including variables
measuring development and levels of economic freedom. The effects of politi-
cal fragmentation measuring the voracity effect on fiscal policies with sensitivity
analysis examined the constraints faced by developing and emerging economies
to access international financial markets. This research also contributes to the
literature by introducing the estimation of an ordered Probit specification with

robustness checks supporting the empirical results.

Government effectiveness and political stability are factors for a pro-cyclical fis-
cal policy. Similarly, democracy also increases the probability of pro-cyclicality.
With improved fiscal, economic and freedom of government, pro-cyclicality can
be reduced but also property rights protection is relevant. Improved control of
corruption reduces the probability of a pro-cyclical fiscal policy and reduces the
voracity effect. In terms of the probability of accessing financial markets, large
developing and emerging economies, with increased debt to GDP ratios are in
advantage, contrasting with small developing economies with high inflation and
debt service to GDP.
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Table 1: Granger causality test

Country F:0G OG:F
p-value p-value Sig.
1 Afghanistan 0.011 0 **
2 Albania 0.01 0.003 *x
3 Algeria 0.739 0.435
4 Angola 0.277 0.021
5 Antigua and Barbuda 0.967 0.833
6 Argentina 0.893 0.848
7 Armenia 0.007 0.001  ***
8 Australia 0.427 0.518
9 Austria 0.288 0.538
10 Azerbaijan 0.079 0.047 *
11 Bahamas, The 0.156 0.065
12 Bahrain 0.346 0.153
13 Bangladesh 0.02 0.497 *x
14 Barbados 0.326 0.347
15 Belarus 0.408 0.6
16 Belgium 0.171 0.174
17 Belize 0.729 0.83
18 Benin 0.077 0.294 *
19 Bhutan 0.006 0.257  *¥*
20 Bolivia 0.207 0.808
21  Bosnia and Herzegovina 0.194 0.083
22 Botswana 0.095 0.291 *
23 Brazil 0.756 0.782

Continued on next page
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Table 1 — continued from previous page

Country F:0G OG:F
p-value p-value Sig.
24 Brunei Darussalam 0.884 0.278
25 Bulgaria 0.012 0.027 **
26 Burkina Faso 0.708 0.711
27 Burundi 0.431 0.405
28 Cambodia 0.623 0.875
29 Cameroon 0.073 0.216 *
30 Canada 0.17 0.618
31 Cape Verde 0.771 0.199
32 Central African Republic 0.048 0.114 *ok
33 Chad 0.131 0.156
34 Chile 0.01 0.132 **
35 China 0.291 0.043
36 Colombia 0.627 0.178
37 Comoros 0.143 0.678
38 Congo, Dem. Rep. 0.032 0.465 *k
39 Congo, Rep. 0.089 0.221 *
40 Costa Rica 0 0 KE*
41 Cote d’lvoire 0.853 0.62
42 Croatia 0.404 0.26
43 Cuba 0.383 0.566
44 Cyprus 0.036 0.146 *k
45 Czech Republic 0.951 0.823
46 Denmark 0.026 0.225 *x
47 Djibouti 0.613 0.134
48 Dominica 0.362 0.991
49 Dominican Republic 0.027 0.033 *ok

Continued on next page
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Table 1 — continued from previous page

Country F:0G OG:F
p-value p-value Sig.
50 Ecuador 0.259 0.892
51 Egypt, Arab Rep. 0.553 0.34
52 El Salvador 0.034 0.809 *x
53 Equatorial Guinea 0.476 0.178
54 Eritrea 0.649 0.163
55 Estonia 0.021 0.027 *x
56 Ethiopia 0.258 0.036
57 Fiji 0.41 0.677
58 Finland 0.399 0.42
59 France 0.326 0.517
60 Gabon 0.467 0.926
61 Gambia, The 0.011 0.222 *k
62 Georgia 0.079 0.063 *
63 Germany 0.037 0.043 *k
64 Ghana 0.81 0.47
65 Greece 0.383 0.296
66 Grenada 0.285 0.593
67 Guatemala 0.831 0.51
68 Guinea 0 0.648  ***
69 Guinea-Bissau 0.236 0.002
70 Guyana 0 0  RE*
71 Haiti 0.682 0.002
72 Honduras 0.2 0.332
73 Hungary 0.108 0.519
74 Iceland 0.412 0.675
75 India 0.549 0.867

Continued on next page
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Table 1 — continued from previous page

Country F:0G OG:F
p-value p-value Sig.
76 Indonesia 0.368 0.304
7 Iran, Islamic Rep. 0.008 0.057  k*x*
78 Iraq 0.021 0.953 *x
79 Ireland 0.058 0.054 *
80 Israel 0.369 0.579
81 Italy 0.186 0.187
82 Jamaica 0.063 0.436 *
83 Japan 0.16 0.57
84 Jordan 0.984 0.87
85 Kazakhstan 0.555 0.632
86 Kenya 0.266 0.045
87 Kiribati 0.188 0.135
88 Korea, Rep. 0.029 0.177 *k
89 Kuwait 0.16 0.088
90 Kyrgyz Republic 0.432 0.19
91 Lao PDR 0.519 0.893
92 Latvia 0.322 0.319
93 Lebanon 0.136 0.853
94 Lesotho 0.627 0.773
95 Liberia 0.604 0.969
96 Libya 0.72 0.937
97 Lithuania 0.133 0.31
98 Luxembourg 0.625 0.946
99 Macedonia, FYR 0.157 0.246
100 Madagascar 0.007 0.275  *¥**
101 Malawi 0.347 0.414

Continued on next page
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Table 1 — continued from previous page

Country F:0G OG:F
p-value p-value Sig.
102 Malaysia 0.193 0.921
103 Maldives 0.587 0.954
104 Mali 0.92 0.003
105 Malta 0.09 0.561 *
106 Marshall Islands 0.183 0.331
107 Mauritania 0.614 0.437
108 Mauritius 0.293 0.132
109 Mexico 0.051 0.022 *
110 Micronesia, Fed. Sts. 0.637 0.649
111 Moldova 0.354 0.295
112 Mongolia 0.003 0.001 ok
113 Montenegro 0.952 0.846
114 Morocco 0.004 0.783  ***
115 Mozambique 0.135 0.27
116 Namibia 0.301 0.716
117 Nepal 0.144 0.694
118 Netherlands 0.024 0.148 ok
119 New Zealand 0.178 0.007
120 Nicaragua 0.051 0.019 *
121 Niger 0.073 0.283 *
122 Nigeria 0.427 0.139
123 Norway 0.04 0.028 **
124 Oman 0 0 KRk
125 Pakistan 0.062 0.512 *
126 Palau 0.333 0.107
127 Panama 0.393 0.526

Continued on next page
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Table 1 — continued from previous page

Country F:0G OG:F
p-value p-value Sig.
128 Papua New Guinea 0.002 0.002  ***
129 Paraguay 0.039 0.167 **
130 Peru 0.323 0.011
131 Philippines 0.795 0.615
132 Poland 0.635 0.418
133 Portugal 0.015 0.037 Hx
134 Qatar 0.686 0.205
135 Romania 0.107 0.314
136 Russian Federation 0.048 0.086 x
137 Rwanda 0.464 0.759
138 Samoa 0.264 0.663
139 Sao Tome and Principe 0.965 0.016
140 Saudi Arabia 0.087 0.352 *
141 Senegal 0.718 0.26
142 Serbia 0.024 0.068 **
143 Seychelles 0.53 0.113
144 Sierra Leone 0 0 KE*
145 Singapore 0.25 0.749
146 Slovak Republic 0.499 0.338
147 Slovenia 0.53 0.441
148 Solomon Islands 0.608 0.994
149 Somalia 0.165 0.109
150 South Africa 0.121 0.31
151 Spain 0.016 0.023 **
152 Sri Lanka 0.035 0.229 *x
153 St. Kitts and Nevis 0.063 0.1 *

Continued on next page
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Table 1 — continued from previous page

Country F:0G OG:F
p-value p-value Sig.
154 St. Lucia 0.42 0.853
155 St. Vincent and the Grenadines 0.69 0.501
156 Sudan 0.286 0.002
157 Suriname 0.14 0.329
158 Swaziland 0.005 0.104  ***
159 Sweden 0.006 0.004  ***
160 Switzerland 0.134 0.505
161 Syrian Arab Republic 0.176 0.724
162 Tajikistan 0.597 0.269
163 Tanzania 0.437 0.641
164 Thailand 0.165 0.538
165 Timor-Leste 0.255 0.332
166 Togo 0.591 0.08
167 Tonga 0.096 0.395 *
168 Trinidad and Tobago 0.035 0.145 **
169 Tunisia 0.352 0.26
170 Turkey 0.001 0.003 Fkk
171 Turkmenistan 0.334 0.592
172 Uganda 0.014 0.05 Hox
173 Ukraine 0.159 0.3
174 United Arab Emirates 0.823 0.953
175 United Kingdom 0.167 0.195
176 United States 0.018 0.609 *x
177 Uruguay 0 0.035  ***
178 Uzbekistan 0.007 0.009  ***
179 Vanuatu 0.268 0.367

Continued on next page
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Table 1 — concluded from previous page

Country F:0G OG:F
p-value p-value Sig.
180 Venezuela, RB 0 (I
181 Vietnam 0.036 0.013 **
182 Yemen, Rep. 0.084 0.562 *
183 Zambia 0 0.109 Hkx
184 Zimbabwe 0.473 0.6
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Table 2: Fiscal variable and OG

Country Bi-var corr. a) Cycl. coeff. (log-dev.) p-val b) Cycl. coeff. (First-dif.) p-val Frankel et al. (1960-2010) Alesina et al (1960-2003)

1 Afghanistan 0.651 0.765 0.000 0.615 0.012 - -
2 Albania 0.912 2.222 0.000 0.045 0.874 - -
3 Algeria 0.777 0.959 0.000 0.481 0.083 0.35 -
4 Angola 0.919 1.427 0.000 -0.318 0.575 0.33 -
5 Antigua and Barbuda 0.876 0.975 0.000 0.854 0.005 - -
6 Argentina 0.985 0.864 0.000 -0.244 0.102 0.24 -0.01j10222
7 Armenia 0.996 1.180 0.000 4.121 0.000 - -
8 Australia 0.926 0.954 0.000 0.534 0.017 -0.42 0.3189909
9 Austria 0.977 1.020 0.000 0.611 0.004 -0.36 0.1919033
10 Azerbaijan 0.888 0.843 0.000 1.757 0.019 0.9 -
11 Bahamas, The 0.412 0.300 0.007 -0.036 0.845 - -
12 Bahrain 0.304 0.187 0.053 0.154 0.367 0.26 -
13 Bangladesh 0.847 1.666 0.000 0.678 0.022 0.59 -
14 Barbados 0.389 1.092 0.005 0.928 0.177 - -
15 Belarus 0.993 1.047 0.000 -0.395 0.098 - -
16 Belgium 0.963 1.031 0.000 0.369 0.081 -0.09 0.11/96384
17 Belize 0.577 0.665 0.000 0.872 0.001 - -0.2617198
18 Benin 0.668 0.681 0.000 0.449 0.044 - -
19 Bhutan 0.811 0.827 0.000 0.607 0.015 - -
20 Bolivia, 0.988 0.998 0.000 -0.060 0.354 0.2 0.2(78352
21 Bosnia and Herzegovina 0.998 1.057 0.000 -0.921 0.000 - -
22 Botswana 0.613 0.569 0.000 0.203 0.222 0.8 0.22141606

Continued on next page
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Table 2 — continued from previous page

Country Bi-var.corr. a) Cycl. coeff. (log-dev.) p-val b) Cycl. coeff. (First-diff.) p-val Frankel et al. ) Alesina et al. )
23 Brazil 0.997 0.952 0.000 -0.677 0.009 0.15 -0.1041727
24 Brunei Darussalam 0.819 0.987 0.000 0.776 0.004 - -
25 Bulgaria 0.861 1.407 0.000 0.036 0.751 - 0.4322959
26 Burkina Faso 0.931 1.155 0.000 0.795 0.001 - -0.071315
27 Burundi 0.879 1.058 0.000 0.171 0.494 - 0.0155021
28 Cambodia 0.993 0.998 0.000 0.484 0.000 - -
29 Cameroon 0.804 0.883 0.000 0.435 0.050 0.77 0.0172185
30 Canada 0.852 1.106 0.000 0.685 0.028 -0.19 0.3591472
31 Cape Verde 0.848 1.092 0.000 0.154 0.514 - -
32 Central African Republic 0.579 1.019 0.000 0.688 0.079 - -
33 Chad 0.943 0.981 0.000 0.581 0.003 - -0.0442024
34 Chile 0.998 1.087 0.000 -0.094 0.243 0.2 -0.0600886
35 China 0.902 1.245 0.000 0.106 0.664 - -
36 Colombia 0.933 1.037 0.000 0.180 0.385 0.04 0.0871374
37 Comoros 0.886 1.046 0.000 0.551 0.023 - -
38 Congo, Dem. Rep. 0.954 0.963 0.000 0.104 0.702 - -
39 Congo, Rep. 0.812 0.750 0.000 0.429 0.013 - -
40 Costa Rica 0.976 1.338 0.000 0.201 0.316 0.26 -0.2637012
41 Cote d’Ivoire 0.937 0.946 0.000 0.509 0.015 - -
42 Croatia 0.998 1.043 0.000 -0.235 0.321 - 0.0008157
43 Cuba 0.951 0.902 0.000 0.403 0.067 - -
44 Cyprus 0.772 0.830 0.000 0.235 0.274 - -
45 Czech Republic 0.887 1.286 0.000 1.187 0.010 - -
46 Denmark 0.973 1.018 0.000 0.456 0.034 -0.06 0.8399062
47 Djibouti 0.500 0.409 0.001 0.151 0.510 - -

Continued on next page
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Table 2 — continued from previous page

Country Bi-var.corr. a) Cycl. coeff. (log-dev.) p-val b) Cycl. coeff. (First-diff.) p-val Frankel et al. ) Alesina et al. )
48 Dominica 0.400 0.452 0.010 0.477 0.202 - -
49 Dominican Republic 0.859 1.240 0.000 0.432 0.021 - 0.0477094
50 Ecuador 0.774 1.209 0.000 1.312 0.000 0.24 -0.0975525
51 Egypt, Arab Rep. 0.984 1.048 0.000 -0.051 0.692 0.22 -0.0278669
52 El Salvador -0.117 -0.149 0.413 -0.205 0.551 0.07 0.0229697
53 Equatorial Guinea 0.485 0.593 0.000 0.255 0.237 - -
54 Eritrea 0.747 1.193 0.000 2.732 0.005 - -
55 Estonia 0.986 0.976 0.000 0.135 0.667 - -
56 Ethiopia 0.721 0.895 0.000 0.661 0.007 - -0.0212749
57 Fiji 0.904 1.235 0.000 1.015 0.001 - -
58 Finland 0.948 1.040 0.000 0.528 0.017 -0.56 0.2642007
59 France 0.973 0.997 0.000 0.432 0.037 -0.4 0.4010991
60 Gabon 0.767 0.843 0.000 0.636 0.004 0.71 -0.3837382
61 Gambia, The 0.781 0.955 0.000 0.363 0.135 - -
62 Georgia 0.999 1.006 0.000 0.788 0.013 - -
63 Germany 0.978 1.095 0.000 0.581 0.022 0.19 -0.0856829
64 Ghana 0.692 0.622 0.000 -0.301 0.078 0.43 -
65 Greece 0.935 1.103 0.000 0.357 0.132 -0.17 0.135772
66 Grenada 0.642 0.816 0.000 0.351 0.303 - -
67 Guatemala 0.926 1.051 0.000 0.416 0.063 0.49 -0.4611335
68 Guinea 0.882 0.921 0.000 0.192 0.218 - -
69 Guinea-Bissau 0.174 0.476 0.271 0.101 0.395 - -
70 Guyana 0.805 0.552 0.000 0.353 0.020 - -
71 Haiti 0.777 1.802 0.000 0.023 0.949 0.34 0.1876386
72 Honduras 0.891 0.713 0.000 0.190 0.257 0.22 0.032723

Continued on next page
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Table 2 — continued from previous page

Country Bi-var.corr. a) Cycl. coeff. (log-dev.) p-val b) Cycl. coeff. (First-diff.) p-val Frankel et al. ) Alesina et al. )
73 Hungary 0.907 1.001 0.000 0.513 0.072 - 0.2476369
74 Iceland 0.960 1.298 0.000 -0.045 0.490 - 0.2395005
75 India 0.931 0.916 0.000 0.388 0.063 0.24 -0.0191069
76 Indonesia 0.990 1.080 0.000 -0.151 0.346 0.33 0.18123
7 Iran, Islamic Rep. 0.915 0.896 0.000 0.745 0.000 0.56 0.1453354
78 Iraq 0.963 0.995 0.000 0.002 0.983 - -
79 Ireland 0.958 0.957 0.000 0.533 0.007 -0.08 -0.3325504
80 Israel 0.992 0.916 0.000 0.013 0.848 - -
81 Italy 0.972 1.060 0.000 0.617 0.004 -0.09 0.4186661
82 Jamaica 0.961 0.773 0.000 0.322 0.025 -0.32 -0.5170432
83 Japan 0.968 0.964 0.000 0.696 0.000 -0.22 0.2777845
84 Jordan 0.802 0.899 0.000 0.468 0.044 0.33 -
85 Kazakhstan 0.983 1.372 0.000 2.219 0.002 - -
86 Kenya 0.806 1.296 0.000 0.355 0.133 0.51 -
87 Kiribati 0.834 0.882 0.000 0.875 0.001 - -
88 Korea, Rep. 0.959 1.076 0.000 0.862 0.001 - -
89 Kuwait 0.310 0.530 0.132 1.188 0.057 0.07 -
90 Kyrgyz Republic 0.974 0.896 0.000 0.060 0.843 - -
91 Lao PDR 0.907 0.809 0.000 0.075 0.530 - -
92 Latvia 0.883 0.802 0.000 1.001 0.002 - -
93 Lebanon 0.715 0.819 0.000 -0.131 0.586 - -
94 Lesotho 0.880 0.977 0.000 0.588 0.007 - -
95 Liberia 0.845 1.067 0.000 0.407 0.207 - -
96 Libya 0.903 0.693 0.000 0.079 0.705 0.02 -
97 Lithuania 0.821 0.656 0.000 0.796 0.016 - -

Continued on next page




91T

Table 2 — continued from previous page

Country Bi-var.corr. a) Cycl. coeff. (log-dev.) p-val b) Cycl. coeff. (First-diff.) p-val Frankel et al. ) Alesina et al. )
98 Luxembourg 0.885 0.960 0.000 0.347 0.137 - -0.2671819
99 Macedonia, FYR 0.991 0.884 0.000 -0.174 0.525 - -
100 Madagascar 0.819 0.992 0.000 0.556 0.018 0.47 0.1389433
101 Malawi 0.737 0.902 0.000 0.514 0.014 - -
102 Malaysia 0.761 0.995 0.000 0.694 0.009 0.39 -0.00334
103 Maldives 0.947 0.922 0.000 0.382 0.070 - -
104 Mali 0.800 1.454 0.000 0.377 0.268 0.58 0.0639561
105 Malta 0.965 0.935 0.000 0.502 0.025 - -
106 Marshall Islands 0.247 0.440 0.119 -0.188 0.684 - -
107 Mauritania 0.670 0.887 0.000 0.873 0.002 - -
108 Mauritius 0.840 1.046 0.000 0.405 0.102 - -0.3128121
109 Mexico 0.961 1.108 0.000 0.189 0.159 0.21 -0.0941705
110 Micronesia, Fed. Sts. 0.944 0.946 0.000 0.802 0.006 - -
111 Moldova 0.994 0.993 0.000 2.510 0.000 - -
112 Mongolia -0.377 -0.521 0.028 -0.036 0.804 - -
113 Montenegro 0.933 1.080 0.000 0.569 0.153 - -
114 Morocco 0.857 1.043 0.000 0.198 0.401 0.43 -0.0320571
115 Mozambique 0.774 1.008 0.000 0.266 0.060 0.25 -
116 Namibia 0.870 0.934 0.000 0.579 0.004 - -0.2425039
117 Nepal 0.690 0.781 0.000 0.754 0.006 - 0.0134607
118 Netherlands 0.969 0.952 0.000 0.542 0.007 -0.05 0.20904
119 New Zealand 0.962 1.067 0.000 0.400 0.050 0.05 0.2063387
120 Nicaragua 0.997 0.990 0.000 -0.932 0.000 0.5 -0.1451551
121 Niger 0.886 0.986 0.000 0.817 0.000 0.64 -
122 Nigeria 0.435 0.770 0.006 0.021 0.913 0.41 -
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Table 2 — continued from previous page

Country Bi-var.corr. a) Cycl. coeff. (log-dev.) p-val b) Cycl. coeff. (First-diff.) p-val Frankel et al. ) Alesina et al. )
123 Norway 0.926 0.930 0.000 0.470 0.032 -0.01 0.5360815
124 Oman 0.517 0.487 0.001 0.905 0.000 0.71 -
125 Pakistan 0.802 0.834 0.000 0.246 0.260 0.37 0.0950563
126 Palau -0.164 -0.136 0.305 -0.444 0.037 - -
127 Panama 0.521 0.679 0.000 0.614 0.049 0.16 -0.1642356
128 Papua New Guinea 0.757 0.778 0.000 0.262 0.237 - -0.0937892
129 Paraguay 0.914 0.929 0.000 0.300 0.083 0.53 -0.0378031
130 Peru 0.997 1.194 0.000 -0.508 0.003 0.67 -0.0372987
131 Philippines 0.955 0.930 0.000 0.552 0.007 0.54 0.043228
132 Poland 0.939 0.964 0.000 -0.044 0.766 - -
133 Portugal 0.893 1.156 0.000 0.377 0.113 0.45 0.4251986
134 Qatar 0.436 0.348 0.029 0.636 0.013 0.69 -
135 Romania 0.918 0.867 0.000 0.210 0.204 - 0.1403313
136 Russian Federation 0.948 1.321 0.000 1.887 0.002 - -
137 Rwanda 0.836 1.013 0.000 0.883 0.000 - -0.0348761
138 Samoa 0.912 1.054 0.000 0.910 0.002 - -
139 Sao Tome and Principe -0.497 -0.930 0.003 0.059 0.830 - -
140 Saudi Arabia 0.233 0.247 0.263 0.025 0.945 0.61 -
141 Senegal 0.812 1.054 0.000 0.704 0.008 0.47 0.0350804
142 Serbia 0.986 0.923 0.000 -0.185 0.627 - -
143 Seychelles 0.631 1.218 0.000 0.660 0.055 - -0.4127659
144 Sierra Leone 0.744 1.048 0.000 0.361 0.064 0.67 -
145 Singapore 0.634 0.927 0.000 0.501 0.135 - -0.0265213
146 Slovak Republic 0.657 1.057 0.000 1.257 0.007 - -
147 Slovenia, 0.981 0.950 0.000 -0.264 0.634 - -
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Table 2 — continued from previous page

Country Bi-var.corr. a) Cycl. coeff. (log-dev.) p-val b) Cycl. coeff. (First-diff.) p-val Frankel et al. ) Alesina et al. )
148 Solomon Islands 0.845 0.996 0.000 0.579 0.026 - -
149 Somalia 0.952 1.104 0.000 0.092 0.479 - -
150 South Africa 0.965 0.988 0.000 0.589 0.002 0.09 0.1328128
151 Spain 0.980 1.071 0.000 0.361 0.080 -0.26 0.264881
152 Sri Lanka 0.848 0.841 0.000 0.373 0.051 0.11 -
153 St. Kitts and Nevis 0.630 0.605 0.000 -0.254 0.380 - -
154 St. Lucia 0.620 0.807 0.000 0.370 0.306 - -0.0580893
155 St. Vincent and the Grenadines 0.877 0.720 0.000 0.753 0.000 - -
156 Sudan 0.620 0.779 0.000 0.088 0.636 -0.15 -
157 Suriname 0.992 0.984 0.000 0.280 0.078 - -
158 Swaziland 0.610 0.867 0.000 0.462 0.129 - -
159 Sweden 0.978 1.069 0.000 0.409 0.065 0.08 0.7876476
160 Switzerland 0.974 1.052 0.000 0.794 0.000 -0.52 0.0780493
161 Syrian Arab Republic 0.822 0.675 0.000 0.401 0.013 - -
162 Tajikistan 0.619 0.494 0.011 0.561 0.123 - -
163 Tanzania 0.448 0.790 0.002 -0.448 0.192 0.24 -
164 Thailand 0.835 1.324 0.000 0.937 0.011 0.23 0.1285644
165 Timor-Leste 0.974 1.372 0.000 1.848 0.013 - -
166 Togo 0.700 0.629 0.000 0.292 0.137 0.5 -0.739064
167 Tonga 0.920 1.072 0.000 0.375 0.168 - -
168 Trinidad and Tobago 0.724 0.882 0.000 0.737 0.003 - -
169 Tunisia 0.837 0.967 0.000 0.445 0.051 0.48 0.0210156
170 Turkey 0.842 1.029 0.000 -0.086 0.286 0.15 -0.2620791
171 Turkmenistan 0.991 1.033 0.000 -0.247 0.291 - -
172 Uganda 0.929 0.889 0.000 0.090 0.026 0.04 -
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Table 2 — concluded from previous page

Country Bi-var. corr. a) Cycl. coeff. (log-dev.) p-val b) Cycl. coeff. (First-diff.) p-val Frankel et al. Alesina et al.)
173 Ukraine 0.958 0.963 0.000 0.919 0.072 - -
174 United Arab Emirates 0.543 1.556 0.005 1.746 0.044 - -
175 United Kingdom 0.965 1.135 0.000 0.476 0.030 -0.52 0.2157052
176 United States -0.133 -0.365 0.353 0.375 0.595 -0.35 0.3890695
177 Uruguay 0.672 0.905 0.000 0.121 0.253 0.31 -0.0408077
178 Uzbekistan 1.000 0.961 0.000 0.021 0.945 - -
179 Vanuatu 0.950 0.950 0.000 0.628 0.008 - -
180 Venezuela, RB 0.918 1.526 0.000 0.477 0.008 0.45 -0.144108
181 Vietnam 0.999 0.992 0.000 -0.013 0.862 - -
182 Yemen, Rep. 0.993 0.946 0.000 -0.051 0.811 -0.05 -
183 Zambia -0.437 -0.497 0.004 0.050 0.574 0.16 0.1655583
184 Zimbabwe 0.017 0.049 0.907 -0.173 0.767 - 0.2799954




Table 3: Country coefficients for the sub-period 1960-1999 and 2000-2010

Country Code 1960-1999 2000-2010 Graduation Country Code 1960-1999 2000-2010 Graduatio
Afghanistan AFG -2.63388 1.706258 BS Latvia LVA 1.136336 1.048175 SS
Albania ALB 1.950103 1.29695 SS Lebanon LBN 0.377917 -6.922722 RG
Algeria DZA 0.5048401 0.591993 SS Lesotho LSO -1.572915 0.9588037 BS
Angola AGO 2.371309 0.01558 SS Liberia LBR -1.041615 3.307414 BS
Antigua and Barbuda ATG 1.112043 1.135942 SS Lithuania LTU 0.8065914 1.191799 SS
Argentina ARG 0.6620066 1.455632 SS Luxembourg LUX 1.040241 0.753013 SS
Armenia ARM 1.265063 1.329252 SS Macedonia, FYR MKD 1.184214 0.3960963 SS
Australia AUS 0.3369293 1.307931 SS Madagascar MDG -1.947738 0.4022112 BS
Austria AUT 1.384053 0.8622773 SS Malawi MWI 0.7628865 -0.0044198 RG
Azerbaijan AZE 0.6404589 -1.599368 RG Malaysia MYS 1.016391 0.815758 SS
Bahamas, The BHS -0.1596016 -0.1339397 EG Maldives MDV 1.051937 -0.083327 RG
Bahrain BHR 0.0215063 -0.149222 RG Mali MLI 4.286565 -0.3472409 RG
Bangladesh BGD 0.2422876 0.6402166 SS Malta MLT 1.407251 1.153929 SS
Barbados BRB 1.711523 3.819247 SS Marshall Islands MHL -0.2512945 0.907444 BS
Belgium BEL 0.7114844 1.364215 SS Mauritania MRT -0.9726309 1.908234 BS
Belize BLZ 0.0963518 2.286907 SS Mauritius MUS -0.2380495 1.103944 BS
Benin BEN -0.4559383 1.043976 BS Mexico MEX 1.03407 1.286544 SS
Bhutan BTN 0.5413422 1.476125 SS Micronesia, Fed. Sts. FSM 0.9439179 1.472015 SS
Bosnia and Herzegovina BIH 1.289645 1.491166 SS Moldova MDA 0.8980304 0.4122153 SS
Botswana BWA 0.621915 0.9989902 SS Montenegro MNE 1.021391 -0.5671108 RG
Brazil BRA 0.4028917 1.226816 SS Morocco MAR 1.547697 1.421384 SS
Brunei Darussalam BRN 0.7002507 -0.5789821 RG Mozambique MOZ 1.532533 0.8731547 SS
Burkina Faso BFA 1.45254 1.101613 SS Namibia NAM -0.0202453 0.9443201 BS
Burundi BDI -0.5049865 0.7057703 BS Nepal NPL 0.5263741 1.898508 SS
Cameroon CMR 0.0256789 0.9113266 SS Netherlands NLD 0.8773641 0.8944445 SS
Canada CAN 1.441457 0.7679604 SS New Zealand NZL 1.082508 1.088555 SS
Cape Verde CPV 0.9891123 1.985282 SS Nicaragua NIC 1.425146 6.083854 SS
Central African Rep. CAF 0.1198983 -1.805202 RG Niger NER 1.040432 1.001832 SS
Chad TCD 1.114816 0.7403593 SS Nigeria NGA 2.343538 -2.019314 RG
Chile CHL 0.9728698 2.585385 SS Norway NOR 1.060795 1.253654 SS
China CHN 0.5956916 0.2230228 SS Oman OMN 0.8708447 -0.3226135 RG
Colombia COL -1.293083 1.068156 BS Pakistan PAK 1.787535 18.97601 SS
Comoros COM 2.46057 0.7560638 SS Palau PLW 3.110562 -1.613288 RG
Congo, Rep. COG 2.30894 0.6988088 SS Panama PAN 0.7652439 -0.2234858 RG
Costa Rica CRI 1.541024 1.348019 SS Papua New Guinea PNG 1.110407 1.14535 SS
Cote d’Ivoire CIvV 0.8931295 0.9367908 SS Paraguay PRY 0.9049515 1.256246 SS
Croatia HRV 0.8680738 0.8461551 SS Peru PER 1.09121 0.5999637 SS
Cuba CUB 0.8948615 2.373729 SS Philippines PHL 0.7251095 0.6063824 SS
Cyprus CYP -0.9466041 0.3134164 BS Poland POL 0.8214455 1.75079 SS
Czech Republic CZE 2.525089 1.029167 SS Portugal PRT -1.168275 1.268567 BS
Denmark DNK 1.397113 0.8969585 SS Qatar QAT 0.4111612 1.128826 SS
Djibouti DJI 0.1179335 1.682093 SS Romania ROU 1.574311 1.515721 SS
Dominica DMA 0.3336438 1.042244 SS Russian Federation RUS 1.188837 3.601413 SS
Dominican Republic DOM 1.556033 0.5368095 SS Rwanda RWA 1.158446 0.8370794 SS
Ecuador ECU 1.823346 0.5172461 SS Samoa WSM 1.105782 0.9709554 SS
Egypt, Arab Rep. EGY 0.5039631 0.8655943 SS Sao Tome and Principe STP 0.4085566 5.536315 SS
El Salvador SLV -0.2512752 -0.2937595 EG Saudi Arabia SAU -0.4845753 0.2707033 BS
Equatorial Guinea GNQ 0.2307279 -2.009488 RG Senegal SEN -2.922945 1.22404 BS
Eritrea ERI 1.491732 -0.7232509 RG Seychelles SYC 4.586782 2.481271 SS
Estonia EST 0.7858922 0.645864 SS Sierra Leone SLE 1.092072 1.563701 SS
Ethiopia ETH 3.752935 0.1559497 SS Singapore SGP 1.536736 2.185811 SS
Fiji FJI 2.135104 1.218069 SS Slovak Republic SVK 3.226547 1.237898 SS
Finland FIN 1.087797 0.8174949 SS Slovenia SVN 1.045147 0.7859508 SS
France FRA 0.6446909 1.033231 SS Solomon Islands SLB 0.8972141 1.363374 SS
Gabon GAB 0.1785985 0.1416339 SS Somalia SOM 0.9436709 0.902099 SS
Gambia, The GMB 0.7480783 0.8000428 SS South Africa ZAF -0.0569726 0.9691247 BS
Georgia GEO 0.6671757 -1.133397 RG Spain ESP 0.9669753 1.251554 SS
Germany DEU 0.7277238 0.8669137 SS Sri Lanka LKA 0.5937425 1.8079 SS
Ghana GHA 0.5223187 3.021719 SS St. Kitts and Nevis KNA 3.078436 -0.6681005 RG
Greece GRC 0.507526 1.309593 SS St. Lucia LCA 1.891831 1.314647 SS
Grenada GRD 2.131689 -1.688769 RG St. Vincent a.t.G. VCT 2.801851 1.230424 SS
Guatemala GTM 0.9816805 2.409036 SS Suriname SUR 0.7908791 4.294554 SS
Guinea GIN 3.02766 0.6029673 SS Swaziland SWZ 0.8331618 0.5383471 SS
Guinea-Bissau GNB -0.0574519 3.178331 BS Sweden SWE 1.232974 1.13457 SS
Guyana GUY 1.080321 -4.072282 RG Switzerland CHE 2.212798 1.199884 SS
Haiti HTI 1.526806 1.942528 SS Syrian Arab Republic SYR 0.5170503 0.0270647 SS
Honduras HND -2.032116 0.4365959 BS Tajikistan TIK 0.7931134 1.914901 SS
Hungary HUN 0.7888801 1.147105 SS Tanzania TZA 1.388368 2.057197 SS
Iceland ISL 1.776762 -0.0385831 RG Thailand THA -0.1282902 1.006497 BS
India IND 0.5133096 1.050892 SS Togo TGO -0.4302815 0.9439659 BS
Indonesia IDN 0.895091 1.026707 SS Tonga TON 0.9472539 1.251551 SS
Iran, Islamic Rep. IRN 0.7208863 0.4182813 SS Trinidad and Tobago TTO 2.068586 3.401478 SS
Ireland IRL 1.308741 1.148517 SS Tunisia TUN 1.411567 0.9099492 SS
Italy ITA 0.6413171 0.751597 SS Turkmenistan TKM 0.7683823 0.0127108 SS
Jamaica JAM 0.52425 1.804312 SS Ukraine UKR 0.6470553 1.715264 SS
Japan JPN 1.096286 0.6384818 SS United Arab Emirates ARE 1.957766 -0.8659019 RG
Jordan JOR 0.052767 0.8732054 SS United Kingdom GBR 0.1278224 1.562778 SS
Kazakhstan KAZ 1.16123 1.733456 SS United States USA 5.573103 -0.9449229 RG
Kenya KEN 0.5709717 2.413076 SS Uruguay URY 1.658612 1.023423 SS
Kiribati KIR 0.2149733 0.8677132 SS Vanuatu vuT 1.020041 0.4209128 SS
Korea, Rep. KOR 0.7153754 1.275431 SS Venezuela, RB VEN 1.90559 0.5139863 SS
Kuwait KWT 0.8671731 -0.1706767 RG Zimbabwe ZWE 0.9426031 -19.79036 RG
Lao PDR LAO 0.7874627 -0.2248608 RG

Note.- Coefficients for ’Established Graduates’ (EG), Back to School’(BS), ’Still in School’ (SS) and 'Recent Graduates’ (RG)
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Table 4: OLS: Real Government Expenditures Pro-cyclicality and qualitative indica-

tors.( DV: Coeff. a)

O @ ® @0
Variable b/se b/se b/se b/se b/se
Control of Corruption 0.308 0.903* -0.168 0.521 0.487
(0.326) (0.440) (0.254) (0.514) (0.313)
Democracy 0.0111
(0.0484)
Democracy x Control of Corruption -0.0284
(0.0405)
Government Effectiveness -0.743
(0.428)
Government Effectiveness x Control of Corruption -0.0918
(0.118)
Political Stability 0.402
(0.254)
Political Stability x Control of Corruption 0.0112
(0.170)
Rule of Law -0.319
(0.485)
Rule of Law x Control of Corruption -0.144
(0.134)
Regulatory Quality -0.298
(0.302)
Regulatory Quality x Control of Corruption -0.198
(0.136)
N 140 166 166 166 166
F 0.551 1.513 1.546 0.775 1.184
RMSE 1.316 1.538 1.538 1.549 1.543

Standard errors in parentheses
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Table 5: OLS: Real Government Expenditures Pro-cyclicality and qualitative indica-

tors.( DV: Coeff. b)

O @ ©® @ 0
Variable b/se b/se b/se  b/se b/se
Control of Corruption -0.476*  0.0633  -0.368 -0.522  0.0347
(0.230)  (0.339) (0.195) (0.393) (0.240)
Democracy 0.0170
(0.0342)
Democracy x Control of Corruption 0.0527
(0.0286)
Government Effectiveness -0.231
(0.329)
Government Effectiveness x Control of Corruption 0.119
(0.0910)
Political Stability 0.329
(0.195)
Political Stability x Control of Corruption 0.174
(0.131)
Rule of Law 0.379
(0.371)
Rule of Law x Control of Corruption 0.151
(0.102)
Regulatory Quality -0.169
(0.232)
Regulatory Quality x Control of Corruption 0.0736
(0.104)
adj. R* 0.009 -0.001 0.004  -0.000 -0.006
Mrg. eff. -0.476 0.0633  -0.368 -0.522  0.0347
S-E 0.230 0.339 0.195  0.393  0.240

Standard errors in parentheses

Mrg. eff.: Marginal effects of coefficients
S-E: standard error of the Mrg. eff..

*p < 0.05, ¥* p < 0.01, *** p < 0.001
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Table 6: OLS: Fiscal variable pro-cyclicality and qualitative indicators with polariza-

tion (DPI). (DV: Coeff. a)

(1)

(2)

(3)

(4)

(5)

Variable b/se b/se b/se b/se b/se
Polarization 0.211 0.449 0.324 0.412 0.299
(0.730) (0.493) (0.480) (0.488) (0.503)
Control of Corruption 0.323 0.559  0.0327 0.635 0.206
(0.329) (0.404) (0.239) (0.484) (0.285)
Democracy 0.000854
(0.0686)
Democracy x Control of Corruption -0.0300
(0.0408)
Government Effectiveness -0.455
(0.396)
Government Effectiveness x Control of Corruption -0.0235
(0.103)
Political Stability 0.115
(0.242)
Political Stability x Control of Corruption -4.424
(4.343)
Rule of Law -0.498
(0.466)
Rule of Law x Control of Corruption -0.0796
(0.114)
Regulatory Quality -0.0470
(0.285)
Regulatory Quality x Control of Corruption RQxCC -0.0950
(0.119)
adj. R? -0.016  -0.004 -0.010 -0.005 -0.009
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Table 7: OLS: Fiscal variable pro-cyclicality and qualitative indicators with political

competition(Polity IV). (DV: Coeff. a)

(1) (2) (3)

(4)

(5)

Variable b/se b/se b/se b/se b/se
Political Competition -0.0265 0.00633 -0.00507  0.00450  -0.0142
(0.0909) (0.0562) (0.0532) (0.0542) (0.0564)
Control of Corruption 0.304 0.349 0.0760 0.512 0.0722
(0.331)  (0.432)  (0.252)  (0.528)  (0.302)
Democracy 0.0269
(0.0837)
Democracy x Control of Corruption -0.0267
(0.0410)
Government Effectiveness -0.222
(0.432)
Government Effectiveness x Control of Corruption -0.0175
(0.109)
Political Stability 0.0972
(0.268)
Political Stability x Control of Corruption -0.0357
(0.153)
Rule of Law -0.360
(0.516)
Rule of Law x Control of Corruption -0.0695
(0.120)
Regulatory Quality 0.133
(0.307)
Regulatory Quality x Control of Corruption -0.0717
(0.124)
adj. R? -0.016 -0.017 -0.016 -0.015 -0.013
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Table 9: OLS: Fiscal variable pro-cyclicality and qualitative indicators with political

fragmentation. (DV: Coeff. b)

(1) (2) (3) (4) (5)
Variable b/se b/se b/se b/se b/se
Political fragmentation 0.210 0.0692 0.0745 0.0692 0.0446
(0.180)  (0.193) (0.189) (0.189) (0.187)
Control of Corruption -1.734  -0.479 -0.120 -0.674 0.0810
(2.391) (0.516) (0.204) (0.503) (0.323)
Democracy -0.00575
(0.0582)
Democracy x Control of Corruption 0.177
(0.239)
Government Effectiveness 0.280
(0.494)
Government Effectiveness x Control of Corruption 0.155
(0.143)
Political Stability -0.160
(0.215)
Political Stability x Control of Corruption 0.210
(0.152)
Rule of Law 0.501
(0.467)
Rule of Law x Control of Corruption 0.192
(0.164)
Regulatory Quality -0.424
(0.285)
Regulatory Quality x Control of Corruption 0.123
(0.177)
adj. R? -0.035  -0.049 -0.026 -0.022 -0.010

Standard errors in parentheses

126



Table 10: Robustness: Panel Data F-E Logit estimates: debt access in Developing

and Emerging countries.(DV: d;)

(1) (2)
GDP per capita -0.952  -1.950
(-0.40)  (-0.26)
GDP growth rate -4.200  -19.67
(-1.57)  (-0.93)
Inflation rate -6.438*  -22.23*
(-3.28)  (-2.39)
Gross domestic investment as share of GDP 0.358 1.057
(0.43) (0.28)
Debt service on external debt 0.477 1.743
(0.38) (0.32)
Debt service to GDP -1.042 -0.781
(-0.80)  (-0.14)
Control of Corruption 0.863 -1.196
(0.70) (-0.28)
Government Effectiveness -0.0983  2.717
(-0.09) (0.60)
Democracy 0.406  -0.0655
(1.64) (-0.20)
Obs. 274 115
Obs. per group 29 11
Log-lik. -68.46  -22.36
X2 40.07 30.70

t statistics in parentheses

* p < 0.05, ** p<0.01, ** p<0.001
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Table 13: Correlation of variables: Oprobit OLS specification (Coeff. a)

CC pfrag DEM GE PS RL RQ
CC 1

pfrag 0.1802 1
DEM  0.724 0.0396 1
GE 0983 0.1441 0.7765 1
PS 0.6848 0.0689 0.4788 0.6905 1
RL 0.98 0.1367 0.7887 0.9849 0.7003 1

RQ 0.9043 0.119 0.7176 0.9171 0.7249 0.8995 1

Table 14: Correlation of variables: Oprobit OLS specification (Coeff. b)

CC pfrag DEM GE PS RL

CC 1
pfrag  0.3659 1
DEM -0.2264 0.1802 1
GE 05054 0.724 0.0396 1
PS 0.4104 0.983 0.1441 0.7765 1

RL 04378 0.6848 0.0689 0.4788 0.6905 1
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Appendix B

The VAR lag-order information selection criterion.-

The log-likelihood of the VAR(p) model is:

LL = (%) {m’i—l( — k In(2m) — k} (1)

where 3 is the maximum likelihood estimate of E [e1s,e2¢]as defined in section 4.2.1. The log-likelihood can be

rewritten as:

LL=— (%) {m ‘2( — Kk In(2r) — k} (2)

as

. Assuming that LL(j) is the value of the log-likelihood with j lags, yielding the LR statistic for lag order j as
LR(j) =2{LL(j) — LL(j — 1)}. Using the LS estimator with degrees of freedom adjustment

Yp(1) = WX@ and the resulting criterion called final prediction error (FPE) (Litkepohl (2005)):

t+kp+1r

FPE(p) = [S<(v)| Lf hp 1

Assuming that there is a constant in the model and none of the variables is dropped because of

multicollinearity, the FPE is implemented as
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1k
t

FPE = || [—+ ’i} (4)
t—p

the Akaike Information Criterion (AIC), Schwarz Bayesian Information Criterion (SBIC) and the

Hannan-Quinn Information Criterion(HQIC) are:

AIC = In|S.| + 2222 (5)
SBIC = In|S.| + ek

2
HQIC =In|S.| + w
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