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Abstract

Large-scale smart energy metering deployment worldwide and the integration of smart

meters within the smart grid are enabling two-way communication between the con-

sumer and energy network, thus ensuring an improved response to demand. Energy

disaggregation or non-intrusive load monitoring (NILM), namely disaggregation of the

total metered electricity consumption down to individual appliances using purely al-

gorithmic tools, is gaining popularity as an added-value that makes the most of meter

data.

In this thesis, the first contribution tackles low-rate NILM problem by proposing

an approach based on graph signal processing (GSP) that does not require any train-

ing. Note that Low-rate NILM refers to NILM of active power measurements only, at

rates from 1 second to 1 minute. Adaptive thresholding, signal clustering and pattern

matching are implemented via GSP concepts and applied to the NILM problem. Then

for further demonstration of GSP potential, GSP concepts are applied at both, phys-

ical signal level via graph-based filtering and data level, via effective semi-supervised

GSP-based feature matching. The proposed GSP-based NILM-improving methods are

generic and can be used to improve the results of various event-based NILM approaches.

NILM solutions for very low data rates (15-60 min) cannot leverage on low to high

rates NILM approaches. Therefore, the third contribution of this thesis comprises

three very low-rate load disaggregation solutions, based on supervised (i) K-nearest

neighbours relying on features such as statistical measures of the energy signal, time

usage profile of appliances and reactive power consumption (if available); unsupervised

(ii) optimisation performing minimisation of error between aggregate and the sum of

estimated individual loads, where energy consumed by always-on load is heuristically

ii



Chapter 0. Abstract

estimated prior to further disaggregation and appliance models are built only by manu-

facturer information; and (iii) GSP as a variant of aforementioned GSP-based solution

proposed for low-rate load disaggregation, with an additional graph of time-of-day in-

formation.
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Chapter 1

Introduction

1.1 Non-intrusive Load Monitoring Overview

The total amount of smart energy meters installed worldwide will reach 780 million

by 2020 [1], including 200 million in the EU [2]. Such large-scale deployment of smart

metering devices has ignited a renewed interest in data analytical research to maximize

benefits from the collected energy data, via real-time energy feedback, novel energy-

saving services and more flexible pricing mechanisms that are useful to householders and

other stakeholders. It leads to many algorithmic improvements and some commercial

products aimed to enrich energy feedback [3]. Real-time energy feedback is currently

available with wide-scale smart meter deployments via In-Home Displays, where the

user interface in the form of a stand-alone display screen is used for presenting up-to-

date energy-consumption, in kWh and pounds [4], or on the cloud. It can be made

more informative and actionable by an exciting application that goes beyond remote

billing, non-intrusive load monitoring. Non-intrusive load monitoring was proposed by

G. W. Hart in the 1980’s [5], usually abbreviated to NILM or NIALM, also known as

load disaggregation.

NILM refers to estimating individual appliance energy consumption from the ag-

gregate electricity measurements for billing purpose purely using software tools, that

is, without sub-metering or additional hardware. NILM has the potential to provide

low-cost, efficient and fine-grained energy feedback that can potentially reduce domestic

2



Introduction

electricity consumption by 0.7%-4.5% compared to pure aggregate consumption feed-

back [6]. It is claimed in [3] that NILM can deepen energy feedback leading to more

efficient use of appliances (up to 20% of reduction in energy consumption is expected

via appliance-feedback and specific appliance upgrade programs). Furthermore, the

applications of NILM go beyond supporting energy-efficient behaviour [7, 8], as NILM

has already been shown to support national surveys on the energy intensity of domes-

tic activities, by mapping activities to appliance use [9]. Besides, NILM results can

be used for quantifying and visualising appliance usage and further scalable appliance

modelling [10],. Similarly, NILM supports the accurate estimation of the residential

consumption phase of food life-cycle assessment, through data-driven appliance en-

ergy consumption modelling using disaggregated data [11]. NILM also benefits house

maintenance and appliance retrofit [12], appliance-level anomaly detection [13], home

automation and residents’ activity recognition [14]. Such benefits rely on utilising the

disaggregation results to assess domestic appliances and then offering feedback to the

householder. For example, once an ageing appliance is detected during NILM, a sug-

gestion of replacing it by a new energy-saving model might be given to the user if the

return of investment is suitable [12]. In addition, appliance-level disaggregation results

provide information on appliance usage patterns and can be mapped to domestic activ-

ities [14], such as cooking, entertainment, etc. Potential benefits of NILM also include

energy suppliers can better forecast demand, system operators can monitor the effect

of smart grid fluctuations on the residential microgrid and appliance manufacturers can

optimise product design to meet customer usage habits [3].

Driven by the host of emerging applications and huge benefits, NILM has become

a very active research area [15–17]. Numerous advanced signal processing and machine

learning methods have been investigated to solve the NILM problem. Such NILM

solutions include: 1) machine learning: stochastic finite state machines (Hidden Markov

Model and its variants) [8, 18–25], support vector machines (SVM) [26], decision tree

(DT) [26, 27], dynamic time warping (DTW) [27], k-nearest neighbours (K-NN) [26,

28–31], sparse coding [32,33], motif mining [34], artificial neural networks, shallow [35,

36] and deep neural networks [7, 37–39]; 2) signal processing: graph signal processing
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(GSP) [40, 41] and 3) mathematical methods: optimisation via learning of appliance

models and occupancy information [42–46]. Besides, advanced hybrid NILM approaches

are studied for improving NILM performance, e.g., k-means clustering based training

followed by disaggregation using SVM [47], GSP with result refinement using simulated

annealing [16], deep neural network utilised to learn deeper and multiple layers of sparse

signal representation [48]. The open questions of the current NILM methods include:

i) no set of features has been defined, nor a general NILM approach been designed

that perform equally well for all types of appliances; ii) to date, there has been no

formal evaluation of an algorithm’s trade-off between complexity and disaggregation

accuracy; iii) the NILM approaches based on statistical models usually limit the number

of appliances to be disaggregated, as their complexity is usually exponential.

1.2 Research Motivation

In this section, three NILM-related problems that have not been solved properly are

introduced and the motivation for the contributions of this thesis, are discussed.

• Algorithm design weaknesses: Despite significant NILM research in recent

years, low-rate NILM defined as NILM of electricity readings captured with sam-

pling rate from 1 second to 1 minute via widespread smart meters [49], is still an

open problem. Current low-rate NILM methods are reviewed in Section 2.1. The

Weaknesses of such approaches include: requirement of a large amount of data

for training, the requirement of extra information other than pure measurements

collected for metering and billing purposes, validation on data with few noises

but not real-world noisy scenarios and disaggregation only for top consumed ap-

pliances, etc. Hence, a low-complexity, low-rate NILM method is proposed that

operate only on the measurements used for billing purposes.

• Susceptibility to measurement noise: Besides, current state-of-the-art NILM

solutions are susceptible to measurement noise and outliers when dealing with

real-world data and do not demonstrate sufficient accuracy [15,17]. One reason for

this is the complex nature of the NILM problem with effective solutions requiring
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both core physical-level signal processing - to process acquired signals reducing

jitter, noise, spurious events [16,50] - and machine learning-based clustering and

classification [15]. GSP-based approaches have recently been proposed for tackling

the NILM problem, via supervised [16] and unsupervised approaches proposed

in Chapter 3. However, this prior work applied GSP at the data processing

stage only, i.e., as a robust classification or clustering tool, without exploiting

GSP’s properties as effective physical signal filters [51], which can combat NILM

sensitivity to measurement noise and the influence of unknown appliances. It is

well recognized [15, 16, 50], that without appropriate processing of the physical

measured signal, NILM will often not be accurate or successful, regardless of the

effectiveness of the employed classification method.

• Challenges of very low-rate NILM: In respect of very low-rate energy dis-

aggregation (usually with granularity above 10 minutes), prior work in this area

is limited. Majority of NILM approaches are developed and validated on power

measurements with sampling rates of 1 minute or higher, and cannot be used with

very low-rate smart meter data. However, mainly due to storage, data manage-

ment, and privacy constraints [52], the resolution of load measurements available

from roll-out smart meters is much lower, e.g., 15 minutes in Italy [53], 1 hour

in Spain [54], 15 minutes or 1 hour in the US [55], 30 minutes in the UK [49],

1 hour in British Columbia and Ontario, Canada [52]. Compared with power

measurements of higher granularity, the energy consumption signal at very low

granularity features limited state transitions, fewer low-consuming appliances’

feature patterns and a much higher probability of multiple appliances running

simultaneously. Thus, lack of well-known features and increased appliance noise

make very low-rate NILM a challenging problem [28]. In summary, current very

low-rate disaggregation methods have several limitations, including predicting

appliance-cluster consumption instead of individual appliance consumption (e.g.,

white goods, instead of refrigerator, washing machine, etc.), a large amount of

prior information is required, e.g., dwelling and occupancy information from sur-

veys, outdoor weather, etc. Furthermore, validation experiments tend to be lim-
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ited to aggregated known-appliance load profiles instead of actual smart meter

readings containing many unknown appliances.

1.3 Research Contributions

The contributions of this thesis are clarified in this section, where approaches are pro-

posed for addressing the three concerns described in Section 1.2.

First, a blind approach is proposed in Chapter 3 for low-rate electricity measure-

ments with the granularity from 1 second to 1 minute. The proposed approach dis-

aggregates any aggregate active power dataset requiring neither training set nor prior

knowledge, including knowledge of appliances contributing to the aggregate or their

number. It relies on GSP [51], an emerging field based on representing a dataset using

a discrete signal indexed by nodes of a graph. Opposite to the supervised approach

of [40,56] where GSP is employed for data classification only, GSP is used three times in

the proposed disaggregation approach: first for robust event detection, then to perform

clustering, and finally for feature matching.

In contrast to traditional machine-learning approaches, such as HMM, that require

plenty of observations to construct a graph, the proposed GSP approach takes an

intuitive approach in constructing a graph without relying on the signal’s statistics [57].

Thus, it is expected that the proposed approach will work well in the absence of a

training dataset, unlike traditional HMM-based and other machine learning methods

[8, 21, 22, 58, 59]. The proposed approach is event-based and relies only on time-series

data without any training, where good accuracy is demonstrated using two open-access

datasets: REDD [60] (US houses) and ’noisier’ REFIT [61] (UK houses). Comparing

with the REDD dataset, the REFIT dataset suffers from a higher-level of unlabelled

appliance noise [19].

To address the second concern, in Chapter 4 GSP is proposed as a tool that brings

together low-level signal processing and application-driven data processing to improve

the performance of various event-based NILM approaches, suitable for diverse electrical

load datasets. Two universal algorithms are proposed to enhance NILM:
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• Graph-based NILM pre-processing: Capitalizing on recent advances in GSP

filtering (see [51, 62, 63]), a novel signal processing approach is proposed to miti-

gate sensor noise and sharpen signal edges to improve detection of on/off appliance

events, which in turn facilitates more effective feature extraction and classification

in NILM. Two types of GSP filters are designed - one based on total variation

regularization [62] and the other based on bilateral filtering [64]. Since graph

bilateral filtering results in a smoother output at the cost of occasionally filter-

ing out true events, An algorithm is developed to select, automatically, the best

filtering method.

• NILM-result refinement: Relying on robust GSP-based data classification [16,

51,63], a novel NILM result refining method is proposed, applicable to any NILM

algorithm; this method is based on semi-supervised GSP-based feature matching

to improve disaggregation results by removing confusion between appliances with

similar power levels that are often misclassified by the initial NILM classification

engine.

The methods are proposed as generic external tools for improving the disaggregation

performance of a range of NILM approaches, including supervised, semi-supervised and

unsupervised NILM. The effectiveness of the proposed methods are demonstrated across

three state-of-the-art NILM approaches, based on DT [27], supervised GSP [16] and

unsupervised GSP NILM proposed in Chapter 3. Besides the methods from [16, 27],

the performance is also benchmarked against two additional NILM methods from the

publicly available NILMTK toolbox based on Factorial Hidden Markov Model (FHMM)

and Combinatorial Optimization (CO) [5,18]. Similarly, results are validated using two

datasets of true power measurements: REDD [60] and REFIT [61].

With respect to very low-rate load disaggregation, solutions are proposed in both

supervised and unsupervised approaches, which differ in requirement of training. First,

K-NN is utilised as a supervised solution of electricity usage profile disaggregation of

energy measurements at 15 and 60 min granularity to identify a range of appliances.

Relative standard deviation is proposed as a metric to determine which features are

most useful for disaggregating particular appliances. Unlike [28,31,65], the disaggrega-
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tion results are validated using three open-access datasets of true power measurements:

REDD [60], REFIT [61] and AMPds [66] (a Canadian house).

Then a training-less optimisation-based (OPT) NILM approach is proposed that

aims to estimate appliance-level consumption. The algorithm starts with estimating

and removing the baseload, then finding the combination of appliance models generated

from manufacture information, that minimises a cost function. OPT utilise only Appli-

ance manufacturer information in addition to smart meter measurement. A GSP-based

NILM approach, adapted from the higher resolution GSP-based approach proposed

in Chapter 3 is also utilised to disaggregate hourly electricity profile data, where an

additional graph for time-of-day features is added. NILM approaches used for bench-

marking include a convolutional neural network (CNN) (described in 7.1), FHMM and

CO implemented in NILMTK [18] and Discriminative Disaggregation Sparse Coding

(DDSC) proposed in [32]. All disaggregation approaches are validated on the REFIT

dataset [61], known to be ’noisier’ than other publically available datasets due to many

unknown appliances.

1.4 Publication List

In this section, all published or submitted works related to this thesis by far are listed.

1. B. Zhao, L. Stankovic, and V. Stankovic, “Blind non-intrusive appliance load

monitoring using graph-based signal processing,” in Proc. 3rd IEEE Global Conf.

Signal Info. Process. (GlobalSIP 2015), Orlando, FL, USA, Dec. 2015, pp. 68–

72.

I did design, programming and simulation for the proposed GSP-based algorithm

for low-rate NILM in Matlab and I wrote the paper draft.

2. B. Zhao, L. Stankovic, and V. Stankovic, “On a training-Less solution for non-

intrusive appliance load monitoring using graph signal processing,” IEEE Access,

vol. 4, pp. 1784–1799, Apr. 2016.

I did design, programming and simulation for the proposed GSP-based algorithm

for low-rate NILM in Matlab and I wrote the paper draft.
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3. B. Zhao, L. Stankovic, and V. Stankovic, “Electricity usage profile disaggregation

of hourly smart meter data,” in 4th International Workshop on Non-intrusive

Load Monitoring, Mar. 2018.

I did design, programming and simulation for the proposed K-NN algorithm for

very low-rate NILM in Matlab and I wrote the paper draft.

4. B. Zhao, K. He, L. Stankovic, and V. Stankovic, “Improving Event-based Non-

intrusive Load Monitoring using Graph Signal Processing,” IEEE Access, vol. 6,

pp. 53944–53959, Sep. 2018.

I did design, programming for the proposed pre- and post-processing algorithms in

Matlab and I did the simulation of applying proposed algorithms on unsupervised

GSP-based NILM method. I also wrote the paper draft.

5. K. He, B. Zhao, L. Stankovic, and V. Stankovic, “A generic optimisation-based

approach for improving non-intrusive load monitoring,” IEEE trans. Smart Grid

(Early Access), Mar. 2019.

I did simulation and analysis of results for a benchmarking post-processing algo-

rithm based on GSP in Matlab.

6. B. Zhao, M. Ye, L. Stankovic, and V. Stankovic, “Non-intrusive load disaggre-

gation solutions for very low-rate smart meter data,” Applied Energy, Apr. 2020

(In press).

I did design, programming and simulation for two proposed algorithm for hourly

NILM based on optimisation and graph signal processing and one benchmark

using sparse coding. I also wrote the paper draft except the content related to

Convolutional Neural Network proposed by a co-author.

Then the correlation between publication and chapters is clarified. Chapter 3 con-

tributions on a training-less low-rate NILM approach are published in papers 1 and 2.

Chapter 4 contributions on pre-processing for low-rate NILM and NILM result refining

methods are published in papers 4 and applied as a benchmark in paper 5. Chapter 5
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contributions on three very low-rate NILM approaches are published in papers 3 and

6.

1.5 Thesis Overview

The rest of the thesis chapters have the following layout.

Chapter 2 − provides a detailed background review of several topics: low-rate (1-

60seconds) and very low-rate (15-60minutes) NILM solutions; noise types in meter

readings which affect NILM performance; methods proposed for improving NILM per-

formance; preliminaries of GSP and evaluation metrics for NILM, used in the entire

thesis.

Chapter 3 − describes the unsupervised GSP approach proposed for low-rate (1-

60seconds) NILM problem. Five cases of disaggregation on two appliance loads are

studies via control variates as a deeper algorithm capability investigation. The algo-

rithm performances, compared with the state-of-the-art approach based on unsuper-

vised HMM, are demonstrated for two public datasets.

Chapter 4 − this chapter explains in detail how the graph filtering is applied to

NILM and combined with bilateral filter. How semi-supervised GSP is utilised to refine

NILM results by separating similar loads is also clarified. Proposed methods are tested

in conjunction with unsupervised and supervised GSP and DT, against a baseload

removal pre-processing method. FHMM and CO with median filters are exploited as

benchmarks. The results, via multiple metrics, are analysed and discussed with the

evaluation of measurement noise level in each house.

Chapter 5 − investigates three solutions of very low-rate NILM (15-60minutes).

First, by proposing a supervised K-NN with features including appliance time usage

profile and using relative standard deviation for quality evaluation of each feature and

wise feature selection of each appliance. Then validation of such K-NN approach on

three datasets is shown, for both 15-min and hourly electricity profile entries. Next,

an unsupervised OPT is proposed for disaggregation on hourly consumption readings

where only manufacturer information is required to build appliance models. Besides,

an unsupervised GSP approach adapted from the GSP-based approach proposed for
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low-rate NILM as in Chapter 3 is applied to this problem by adding an extra graph for

time information. Finally, both of the proposed unsupervised approaches are compre-

hensively benchmarked with state-of-the-art DDSC, CO, FHMM and CNN approaches.

Chapter 6 − summarises the findings and discusses potential future work.
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Chapter 2

Background and Literature

Review

Notations

A N ×N adjacency matrix

D N ×N degree matrix

L N ×N degree matrix

Pm Sub-metering active power signal of Appliance m

P Aggregate active power signal

n noise signal in smart meter readings

s N × 1 graph signal

G An undirected graph containing N vertices

M the set of known appliances in the house

V A set of N vertices

ρ Scaling factor for Gaussian kernel weighting

2.1 Non-intrusive Load Monitoring

NILM refers to analytical methods that take as an input electrical parameters (volt-

age, current, active/reactive power etc.) measured at the household’s mains meter and

output energy consumption, broken down to appliance level. Compared with intrusive
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load monitoring, namely monitoring the power consumption of individual appliances

via smart plugs, NILM is cheaper and user-friendly. As reported in the systematic re-

view of [6], multiple studies support the effectiveness of disaggregated energy feedback

and personalized energy-saving recommendations lead to a reduction in electricity use,

as 0.7%-4.5% on average. Additionally, disaggregated power consumption results can

support national surveys on energy intensity of domestic activities [9], scalable appli-

ance modelling [10], accurate estimation of the residential consumption phase of food

life-cycle assessments [11] and house maintenance and retrofit [12]. The disaggregation

results also have the potential to produce useful appliance usage/operation information.

For example, the accurate estimation of appliance usage frequency and time-of-day in-

formation through NILM supports offering advice for home automation and residents’

activity recognition [14].

Usually, an energy provider would be running the NILM algorithms from its backend

(on the cloud) that enables bidirectional communications to the customer for acquir-

ing meter data and sending NILM results. However, the low-complexity unsupervised

NILM approaches requiring neither training nor extra information could be embedded

on chips in the smart metering equipment. Therefore, NILM can be partly done within

user-end and the unlabelled disaggregation results are sent to the cloud for further

labelling. Generally, the low complexity and short execution time of energy disaggre-

gation solutions would result in a low implementation investment for NILM solution

providers and their customers. Therefore, the benefits of a well-proposed NILM solution

outweigh the investments costs in the medium to long term. The rest of this section re-

views the background of energy disaggregation, by first formulating the disaggregation

problem and then presenting an overview of existing NILM approaches.

2.1.1 NILM Problem Formulation

Let Pti be the total household’s active power measurement at time instance ti, for

i = 1, ..., n, which can be presented as a sum of the power contribution of individual
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appliances and different types of noise:

Pti =
∑
m∈M

Pmti + nti , (2.1)

where Pmti refers to the power consumed by each individual appliance m in the set of

known appliances in the house denoted by M. The noise term nti includes random

measurement noise, baseload, plus all unlabelled appliances in the house. By using

time index i to represent time instance ti, Eq. (2.1) can be simplified as:

Pi =
∑
m∈M

Pmi + ni, (2.2)

The NILM task is to find the power contribution of each individual appliance m, Pmi

for each i. Therefore, the problem can be formulated into an optimisation problem:

min
Pm
i

∣∣∣Pi −∑m∈M Pmi

∣∣∣ . (2.3)

Next, an overview of approaches taken to tackle the problem of finding Pmi in the

presence of noise is provided.

2.1.2 Low-rate NILM Approach Overview

In this subsection, an overview of existing low-rate NILM approaches is presented that

work on active power measurements only, at rates from 1sec to 1min, which resembles

the type of data, available using smart energy meters deployed on large scale worldwide

[49]. Such approaches can be classified by their characteristics (e.g., event-based and

state-based, supervised and unsupervised, etc.).

NILM approaches can be event-based or state-based. For event-based NILM, win-

dows of events are first identified, where an event is defined as a sequence of power

measurements. Each event starts with a rising edge due to an appliance being switched

on, or a multi-state appliance transiting to a higher power state, and ends with a

falling edge when an appliance is switched off, or a multi-state appliance returning to

a lower-power state [67]. After such events are identified (usually via edge detection),
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features are extracted from each such event window, where some typical feature types

are illustrated in Fig. 2.1. The detected rising/falling power edge magnitude features

are shown in Fig. 2.1b. In Fig. 2.1c, the area features are extracted from the smart

meter readings. The time duration features can be observed in Fig. 2.1d.
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Figure 2.1: Example of typical features extracted from the aggregate power readings
for House 1 of the REDD dataset on 30/04/2011.

Note that the features extracted from current/voltage phases are usually proposed

for measurements sampled at high rates, in the order of kHz and MHz, like odd har-

monic current vectors utilised in [68] and [69], which are not available for low- and very

low-rate NILM.

Finally, classification is performed on the extracted features using a model built dur-

ing the training process through SVM, DT, neural network, etc. [7, 27, 47]. Instead of

classification, clustering with labelling via matching grouped features with a database

can also be utilised to identify events [70]. Examples of event-based NILM include:
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a hybrid K-means clustering of the training data followed by SVM-based energy dis-

aggregation [47]; DT-based algorithm [27], DTW [27], GSP-based NILM [16]; and a

method of [71] based on maximum likelihood classifier with low sensitivity to noise.

State-based, probabilistic approaches [20–22, 72, 73], on the other hand, usually

based on HMMs and their variants, rely on building an appliance load model using a

finite state machine by learning parameters for prior distributions of appliance states.

Four different HMM architectures are proposed in [20] with further improvements based

on differential HMM in [21], and using expectation-maximization (EM) to generate ac-

curate appliance state transition models in an unsupervised manner in [22]. These

HMMs are good at estimating always-on loads or the appliances containing periodic

components. However, since all HMMs are model-based, training data or prior knowl-

edge is indispensable [22]. Although some HMM variants can be unsupervised, as

in [21] and [22], plug-level labels are collected via intrusive load monitoring or reported

by users. A NILM method using particle filtering to estimate FHMM inference is pre-

sented in [8]. Although the method is real-time capable and does not require training,

it requires prior knowledge for defined appliance models and it can not separate appli-

ances of similar power ranges. Additionally, sub-metering is not available in real-world

load disaggregation scenarios. In [23], additional statistical features are considered to

improve FHMM accuracy, showing improvement on two real-world datasets in 4 vari-

ous evaluation metrics. In [24], a dynamic FHMM-based method is proposed as a new

cloud-based on-line NILM service, which outperforms long-lasting appliances such as

lighting and fridge. Similarly, sparse coding based approaches [32, 74] require train-

ing data to design appropriate basis functions and dictionaries used to transform the

signals based on their sparse nature. However, the sparse coding proposed in [32] is

susceptible to noise due to unlabelled loads and validated on the sum of sub-metering

readings but not the real aggregate.

Compared to event-based NILM approaches, state-based NILM approaches com-

monly require good a-priori information for initialization of appliance state models

or a large training dataset for good performance [22, 25, 75]. Event-based NILM ap-

proaches, on the other hand, are often easier to implement and deploy due to data
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reduction via event feature extraction [16, 27]. However, as reported in [16], due to

their reliance on edge detection, event-based NILM methods are susceptible to mea-

surement noise and unknown appliances, and often misclassify appliances with similar

operational power range.

Based on the dependency of the approach on a labelled training set (i.e., a diary

of which appliance changed state and when), all NILM approaches can be divided

into supervised, semi-supervised, and unsupervised. Supervised NILM approaches re-

quire a training phase where both aggregate measurements and the appliance-level

load readings are used [76], including HMM [19], K-NN [77], sparse coding [32, 74],

sparse representation [78], GSP [16, 40] and deep learning [79]. In [19], sub-metering

measurements are used to build super-state HMMs, and the Viterbi algorithm is then

exploited for disaggregation. The super-state HMM in [19] can disaggregate 18 appli-

ances and it shows the capability to noise. However, like most NILM solution relying

on prior appliance modelling, it cannot identify the new appliance which is not learnt.

Besides the well-known steady-state power and state transient features, humidity and

temperature data are also needed in [77]. NILM problem is regarded as a multi-label

classification with a solution via sparse representation in [78]. Although the approach

in [78] outperforms benchmarks based on graph learning and deep learning, it cannot

estimate different stages of each appliance. The neural network proposed in [79] re-

quires less training data and features power changes instead of ON/OFF operational

states. However, no more than 5 appliances are identified, with only classification ac-

curacy. In [80], the NILM methods utilising appliance feature matching are reviewed.

A more systemic review of NILM approaches including state-of-the-art learning-based

load disaggregation algorithms is presented in [15]. Datasets and evaluation metrics

are discussed in [81]. The review of [82] focuses on the cloud computing in NILM.

However, providing an accurate labelled training set is often impractical due to

the requirement for sub-metering or accurate time-diaries. Hence, unsupervised ap-

proaches have become popular. All methods closely related to the proposed unsuper-

vised GSP NILM solution are grouped as follows. Group 1 comprises all traditional

unsupervised approaches, which require unlabelled training data to build appliance
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models or populate appliance database. In [17], an overview of unsupervised NILM

methods with performance comparison is provided. Group 2 consists of NILM meth-

ods that use ‘known houses’ for building appliance models, which are then used for

disaggregation in ‘unknown’ (‘unseen’) houses. Methods that do not require training

before NILM disaggregation form Group 3.

Group 1 methods are usually based on hierarchical clustering or HMMs where ap-

pliance models are generated, manually or automatically, during the training phase.

The early work on unsupervised NILM is presented in [20] where four low-rate NILM

methods are proposed using (conditional) FHMM and Hidden semi-Markov models.

This method cannot disaggregate baseload and fridge, and is prone to converge to a

local minimum. More recently, new approaches that address some of the weaknesses

of [20] are described in [21, 22, 58, 83] based on FHMM, differential FHMMs, additive

FHMM and Hierarchical Dirichlet Process Hidden Semi-Markov Model factorial struc-

ture, respectively. A magnitude-base unsupervised NILM approach presented in [84]

uses standard HMM with smoothing to obtain better features. Two FHMM-based ap-

proaches in [25,75] exploit context information and interactions chains, respectively, to

improve performances of standard FHMM.

Although the above probabilistic state-based approaches are unsupervised, they

use expert knowledge to set a-priori values for each appliance state and require a

training set (usually where appliance operations do not overlap) to build/refine the

state models, such as [59, 85]. The performance of these methods depends on how

well generated models approximate appliance true usage. Thus the longer the training

period, the better the results. Moreover, it has not been demonstrated that these

methods can be generalized across houses; that is, if applied to a house that was not

included in training (‘unseen house’), it is uncertain that the methods will perform

well. Unsupervised, time-series approaches, such as [27], do not build appliance models

but require training periods to build a database of time-series signatures, necessary for

pattern matching. Similarly, the unsupervised approach of [34], based on probabilistic

sequential mining and temporal motif mining, requires extra information such as the

number of appliances.
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NILM methods in Group 2 assume the existence of ‘training’ or ‘known’ houses

where submetering data is available and used to build appliance models or populate

an appliance database, which is then used in unknown or unseen houses. In [47],

for example, k-means and SVM are combined to disaggregate washing machine in an

unknown house using models generated in two ‘known’ houses, showing competitive

performance on large loads such as washing machine or dishwasher against the case

that training on the same house. Deep learning is used in [37], where three neural

network architectures are adapted to NILM with supervised training in known houses.

The method performs well on a house, unseen during training. However, as any other

deep learning approach, the proposed approaches require a large training set, have high

computational complexity and do not perform well for multi-state appliances. Similar

performance can be observed in [86], where a sequence-to-point deep neural network

architecture proposed for low-rate NILM is trained on a dataset and tested on another

dataset. In [87], spatiotemporal pattern network is applied to NILM via training on

houses with sub-metering and testing on similar houses without sub-metering. However,

extra information such as temperature and time dairy is required for assessing the

similarity between houses.

In [88], it is assumed that if two houses have a similar aggregate consumption

during different seasons, it is likely that they will also have a similar consumption at the

appliance level. Based on this assumption, instead of performing NILM to disaggregate

appliance usage, K-NN is suggested in [88] for ‘similar’ houses, where sub-metering is

available, to predict the disaggregated consumption without any NILM.

Though Group 2 approaches do not need to be trained on the data for the house

being disaggregated, their main drawback is that they do not work well for uncommon

appliances, are sensitive to outliers, require a large set of houses for training where sub-

metering is possible, and cannot generalize well across different geographical locations.

Group 3 approaches are the closest to the proposed methods in this thesis as they do

not require training before disaggregation takes place. An unsupervised event detector

for NILM presented in [89] applies Kernel Fisher Discriminant Analysis without any

training; however, it requires high sampling rates and uses current harmonics. In [90],
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an unsupervised low-rate NILM approach, based on clustering and matching pursuit is

proposed; however, the approach uses both active and reactive power, performs poorly

for appliance loads below 400W and concludes that the results might improve only if

additional features are included. An unsupervised FHMM-based approach introduced

in [72] learns the appliance models on-the-fly, thus its performance gradually improves

requiring some time to reach high accuracy. Apart from the aforementioned approaches

proposed for residential energy disaggregation, in [91] the energy consumed by a hospital

is disaggregated via non-negative matrix factorization using extra temperature and time

features.

In Chapter 3, the proposed approach deviates from Group 1 contributions above, in

that the proposed approach does not require any training or any expert/customer input

to perform disaggregation, which makes the proposed system practical and potentially

massively deployable (see [92] for a discussion about necessary features to ensure NILM

practicality). In contrast to Group 2 methods, the proposed method does not require

the existence of houses with sub-metering. The proposed method is event-based form-

ing patterns of appliance signatures on-the-fly using clustering and relies on pattern

matching to label the identified patterns. Since the proposed approach is signal pro-

cessing based (as opposed to machine learning based), unlike the method presented

in [72], the proposed approach does not need to learn appliance features over time,

since it is not based on the appliance model generation.

2.1.3 HMM vs. Deep Learning vs. GSP

HMM relies on building an appliance load model using a finite state machine by learn-

ing parameters for prior distributions of appliance states. For each appliance to be

disaggregated, a state transition model is generated. An example of a state transition

model for an ON/OFF appliance with a standby state, such as TV, is illustrated in

Fig. 2.2a. Each node in the model corresponds to a steady state, and edges between

nodes are weighted by a state transition matrix learnt from labelled training data [22].

An HMM example is shown in Fig. 2.2b, where x is a time-series signal of hidden

transition states and y refers to the observation signal, i.e., aggregated measurement in
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(a) State transition model (b) Hidden markov model

Figure 2.2: Example of a state transition model (finite state machine) and a hidden
Markov model.

NILM. Then Viterbi algorithm is usually used to perform disaggregation on HMM [22].

HMM variants usually differ from the graphical architecture, via being conditioned to

extra features or setting different dependency rules [20]. In [93], constrained particle

swarm optimization is used to improve FHMM performance.

Deep learning, usually presented as artificial neural networks (ANN), is widely stud-

ied and applied to NILM problem in recent years. An ANN is represented as a directed

graph of nodes with edges between nodes. The nodes are artificial neurons and the edges

are used for passing information between neurons. Note that the information transmis-

sion can be executed between the same neuron but in distinct time stamps. Multiple

layers are built for arranging neurons, including an input layer, an output layer and

hidden layers between them. Each neuron in one layer is connected with every neuron

in the consecutive layers. Such connections are weighted and the weights keep updat-

ing during the learning process, namely, backward pass. The forward pass transmits

information to the output, thus the error between the output and the target can be cal-

culated by an objective function. The weights’ updating is in the backward direction.

When being applied to solve NILM problem, ANN can perform a sequence-to-sequence

estimation as in [37, 39] and a sequence-to-point estimation as in [7]. The difference

is a sequence-to-sequence estimation refers to estimating a sequence of appliance-level

power readings; however, only one appliance reading is estimated for a sequence-to-

point case [7]. Note that the neural network proposed in [7] estimates the appliance
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reading at mid-point of the sequence, thus, it is not real-time capable as future read-

ings are needed. The performance of deep learning at difference low rates (from 6sec to

1min) is investigated in [94], showing a clear reduction in time but remaining accuracy.

HMM is a classic machine learning method, which is claimed to be good for disaggre-

gation of always-on appliances and the appliances containing periodic components [27].

Deep learning, via artificial neural networks, usually outperforms other NILM methods

for most appliances if training data is sufficient and high-quality [7]. Either training

data, including plug-level sub-metering data and aggregate measurements with indi-

vidual appliance usage labels without overlapping, or expert knowledge is required

in HMM for defining appliance models [59]. Similarly, deep learning requires a large

volume of training data and is susceptible to the wrongly claimed labels [7]. Thus,

applying HMM and deep learning in the real-world NILM cases is hard, where only

low-rate aggregate measurement for billing purpose is available. That is, there is no

plug-level training data, extra survey or environment data. Compared with HMM and

deep learning, GSP is proposed as a training-less NILM solution, with no aforemen-

tioned drawbacks. GSP is an emerging signal processing method, where the supervised

GSP is claimed to succeed in NILM [40]. Note that HMM and deep learning only

disaggregate appliances which models are learnt previously, thus, such methods cannot

identify the new appliance which is not learnt. However, the proposed GSP relying on

unsupervised clustering is expected to disaggregate appliance-level clusters of transient

events including unreported new appliances.

2.2 Very Low-rate NILM Approach Overview

This section provides a detailed review of very low-rate (15-60minutes) NILM solutions.

An hourly energy disaggregator is proposed in [95], based on a multi-objective genetic

algorithm with pre-learnt appliance inferences, updated weekly. Appliance inferences

are generated based on prior knowledge of real and reactive consumed energy, weather

information, appliance ownership data, etc. The appliance ownership data includes

both unit energy consumption of typical appliance types in Canada and corresponding

statistical knowledge, such as ownership and usage frequency by house type. The
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method is validated on hourly profile data from BC Hydro utility, resulting in more than

50% of the aggregate energy consumption disaggregated into 12 appliance categories

for both real and reactive energy. The same authors proposed an optimisation method

for hourly disaggregation via the study of power factors [52], which is validated on the

same dataset used in [95]. Unlike [95], disaggregation results for three clusters grouped

by power factor are provided in [52], achieving F -measure 59%-81% for all clusters.

Another disaggregation method carried out on energy profile readings collected from

Canadian houses is presented in [46], based on modelling piece-wise functions of hourly

real energy versus external temperature for base-load, heating and cooling devices. A

model-based regression method is proposed in [45] for isolating space heating energy

consumption from hourly energy profile data and tested on 470 Norwegian houses,

where models are established based on hourly and daily load profile, weather data

and response data from the household survey. The approach relies on the assumption

that space heating consumption is weather-dependent and related to household size,

number of residents, etc. More recently, similar regression model is applied in [96] to

predict hourly energy profile for heating and cooling demands, where the utilisation of

weather feature is enriched. The drawbacks of these methods are the requirement of

environment data (weather, temperature, etc.) and only performing disaggregation for

cooling and heating demands which are correlated to weather.

An unsupervised approach based on semi-binary non-negative matrix factorization

(SBNMF) is proposed in [97] for the 30-min NILM problem, where SBNMF and its

variants are used for dictionary learning. Dictionaries are labelled by a random forest

classifier utilising a pre-learnt descriptive database on the cloud. In addition, consumer

feedback for improving dictionary learning is studied. Consequently, modified SBNMF

performs the best among all benchmarks, achieving average disaggregation match rate

of 60% across four commonly used appliances: fridge, washing machine, TV and air

conditioner.

Three multi-label classification algorithms, based on DT, SVM and K-NN, are pro-

posed in [26] and validated on energy profile data from a subset called IRISE within the

REMODECE dataset [98] at sampling rates of 10 min and 1 hour. Three appliance cat-

23



Background and Literature Review

egories, defined based on clusters obtained using principal component analysis, contain

domestic appliance types showed in Table 2.1. All algorithms generally achieve much

lower appliance-level classification accuracy during hourly disaggregation compared to

10-min disaggregation, based on F -measure and area under curve (AUC) metrics. On

average, various methods score 68% on 10-min and 50% on hourly data.

K-NN classification is also utilised in [28], [30] and [31]. In [28], the K-NN approach

is tested for 15-min load profiles from smart metering of 187 houses in East Anglia,

UK. Features are derived from both magnitude and time for modelling 10 appliances.

Only classification results in the form of a confusion matrix with classification accuracy

are presented, showing that their proposed K-NN and random forest for benchmarking

can achieve at least 60% classification accuracy on both daily and weekly data sets.

Additional optional features, extracted from reactive power and active-reactive power

correlation, and core features are adaptively selected and weighted for each appliance

during training in the supervised K-NN approach [30]. Results are presented for 15-min

and hourly electricity profiles from REDD [60], REFIT [61] and AMPds [66] datasets,

showing that up to 62% of the daily energy consumption can be disaggregated from

the total noisy electricity usage profile with 15-min and 60-min granularity. Monthly

electricity bills and household characteristics such as house size and occupancy are

required for a transfer learning based K-NN classifier [31], where a target house is

matched to similar houses in the database via K-NN and the corresponding monthly

appliance-level energy consumption then estimated. 57 houses from Dataport dataset

are used for evaluation demonstrating consumption accuracy around 52%, with up to

5% improvement if 15-min smart meter readings are available for feature extraction.

A supervised GSP-based power disaggregation method, based on the approach

of [40], is applied to aggregated power measurements of known appliances down-sampled

to 15 minutes in [99], through iteratively identifying samples of power level similar to

the labelled measurements for a particular appliance via graph total variation min-

imisation. Consumption accuracy of 80%-95% is shown using aggregated data from 4

known appliances and a small amount of added noise to simulate energy consumed by

unknown appliances for only 18 days. An unsupervised hybrid approach is proposed
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in [100] for disaggregation of activities (not loads), where Markov models are built

from a time-of-use survey, requiring knowledge of appliance list and usage frequency,

the number of inhabitants, their age and employment status, type of heating used, nom-

inal power per appliance and probability of activity. FHMM and CO from NILMTK,

DDSC from [32] and GSP are used for benchmarking. Note that the aggregate power

signal used in [100] is not whole-house smart metering measurements like in this paper,

but defined as the sum of sub-measurements, namely, the influence of different types

of noise due to unknown loads are ignored in disaggregation. The conclusion is that

while the performance of the supervised GSP [40], implemented using the Graph Signal

Processing Toolbox of Matlab [101], is comparable with other supervised benchmarking

approaches and better than the proposed unsupervised method, the execution time for

the implemented GSP is of the order of a few hours.

In the DDSC approach of [32], hourly load profile for each appliance in unseen

houses is predicted using sparse coding relying on pre-trained appliance models. The

approach comprises three steps: 1) sparse coding pre-training; 2) discriminative disag-

gregation training; and 3) testing (see [32, 33] for details). Results are provided only

for aggregated sub-metered readings of 10 known appliances, again not representative

of real aggregate smart metering power consumption readings that include noise due to

unknown appliances. A variant of DDSC obtains up to 55% for consumption accuracy.

Long short-term memory is used to forecast the hourly power for the next 24 hours

with hourly weather feature in [102]. Like the deep learning applied to low-rate NILM,

it requires large volume of data for training.

Table 2.1 summarises the list of appliances that were disaggregated in the afore-

mentioned review of low (1-60sec sampling interval) to very low-rate (10-60min) NILM.

An important observation is that the range of disaggregated appliances decreases as the

sampling interval increases from 1 sec to 1 hour. The main reason is that it becomes

harder to disaggregate appliances with short operation time as granularity decreases,

e.g., Hairdryer, Microwave, Kettle, Toaster, etc. The REDD dataset is also noted to

be used to demonstrate disaggregation of most appliances in the literature, which im-

plies that, while reproducible, the algorithms have been tested in a relatively low-noise
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Table 2.1: A summary of appliances disaggregated in literature at low to very low
sampling rates. Each appliance is linked to the corresponding datasets, including
REDD [60], REFIT [61], GREEND [103], AMPds [66], UK-DALE [104], Dataport [105],
REMODECE [98] and others not publicly available (from manufacturer, supplier, self-
monitoring, etc.), denoted using “+”.

Appliance
Aggregate signal granularity

1 hour 10-30 min 1-60 sec

Bathroom GFI [60] [29]

Clothes dryer [60,98,105]+ [26,32,95] [26,31,99] [19,27,29,33]

Clothes washer [61,66,98]
[26,30,32,95] [26,28,31,97]

[7, 27,29,37–39]
[60,103–105]+ [16,47]

Dishwasher [60,61,66,98]
[26,30,32,95] [26,28,31,99]

[7, 19,27,33,37,38]
[103,104] [16]

Electronics [60,66,105]+ [30,32] [31] [16,29,33,39,47]

Fridge/freezer/
[30,32,95]

[28,30,31] [7, 27,29,33,37,38]
fridge-freezer [60,61,104,105]+ [97,99,100] [16,39,47,99]

Geyser + [99] [99]

Hairdryer [61] [27]

Heat pump [60,66] [30] [19]

Hot water unit/
[26,30,95] [26,28] [16,27,33]

furnaces [60,61,66,98]+

HVAC [60,61,66]+ [30,32,45,95] [28,30,97,100] [16,19,29,33]

Kettle [61,104]+ [28] [7, 16,27,37,38]

Kitchen outlets [60,61,98]+ [30,32,95] [26,30] [16,27,29,33]

Lighting [60]+ [32,95] [100] [29]

Microwave [60,61,98,104]+ [26] [26,28]
[7, 27,29,33,37,38]

[16,39,47,99]

Oven [60,61,98]+ [26] [26,28] [19,27,29]

PC/ICT + [32] [28,100]

Stove [60]+ [95] [16,33,47]

Toaster [60,61] [27,47,99]

TV [61,103]+ [32] [28,97] [16,27,47]

(few unknown appliances operating simultaneously) dataset which is not the case in

actual smart meter measurements, made up of 40+ appliances present in a household.

Furthermore, the table (first column) also indicates that the data for many appliances

originates from non-public datasets (indicated by +), which implies that results are not

reproducible and amenable for further analysis by others.

Unlike the previously discussed NILM approaches tackling very low-rate NILM,

the proposed approach differs in the following ways. OPT like CO also minimises the
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tolerance between aggregate measurements and sum of appliance-level measurements.

However, the difference lies in the measurements: in CO, optimisation is made on a

sample by sample basis independently, whereas in OPT optimisation is made over a

load sequence or small window of adjacent samples of aggregate and appliance-level

power consumption to allow for dependency between adjacent samples and multiple

same-appliance runs within a sample. Furthermore, CO appliance models are built

from sub-metered appliance instantaneous power for each operational state whilst OPT

appliance models avoid difficult-to-obtain sub-metering information and rely on the

manufacturer’s wattage or energy-consumption-per-run information. The GSP-based

approach proposed in [41] is supervised and comprises a single graph based on meter

readings, whereas the GSP approach proposed in this paper is unsupervised and two

graphs are built for energy profile and time, respectively. Unlike [99] and [100], the

proposed unsupervised GSP algorithm has a Matlab execution time of fewer than 8

minutes to disaggregate an hourly profile of 78 weeks. Note that the baseload removal

pre-processing step proposed in [99] fails to separate baseload from noisy hourly energy

profile signal and makes no improvement to disaggregation.

Additionally, unlike the majority of the aforementioned literature, the proposed ap-

proaches do not resort to environmental data. The proposed approaches are evaluated

on public datasets that closely resemble real-life ‘noisy’ smart meter measurements

that include many unknown appliances. Besides detecting appliance use (classification

only), the proposed approaches estimate or disaggregate energy consumed and provide

results for a testing period of over a year instead of a very short period, in order to

capture a large range of appliance usage patterns.

2.3 What constitutes noise in NILM and Denoising Solu-

tions

In this section, a review of noise in NILM problem and existing approaches for improving

NILM performance are discussed. As discussed in Section 2.1, current state-of-the-

art solutions are susceptible to measurement noise and outliers when dealing with
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real-world data and do not demonstrate sufficient accuracy [15, 17]. One reason for

this is the complex nature of the NILM problem with effective solutions requiring

both core physical-level signal processing - to process acquired signals reducing jitter,

noise, spurious events [16,50] - and machine learning-based clustering and classification

[15,19,27,29].

In practice, sensor noise, transient spikes and signal fluctuations around an ap-

pliance’s mean operating power inevitably appear in real-world electrical load meter

measurements, as illustrated in Fig. 2.3. In Fig. 2.3a, transient spikes are present due to
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Figure 2.3: Typical “disaggregation” noise in electrical loads measurements, observed
in House 17 of the REFIT dataset.

sensor measurement noise and fast changes in the signal that cannot be captured at low

rates. The ‘fluctuations’ of power level around its mean value during an appliance run

can be observed in Fig. 2.3b, which often results in the NILM algorithm misclassifying

(part of) this appliance run as another appliance that operates at low power levels. In
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Fig. 2.3c, a kettle is switched on/off, which causes ‘pre/post state’ signal fluctuations,

common for appliances with a heating element. Fig. 2.3d shows a ‘deep gap’ caused by

the simultaneous switching on of a PC and fridge-freezer.

All the above examples are considered to be “disaggregation noise” as they nega-

tively affect NILM algorithm performance, which would ideally deal with rectangular-

shaped signals with fairly unique amplitude values. For state-based NILM approaches,

measured signal processing is based on signal smoothing with the main objective of

removing outliers so that state conditions can be identified. Event-based NILM ap-

proaches are more sensitive to abrupt state transitions [16], which make edges unde-

tectable. Hence, the key to successful disaggregation lies in efficient smart meter signal

processing to ensure that the edges are sharp enough to be effectively detected by edge

detection and transients, that cannot be effectively captured with low sampling rates

(of the order of 1-60 seconds), are removed. Otherwise, regardless of the effectiveness

of the following classification step, the NILM output would not be sufficiently reliable.

Next, the signal processing methods that have been proposed for NILM are re-

viewed. Total variation regularization is used prior to the additive FHMM-based

NILM algorithm to remove outliers and minimise the influence of rarely used appli-

ances in [21]. Median filtering is commonly used to remove spikes and noise, and

smooth the signal [25, 33, 58, 72, 84, 106] where the window size of the median filter is

heuristically chosen based on the signal granularity. For example, median filtering is

exploited twice in [106], for total noise removal and partly for signal smoothing. Me-

dian filtering together with smoothing is applied in [84] to an unsupervised HMM-based

NILM approach. Various smoothing filters for NILM are investigated in [50], including

median filter, mean filter, kernel-weighted average filter and the possible combination of

multiple filters. Although kernel filter performs the best, a median-mean filter is finally

chosen due to the high complexity and cost of kernel filters. A neural network archi-

tecture performing dimensionality reduction is introduced in [37] as a denoising step.

Down-sampling can also be regarded as a signal processing/noise removal method, since

the majority of signal fluctuations are filtered out and most appliance state transition

edges will be sharpened after down-sampling [16,22,56]. In [56], the baseload signal is
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heuristically estimated and removed before GSP-based disaggregation.

Signal processing and “denoising” can lead to a cleaner signal that would improve

the subsequent classification. However, signal processing alone cannot solve the issue of

similarity of appliance loads, that is, very close operational mean power values of two

or more appliances. An inference approximation method is proposed in [21] to refine

NILM results, where Additive Factorial approximate maximum a posteriori is proposed

taking advantage of the additive structure of FHMM and the observation of aggregate

power. This can also be addressed via a probabilistic search method, reported in [16].

That is, simulated annealing is added after the primary GSP-based NILM to refine

two-state (e.g., ON/OFF) appliance identification by optimising the difference between

the power measurements and the corresponding primary power estimate according to

the possible combination of multiple appliances which are switched on simultaneously,

reported in [16]. In [16], post-processing approaches are proposed for NILM based on

convex optimisation tools, where combinatorial boolean quadratic problems are solved

in multiple ways. In Chapter 3, each rising edge, which refers to a switching-on or

upward state transition event, is matched with one nearest pair from the cluster with

magnitude-wise closest falling edges. Methods of [16] and [40] have drawbacks in that:

1) these algorithms are sensitive to spikes and fluctuations; 2) low-load appliances and

appliances with low operational states in multi-state appliances are often misclassified;

3) these algorithms usually perform poorly when disaggregating long-lasting, low-load

appliances due to the difficulty of accurate detection and feature matching. Chapter 4

aims at addressing these drawbacks and providing a universal signal processing solution

suitable for all event-based NILM methods.

2.4 Graph Signal Processing Preliminaries

This section reviews the background of GSP and gives an overview of the concepts of

GSP relevant to the entire thesis. GSP is an emerging approach that provides robust

means for signal denoising [62], clustering [107], and classification [16], where complex

relationships between samples of high dimensional data are represented using graphs.

The emerging signal processing concepts on graphs are systemically introduced in [51]
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and [63]. A data classifier via regularization on graphs is proposed in [108], then applied

for depth map denoising in [109]. Recently, the classification via graph regularization

has been proposed for tackling the NILM problem, via supervised approaches in [40]

and improved design in [16].

In this work, GSP is applied as a robust clustering tool, explained in Chapter 3 and

used for benchmarking in the following chapters. In Chapter 4, GSP is exploited as

an effective physical signal filter, which can combat NILM sensitivity to measurement

noise and the influence of unknown appliances.

GSP is based on graph signals obtained by indexing a dataset by nodes of a graph.

The basic idea is to represent a dataset using a graph defined by a set of nodes and a

weighted adjacency matrix. Each node in the graph corresponds to an element in the

dataset while the adjacency matrix defines all edges in the graph and their weights,

where assigned weights reflect the degree of similarity or correlation, between the nodes.

Before moving on to GSP concepts, the notation rules for the whole thesis should

be clarified. Bold upper-case and lower-case letters are used to denote matrices and

vectors, respectively. The entry in the i-th row and j-th column of matrix A is denoted

by Ai,j . xi denotes the i-th element in vector x. Aa1:b1,a2:b2 , for a1 < b1 and a2 < b2,

represents the sub-matrix in A, with rows from a1 to b1 and columns from a2 to b2.

Similarly, xa:b, for a < b, denotes the vector [xa, . . . , xb]. I is the identity matrix, i.e.,

I = diag(1, . . . , 1). Sets are denoted by upper-case calligraphic letters.

Given an acquired set of N -length discrete measurements x, an undirected graph

G = (V,A) is defined, where V = {v0, v1, . . . , vN−1} is a set of vertices and each

vertex vi corresponds to one acquired measurement. The adjacency matrix A ∈ CN

is N × N, defining all edges between nodes in the graph and their weights. That is,

Ai,j corresponds to the weighted edge from vi to vj where the weight depends on the

relationship between vertices vi and vj . The values of Ai,j are often naturally defined

by the physical meaning of the collected data. If that is not the case, a Gaussian kernel

weighting function is often used to define the values of Ai,j , as in [16,51]:

Ai,j = exp

{
−|dist(xi, xj)|

2

ρ2

}
, (2.4)
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where ρ is a scaling factor and dist(xi, xj) can be Euclidean distance.

For example, in [16], the graph is designed to perform supervised classification

of signal samples, where each signal sample xi is indexed by a graph vertex vi. The

adjacency matrix then carries information about the correlation between signal samples

and is defined as:

Ai,j = exp

−
∥∥∥xi − xj∥∥∥2

2

ρ2

 . (2.5)

On the other hand, in [62,63], the graph is designed to perform denoising of a time-

series signal x, where Ai,j is set to zero if vi and vj are not time consecutive samples,

that is:

Ai,j =


exp

(
− ||xi−xj ||

2
2

ρ2

)
, for|i− j| ≤ 1

0, for|i− j| > 1.

(2.6)

A vector s ∈ RN is then defined as the graph signal that maps V → R [51], where

each element si represents the function value at node vi. The graphs and signals on

graphs defined above can be conveniently used to represent very different data struc-

tures, such as time series, images, sensors, tracked objects, social networks, hyperlinked

documents etc. [51, 63].

Since the majority of natural signals are piecewise smooth, signal global smoothness

is often used as a prior for regularization in different inverse problems [110,111], and is

defined as [112]:

Sp (s) =
1

p

∑
i∈V

∑
j∈Ni

Ai,j(sj − si)2


p
2

, (2.7)

where Ni ⊆ V is the set of vertices that are connected to vi. For p = 2, it becomes

the graph Laplacian quadratic form [62]. The global smoothness of a graph reflects the

piecewise smoothness of the signal with respect to the underlying graph structure, i.e.,

if a graph signal is piecewise smooth, the global smoothness of its underlying graph is

generally small.

Let D be an N × N diagonal matrix with entries on the main diagonal given by
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Di,i =
∑

j Ai,j . Let L denote the graph Laplacian operator [63] defined as:

L = D−A. (2.8)

Then S2(s) in Eq. (2.7) can be expressed in terms of the Laplacian matrix as [51]:

S2(s) =
1

2

∑
i,j

Ai,j

(
sj − si

)2
= sTLs. (2.9)

If s is piecewise smooth with respect to underlying graph structure, then sTLs is gen-

erally small. The global graph-signal smoothness can effectively be used as a prior for

regularization, since the Laplacian regularizer sTLs is a good measure of variation in

the signal modulated by weights in A. Then, to find the smoothest signal, the global

smoothness minimisation problem can be formulated as:

arg min
s

∥∥∥sTLs

∥∥∥2
2
. (2.10)

Then the expansion of sTLs can be formulated as:

sTLs = s1:nL1:n,1:ns1:n + s1:nL1:n,n+1:Nsn+1:N

+sTn+1:NLn+1:N,1:ns1:n + sTn+1:NLn+1:N,n+1:Nsn+1:N .
(2.11)

Note that s1:n refers to a graph signal corresponding to the vector of n known samples

used for training in the supervised classification approaches [40, 113]. Thus sn+1:N

corresponds to the rest samples to be classified.

Since D is a diagonal matrix, L is also diagonally symmetric. Thus, since the first

term in Eq. (2.11) does not affect minimisation, minimisation Eq. (2.10) is simplified

as:

arg min
s

∥∥∥sTLs

∥∥∥2
2

= arg min
sn+1:N

{
2sTn+1:NLn+1:N,1:ns1:n + sTn+1:NLn+1:N,n+1:Nsn+1:N

}
.

(2.12)

As an unconstrained quadratic programming problem, this minimisation has a closed
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form solution [114,115]:

s∗ = L#
n+1:N,n+1:N (−s1:n)LT1:n,n+1:N , (2.13)

where (.)# denotes the pseudo-inverse matrix. s∗ is the smoothness optimisation so-

lution, i.e., a solution for sn+1:N that minimises the total graph variation. Eventually

classification decisions are made based on s∗ [16, 40].

2.5 Performance Evaluation Metrics for NILM

This section summarises all evaluation metrics for NILM used in the following chapters.

2.5.1 F-measure

The evaluation metrics used are adapted from [20], Precision (PR), Recall (RE) and F-

measure (Fm). As in [20], true positives (TP ) are separated into two cases, accurate true

positive (ATP ) and inaccurate true positive (ITP ). ATP denotes the correct claim

the detected appliance was used and the corresponding events are correctly named;

ITP , on the other hand, denotes the correct claim the detected appliance was used but

the corresponding events are falsely named; false positive (FP ) represents an incorrect

claim that the appliance was not used; and false negative (FN) indicates that the

appliance operational events were not detected. Then:

PR = ATP/(ATP + FP ) (2.14)

RE = ATP/(ATP + ITP + FN) (2.15)

Fm = 2 · (PR ·RE)/(PR+RE), (2.16)

PR represents the event detection accuracy where high PR reflects low FP , and RE

represents the events detection strength and clustering accuracy where lower FN and

ITP result in a higher RE. Fm balances PR and RE.

Fm can be calculated from the estimation and the ground truth of ON/OFF states
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instead of the disaggregated appliance-level power/energy result. Thus, Fm is used only

for evaluating classification accuracy, that is, when the state of an appliance changed,

but not how much energy was consumed. Disaggregation accuracy indicates the error

between the estimation of appliance-level power consumption and its ground truth.

2.5.2 Disaggregation Accuracy

The disaggregation accuracy metric for Appliance m is defined as:

Accm = 1−
∑N

i=1 |P̂mi − Pmi |
2
∑N

i=1 P
m
i

, (2.17)

whereN is the number of samples, Pmi and P̂mi refer to the measured power of Appliance

m at time instant i and its estimated value after disaggregation, respectively. This

evaluation metric, also referred to as TECA (Total Energy Correctly Assigned) in

the NILM literature, is the total error in assigned energy, normalized by the actual

energy consumption in each time slice averaged over all appliances. Namely, Accm

demonstrates for each appliance, the error between actual power consumption and its

estimate, is used in [37,60].

For comparison with recent approaches [25, 58], the variance of Eq. (2.17) Acc. is

also used to demonstrate overall disaggregation accuracy for each house, defined as,

Acc. = 1−
∑N

i=1

∑
m∈M |P̂mi − Pmi |

2
∑N

i=1 P̄i
, (2.18)

where P̄i denotes the observed total power consumption at time instance i. Therefore,

both Accm and Acc. are applicable for evaluation of the NILM methods where power

consumption are estimated instead of estimation of ON/OFF states. Accm is used for

evaluation per appliance and Acc. is for the whole house. Besides, both Accm and Acc.

demonstrate normalised error instead of actual error, enabling the disaggregation result

comparison among various appliances.
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2.5.3 Error in Estimating Total Power Consumption

A metric is also introduced, complimentary to disaggregation accuracy, to further ex-

plain the performance of NILM approaches. The error rate of total power consumption

(TER) measure, using the same notation as above, is defined as:

TER =

∣∣∣∣∣
N∑
i=1

P̂mi −
N∑
i=1

Pmi

∣∣∣∣∣ /
N∑
i=1

Pmi , (2.19)

Like Acc., TER is a house-level metric. However, in contrast to Acc., TER ignores

the appliance-level disaggregation error and does not need appliance-level power con-

sumption estimation result. That is, it only requires the estimation of total power

consumption.

2.5.4 Disaggregation Error Measure

Besides, the Disaggregation Error Measure (DEM) is exploited to assess overall perfor-

mance with respect to the noise measure (NM) of [19] to understand the performance

of the proposed algorithms in correlation with the ‘noisiness’ of the dataset:

DEM =

∑N
i=1

∣∣∣Pi − P̂base −∑m∈M P̂mi

∣∣∣∑N
i=1 Pi

, (2.20)

where P̂base refers to the estimated baseload. In contrast to the sample-by-sample error

measure per appliance such as Accm, DEM measures the total disaggregation error

per sample. Therefore, DEM is suitable for the scenarios that disaggregation results

are not presented in appliance-level.

2.5.5 Match Rate

In addition to the above measures, an evaluation metric applicable to load disaggrega-

tion is utilised as disaggregation match rate for appliance m defined as:

MRm =

∑N
i=1 min{P̂mi , Pmi }∑N
i=1 max{P̂mi , Pmi }

. (2.21)
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MR is a metric where the evaluation is based on the overlapping rate of true and

estimated energy, and stated to have best overall performance in [81] and references

therein. Similar to Accm, MRm requires appliance-level disaggregation estimate per

sample. It was also used in [97] for very low-rate disaggregation.

2.5.6 Metrics for Very Low-rate NILM

Fm provides classification accuracy, i.e., the accuracy in determining when an appliance

was running and whether each sample is correctly identified, whereas Accm represents

estimation accuracy, namely the accuracy in estimating the energy each appliance used

for each sample, and Acc. is an overall house-level presentation of Accm. While MR rep-

resents estimation accuracy for the selected whole period. Accm and MR are believed

as better metrics for very low-rate NILM than Fm and similar classification metrics.

As it is claimed in [116] classification accuracy metrics used for power disaggregation

performance evaluation, including Fm and event-based confusion matrix well-cited in

NILM works, will drop as data sampling rate decreases from few seconds to 15 minutes.

Apparently, classification accuracy metrics are not suitable for disaggregation on the

hourly profile. A more detailed discussion of different metrics used in NILM can be

found in [81] and other overview papers.

Classification accuracy metrics are not used for validation of very low-rate NILM

in Chapter 5. Instead, since the NILM use-case is on the problem of how reliably the

relative contribution of individual loads contributing to the aggregate consumption can

be estimated, the consumption accuracy Accm is utilised as in Eq. (2.22), where Êmd

is defined as Eq. (2.23).

Accm = 1−

∑N
d=1

∣∣∣Êmd − Emd ∣∣∣
2
∑N

d=1E
m
d

, (2.22)

Êmd =
24∑
h=1

Êm(d−1)∗24+h, (2.23)

Accm in this case demonstrates the error between actual daily load profile for Appliance

m, Emd , and its disaggregated estimate Êmd , for d ∈ Z and d ∈ [1, N ], where N is the
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total number of days of testing data.

MR is also utilised in Chapter 5 as in [97]. The daily disaggregation match rate

is defined as MRm in Eq. (2.24), which shows the overall matching accuracy between

actual and estimated daily energy consumption for Appliance m.

MRm =

∑N
d=1 min{Êmd , Emd }∑N
d=1 max{Êmd , Emd }

. (2.24)

Solutions for the very low-rate disaggregation problem are unlikely to identify

sample-by-sample load as easily and accurately as those at higher granularity, due

to unavailability of sudden power change features, numerous simultaneous operation of

multiple loads, the stronger negative influence of different types of noise, etc. Based

on the definition of metrics and the nature of this problem, MRm is regarded as a

better metric than Accm [81]. From [37], Accm is a good metric for demonstrating

the error between estimation and actual measurements when such error is generally

small. For very low-rate disaggregation where over-estimation is common, especially

for real-world noisy datasets, Accm could be negative. E.g., assume that there exist

two disaggregators, Disaggregator 1 estimates total load consumption for Appliance m

close to the actual consumption but not correctly assigned sample-by-sample in each

time instance, with Accm < 0; the other one Disaggregator 2 fails to disaggregate Ap-

pliance m and returns nothing, but resulting in Accm = 0.5 by Eq. (2.22). Such Accm

results intuitively mean Disaggregator 1 performs much worse than Disaggregator 2 on

Appliance m. However, at least Disaggregator 1 is able to offer appliance-level total

energy usage feedback, while Disaggregator 2 cannot give any feedback. On the con-

trary, MRm ∈ [0, 1] acts as a better overall evaluation presentation, where this value

tending to 0 indicates a poor match between estimated and actual energy consumed.
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Chapter 3

Low-rate Power Disaggregation

based on Graph Signal

Processing
1

.
Notations

K Acceptable precision of a cluster

T0 Initial threshold

TN Adaptive threshold for negative events

TP Adaptive threshold for positive events

∆P Differential power signal

α Weight factor for solution of magnitude graph

β Weight factor for solution of time graph

A N ×N adjacency matrix

CN Negative cluster of a cluster pair

CP Positive cluster of a cluster pair

D N ×N degree matrix

L N ×N degree matrix

1This chapter is mainly based on the work that appeared in IEEE Access [117].
The Python codes for the NILM approach presented in [117] can be accessed via
https:\\github.com\loneharoon\GSP energy disaggregator.
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P Aggregate active power signal

ΦP A set of magnitude differences between positive target and each negative can-

didate

ΦT A set of time intervals between positive target and each negative candidate

Π A set of appliance-state change events

s N × 1 graph signal

C A set of all clusters

G An undirected graph containing N vertices

V A set of N vertices

µi Mean value of all elements in a cluster

µm Mean value of Gaussian distribution of Appliance m

ρ Scaling factor for Gaussian kernel weighting

σi Standard deviation of all elements in a cluster

σm Standard deviation of Gaussian distribution of Appliance m

q Threshold for acceptable graph signal estimation

r Radius of a quadrant

3.1 Introduction

For tackling the NILM problem, in this chapter, a new, blind, approach is proposed for

low-rate electricity measurements that do not require any training. The proposed ap-

proach disaggregates any aggregate active power dataset without any prior knowledge,

including knowledge of appliances contributing to the aggregate or their number. It

relies on graph signal processing (GSP) [51], an emerging field based on representing a

dataset using a discrete signal indexed by nodes of a graph. GSP offers an alternative

to conventional signal processing approaches by embedding the structure of signals onto

a graph, leading to a powerful scalable and flexible approach suitable for a range of

applications (see [51,63,113,114] and references therein). A GSP-based NILM approach

is proposed in [40]. However, the approach of [40] is supervised and employs GSP for

data classification only.

In contrast to traditional machine-learning approaches, such as Hidden Markov
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Model (HMM), that require plenty of observations to construct a graph, the proposed

graph signal processing approach takes an intuitive approach in constructing a graph

without relying on the signal’s statistics [57]. Thus, it is expected that the proposed

approach will work well in the absence of a training dataset, unlike traditional HMM-

based and other machine learning methods [8, 21,22,58,59].

Specifically, for NILM disaggregation of the active power signal, GSP is used three

times: first for robust event detection, then to perform clustering, and finally for feature

matching. The approach is event-based and relies only on time-series data without

any training, where good accuracy is demonstrated using two open-access datasets:

REDD [60] and REFIT [61].

This chapter is organized as follows. In section 3.2, the preliminaries of training-

less GSP clustering is introduced. Section 3.3 describes the proposed disaggregation

methodology, followed by an analysis of the proposed algorithm and its limits in Sec-

tion 3.4. Section 3.5 presents a case study. Section 3.6 describes the experimental setup

followed by the results and discussion. The research findings are concluded in Section

3.7.

3.2 Training-less Graph Signal Processing based Cluster-

ing

Note that the proposed training-less GSP-based clustering is developed from the su-

pervised classification approaches [40, 113] requiring training, which are reviewed in

Section 2.4. Given an acquired set of measurements x, the underlying graph is built

as G = (V,A), where the set of graph nodes V are mapped by graph signal s. Similar

to [16, 40], adjacency matrix A is empirically weighted by Gaussian kernel weighting

function as Eq. (2.5). Then its global smoothness can be expanded as:

sTLs = s1L1,1s1 + s1L1,2:Ns2:N + sT2:NL2:N,1s1 + sT2:NL2:N,2:Ns2:N . (3.1)
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Note that Eq. (3.1) is the same as Eq. (2.11), except n is set to 1. That is, a vector

of known samples used for training in the supervised classification approaches [40,113]

is replaced with a randomly picked sample, s1. Thus the closed form minimisation

solution becomes:

s∗ = L#
2:N,2:N (−s1)LT1,2:N . (3.2)

In the proposed unsupervised GSP-based NILM approach, Eq. (3.2) is always exploited

to calculate global smoothness minimisation solutions for all graphs.

3.3 Proposed Disaggregation Algorithm

In this section, the proposed disaggregation algorithm is described, by first presenting

an overview of the proposed approach, and then describing each of its building blocks.

3.3.1 Algorithm Overview

An event-based algorithm is proposed for finding the solution to the disaggregation

problem above. Event-based methods first identify windows of events, i.e., statistically

significant changes in active power that could indicate that one or more appliances

have changed their operational state (for example, switched on/off). Event detection

is usually done via edge detection with fixed or adaptive thresholds [27]. After events

have been identified, relevant features are extracted from each event window. Finally,

the extracted features are classified into pre-defined appliance classes using a model

defined during training.

The proposed algorithm follows the above steps, performing data filtering to adapt

edge detection thresholds, and clustering to identify events and extract features - active

power edges. Then, it replaces the final conventional classification step with a feature

matching step.

The proposed method does not require any prior knowledge about the house or

appliances therein, such as the number of used appliances and/or their type. In contrast

to probabilistic methods that learn the appliance model, offline or online, the proposed
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signal processing approach does not rely on probabilistic modelling and is not sensitive

to adding and removing appliances from the house. Moreover, it performs equally well

for frequently used and uncommon appliances. It has been shown to work on aggregate

data in the presence of noise and unknown loads and starts to disaggregate without

needing a pre-disaggregation training period.

As is common practice [15, 80], the method works on sliding time windows, whose

duration can be adjusted. Window sizes from a month, a week down to a day and

an hour were tested, but shorter windows are also possible. After each window has

been processed, disaggregated appliances are named using a current database, whose

contents are updated with new signatures if an appliance is not found. If the database

is empty, appliances would be added as they are disaggregated and arbitrary labelled

(e.g., Appliance X), until labels are provided, via an app or a web-interface.

Note that, as a training-less unsupervised approach that does not rely on appliance

modelling, different power states of multi-state appliances as well as different modes

of operation of appliances with different operation cycles, such as air conditioning, are

treated as separate appliances. In the final labelling stage, these appliances are labelled

as the same appliance using the database.

As with all low-rate NILM algorithms, power states that are magnitude-wise very

similar cannot be separated. In Section 3.4, the bound for which two power states

can be separated is quantified, depending on load fluctuation and magnitude difference

between the power states.

The computational complexity of the proposed algorithm is within both Class ‘P’

in time and class ‘PSPACE’ in space [118], so it is real-time and real-world applicable,

and suitable for online applications. The flowchart of the overall method is shown in

Fig. 3.1. The following two subsections detail the two key building blocks in Fig. 3.1.

3.3.2 Edge Detection and Clustering

The objective of this step is event detection and feature extraction. Let ∆Pi = Pi+1−Pi,

for i = 1, ..., N − 1, denote the power variation signal between adjacent aggregate

power readings, where aggregate power signal is N -length P. Note that each ∆Pi >

43



Low-rate Power Disaggregation based on Graph Signal Processing

Figure 3.1: Flow chart of the proposed algorithm.

0 is defined as an increasing edge and ∆Pi < 0 are decreasing edges. An event is

defined as a statistically significant change in ∆Pi that indicates appliance switching

on/off or state transitions in multi-state appliances, such as washing machine and air

conditioner. Conventionally, events are detected using fixed or adaptive thresholding,

where the threshold needs to be large enough to filter out power variations of the

same appliance but small enough to capture low loads. In the following, a GSP-based

method is proposed to find the optimal adaptive threshold for event detection based

on the available power readings.

An initial, small, threshold T0 (in the order of Watts) is defined to avoid detecting

stand-by settings; thus, all

∆Pi ∈ (−∞,−T0) ∪ (T0,∞) (3.3)

will form a set of candidates Π for event detection. Note that |∆Pi| > T0 could indicate

an event but it could also occur purely due to power load fluctuations (i.e., power load
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noise). Then the latter cases are filtered out from Π, via iterative GSP-based adaptive

thresholding and clustering.

Clustering is performed in two stages. Both stages consist of consecutive passes

through the data samples in Π, wherein each pass a cluster is formed from all data

samples most correlated to the first data sample by applying regularization on the

underlying graph. In Stage 1 the initial threshold T0 is used to filter out low-magnitude

edges, while in Stage 2 some of the clusters are refined by adapting the threshold to

the data samples.

Specifically, Stage 1 clustering is started by building a graph using samples in Π,

i.e., all samples ∆Pi that are greater than T0 or less than −T0, associating them to

nodes vi of a graph. Ai,j denotes the weight of an edge from node vi to vj that depends

on the level of correlation between xi = ∆Pi and xj = ∆Pj , calculated as in Eq. (2.5)

using the Euclidean distance measure. s1 is set to 1 if ∆P1 > T0 and -1 otherwise, and

initialise all sj = 0, for j > 1. In the first pass, all samples are clustered statistically

similar to s1.

To do that, Eq. (3.2) is calculated. If s∗j > q, where q is a constant fixed through

all iterations, then ∆Pj is assigned to the first cluster of events (together with s1),

and is removed from Π. This way, the first cluster C1 of events are formed. In the

second pass, it again starts with the first remaining element in Π and the procedure

of generating the graph and calculating Eq. (3.2) using unclustered ∆P ′i s is repeated

to form a cluster of events statistically similar to the new s1. Again, only ∆P ′i s for

which s∗i > q, will be added to the next cluster of events. The passes continue through

the remaining data samples until all candidate events are clustered and Π becomes an

empty set.

Note that after Stage 1, each cluster will comprise purely positive or purely negative

edges. Let µi and σi denote, respectively, the mean value and the standard deviation of

Cluster Ci. Instead of setting a constant threshold or utilising the variance of a cluster,

the quality of cluster Ci is evaluated by relative standard deviation (RSD), Ri:

Ri =
∣∣∣σi
µi

∣∣∣ . (3.4)
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Note that the lower the Ri, the higher the quality of cluster Ci in the sense that the

clustered points will be closely grouped together around the mean, indicating good

statistical similarity between the cluster elements. If the mean of the cluster is low, the

samples will be more prone to noise, thus cluster elements need to be grouped closer to-

gether. Note that although the variance is commonly used for evaluating the precision

of a cluster, it is not suitable for evaluating the quality of a disaggregated cluster in

the proposed algorithm. Each disaggregated cluster corresponds to a unique appliance

operating at various power ranges, thus the cluster’s quality should be correlated with

its average magnitude. Therefore, for two clusters with the same variance, the cluster

with the larger mean would have better quality. For example, assume that two clusters

of transient events are disaggregated with average power magnitudes around 2500 Watt

and 200 Watt, respectively. The fluctuations of both clusters are magnitude-wise sim-

ilar around 100 Watt, that is, the variances of both clusters are similar. The cluster of

2500 Watt transient events is labelled as a high-consuming appliance such as microwave,

and the other cluster might be labelled as a lower-consuming appliance such as fridge.

Obviously, the cluster containing 200-Watt fridge transients has greater likelihood than

the one containing 2500-Watt microwave transients. However, their variances are simi-

lar and unavailable to distinguish the quality of disaggregated clusters. Therefore, the

proposed RSD is more suitable for cluster quality evaluation, making use of the mean

value of each cluster.

The lowest mean value µi of the cluster among all clusters of positive elements

and the highest µi of the cluster among those of negative elements will determine TP

and TN thresholds used for positive and negative edges, respectively. That is, a set of

candidate events Π is redefined as:

Π = ∆P ∈ (−∞, TN ) ∪ (TP ,∞). (3.5)

Here an example of Stage 1 clustering results is demonstrated in Table 3.1. Based

on the aforementioned rules, in this case µ4 and µ5 are set as adaptive thresholds TP

and TN , respectively. It can be observed from Table 3.1 that, R4 and R5 are extremely

higher than Ri values under 10% for other clusters. It is due to loads with low working
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Table 3.1: Stage 1 clustering results for House 2 from REFIT dataset.

Cluster No. µi σi Ri
...

...
...

...
3 387.05 34.29 8.86%
4 144.72 99.05 68.44%
5 -117.37 93.21 79.42%
6 -392.65 33.29 8.48%
...

...
...

...

power, measurement noise and small fluctuations are grouped into the same clusters.

Thus, adaptive thresholds are set to µ4 and µ5 in order to filter out falsely clustered

noise and fluctuations.

In the cluster refining stage (Stage 2), the same GSP-based clustering iterations

are carried out as above but only re-clustering elements in the low-quality clusters that

have Ri > K, by halving ρ in Eq. (2.5), or effectively reducing the edge weights for the

same correlation, in each pass, where K is a heuristically obtained constant defining

the acceptable precision of a cluster. After each pass, all resulting clusters with RSD

Ri ≤ K, will be stored as the final clusters, passed to the following Feature Matching

step, and removed from Π. The clustering will end when there are no remaining

elements in Π.

Finally, the smallest-sized clusters (clusters with the least number of elements) are

merged into larger-sized clusters to make the number of clusters comprising increasing

power edges equal to the number of clusters comprising decreasing power edges.

3.3.3 Feature Matching

Since the final clusters contain “positive” clusters (comprising increasing power edges)

and the same number of “negative” clusters (with decreasing power edges), each “pos-

itive” cluster is paired with a “negative” cluster that has the closest absolute mean

value.

Next, for each positive-edge-negative-edge cluster pair, GSP is used to match each

element (i.e., increasing power edge) in the positive cluster with an element (decreasing

edge) in the paired negative cluster, by exploiting magnitude differences as well as time
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intervals between the edges, like two matching features.

The feature matching starts with the magnitude-wise largest cluster, that is, a

cluster that has the largest mean. Let CP and CN denote two paired clusters, that is,

the vectors of increasing and decreasing power edges. The task is, for each CPi ∈ CP to

find an optimal match among all candidates CNi ∈ CN . To do this, a graph is formed

by considering only edges in CN that occur after CPi , since the decreasing edge must

occur after the increasing edge, and before CPi+1. This subset of CN will be regarded as

a set of candidates, denoted by Φ. Let ΦM represent the set of magnitude differences

between CPi and each element in Φ. Let ΦT represent the set time intervals between

CPi and each element in Φ.

Two graphs are formed:

1. the first graph, GM = {VM ,AM}, with nodes indexed by the elements of ΦM ,

and

AMi,j = exp
{
− |dist(φ

M
i ,φMj )|2

ρ2

}
. (3.6)

The graph signal, sM , is defined as follows: sM1 is set to be the average value of

the elements in ΦM , and for j > 1, sMj = 0;

2. the second graph, GT = {VT ,AT }, has nodes indexed by the elements of ΦT ,

and

ATi,j = exp
{
− |dist(φ

T
i ,φ

T
j )|2

ρ2

}
. (3.7)

The graph signal, sT , is defined as follows: sT1 is set to be the median value of the

elements in ΦT , instead of the mean value to reduce the influence of the outliers,

and for j > 1, sTj = 0;

The graph signal is calculated that minimises the global smoothness of each of the

two graphs using Eq. (2.13), obtaining the solutions sM∗ and sT∗.

Next an optimisation problem is formulated for feature matching, i = 1, . . . , n, as:

arg max
i

{
αsM∗i + βsT∗i

}
, (3.8)

where n is the number of candidates, that is, the length of sM∗ and sT∗, and α and β
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are heuristically chosen, with (α + β = 1) to tradeoff magnitude difference and time.

The solution of Eq. (3.8) returns the best decreasing edge for each increasing edge CPi .

Note that in real cases for a particular i if Φ between CPi and CPi+1 is empty, CPi

will be added to the next edge matching iteration. That is, CPi and CPi+1 are both

positive candidates to be matched, thus sizes of ΦM , ΦT and the corresponding graph

are naturally enlarged.

After pairing all edges between the matched positive and negative cluster, the re-

jected (unpaired) edges will be included into the next cluster, i.e., the next magnitude-

wise smaller cluster and the above iteration carried out again (see Fig. 3.1).

3.3.4 Disaggregation Output

The above feature matching method forms a pair of matched positive and negative clus-

ters, where each such pair corresponds to one potential appliance state. The matched

samples from the two paired clusters define the start and the end of the appliance run-

ning event. Each disaggregated event is finally labelled by comparing the disaggregated

signature with an existing database of appliance signatures available for that particular

household, which can at first be done via crowd-sourcing [119] or a short-time diary,

i.e., the signature is extracted at the time-stamp the householder switches on and off

the appliances in their house, and after that automatically, for example, as in [27].

If the appliance is not present in the database (there is no match between database

signatures and the extracted event using the above feature matching approach), it will

be added to the database. If the database is empty, the appliances would be added as

they are disaggregated and arbitrarily labelled, until the consumer confirms their label.

As is common practice in NILM [15,27,80], each appliance load is estimated using

the average appliance power consumption during the identified event time interval,

although, some more sophisticated approaches are possible [120].
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3.4 Performance Limits

It is expected that the proposed algorithm will work well if the average load of each

appliance is distinct enough from other appliance loads in the house, and if Pm, for

each m, does not fluctuate much. Next, the influence of the mean and variance of the

appliance power load on the disaggregation result is estimated. That is, given statistics

of the appliance load, whether the algorithm will be successful in disaggregating these

appliances is predicted. Since the proposed approach disaggregates one appliance at

a time, to estimate the limits of the proposed approach, without loss of generality, a

mixture of two appliance loads is considered.

Each appliance power load is modelled as a two-state Markov source, wherein the

on-state Sourcem (corresponding to Appliancem power load) has Gaussian distribution

with mean ωm and variances σ2m. In the off-state, the source load is zero. It is noted and

widely accepted that for the majority of appliances, the power load follows a Gaussian

distribution [20,22]. That is, for m = 1, 2, the i-th sample of Source m is defined as:

xmi = ωm + nmi, (3.9)

where nmi denotes zero-mean Gaussian “noise” with standard deviation σm that models

the fluctuation of the source load from its mean. Then, a mixture of the two time-series

signals is generated as:

yi = µix1i + νix2i, (3.10)

where µ and ν are binary-valued random vectors, which drive transitions between the

ON and OFF states. Both µ1 and ν1 are initially set to 0, assuming that at the

start both appliances are OFF. The remaining values are generated according to the

previous state and the following transition probabilities: P (µi+1 = 1|µi = 1)=0.95,

P (µi+1 = 1|µi = 0)=0.03, P (νi+1 = 1|νi = 1)=0.94, P (νi+1 = 1|νi = 0)=0.05, which

are selected to mimic appliance usage. Since most domestic appliances’ operating power

is below 3000 Watt (W), both ω1 and ω2 are set in this range.

The performance of the algorithm is analysed by looking at five cases. First, ∆ω =
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ω2 − ω1 varies while keeping the variances fixed. Then, the means are fixed and both

σ1 and σ2 vary. In Case 3, ω1 and σ1 are fixed and ω2 and σ2 vary. Then, all four

parameters vary and the influence of the scaling factor in the Gaussian Kernel function

scaling factor, ρ, is investigated. The F − measure, Fm, is intuitively utilised as

performance measure (defined as Eq. (2.16)).

3.4.1 Case 1

Firstly, ω1, σ1 and σ2 are fixed and ω2 varies, to see how ∆ω = ω2 − ω1 influences the

disaggregation results.

In Fig. 3.2, the results are presented for four different values of ω1, 200, 600, 1000 and

1400W. These values represent a range of typical domestic appliances, from low-power

appliances such as fridges and freezers that often operate around 200W, mid-power

appliances, such as stoves and the dry mode of air conditioners that usually operate at

around 600W, to high-power appliances such as toasters, washing mode of dishwashers

(around 1000W) and typical electric kettles and microwaves (1400W).

It can be noticed from each subplot in Fig. 3.2 that the performance curve of Fm

values always has two clearly distinguishable states: a low Fm-value state, for small

∆ω, when the performance is poor, and a high Fm-value state for large ∆ω, labelled in

Fig. 3.2d. Thus, as expected, for the fixed source variances, the proposed disaggregation

approach always works well when ∆ω is large enough. A sharp increasing edge provides

a clear performance limit when the algorithm accuracy is close to 100% or Fm = 1.

This result is expected, since the larger the difference in appliance loads making up the

aggregate, the better the disaggregation.

3.4.2 Case 2

Next, ω1 and ω2 are set to 600W and 800W, respectively, thus, ∆ω is fixed as 200W.

Both σ1 and σ2 are kept changing to find how the variance term affects the performance.

The noise variance is equivalent to the power load fluctuation of an appliance, that is,

the power deviation from the mean value.

Fig. 3.3 presents the Fm performance versus σ1 and σ2 and the corresponding fitted
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Figure 3.2: Fm versus ∆ω for different ω1. Both σ1 and σ2 are fixed to 20.

surface which is a quartic polynomial consisting of 14 coefficients. Assuming that

Fm > 0.8 provides acceptable performance, Fig. 3.3c shows the [σ1, σ2] plane where Fm

is greater than 0.8, which can be fitted as a quadrant defined by:

σ21 + σ22 ≤ r2, (3.11)

where σ1 ≥ 0, σ2 ≥ 0 and r ≈52 in this example. For different ω1 and ω2, heuristically, it

is found that the radius of the fitted quadrant will change, but Eq. (3.11) will still hold.

Thus, there is a clear limit in the intensity of variation that the proposed algorithm

can tolerate, and this depends on the mean values of power loads.

3.4.3 Case 3

In this step, ω1 is fixed to 600W, σ1 is fixed to 20 and ω2 and σ2 vary to investigate

how the performance is affected with respect to ∆ω and σ2
σ1

. Since it can be observed
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Figure 3.3: Fm versus σ’s where ∆ω = 200.

from Fig. 3.2 that there exists a value of ∆ω when Fm sharply increases, the two planes

are searched for obtained by varying the ratio σ2
σ1

.

Both high Fm “plane” and low Fm “plane” are clearly shown in Fig. 3.4. When

σ2
σ1

is less than 2, the separation edge between high and low Fm “plains” is steep. It

is more moderate when σ2
σ1

becomes larger, and the edge almost disappears when σ2
σ1

is around 5. So, if the variance ratio is too high, the algorithm will not perform well,

which is expected since one (“noisier”) source will significantly affect disaggregation of

the other.

3.4.4 Case 4

Next, the performance of the proposed algorithm is investigated as a function of the

scaling factor, ρ, in the Gaussian kernel weighting function. To capture the changes in
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.

all four parameters, the sensitivity index d′ is used and defined by:

d′ =
|ω2 − ω1|√
1
2(σ21 + σ22)

. (3.12)

It can be seen that the Fm performance versus d′ in Fig. 3.5 for four different initial ρ

in the Gaussian kernel weighting function.

Fig. 3.5 clearly shows that, as expected, the greater the d′, the better the perfor-

mance. In the figure, the blue points represent the cases of Fm ≥ 0.8. Note that the

proposed approach always performs poorly when d′ is less than 3.

It seems that ρ does not affect the results. The iterative nature of the proposed

clustering approach reduces the effect of ρ. One can see from Table 3.2, that by

increasing ρ, the number of clusters before and after pairing change, but the Fm values

stay similar.

Table 3.2: Performance of the proposed approach and the number of clusters for dif-
ferent initial ρ.

ρ 5 25 45 65 85 105

Fm 0.98 0.98 0.98 0.97 0.97 0.98

No. clust. before pairing 17 8 6 7 7 5

No. clust. after pairing 6 6 4 6 6 4
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Figure 3.6: The limits of the proposed algorithm. All values on and above the surface
lead to Fm ≥ 0.8.

3.4.5 Case 5

Finally, the case study focuses on the distribution of high Fm transition state points,

when Fm becomes acceptably high, namely, the limit of the performance of the proposed
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approach. ω1 is fixed to 1000W, σ1 and σ2 are kept changing in the range from 2 to

30, with steps of 2. Fig. 3.6 shows the high Fm state transition points, that is, the

minimum ∆ω required for good disaggregation performance, denoted by ∆ω0.

In Fig. 3.6a, the value of the bound ∆ω0 generally increases when either σ1 or σ2

increases. Since the definition of sensitivity index in Eq. (3.12) indicates ω’s and σ’s

have the same dimension, the boundary is fitted as a three-variable linear equation

which represent a plane in Fig. 3.6b as:

∆ω0 = aσ1 + bσ2 + c (3.13)

where a is 1.67, b is 2.46 and c is 188. This equation will be used in the next section as

a performance limit to predict disaggregation performance of the proposed algorithm.

3.4.6 Summary

From the above analysis the following conclusions can be made:

• there exists a clear ∆ω limit between good algorithm performance and poor per-

formance;

• the fluctuation of an appliance power load influences algorithm performance;

• when the ratio between the variances of the appliance load is high, the perfor-

mance is poor;

• the performance limits can be expressed adequately using sensitivity measure d′;

• for given variances of appliance loads, the minimum ∆ω required for good per-

formance can be estimated using Eq. (3.13).

Consequently, with the above-derived limits of the proposed algorithm, its performance

can be predicted as well as both the success and failure of the approach can be explained

given appliance load statistics.
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3.5 Case Study

In this section, how the proposed algorithm works in practice is clarified, from the

generation of the graph signal to final feature matching. As input, the aggregate active

power readings of House 2 from REDD dataset [60] is used collected from April 28th

2011 to April 30th 2011, downsampled to 1 minute, as a typical example that does not

have any gap. The aggregate power readings are shown in Fig. 3.11 (red curve).

In order to minimise the effects of load fluctuations without losing the state transi-

tion edges of all appliances, first, the events (candidate edges) are extracted by thresh-

olding (Eq. (3.3)) on the aggregate load with T0 = 10W. A segment of the resulting

events is shown in Fig. 3.7 (top) as aggregate power versus time.

Figure 3.7: Graph generation for Stage 1 of clustering.

Graph Generation. All rising and falling edges are indexed by the nodes of
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a graph (see the middle figure in Fig. 3.7). Each power edge ∆Pi in Fig. 3.7 (top)

corresponds to one node vi in the graph and the edge between nodes vi and vj is

assigned using Eq. (2.5) with xi = ∆Pi and xj = ∆Pj and Euclidean distance measure.

Figure 3.8: Clustering results.

Initial Clustering. The task is to group all edges similar to the first edge into the

same cluster. To do that, a graph signal s is formed where each sample of s corresponds

to one node in the graph. s1 is set to 1 and s∗2:n are calculated by Eq. (2.10) to ensure

that the graph signal remains smooth. This step is intuitive since smooth changes

between the edges are expected to be within the same cluster. Finally, all candidate
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edges which are magnitude-wise similar to the first edge are grouped by thresholding of

s∗2:n using a high threshold q = 0.98 (i.e., Edge i, i > 1, will be grouped in the cluster

represented by the first edge only if si
s1
≥ 0.98), displayed as red edges in Fig. 3.7

(bottom). Note that time duration information is not a feature in this step. The same

clustering procedure is repeated for the unclustered events until all events are clustered.

As a result, in this example, eight “initial” clusters are formed shown in Fig. 3.8 (left).

Refined Clustering and Adaptive Thresholding. For each cluster, RSD Ri

is used to denote the quality of the cluster defined in Eq. (3.4). The clusters with

Ri > K, where K = 10%, will be sub-clustered to make sure that each cluster has a

high precision degree and is likely to contain the events of only one power state (Fig. 3.8

(middle)). For example, a cluster with a mean magnitude value of 150W should have

a standard deviation of at most 15W to be an acceptable cluster. In this example,

Clusters No.4 and No.5 need sub-clustering by halving ρ in Gaussian kernel weighting

function for enhancing the clustering degree. At the end of clustering, small-sized

clusters are merged into larger magnitude-wise clusters to keep a balance between the

number of positive and negative clusters. After sub-clustering and merging, 10 clusters

are obtained (see Fig. 3.8 (right)).

Feature Matching. In the next step, each positive cluster is matched to the

magnitude-wise closest negative cluster. Then for each positive-negative cluster pair,

each rising edge is paired to an optimal falling edge using feature matching, as explained

in Subsection 3.3.3. This is demonstrated in Fig. 3.9, where red and blue impulses show

positive and negative edges, respectively, and are fridge state transitions. The task is

to find a falling edge corresponding to each rising edge. In this example, for one

particular rising edge, two possible falling edge candidates are identified based on their

time distance to the rising edge, identified within the dashed-line rectangles.

Fig. 3.10 demonstrates how pairing is performed using GSP, where both power and

time information are treated as features. There exist two candidate falling edges at

distances ∆t1 and ∆t2, from the rising edge (see Fig. 3.10 (top)). Two graphs are

built: (1) one to capture the similarity between absolute power values of the rising

edge and candidate falling edges (the left-hand side on the second figure from the top

59



Low-rate Power Disaggregation based on Graph Signal Processing

0:00 4:00 8:00 12:00 16:00 20:00 0:00
−300

−200

−100

0

100

200

300

Time

∆P
 (

W
)

 

 

Negative edges Positive edgesCandidate 2Candidate 1

Figure 3.9: A typical positive-negative cluster pair.

Figure 3.10: Graph example for feature matching.
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in Fig. 3.10); (2) the second graph captures time duration between the rising edge and

the candidate falling edges (the right-hand side on the second figure from the top in

Fig. 3.10).

In the absolute power value graph, the first node’s value is set to the difference

between the mean of absolute values of all rising edges and the mean of the absolute

values of all falling edges. The remaining nodes index the differences in absolute power

value between the rising edge and the candidate falling edges. In the time interval graph,

the first node is set as the median of the set containing the time interval between each

rising edge and the following falling edge. The remaining nodes index the time duration

between the rising edge and the falling edge candidates. The graph global smoothness

minimisation solutions sM∗ and sT∗ for both power and time interval information are

calculated using Eq. (3.2) and adjacency matrices AM and AT are obtained through

Eqs. (3.6) and (3.7), respectively. See the third row in Fig. 3.10, where the left-hand

side shows the power graph signal and the right-hand side shows the time interval

graph signal, respectively. In the last step, the smoothness minimisation solution of

both graphs is weighted and then summed using Eq. (3.8), where the maximum value

corresponds to the optimal event pair. The optimal falling edge corresponding to the

rising edge is circled in Fig. 3.10 (bottom).
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Figure 3.11: Disaggregation result for three typical days.

The disaggregation result for the three typical days illustrated by this example is
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Figure 3.12: Pie charts of NILM results for House 2 from REDD dataset for three
typical days.

shown in Fig. 3.11. Note that there is a good alignment between the true aggregate

values and the disaggregated result. Fig. 3.12 presents the NILM accuracy for the

three typical days. baseload is defined as the minimum power value over the three

monitored days. The disaggregation error between the estimated (12.59kWh) and the

real energy consumption (13.2kWh) is 4.6%. Unknown in the left pie chart denotes the

difference between the true aggregate consumption and the sum of the disaggregated

load and indicates the load that cannot be disaggregated. Unknown percentage in the

right, ground truth, the pie chart is the difference between the measured aggregate

consumption and the sum of loads of the individual, sub-metered appliances.

3.6 Results and Discussion

The performance of the proposed algorithm is demonstrated using active power readings

from two open-access datasets: (1) the REDD dataset [60] of US houses, downsampled

to 1 minute; (2) the UK REFIT dataset [61], with measurements collected every 6-8

seconds. Both datasets are supported by NILMTK [18] - a toolkit designed to help

researchers evaluate the accuracy of NILM algorithms.

The REDD dataset is widely used for the evaluation of various NILM approaches

[16, 25, 58, 59, 72]. REDD houses contain several appliances with only a few unknown
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loads. REFIT dataset is chosen for simulation to evaluate various energy disaggrega-

tion/prediction solutions in recent works, such as [16, 24, 121], which is compatibility

with NILMTK. Compared with other public datasets (e.g., REDD, AMPds), the ad-

vantages of REFIT dataset are obvious. Firstly, REFIT dataset contains 20 houses,

providing more scenarios of in various levels of noisy setting. Secondly, for each house,

validate period of measurements longer than one year is collected. It satisfies vali-

dation demands, as the data volume will reduce when generating hourly load profile.

The last but not the least, REFIT dataset is generally more challenging and closer to

the real case due to numerous unknown appliances and some measurement noise [61].

The results are shown only for appliances for which time-diaries are collected or whose

usage was measured at the appliance level via appliance monitors; these appliances are

referred to as known appliances.

K is empirically set for evaluating cluster quality, i.e., RSD Ri, to 10% to minimise

|Ri−K| for all appliances. Initial threshold T0 is set to 10W to avoid detecting stand-

by states without filtering any appliances’ state-transition edge. The initial Gaussian

kernel weighting function scaling factor ρ is set to 20 to avoid over-clustering for most

domestic appliances, which work below 3000W. α = β = 0.5 as power and time have

the same influence when pairing rising and falling edges, and q is set to 0.98 to group

only highly correlated samples, and reduce falsely clustered edges.

The evaluation metrics used in the experiments are PR, RE, Fm as in [20], all de-

fined in Subsection 2.5.1. For comparison with recent approaches [25,58], Acc. (defined

by Eq. (2.18)) is also used to demonstrate disaggregation accuracy.

3.6.1 Algorithm Performance

In order to enable like-for-like comparison with [22, 27, 40, 58, 72], REDD Houses 1, 2

and 6 are used for validation. House 2 contains the fewest power states among all

three houses and has a low appliance complexity and low time complexity as defined

in [122], implying that House 2 is relatively the easiest house to disaggregate. House

1 has a similar number of appliances as House 2, but more power states [122], and

consequently is more challenging to disaggregate. House 6 has the largest number of
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appliances of the three. Approximately, two weeks worth of consecutive data is used

in this experiment. Note that all data is used for testing - there is no training in the

proposed method.

Table 3.3: Performance of the proposed approach for House 1 from the REDD dataset.

Appliance ATP ITP FP FN PR RE Fm

Microwave 174 105 21 13 0.89 0.6 0.72

Kitchen outlet 19 14 1 13 0.95 0.41 0.57

Washer dryer 191 31 11 78 0.95 0.64 0.76

Oven 29 4 2 26 0.94 0.49 0.64

Lighting 35 26 16 32 0.69 0.38 0.49

Refrigerator 513 50 20 127 0.96 0.74 0.84

Dishwasher 49 139 3 15 0.94 0.24 0.38

Bathroom GFI 39 11 9 10 0.81 0.65 0.72

Table 3.3 shows the performance for REDD House 1. Relatively low Fm results

for dishwasher can be attributed to the similarity between the refrigerator load and

one power state of the dishwasher. Indeed, the average working power of refrigerator

is 201W and that of the low power state of the dishwasher is 210.6W, hence the two

power states are likely to be grouped into the same cluster, as shown by the large ITP,

which captures detected events that are wrongly labelled as refrigerator.

Table 3.4: Performance of the proposed approach for House 2 from the REDD dataset.

Appliance ATP ITP FP FN PR RE Fm

Microwave 80 5 0 5 1 0.89 0.94

Kitchen outlet1 39 0 1 13 0.98 0.75 0.85

Kitchen outlet2 172 9 11 18 0.94 0.86 0.85

Stove 34 0 83 4 0.29 0.89 0.44

Refrigerator 595 17 110 161 0.84 0.77 0.8

Dishwasher 19 15 11 13 0.63 0.4 0.49

Lighting 70 0 110 9 0.64 0.89 0.74

The results for House 2 and 6 are shown in Tables 3.4 and 3.5, respectively. From

Table 3.4, it can be observed that most appliances are disaggregated with accuracy

> 70%. The worst performance is achieved for the stove, due to a high FP . The poor

performance for the heater and lighting in House 6, shown in Table 3.5, is due to the

questionable ground truth data collected using sub-metering for these two appliances
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Table 3.5: Performance of the proposed approach for House 6 from the REDD dataset.

Appliance ATP ITP FP FN PR RE Fm

Microwave 10 0 3 0 0.77 1 0.87

Kitchen outlets 4 1 3 3 0.57 0.5 0.53

Stove 7 5 3 2 0.7 0.5 0.58

Refrigerator 439 8 56 132 0.89 0.76 0.82

Electronics 26 6 61 5 0.3 0.7 0.42

Heater 3 0 56 3 0.05 0.5 0.09

Air conditioner 44 9 0 1 1 0.81 0.9

Lighting 7 6 7 12 0.5 0.28 0.36

Outlets unknown 146 6 56 65 0.72 0.67 0.69

(sub-metering data is very noisy with many spikes).

Table 3.6: Performance of the proposed approach for House 8 from the REFIT dataset.

Appliance ATP ITP FP FN PR RE Fm

Microwave 7 10 0 3 1 0.35 0.52

Toaster 4 1 2 1 0.67 0.67 0.67

Kettle 39 7 6 2 0.87 0.81 0.84

Refrigerator 18 0 2 0 0.9 1 0.95

Freezer 54 16 180 24 0.23 0.57 0.32

TV 4 0 180 6 0.02 0.4 0.04

PC 0 0 0 4 NaN 0 0

Washing machine 3 1 8 0 0.27 0.75 0.4

Next, the results for REFIT House 8 are presented in Table 3.6, disaggregated over

three consecutive days when all seven known appliances were running. It can be seen

that the proposed training-less approach showed very good performance for the kettle

and refrigerator, but poor results for the TV, caused by TV being grouped in the same

cluster as the freezer because TV and freezer have close active power range. Note that,

the proposed approach shows average performance (across all appliances) of Fm = 0.49,

which is better than the unsupervised HMM-based approach in [27], which uses training

and shows Fm = 0.46 for the same house.

The disaggregation results are also demonstrated for REFIT House 9 over a period

of four consecutive days in Table 3.7. The proposed method scores over 85% Fm for

dishwasher, washer dryer and kettle, where such identified high-consuming loads are

approximately: dishwasher (high states) 2200 Watt; washer dryer (high states) 2500
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Table 3.7: Performance of the proposed approach for House 9 from the REFIT dataset.

Appliance ATP ITP FP FN PR RE Fm

Microwave 6 3 19 2 0.24 0.55 0.33

Dishwasher 17 1 2 1 0.89 0.89 0.89

Washer dryer 60 12 2 7 0.97 0.76 0.85

Refrigerator 168 33 307 39 0.35 0.7 0.47

TV 4 1 25 7 0.14 0.33 0.2

Kettle 52 9 2 0 0.96 0.85 0.9

Watt; and kettle 2800 Watt. The results are inline with the case study in Subsection

3.4.1, that is, the proposed approach achieves good performance when ∆ω is large

enough. However, the fluctuations during low working states of dishwasher and washer

dryer are magnitude-wise close to working states of refrigerator and TV, resulting

in high FP and poor classification results for both refrigerator and TV. The other

reason for poor refrigerator performance is claimed based on the power measurement

characteristics.
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(a) Aggregate power measurements (b) Corresponding power variation signal(∆P )

Figure 3.13: Example of aggregate readings for REFIT House 9 on 25th Feb. 2015

An example of aggregate power readings referring to refrigerator’s loads is demon-

strated as Fig. 3.13a, where OFF events last more than one sample in time-series

power signal. Thus, in edge detection, multiple consecutive segmented falling edges

are captured instead of ideal, sharp, complete falling edges as shown in Fig. 3.13b. It

leads to more FP events in both clustering and feature matching, and eventually, the

clusters containing such FP events are labelled as refrigerator. The high FP and low

Fm for microwave, is due to unknown loads with similar power range, not belonging to
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any individual, sub-metered appliance category.

The algorithms were implemented in Matlab2014 and were executed on Intel Core

i7-4700MQ CPU 2.40GHz machine running Windows 8.1. It takes 65.6 seconds to

complete data filtering and clustering and 3.5 seconds to finish feature matching, i.e.,

69.1 seconds in total, for processing 20,160 samples, which means roughly 3 milliseconds

per sample. Note that optimised implementations would require less time.

3.6.2 Comparison with State-of-the-Art

In this section, the results are compared with some state-of-the-art NILM algorithms,

proposed for low sampling rates and active power measurements.

First, the results, FmU , are compared to those of the supervised GSP-based approach

in [40], FmS , and the results using the unsupervised HMM-based method of [22], FmH ,

as reported in [40]. All three methods are tested using the same data, while the two

benchmark methods require additional data for training [22,40].

Table 3.8: Performance of three NILM approaches for Houses 2 and 6 from the REDD
dataset.

Appliance
House2 House6

FmU FmS FmH FmU FmS FmH

Microwave 0.94 0.26 0.47 0.87 0.92 0

Kitchen outlet2 0.85 0.59 0.68 0.53 1 0

Stove 0.44 0.41 0.21 0.58 1 0

Refrigerator 0.8 0.63 0.9 0.82 0.54 0.88

Dishwasher 0.49 0.56 0.04 0.42 - -

Heater - - - 0.09 0.11 0.03

Air Conditioner - - - 0.9 0.49 0.12

The results for the three NILM approaches are shown in Tables 3.8 for the REDD

datasets. Overall, both GSP-based approaches perform significantly better than the

HMM-based approach. The proposed unsupervised GSP-based approach performs, on

average, as well as the supervised one of [40], but without the training and supervised

labelling overhead.

The performance of the proposed method for the REDD houses is comparable to the

three FHMM-based unsupervised approaches of [58] and two FMM-based approaches
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Table 3.9: Performance comparison with [58] and [25] for House 2 from the REDD
dataset. Note that only 5 top-consuming appliances are disaggregated in [58], while
the proposed methods disaggregated seven appliances.

Approach Acc.

Proposed method 77.2%

EM FHMM [58] 50.8%

F-HDP-HMM [58] 70.7%

F-HDP-HSMM [58] 84.8%

FHMM (without interaction) [25] 65.8%

FHMM (with interaction) [25] 66.5%

of [25] that all require training. Indeed, from Table 3.9 that shows the accuracy Acc.

for House 2 from REDD dataset, It can be observed that the proposed method is more

accurate than Expectation Maximization FHMM (EM-FHMM), Factorial Hierarchical

Dirichlet Process (F-HDP) HMM as well as both FHMM approaches with and with-

out interaction and performs slightly worse than F-HDP Hidden Semi-Markov Model

(F-HDP-HSMM) approach of [58]. Note, however, that in [58], only top five power-

drawing appliances are disaggregated, while both the proposed algorithm and that

in [25] disaggregate seven appliances in House 2.
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Figure 3.14: Pie charts of NILM results for House 1 from REDD datasets.

Next, the performance of the proposed approach is demonstrated for House 1 from

REDD dataset with ground truth shown in Fig. 3.14b for comparison with a recent

unsupervised approach in [72]. In contrast to [72], which uses the aggregated load of
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six measured individual appliances, the proposed algorithm is applied to the measured

aggregate data from the REDD dataset, downsampled to 1 minute, to demonstrate

robustness to noise. Disaggregation is done for a period of 17 consecutive days. The

resulting estimation error between the estimated (58.32kWh) and the real energy con-

sumption (60.16kWh) is 3%, in the presence of noise, as opposed to the reported 2%

in [72]. Additionally, eight appliances are identified in contrast to three ‘virtual’ appli-

ances (i.e., appliances with similar power demand are grouped) in [72].

3.6.3 Performance Bound Analysis

Next, Eq. (3.13) is used to predict the performance of the proposed algorithm. The

usefulness of the analytical study and the bound (Eq. (3.13)) are demonstrated for

two appliances from the REFIT House 8: kettle, where disaggregation was successful,

and TV where the algorithm did not work (see Table 3.6). First, the power load of

each appliance is modelled using the Gaussian probability density function (PDF) (see

Fig. 3.15), as is common practice [20,22].
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Figure 3.15: REFIT House 8 kettle and TV disaggregation.

The kettle’s standard deviation is 323.8W, while the standard deviation of the total

aggregate signal without kettle is 292.2W and the actual difference in means of the

two Gaussian distributions is found to be ∆ω is 2537.1W which is greater than the

∆ω boundary as shown in Fig. 3.15a. According to Eq. (3.13) the performance limit

for ∆ω0 is much lower - 1472.5W indicating correctly that disaggregation will work.

From Table 3.6, the Fm value of kettle disaggregation is 0.84>0.8, which confirms the
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estimate.

Fig. 3.15b represents TV disaggregation. As standard deviation of TV and the

remaining load, σ1 and σ2, are equal to 25W and 370.5W, respectively, the ∆ω0 limit

given by Eq. (3.13) is 1141.2W. As, the actual distance ∆ω, in this case, is 46.8W,

which is much smaller than the limit, the performance is predicted to be bad. Since

the Fm value of TV in House 8 in Table 3.6 is 0.04, the poor performance confirms the

prediction.

3.7 Summary

This chapter builds on the emerging GSP concepts to develop a novel, blind, unsuper-

vised low-rate NILM approach. The main motivation comes from the fact that GSP

does not require training, can accurately capture signal patterns that occur rarely, is

robust to noisy data, and has low implementation complexity.

Based on the results from disaggregating aggregate loads measured from 4 real

houses, the proposed training-less GSP-based NILM approach shows comparable per-

formance with the supervised GSP-based NILM approach of [40] outperforming the

unsupervised HMM-based method. The performance limits of the proposed algorithm

are heuristically determined and the usefulness of this limit to estimate the disaggre-

gation performance is demonstrated. Due to its low complexity, simple operation and

minimal customer input (for initial labelling), the proposed algorithm can be applied

on large scale as an embedded system as part of Consumer Access Device [49] with an

online feedback interface that users can access.

The challenges of using GSP for tackling the NILM problem are: i) the previous

GSP-based NILM approach which motivated this paper [40] was supervised and require

a training dataset which may be unavailable in real-world applications; ii) the proposed

GSP relies on graph total variation regularization, thus the disaggregation task is de-

fined as an optimization problem containing both fidelity and smoothness terms, which

is hard to solve directly; and iii) a too-large window size results in long execution

time, reported in [100]. However, a small window size may affect NILM performance.

Therefore, the GSP-based NILM approach is proposed in this Chapter to addresses
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the challenges in the following ways. First, the proposed approach is training-less and

requires only aggregate measurements. Secondly, a closed-form solution of graph total

variation regularization can be calculated, as the optimisation is only applied to the

smoothness term. The sliding window size is heuristically selected base on the data

granularity.

After a study of the current algorithm and related results, improving event detec-

tion via pre-processing (denoising and filtering) is intuitively regarded as an effective

way to achieve better performance. Additionally, in the current algorithm, if a sin-

gle state transition lasts longer than the sampling period multiple consecutive events

will be identified. Motivated by these findings, pre-processing and edge sharpening are

proposed to reduce false detection in Chapter 4, where the unsupervised GSP-based

algorithm is applied to more scenarios.

This chapter has further demonstrated the potential of GSP for load disaggregation

where data granularity is less than 1 minute. Furthermore, the proposed algorithm

is utilised for more challenging hourly profile disaggregation in Chapter 5, where the

algorithm robustness is enhanced when dealing with appliance simultaneous operation

by building an extra graph for the time-of-day as a feature.
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Chapter 4

Event-based Non-intrusive Load

Monitoring Improvement using

Graph Signal Processing
1

Notations

K Acceptable precision of a cluster

LE Window size for edge sharpening

LG Window size for graph filtering

LM Window size for median filtering

TE Threshold for edge sharpening

TG Threshold for bilateral graph filter

∆P Differential power signal

α Trade-off factor between fidelity and smoothness terms

A N ×N adjacency matrix

D N ×N degree matrix

L N ×N degree matrix

P Aggregate active power signal

Ω Window of samples

s N × 1 graph signal

1This chapter is mainly based on the work that appeared in IEEE Access [123]
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M A set of known appliances in the house

V A set of N vertices

ρ Scaling factor for Gaussian kernel weighting

q Threshold for acceptable graph signal estimation

4.1 Introduction

Motivated by the conclusion of the last chapter that data cleansing is required to help

NILM approaches achieving better detection and disaggregation performance, in this

chapter graph signal processing (GSP) is proposed as a tool that brings together low-

level signal processing and application-driven data processing in order to improve the

performance of various event-based NILM approaches, suitable for diverse electrical

load datasets.

GSP-based approaches have recently been proposed for tackling the NILM problem,

via supervised [16,40], and unsupervised approaches proposed in Chapter 3. However,

this prior work applied GSP at the data processing stage only, i.e., as a robust clas-

sification or clustering tool, without exploiting GSP’s properties as effective physical

signal filters [51], which can combat NILM sensitivity to measurement noise and the

influence of unknown appliances. It is well recognized [15, 16, 50], that without appro-

priate processing of the physical measured signal, NILM will often not be accurate or

successful, regardless of the effectiveness of the employed classification method. E.g.,

the performance of the unsupervised GSP-based approach proposed in the last chapter

is significantly affected by state transitions lasting longer than the sampling period (see

Table 3.7 and corresponding analytical contexts).

To address the above issues and enhance NILM methods, including the GSP-based

NILM solutions proposed in Chapter 3 and [16,40], two universal algorithms are pro-

posed. First, capitalizing on recent advances in GSP filtering (see [51, 62, 63]), a novel

signal processing approach is proposed to mitigate sensor noise and sharpen signal

edges to improve detection of on/off appliance events, which in turn facilitates more

effective feature extraction and classification in NILM. Two types of GSP filters are

designed- one based on total variation regularization [62] and the other based on bi-
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lateral filtering [64]. Since graph bilateral filtering results in a smoother output at

the cost of occasionally filtering out true events, an algorithm is developed to select,

automatically, the best filtering method. Second, relying on robust GSP-based data

classification [16, 51, 63], a novel NILM result refining method is proposed, applicable

to any NILM algorithm; this method is based on semi-supervised GSP-based feature

matching to improve disaggregation results by removing confusion between appliances

with similar power levels that are often misclassified by the initial NILM classification

engine.

The methods are proposed as generic tools for improving the disaggregation per-

formance of a range of NILM approaches, including supervised, semi-supervised and

unsupervised NILM. The effectiveness of the proposed methods are demonstrated across

three state-of-the-art NILM approaches, based on DT [27], supervised GSP [16] and

unsupervised GSP NILM proposed in Chapter 3. Besides the aforementioned meth-

ods, the performance is also benchmarked against two additional NILM methods from

the publicly available NILMTK toolbox based on HMM and Combinatorial Optimiza-

tion (CO) [5], [18]. Results are validated using two open-access datasets of true power

measurements: REDD [60] (US houses) and REFIT [61] (UK houses).

The rest of this chapter is organized as follows. The details of the proposed methods

in Section 4.2. Section 4.3 shows experimental results with appropriate validation and

benchmarking. Findings of this study are discussed in Section 4.4.

4.2 Proposed Signal Processing Algorithm for Enhancing

NILM

As defined in Section 2.1.1, P represents the household’s aggregate active power con-

sumption signal and Pm refers to the active power consumption signal for any known

appliance m ∈ M. Then, ∆P and ∆Pm are corresponding variation signals, respec-

tively.

To ensure good event detection by NILM, it is essential to reduce the influence

of noise while keeping signal edges sharp. Therefore, a signal processing method is
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designed, illustrated in Fig. 4.1, that takes advantage of the fact that the power signal

should be piecewise smooth, i.e., jitter and spikes, due to sensor malfunction, transients

and power noise, will be filtered out.

Firstly, LM -length median filtering is applied to the aggregate power measurements

Pi to remove outliers. LM must be carefully chosen according to the signal attributes,

such as granularity, to ensure that relevant events are not lost. Secondly, graph filtering

is applied on ∆Pi to ensure piecewise smoothness of the power signal. Then, edge

sharpening is used to merge unclear consecutive edges before NILM. Finally, NILM

results for the appliances with similar operating power levels can be optionally refined.

A graph filtering is performed on overlapping sample windows Ω of size LG of the

power variation signal ∆Pi obtained after median filtering. Either a graph filter via

graph total variation regularization or its variant based on bilateral filtering (BF) is

exploited, depending on the magnitude range of the data in the present window. That

is, let TG be a pre-set magnitude threshold; if all samples, Pj (that is, the output

signal values of the median filter), in the current window Ω, meet the condition that

|Pj | ≤ TG, j = 1, . . . , LG, then Ω will be filtered by a BF-based graph filter introduced

in Subsection 4.2.2. Otherwise, the samples in window Ω will be filtered by the graph

filter presented in Subsection 4.2.1.

4.2.1 Graph Filtering via Total Variation Regularization

Let x = P be an N -length vector of noisy power signal measurements (after median

filtering). That is, the input signal x for graph filtering is set as the current aggregate

power signal. Since x is a time-series signal, a graph G = (V,A) is designed, where

adjacency matrix A is given by Eq. (2.6). Then, the graph filtering-based denoising

can be formulated as an optimisation problem over all possible graph signals s [62]:

arg min
s

1

2

∥∥∥s− x

∥∥∥2
2

+ α
1

2

∥∥∥s−As

∥∥∥2
2
. (4.1)

The cost function in Eq. (4.1) consists of a quadratic fidelity term to maintain similarity

between denoised, output signal and the input signal x, and the quadratic Laplacian
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Figure 4.1: Flowchart of the proposed algorithm.
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smoothness term to guarantee global smoothness of the output graph signal. α in Eq.

(4.1) is chosen to trade-off fidelity and smoothness terms. The smoothness ensures that

there are no sudden spikes in the signal that are characteristic of noisy measurement,

appliance power value fluctuations around its mean that can cause misclassification,

and transients. Thus, a piece-wise smooth signal over the underlying graph will be

found, closest to the input signal x.

Eq. (4.1) can be solved by calculating the first derivative of the cost function with

respect to the filter input [62]:

∂

∂x

(
1

2

∥∥∥s− x

∥∥∥2
2

+ α
1

2

∥∥∥s−As

∥∥∥2
2

)
=

1

2

∂

∂x
((s− x)∗(s− x) + αs∗(I−A)∗(I−A)s) =

(s− x) + α(I−A)∗(I−A)s,

(4.2)

where (.)∗ denotes the conjugate transpose. If the first derivative is set in Eq. (4.2) to

0, the minimisation in Eq. (4.1) is solved as:

s̃ = (I + α(I−A)∗(I−A))−1x. (4.3)

Eq. (4.3) is a closed form solution which presents the exact filtered graph signal. Since

the computational complexity of Eq. (4.3) is O(N3), where N is the number of samples

in x, the filtering is not practical when dealing with large scale entries [62]. Hence, in

practice, filtering is performed on sliding windows Ω of manageable size LG.

Note that for each input xi, a graph is generated and the filtering is performed as

described above. An example is shown in Fig. 4.2, where xk is the central element in

an LG-length window Ω = xi:j , with j − i = LG − 1 and k = (i+ j)/2. Note that each

vertex vi of G corresponds to one power measurement xi in Ω. Although s̃ calculated by

Eq. (4.3) gives the exact filtered signal for the whole xi:j , only the central element, xk,

is replaced by the corresponding filtered solution s̃LG+1

2

. Similarly, the filtered output

for xk+1 will be generated using a new graph whose entries are xi+1:j+1, and so on.
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Figure 4.2: Example of graph filtering via total variation regularization, performed on
window Ω of power measurements.

4.2.2 Graph-based Bilateral Filtering

Assume a graph G = (V,A), with an adjacency matrix A defined by Eq. (2.6), and a

diagonal degree matrix D ∈ CN×N defined in Section 2.4. For an input signal s, the

output signal after bilateral filtering is [64]:

s̃ = D−1As, (4.4)

where D−1A denotes the BF operator. Then obtained by inserting the BF operator

into Eq. (2.9):

S2(s) =
1

2

∥∥∥s−D−1As

∥∥∥2
2
. (4.5)

Then Eq. (4.1) can be written as:

arg min
s

1

2

∥∥∥s− x

∥∥∥2
2

+ α
1

2

∥∥∥s−D−1As

∥∥∥2
2
. (4.6)

The first derivative of the cost function in Eq. (4.6) is:

∂

∂x

(
1

2

∥∥∥s− x

∥∥∥2
2

+ α
1

2

∥∥∥s−D−1As

∥∥∥2
2

)
=

1

2

∂

∂x

(
(s− x)∗(s− x) + αs∗(I−D−1A)∗(I −D−1A)s

)
=

(s− x) + α(I−D−1A)∗(I−D−1A)s,

(4.7)
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Figure 4.3: Histogram of ∆i =
∣∣∆Pi −∑m∈M∆Pmi

∣∣ for House 17 of REFIT dataset.

and after setting the first derivative to zero we get:

s̃BF = (I + α(I−D−1A)∗(I−D−1A))−1x. (4.8)

Compared with Eq. (4.3), Eq. (4.8) contains operator weights averaged by neigh-

bouring graph nodes and gives smoother filtering results, useful for flattening small

signal fluctuations. BF is commonly used in image denoising to smoothen/denoise

each pixel by taking the weighted average of the nearby pixels [64]. However, the graph

filter via BF will also split sharp edges into multiple segments, which will affect the

edge detection accuracy. Therefore, only BF is applied to the entries in the windows

which are magnitude-wise small, and which significantly suffer from signal fluctuations

(see Fig. 2.3b).

An example is shown in Fig. 4.3, as a comparison of the distribution of the “noise”,

i.e., the difference between the total measured power and the sum of all known loads,

(a) before and (b) after BF graph filtering. The difference is significantly reduced,

including the standard deviation which is reduced from 236.79 to 211.52.

4.2.3 Edge Sharpening

The essential step in identifying events to be classified is edge detection. To ensure

successful edge detection, the final signal processing step is applying edge sharpening

to the graph-filtered power variation signal. Edge sharpening is used to merge the

consecutive rising edges or the consecutive falling edges caused by state changes lasting

more than one sample in the time-series power signal. It can be applied to any event-
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based NILM approach, e.g., [27], as these NILM approaches rely on accurate edge

magnitude information during feature extraction.

Edge sharpening is performed on sample windows of size LE samples, i.e., only the

consecutive rising edges or falling edges within this window are allowed to be merged

(see Fig. 4.1). TE is the pre-set magnitude threshold for edge sharpening, i.e., only

edges with magnitudes above TE are merged.

4.2.4 Separating Similar Loads via NILM-result Refinement

Some appliances have similar operating power levels, for example, bathroom GFI

(1608W) and microwave (1526W) in REDD House 1 (see Fig. 4.4a); and Toaster

(902W) and Freezer spikes (909W) in REFIT House 17. Consequently, they are mis-

classified, causing disaggregation errors [16, 27]. In order to overcome this problem,

a post-classification refinement step is proposed. The proposed graph-based refining

method is generic and applicable to any event-based NILM.

It is assumed that an event-based NILM algorithm was used to identify all appli-

ance usage events and classify into appliances accordingly. The class associated with

Appliance m contains two sets of detected rising and falling power signal edges that

designate start and end of the appliance usage events, denoted by Πm
P and Πm

Q , respec-

tively. The task of the proposed method is then to refine the classification result using

the knowledge acquired during the disaggregation process, by removing from Πm
P and

Πm
Q power edges that do not belong to Appliance m and classifying them as Appliance

n, which was labelled during NILM as the appliance with the most similar load to

Appliance m.

Firstly, for two edges classified as belonging to Appliance m, i.e., caused by Ap-

pliance m being switched on and off, ∆Pi ∈ Πm
P and ∆Pj ∈ Πm

Q , a feature vector is

defined as:

lmi,j =

√
(∆ti,j)

2 + (|∆Pi|+ |∆Pj |)2, (4.9)

where ∆ti,j is the time duration between the detected rising edge i and falling edge j.

An example of lmi,j is shown in Fig. 4.4, where two appliances were switched on/off

− microwave (switched on three times around 12:55, 13:00 and 13:04) and bathroom
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Figure 4.4: An example of vector lmi,j for House 1 from the REDD dataset.
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GFI (switched on around 14:08).

Figure 4.5: Graph generation. For a given rising edge, three vectors are selected as
candidate falling edges (top). Graph with nodes corresponding to the reference vector
and all candidate vectors (bottom, left). Graph total variation smoothness result s∗,
with the matched falling edge corresponding to s∗

j̃
where j̃ = 2 (bottom, right).

Fig. 4.5 (top) shows disaggregated edges for Appliance m, containing rising edges

(broken-line arrows) and falling edges (solid-line arrows). For each rising edge, all

falling edges detected between that rising edge and the next rising edge (temporally)

are regarded as candidates for the matched falling edge (dashed blocks in Fig. 4.5 (top)).

A rising edge and a falling edge pair are a match if they represent the start and the

end of the same appliance usage event.

For each rising edge ∆Pi ∈ Πm
P , a graph is generated, Gi = (Vi,Ai), where each

vertex vi,j , j > 1 (shown as a green solid circle in Fig. 4.5 (bottom, left)) in the graph

corresponds to a candidate falling edge with a signal value lmi,j−1 defined in Eq. (4.9).

The reference vector lmi,j denoted by vertex vi,1, on the other hand, corresponds to the

average lmi,j for all i and j of the Appliance m class. Note that the graph adjacency

matrix is defined as Eq. (2.5), where x1 = lmi,j and xn = lmi,n−1 for n > 1.

For the constructed graph Gi, a graph total variation minimisation is performed as
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in Eq. (2.7), where k = 1 and s1:k in Eq. (2.13), corresponds the reference vector and

is set to 1, leading to the solution s∗. Using a threshold 0 < q ≤ 1, if there exists a

solution greater than q, then the matched falling edge for a rising edge ∆Pi will be set

to ∆Pj̃ with s∗
j̃
≥ s∗j , ∀ j. Fig. 4.5 (bottom, right) gives the result calculated by Eq.

(2.13), where the selected edge is shown in red. For the case when s∗j ≤ q, the rising

edge ∆Pi and all candidates ∆Pj will be classified as Appliance n.

The procedure is independently repeated for all rising edges ∆Pi ∈ Πm
P in the

window. Note that because of efficiency and complexity, the proposed vector-feature

matching is only designed for the refinement of a subset of loads likely to be misclassi-

fied, that is, for appliance classes with similar loads.

4.3 Experimental Validation

In this section, the experimental results are reported. Specifically, the proposed signal

processing methods are tested in conjunction with three low-complexity, state-of-the-

art event-based NILM approaches: 1. DT-based NILM of [27], 2. supervised GSP-

based (SGSP) NILM [16], and 3. unsupervised GSP-based (UGSP) NILM proposed

in Chapter 3. Additionally, the proposed methods are benchmarked with the baseload

removal (BR) pre-processing method of [56], also in conjunction with NILM algorithms

of [16,27]. The aforementioned results are also compared with the state-of-the-art state-

based NILM algorithms, i.e., FHMM-based and CO-based methods from the NILMTK

[18] with median filtering for pre-processing.

The same as in Chapter 3, active power readings can be used from two open-access

datasets - the US REDD dataset [60], at 1Hz resolution, and the UK REFIT raw

dataset [61], collected every 6 to 8 seconds. REFIT dataset is more challenging (see

Table 4.5), as the houses contain noise due to numerous unknown appliances and some

measurement noise. Two houses from each dataset are selected with varying levels of

unknown appliance influence.

For all results presented, experiments were carried out over a full month for both

REDD and REFIT houses; specifically the period 18/04/2011 - 24/05/2011 for REDD
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House 1, 17/04/2011 - 22/05/2011 for REDD House 2, 01/10/2014 - 31/10/2014 for

REFIT Houses 2 and 17. Note that the entire available dataset is used for two REDD

houses. For REFIT houses, the same periods are used as in [16] to benchmark.

The abbreviations of domestic loads, using the labels provided in the datasets, to be

disaggregated are as follows: B for Bathroom GFI; DW for Dishwasher; F for Fridge;

KO for Kitchen outlet; L for Light; M for Microwave; O for Oven; WD for Washer

dryer; S for Stove; FFZ for Fridge-freezer; K for Kettle; T for Toaster; WM for washing

machine and FZ for Freezer.

In all results tables and figures, ‘P’ denotes the proposed algorithm, as illustrated

in Fig. 4.1. For example, P-UGSP is the UGSP NILM method proposed in Chapter

3, used in conjunction with the proposed method, where the NILM block of Fig. 4.1 is

UGSP NILM.

Table 4.1: Parameter setting used in the experiments.

Parameter

LM for REDD houses 31

LM for REFIT houses 5

LG 11

TG 50 Watt

ρ in graph filtering via BF 30

α in graph filtering via total variation regularization 1

ρ in graph filtering via total variation regularization max(Ω)*0.3

α in graph filtering via BF max(Ω)/20000

TE 100 Watt

LE 5

ρ in NILM-refining 5

K 10%

q 0.98

Parameter values for the algorithms are chosen as discussed next (see Table 4.1).

The window size for the median filter is defined as LM = 2b15fc + 1, where f is the

dataset’s sampling frequency in Hz. LM corresponds to an odd window size of roughly

30 seconds to avoid false flattening of short operational states and false segmentation

of edges. Thus, LM is set to 31 and 5 for REDD and REFIT datasets, respectively.

LG is heuristically fixed to 11 in graph filtering to trade-off complexity and perfor-
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mance, exploiting, in this way, the correlation between sample xi with samples xi−5:i+5.

TG = 50W is set for all datasets, which implies that all detected power changes below

50W will be filtered using graph BF instead of graph filter. This significantly avoids

over-smoothing and improves performance. ρ and α for graph filtering via BF, are

heuristically fixed to 30 and 1, respectively. On the other hand, for graph filtering via

total variation regularization, ρ and α are adaptively generated based on the input sig-

nal values. That is, for a current window Ω, ρ = max(Ω)∗0.3 and α = max(Ω)/20000.

TE , an edge magnitude threshold for edge sharpening, is set to 100W for all datasets to

minimise the influence of measurement noise and magnitude-wise low loads which usu-

ally have rapid state transitions. LE is empirically fixed as 5 to reduce complexity and

maximize edge sharpening performance. In the proposed NILM-result refining step, ρ

is set to 5 to achieve high classification precision. K and q are the same as in Chapter

3 for evaluating cluster quality for all appliances and reducing falsely clustered edges,

respectively.

The results are evaluated by comparing the output with the sub-metered mea-

surements, as is common practice. The evaluation metrics used in this chapter are

F-measure (Fm), Accm, TER and DEM , as described in Section 2.5. Note that for

comparing results with the state-based NILM methods such as FHMM, confusion ma-

trices for Fm calculation are built for ON/OFF state transitions as in [20].

Subsection 4.3.1 presents the results with and without the optional NILM-result

refinement block, described in Subsection 4.2.4. Then, in Subsection 4.3.2, the Fm and

Acc results for the proposed method are presented, shown in Fig. 4.1 with aforemen-

tioned benchmark algorithms. Finally, in Subsection 4.3.3, results obtained with the

TER and DEM metrics are discussed to shed further insight into the effect of the

proposed methods and their impact on the NILM algorithm performance.

4.3.1 Disaggregation Results using the Proposed NILM-result Refine-

ment Approach

In this subsection, the performance of the proposed NILM-result refinement approach

of Subsection 4.2.4 is highlighted for separating loads that are similar power-wise. From
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Table 4.2, it can be seen that Fm and Accm improve by 0.13 and 0.07, respectively, on

average, for all three disaggregation methods for similar appliance loads from REDD

houses.

Table 4.2: Performance of the proposed NILM-result refinement for multiple appliances.
N refers to disaggregation with the proposed methods before NILM-result refinement
in Fig. 4.1. P refers to disaggregation with all steps of Fig. 4.1, including NILM-result
refinement (discussed in Subsection 4.2.4).

Dataset REDD REFIT

House House 1 House 2 House 2 House 17

Appliance B DW KO1 M FFZ DW WM K FFZ

UGSP
Fm

N 0.04 0.39 0.72 0.64 0.28 0.38 0.74 0.81 0.48
P 0.41 0.52 0.82 0.69 0.42 0.79 0.76 0.84 0.5

Accm
N 0.15 0.42 0.77 0.76 0.58 0.4 0.5 0.68 0.61
P 0.44 0.66 0.89 0.82 0.77 0.42 0.53 0.79 0.66

SGSP
Fm

N 0.53 0.54 0.81 0.73 0.39 0.68 0.74 0.96 0.79
P 0.58 0.63 0.9 0.83 0.59 0.73 0.77 0.96 0.82

Accm
N 0.51 0.71 0.87 0.84 0.81 0.51 0.57 0.78 0.67
P 0.53 0.72 0.86 0.85 0.8 0.67 0.61 0.8 0.7

DT
Fm

N 0.36 0.44 0.73 0.51 0.33 0.73 0.79 0.94 0.83
P 0.44 0.57 0.85 0.78 0.54 0.73 0.78 0.95 0.82

Accm
N 0.31 0.56 0.86 0.71 0.7 0.35 0.48 0.72 0.56
P 0.39 0.58 0.86 0.76 0.73 0.61 0.52 0.77 0.67

For REFIT houses, an average improvement of 0.08 for both Fm and Accm is ob-

served. Significant improvement in the disaggregation of Bathroom GFI in REDD

House 1 and Dishwasher in REFIT House 2 can also be observed. The proposed

NILM-result refinement method further refines the clusters containing state transition

events due to Bathroom GFI and Microwave but labelled as Bathroom GFI. Similarly,

low-state transition events of Dishwasher from REFIT House 2 are further separated

from the clusters of events labelled as Fridge-freezer during the proposed refinement

step. REFIT House 17 contains an unknown appliance whose power level is similar to

Kettle, leading to high ITP for Kettle. With the proposed GSP-based feature match-

ing refinement, some events of Kettle are isolated and correctly labelled as ATP which

resulted in a corresponding increase in both Fm and Accm.

From this point, the proposed method (P) refers to the scheme with the NILM-result

refinement, i.e., with all steps of Fig. 4.1.
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4.3.2 Fm and Accm Appliance-level Results
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Figure 4.6: Performance of the proposed method (P) with benchmarks UGSP, UGSP
with BR [56], SGSP [16], SGSP [16] with BR [56], DT [27], DT [27] with BR [56], CO
and FHMM for REDD House 1. Note that B is bathroom GFI; DW is dishwasher; F is
fridge; KO is kitchen outlet; L is lighting; M is microwave; O is oven and WD is washer
dryer.

The performance of the proposed and benchmark methods for House 1 from REDD

dataset is shown in Fig. 4.6. The performance improvement due to the proposed algo-
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Figure 4.7: Performance of the proposed method (P) with benchmarks UGSP, UGSP
with BR [56], SGSP [16], SGSP [16] with BR [56], DT [27], DT [27] with BR [56], CO
and FHMM for REDD House 2. Note that M is microwave; DW is dishwasher; KO is
kitchen outlet; S is stove and F is fridge.

rithm is noticeable for all eight appliances for all three event-based NILM approaches,

with average Fm improvement of 0.25 for P-UGSP over the results shown in Chapter

3, 0.4 for P-SGSP over [16] and 0.34 for P-DT compared to [27]. Similarly, an average

Accm improvement of 0.39 for P-UGSP, 0.51 for P-SGSP and 0.25 for P-DT is observed
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compared to their respective benchmarks. Worth noting is the oven (O), a significantly

large load, which could hardly be disaggregated without the proposed methods with

Fm ≤ 0.4, but with the proposed method can achieve Fm classification accuracy be-

tween 0.7 and 0.8. This is because the state transition duration in the case of oven is

often longer than the sampling period (1sec), affecting edge detection, that is, instead

of detecting a single rising/falling edge due to the oven being switched on/off, multiple

edges of smaller amplitude will be detected causing subsequent classification errors.

However, the proposed GSP-filtering based method merges the segmented edges into a

distinct edge transition. This is shown in Fig. 4.11a.

Similar results are obtained for REDD House 2, as can be seen from Fig. 4.7. In

this case, the average Accm results among all appliances with the proposed method are

0.7 for P-UGSP, 0.73 for P-SGSP, and 0.68 for P-DT, which are significantly better

than the benchmarks and competitive with NILM methods based on FHMM and its

extensions [25], bearing in mind that the period of testing in [25] is unreported.

Furthermore, from Fig. 4.6 and 4.7, it can be seen that removal of the baseload

(the BR method in [56]) does not show performance improvement compared to the

results without BR, and may lead to worse performance for some appliances such as,

Washer Dryer (WD) for disaggregation based on SGSP and DT, and Microwave (M) for

disaggregation based on UGSP. This can be explained as follows: with data granularity

of 1 sec, the appliance operational state transition edges can be captured by the BR

method as consecutive smaller edges in power measurements; since BR identifies small

power changes under 50 Watts as fluctuations of the baseload, some small discrete edges

will be removed, leading to worse classification results. The performance of state-based

NILM methods such as FHMM-based methods is possibly affected as low-value states

will be removed while small edges are removed.

Similar results were obtained for other REDD houses, shown in Figs. 4.8 and 4.9, for

four regularly used appliances present in all 6 REDD houses. The appliance-level NILM

results for fridge are particularly demonstrated in Fig. 4.8 as fridge is a major consumer

present in all houses. Significant improvements can be observed, 0.34 for Fm and 0.32

for Accm on average across houses. House-level results presented in Fig. 4.9 show Fm
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Figure 4.8: Performance of the proposed method with benchmarks UGSP, SGSP [16]
for fridge in each house from REDD dataset.

and Acc improved by 0.35 and 0.54, respectively, with the proposed methods. Note

that the accuracy obtained with the proposed methods varies only slightly across the

houses. However, a much larger variation in performance is observed in the absence

of the proposed method demonstrating robustness and consistency of the proposed

approach to varying noise levels across houses.

The results in Fig. 4.9 are comparable to those of [19, 58, 71], taking into account
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Figure 4.9: Performance of the proposed method with benchmarks UGSP, SGSP [16]
for the four most common appliances (i.e., B, DW, F, WD) in each house from REDD
dataset.

different sampling rates, the composition of a subset of appliances for house-level ac-

curacy calculation, and the number of days/samples (sometimes unknown) used for

training/testing.

The impact of the proposed algorithm on multiple NILM methods for REFIT

House 2 is shown in Fig. 4.10. House 2 is typical in the REFIT dataset with two
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Figure 4.10: Performance of the proposed method (P) with benchmarks UGSP, UGSP
with BR [56], SGSP [16], SGSP [16] with BR [56], DT [27], DT [27] with BR [56] and
FHMM for REFIT House 2. Note that DW is dishwasher; FFZ is fridge-freezer; K is
kettle; M is microwave; T is toaster and WM is washing machine.

multi-state appliances. The Fm performance improvement of UGSP with and without

the proposed method is significant for most appliances, except Fridge-freezer (FFZ)

and Washing Machine (WM). Note that although the Fm of FFZ reduced a little by

0.05, caused by reduction of correctly identified state transition edges, many falsely
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identified edges are avoided, resulting in 0.35 improvement in Accm and reduction in

power consumption estimation error (see Subsection 2.5.3). The WM in REFIT House

2 is the only appliance for which the results have not improved in Accm, for two reasons

- (a) a low number of WM events during the testing period of one month (16 runs in

total); (b) large fluctuation of WM power load, resulting in poor performance for all

tested methods.

Note that the largest improvement is observed for the Dishwasher (DW) because,

in addition to the state transition edges being sharper for DW, multiple operational

states of DW are well shaped after the proposed processing, enabling low-load events

to be captured and distinguished from the cluster of Fridge-freezer. This is illustrated
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Figure 4.11: Typical appliance operation in the aggregate power consumption data
before (shown in blue) and after processing via the proposed method (shown in red).

in Fig. 4.11c, which also shows an example of the raw and processed signal of Fridge-

freezer; sharp spikes are removed, reducing the edge magnitude range and improving
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this way the edge detection accuracy and classification precision.

There is a significant improvement in the SGSP algorithm after applying the pro-

posed methods, where Fm improves by 0.22 on average for all appliances. Similarly,

the performance improvement between DT with and without the proposed method is

noticeable for all appliances, besides Toaster, in REFIT House 2. Apart from DW

in REFIT House 2, no significant improvement is observed for the case of multi-state

appliances because the edges are not sufficiently denoised and sharpened as in the case

of the REDD houses. This can be explained by the higher sampling rate of 1Hz for

the REDD dataset, where there exist more state changes longer than 1 second which

are split into multiple small segments; hence, the proposed method leads to higher

gains. As for the REDD houses, baseload removal seems counterproductive for REFIT

House 2 for most appliances. This is due to the consecutive low state signatures being

removed during BR [56].

The FHMM-based NILM approach does not perform as well as the three event-

based NILM approaches on REFIT House 2 except for Fridge since FHMM is good at

identifying appliance operation cycles of fridges.

The performance of the proposed method is presented for House 17 from REFIT

dataset in Fig. 4.12. In REFIT House 17, Washing Machine (WM) regularly contains

significant power variations, resulting in a high number of FPs for magnitude-wise

similar appliances, including Fridge-Freezer (FFZ), Freezer (FZ) and Toaster (T). Per-

formance improvement of FFZ, FZ and T is noticeable in Fig. 4.12, since fluctuations of

WM power signal are effectively reduced by the proposed method. Note that some very

poor Accm results of FHMM were omitted. The performance of the proposed methods

is comparable with the results in [24], which uses the cleaned version of REFIT data,

where measurement errors were removed from the raw dataset as per [61]. The results,

therefore, show that with the proposed signal processing of the raw measured signal,

which would be available directly from the meter, comparable results can be obtained

if a cleaned, measurement-error-free signal was used instead.
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Figure 4.12: Performance of the proposed method (P) with benchmarks UGSP, UGSP
with BR [56], SGSP [16], SGSP [16] with BR [56], DT [27], DT [27] with BR [56], CO
and FHMM for REFIT House 17. Note that FFZ is fridge-freezer; FZ is freezer; K is
kettle; M is microwave; T is toaster and WM is washing machine.
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4.3.3 Further Insights with Additional Metrics

Table 4.3 shows that the normalised error between actual and total power consumption,

TER as defined in Eq. (2.19), for all three NILM methods, is reduced with the pro-

posed methods for most appliances. The proposed method not only removes outliers

and spikes but also reshapes edges for better feature matching results. The relatively

large estimation errors of FHMM-based method for Microwave, Toaster and Washing

machine reflect over-estimation, which matches the corresponding poor performance

of Fm and Accm in Fig. 4.10. Note that although BR significantly reduces the error

for Dishwasher, it is at the expense of increased error for Fridge-freezer and Washing

machine, since these two appliances are often confused with Dishwasher. Overall, as

observed in the previous section, BR does not show performance improvement for the

majority of appliances.

Table 4.3: Normalised total power consumption estimation error rate (TER) per ap-
pliance of the proposed method (P) benchmarked against UGSP, UGSP with BR [56],
SGSP [16], SGSP [16] with BR [56], DT [27], DT [27] with BR [56] and FHMM for
REFIT House 2.

Appliance DW FFZ K M T WM

UGSP 0.73 0.1 0.34 0.43 0.83 0.17
UGSP + BR [56] 0.08 0.53 0.06 0.17 0.81 0.4

P-UGSP 0.66 0.31 0.05 0.34 0.82 0.09

SGSP [16] 0.47 0.19 0.27 0.52 0.9 0.32
SGSP [16] + BR [56] 0.13 0.42 0.11 0.16 0.88 0.52

P-SGSP 0.33 0.27 0.04 0.28 0.73 0.1

DT [27] 0.64 0.47 0.31 0.66 0.78 0.28
DT [27] + BR [56] 0.35 0.67 0.25 0.59 0.71 0.33

P-DT 0.49 0.31 0.15 0.63 0.42 0.22

FHMM 0.75 0.38 0.41 13.63 7.53 3

Table 4.4: Normalised total power consumption estimation error (TER) of UGSP and
P-UGSP for REDD House 1.

Appliance B DW F KO L M O WD BL

UGSP in Chapter 3 0.32 0.53 0.26 0.41 0.84 0.53 0.37 0.29 0.37

P 0.7 0.22 0.1 0.15 0.86 0.03 0.01 0.11 0.37

Similar results are obtained for the REDD houses. Indeed, for REDD House 1,
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(c) Ground truth

Figure 4.13: Disaggregation results, presented as percentage load contribution per ap-
pliance relative to the aggregate load, for House 1 from REDD datasets.
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the difference between the disaggregated energy consumption and measured energy

consumption per appliance is small as illustrated in Fig. 4.13 and Table 4.4 for UGSP in

Chapter 3. The disaggregation results using pure UGSP, shown in Fig. 4.13a, are inline

with the argument that the algorithm suffers from high sensitivity to disaggregation

noise. With the proposed method, the total disaggregated energy is increased by 6%.

Similar to Fig. 4.6, it can be observed from Table 4.4 that for the majority of ap-

pliances, applying the proposed method to the event-based NILM approach proposed

in Chapter 3 reduces TER. The TER increase for Bathroom GFI is due to a few

microwave events misclassified as the events of Bathroom GFI, resulting in overestima-

tion and high TER. With the benchmark, fewer events can be matched as operational

state edge pairs, leading to lower estimated total consumption and lower TER. Both

Fm and Accm results of Bathroom GFI in Fig. 4.6 indicate more accurate classification

with the proposed method.

Table 4.5: F −measure performance for four selected houses.

Dataset REDD REFIT

House 1 2 2 17

NM 0.24 0.35 0.68 0.58

DEM
P-UGSP 0.37 0.54 0.67 0.66
P-SGSP 0.44 0.57 0.66 0.61
P-DT 0.46 0.56 0.69 0.64

Fm

P-UGSP 0.67 0.72 0.59 0.53
P-SGSP 0.69 0.73 0.61 0.62
P-DT 0.7 0.68 0.59 0.6

Table 4.5 compares four selected houses, two from REDD and two from REFIT

dataset, in terms of disaggregation noise using the noise measure (NM) of [19]. It can

be seen that both REFIT houses have a much higher noise level compared to the REDD

houses, making the disaggregation process very challenging. In addition, a comparison

of overall disaggregation performance for the selected houses is shown. Note that the

overall Fm values in Table 4.5 are calculated using equations (2.14), (2.15) and (2.16),

by summing TP , FP and FN values for all appliances. From Table 4.5, disaggregation

performance for REDD houses is generally better than that of REFIT houses, with

higher Fm and lower DEM . Note that though REDD House 2 is ‘noisier’ than REDD
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House 1 (based on NM inline with DEM values), the overall Fm performance for

House 2 is better than that for House 1. This is because REDD House 1 contains

more appliances than House 2, making the disaggregation problem more complex. For

both REFIT houses, multiple disaggregation methods give DEM values which are 0.17

higher than those of REDD houses on average. Although NM values for REFIT houses

are almost twice of those for REDD houses, corresponding overall Fm results are only

0.1 lower on average. One reason for this is fluctuation in baseload in REFIT houses,

which increases NM , but does not significantly affect event-based NILM methods as

only state transitions are considered.

4.4 Summary

This chapter addresses the challenging problem of mitigating the effect of measurement

noise and unknown loads on load disaggregation (NILM) performance. Two signal

processing methods based on GSP are proposed in conjunction with existing NILM

approaches to improve any low-rate supervised and unsupervised event-based NILM

classification and estimation accuracy. In particular, a graph-based filtering approach

is proposed to clean the power signal before classification. The main motivation comes

from the fact that event-based low-rate NILM approaches require clean power con-

sumption measurements containing sharp and accurate state transition events. Besides

the proposed graph-based filtering, a post-classification refinement method is proposed,

which improves NILM by mitigating the effect of misclassification of loads with similar

operational range.

The improvement is demonstrated in NILM performance with the proposed methods

when applied to three distinct event-based NILM methods and across two real-world

datasets with multiple houses with different levels of actual measured noise. The effect

of sampling rate on graph filtering and edge sharpening is discussed and It is shown

that the proposed method can significantly improve performance for smart meter data

gathered at sampling rates of 1Hz and lower, allowing appliances which could not

be detected by event-based NILM previously, possible. Assuming that the sampling
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rate reduces to 15 minutes, 30 minutes or even 1 hour for commercial smart meters,

fluctuations will be mitigated and state changes lasting longer than a sampling period

will seldom occur, thus the proposed NILM improvement methods will no longer work.

However, the problem becomes more challenging as detectable state changes on data

with granularity less than 1 minute vanish while sampling rate falling to 1 hour. Thus in

the next chapter, all the experience learnt from low-rate NILM is used to propose new

approaches for disaggregating on data of lower sampling rate, that is, hourly electricity

profile.
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Chapter 5

Very Low-rate Electricity Profile

Disaggregation
1

.

5.1 Introduction

As discussed before in Section 1.2, though various machine learning methods includ-

ing [7, 16, 17, 25, 31, 32, 37, 47, 58, 65] have been applied to the NILM problem, most

approaches focus on either high sampling rates in the order of kHz or MHz or sampling

rates between 1sec and 1min. Disaggregation in these cases is usually performed via

feature extraction and state transition modelling on active and/or reactive power data.

However, mainly due to storage, data management, and privacy constraints [52], the

resolution of load measurements available from roll-out smart meters is much lower,

e.g., 15 minutes in Italy [53], 1 hour in Spain [54], 15 minutes or 1 hour in the US [55],

30 minutes in the UK [49], 1 hour in British Columbia and Ontario, Canada [52]. Hence,

very low-rate (10-60 min) NILM is slowly gaining interest [28,31,32,46,125] since elec-

tricity meters deployed at scale in most countries tend to provide extremely low-rate

measurements, at 15, 30 minutes or hourly granularity. Compared with power mea-

surements of higher granularity, the energy consumption signal at very low granularity

1This chapter is mainly based on the work that appeared in NILM Workshop [30] and Applied
Energy [124]

101



Very Low-rate Electricity Profile Disaggregation

features limited state transitions, fewer low-consuming appliances’ feature patterns and

a much higher probability of multiple appliances running simultaneously. Thus, lack of

well-known features and increased appliance noise make very low NILM a challenging

problem [28], which can be looked at as electricity usage profile disaggregation, since

the input is the total energy use within fixed time intervals (e.g., in kiloWatt-hour),

instead of active/reactive power readings collected at relatively high frequency in Watts

or VArs.

This chapter focuses on solving the challenging very low-rate NILM problem, where

the sampling period is at most 15 min. At first, a supervised K-NN based electricity

usage profile disaggregation of energy measurements at 15 and 60 min granularity is

proposed to identify a range of appliances. Relative standard deviation is proposed

as a metric to determine which features are most useful for disaggregating particular

appliances. Unlike [28,31,65], the disaggregation results are validated using three open-

access datasets of true power measurements: REDD [60] (US houses), REFIT [61] (UK

houses) and AMPds [66] (a Canadian house). For all datasets, the electricity energy

profile of the aggregate load for 15-min and 1 hour in Watt-hour (Wh) is calculated.

Although the proposed K-NN method can disaggregate up to 62% of the daily energy

consumption [30], it is supervised and requires a large enough set of data for training.

Hence, a training-less very low-rate (hourly) OPT NILM approach is proposed

aiming to estimate appliance-level consumption by finding the combination of appliance

models generated from manufacture information, that minimises a cost function, after

estimating and removing the baseload. A GSP-based NILM approach, adapted from

the higher resolution GSP-based approach proposed in Chapter 3, is also proposed

for hourly energy disaggregation, where an additional graph for time-of-day features

is added. Unlike the proposed K-NN where knowledge of appliance usage pattern is

required, the proposed OPT and GSP are training-free where GSP utilises time-of-day

information. The proposed methods are evaluated on real aggregate profile data from

REFIT houses against four state-of-the-art energy disaggregation methods, namely the

widely used FHMM and CO, publicly available in the NILM Toolkit [18], DDSC [32]

proposed for hourly data and a CNN-based approach, trained only on a small set of
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aggregate profile data, where time information is considered as a feature. Both FHMM

(and its variants) and CO are popular NILM solutions for disaggregation of low-rate

active power (1Hz or less) e.g., [24, 31,38].

Unlike the previously discussed NILM approaches tackling very low-rate NILM,

OPT differs in the following ways. In the proposed optimisation-based approach, the

tolerance is minimised between the aggregate energy consumption within each extracted

duration and the sum of corresponding appliance-level consumption estimation, with

consideration of one appliance running for multiple times within one sampling period

and utilisation of manufacturer information. In contrast, in CO approach, the min-

imisation target is the tolerance between the aggregate measurements and the sum

of instantaneous estimated appliance-level power per sample, based on instantaneous

power for various operational states of appliance models trained from plug-level meter-

ing [5,18]. Thus, in CO optimisation is carried out per sample independently, while in

OPT samples in a particular load sequence are dependent when solving optimisation.

The GSP-based approach proposed in [41] is supervised where graph edges of a single

graph are weighted only based on smart metering readings. On the contrary, the GSP

proposed in Chapter 5 is training-less based on the approach proposed in Chapter 3,

where two graphs are generated for both energy profile and time.

Additionally, unlike many of the aforementioned literature, environmental data is

not utilised. OPT and GSP are evaluated on public datasets that closely resemble

real-life smart meter measurements that include many unknown appliances. Besides

detecting appliance use (classification only) energy consumed is also estimated or dis-

aggregated and results are provided for a testing period of over a year instead of a very

short period, in order to capture a large range of appliance usage patterns.

The remainder of this chapter is organized as follows: Section 5.2 clarifies electricity

profile extraction from existing high granularity datasets; the proposed supervised K-

NN is presented in Section 5.3 with validation demonstrated on three datasets; Then

two proposed approaches: OPT and GSP are despribed in Section 5.4 and Section

5.5, respectively. In Section 5.6, setup in the experiments is clarified including the

data selected for validation and parameter settings. The results of all methods are
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demonstrated and discussed in Section 5.7; Section 5.8 summarises the findings.

5.2 Hourly Energy Presentation Calculation

Since not in every dataset, hourly energy profile is collected like in [52,95], first it should

be clarified how hourly energy profile data is calculated from existing public datasets of

power measurements with a resolution less than 1 minute, i.e., real and reactive power,

voltage and current on multiple phases within each collection interval.

For a daily window, E1:24 refers to 24 hourly load profile samples. E.g., E10 de-

notes total power consumption from 9:00am to 10:00am. Basically, the load profile is

treated as an integral of power on time series. Here two calculation methods are listed

depending on the way power measurements are collected.

5.2.1 Down-sampling assuming Fixed Sampling Intervals

In [99] and [100], very low-rate power consumption, in Watts, is calculated as the

average of mean power values over N samples:

ET =
1

N − 1

N∑
i=2

Pi. (5.1)

Note that it starts at t = 2 because t = 1 is outside the sampling period, as shown in

Fig. 5.1.

5.2.2 Down-sampling allowing Variable Sampling Intervals (Method

1)

Down-sampling by averaging, however, assumes that the sampling rate is always fixed.

However, smart meters in practice do not always sample at fixed intervals and vary

slightly, e.g., within a range of 6-8 seconds [61]. Therefore, in order to account for

variability in sampling rates and ensuring accurate estimation of power consumption

over a period comprising varying sampling rates, hourly consumption is calculated as

follows. Referring to Fig. 5.1, the aim is to calculate the hourly profile ET between
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Figure 5.1: Hourly profile generation example for Method 1.

tbegin and tend, as shown in Eq. (5.2).

ET = P1 × (t2 − tbegin) +
N−1∑
i=2

Pi × (ti+1 − ti)

+PN × (tend − tN ).

(5.2)

The load profile unit is empirically chosen as Watt · hour (Wh) instead of kW · h

or J . The appliance-level load profile is calculated in the same way as in Eq. (5.2) for

validation purposes.

5.2.3 Down-sampling allowing Variable Sampling Intervals (Method

2)

Another case is total energy usage is captured regularly by smart meters, where each

power value equals to the quotient of energy increment from the last measuring instance

and the corresponding period [126].

As an inverse procedure of power measurement calculation from temporal energy

increments demonstrated in Fig. 5.2, where the period between instances tbegin and

tend refers to one whole hour, ET is calculated as an integral to mitigate tolerance:
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Figure 5.2: Hourly profile generation example for Method 2.

ET = P2 × (t2 − tbegin) +

N−1∑
i=2

[Pi × (ti+1 − ti)]

+PN+1 × (tend − tN ),

(5.3)

5.2.4 Methods Discussion

Down-sampling by averaging is an appropriate method of generating hourly power

usage presentation for the power measurements with an invariant sampled rate such as

REDD dataset. While for the case measurements are collected with varying granularity

such as REFIT dataset, down-sampling does not obtain hourly power characteristics

precisely.

Table 5.1: Analytical comparison of multiple hourly profile calculation methods on
House 4 from REFIT dataset

mean standard deviation

Eq. (5.2) Eq. (5.1) Eq. (5.2) Eq. (5.1)

323.86 324.6 255.56 257.69

Table 5.1 demonstrates the mean and standard deviation values for hourly electricity

profile signals LT calculated using various methods on 90 weeks (12/10/2013−03/07/2015)

of smart meter readings from REFIT House 4, containing 15120 attributes. Although

the profile signals calculated via various methods have similar mean and standard de-

viation values, small errors on each sample influence energy profile characteristics and
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algorithm robustness, especially for the approaches require parameter tuning and ap-

pliance modelling. Hence, an example is given as Fig. 5.3.
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Figure 5.3: Hourly profile of House 4 from REFIT dataset calculated for a typical week.

Fig. 5.3 demonstrates that there is a difference between hourly electricity pro-

file signals ET calculated using the two down-sampling approaches over one week

(30/01/2014−05/02/2014) of smart meter readings from REFIT House 4. Based on

data collection for REFIT dataset [61], in this chapter, Eq. (5.2) is used in the ex-

periment to generate both and hourly aggregate energy profile for simulation and cor-

responding appliance-level profile as ground truth for evaluation. Profile signal with

granularity as 15 minutes can be calculated a similar way, by setting tend− tbegin to 15

minutes.

5.3 Proposed K-NN based Approach

This section describes the proposed algorithm based on K-NN. Let’s start with a brief

background of K-NN and then move on to defining feature categories used in the pro-

posed algorithm. Finally, the performance of the proposed K-NN approach for three

open-access datasets is demonstrated and discussed.
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5.3.1 K-NN Principles

K-NN is a time-series classification method where test samples are classified by a ma-

jority vote of neighbours via distance calculation between samples’ attributes and cor-

responding features of instances in the training database using a distance metric [65].

Popular distance metrics include Euclidean, Manhattan, Hamming, DTW, etc. Let y

be a test sample. Then, the distances between y and all samples in the training dataset

x1, . . . , xK are calculated, and the minimum distance is found:

dy = min {d(y, x1); d(y, x2); ...; d(y, xK)} , (5.4)

where d(·, ·) is a distance measure.

5.3.2 Feature Extraction

Let’s assume, as in [31], that Individual appliance monitoring (IAM) measurements

of individual loads are available for training. Note that if sub-metering data is not

available, as it is the case for smart metering nationwide rollouts, time-wise features

extracted from a time-of-use diary can be used to estimate magnitude-wise features

from the aggregate load like in [28,65].

In many countries, including Spain and Italy, smart meter measurements are col-

lected every 24 hours. Therefore, daily disaggregation is performed on 24-hour long

windows, where for hourly readings, each window contains n = 24 energy samples.

Within each time sample, an appliance can be in either OFF state, if it was not run-

ning at all during that hour, or in the ON state, otherwise. Thus, for a duration of one

window, there are 2n possible daily combinations of ON and OFF states. To reduce

complexity, the number of candidate ON-OFF state patterns is limited by filtering out

invalid combinations based on appliance time usage profile, e.g., refrigerators are always

ON, which is not the case with an electric heater.

Features are extracted as apriori inputs to K-NN, as in previous works [28,31,65],

depending on the datasets and algorithms used. Note that EP and EQ are used to

denote active and reactive power totally consumed, calculated through Method 2. From
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EP, using the training dataset, the categories of features are intuitively designed as

follows: 1. Average daily ON duration; 2. Maximum daily ON duration; 3. Minimum

daily ON duration; 4. Average daily switched-ON time; 5. Average daily switched-

OFF time; 6. Median time-of-day for daily running; 7. Average consumed energy per

day; 8. Maximum consumed energy per day; 9. Minimum consumed energy per day;

10. Variance of consumed energy per day; 11. Average daily total energy consumed.

When both energy and reactive power consumption measurements are available, for

each appliance, an additional feature can be used − the average ratio between active

and reactive measurements used in the ON state. Since only a subset of features is useful

for disaggregating individual loads, an adaptive feature refining step is proposed based

on the assumption that the subset of useful features should be extracted from attributes

with high precision and low variability. RSD defined in Eq. (3.4) is used, as in Chapter

3, to represent the quality of each feature, where features are selected based on constant

threshold G for evaluating RSD values. Note that additional features extracted from

other attributes, such as weather and occupancy information used in [31], are available

in the proposed algorithm, only if they result in small RSD.

Table 5.2 lists the selected features for several appliances from the AMPds dataset

using G = 0.5. The abbreviations used for domestic loads considered in this chapter are

as follows: HWU is hot water unit; CW is clothes washer; DW is dishwasher; SNE is

security/network equipment; HP is heat pump; UT is utility room; EWB is electronics

workbench; GR is garage; FZ is freezer; KO is kitchen outlet; F is fridge and EH is

electrical heater. From Table 5.2, the majority of features extracted from EP for most

appliances are of high quality, e.g., they have low RSD. On the other hand, the features

extracted from EQ for HWU and UT have low precision and high RSD, so are not

used. Apart from daily total consumption, no feature can be extracted from EP or EQ

for SNE due to its low-consumption, which is attributed to the baseload.

5.3.3 Feature Matching

Fig. 5.4 illustrates how dy in Eq. (5.4) is calculated for the proposed K-NN based elec-

tricity profile disaggregation algorithm. During training, a set of aforementioned daily
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Table 5.2: Features considered for appliances from the AMPds dataset.

Features HWU CW DW SNE HVAC HP UT EWB GR

EP

Average daily ON duration
√ √ √ √ √ √ √

Maximum daily ON duration
√ √ √ √ √ √ √

Minimum daily ON duration
√ √ √ √ √ √ √

Average daily switched-ON time
√ √

Average daily switched-OFF time
√ √ √ √

Median time-of-day for daily running
√ √ √

Average consumed energy per day
√ √ √ √ √ √ √ √

Maximum consumed energy per day
√ √ √ √ √ √ √

Minimum consumed energy per day
√ √ √ √ √ √ √ √

Variance of consumed energy per day
√ √ √ √ √ √

Average daily total consumption
√ √ √ √ √ √ √ √ √

EQ

Average daily ON duration
√ √ √

Maximum daily ON duration
√ √ √

Minimum daily ON duration
√ √ √

Average daily switched-ON time
√

Average daily switched-OFF time
√ √ √

Median time-of-day for daily running
√ √ √

Average consumed energy per day
√ √ √ √ √ √

Maximum consumed energy per day
√ √ √ √ √

Minimum consumed energy per day
√ √ √ √ √ √

Variance of consumed energy per day
√ √

Average daily total consumption
√ √ √ √ √ √ √

EP

& EQ

Average ON state magnitude ratio
between EQi and EPi

√ √ √ √ √ √ √ √
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Figure 5.4: Flow chart of the proposed algorithm.
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features is obtained, extracted and shortlisted (after RSD evaluation) for Appliance m,

as discussed in Subsection 5.3.2 - left of Fig. 5.4. During testing (right of Fig. 5.4), the

same features are extracted as those in the qualified feature database. Then K near-

est neighbours are defined as K daily readings, x1, . . . , xK , from the training dataset,

whose features have the shortest distances (calculated using Eq. (5.4) to the testing

candidate ON-OFF state pattern y for Appliance m. For daily disaggregation and

hourly sampling rates, y and xi’s are all n = 24-length vectors. The resulting mini-

mum distance dy among all possible candidates y and selected neighbours x classifies

appliances as per the training set.

5.3.4 Experimental Validation and Discussion

The performance of the proposed approach is demonstrated using (1) P of the US

REDD dataset, (2) P of the UK REFIT dataset (Cleaned) [61] and (3) both P and

Q of Canadian AMPds dataset (Version 2) [66]. REDD dataset offers the best sub-

metering coverage but provides the fewest measurements. REFIT houses include fewer

submetered loads than AMPds and aggregate load measurements are considerably nois-

ier than in the other two datasets, due to unknown appliances. Since the datasets’

original measurements’ sampling rates are 1sec, 6-8sec, and 1min, the 15-min or hourly

energy EP is calculated using Method 2. As time-of-day is a key feature in the pro-

posed algorithm, only whole-day available measurements are used, e.g., if measurement

samples are missing within a 24-hour window of a day, that day is not included in the

experiments. Based on the aforementioned data selection rules and individual appliance

usage frequency, the following portions of data are empirically selected: 19/04/2013–

01/05/2013 (13 days in total, 7 days for training and 6 days for testing) for REDD

House 2; 28/10/2013–02/06/2014 (90 days in total, 30 days for training and 60 days

for testing) for REFIT House 1; 28/10/2012–27/04/2013 (180 days in total, 90 days

for training and 90 days for testing) for the AMPds house. Fridge and freezer mea-

surements in REFIT House 1 are merged. Aggregate measurements from the AMPds

dataset includes the main house, garage and a rental suite. As is common practice

by utilities for summarising energy use, kWh is used to present the results. In all
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experiments, G for evaluating RSD is empirically set to 0.5.

Table 5.3: Performance of the proposed method for 15-minute data.

REDD House 2 REFIT House 1

Appliance FZ KO BL F+FZ EH BL

Est. (kWh) 11.6 1.47 3.08 61.67 209.16 151.98

IAM (kWh) 12.32 1.47 2.88 63.08 253.71 101.96

Est./Total 36.68% 4.65% 9.74% 7.18% 24.34% 17.69%

Tables 5.3 and 5.4 show the disaggregation results for 15-min and 1-hour electricity

usage profile, respectively, for REDD House 2 Freezer (FZ), Kitchen Outlet (KO) and

baseload (BL), and REFIT House 1 Fridge&Freezers (F+FZ), Electrical Heater (EH)

and BL. IAM row, used as ground truth, shows the actual submetered energy in kWh.

Est./Total shows the percentage contribution of the estimated energy consumed by an

individual load towards the aggregate (measured) load.

The proposed approach can disaggregate 51% and 62.5%, for 15-min and 1-hour

granularity, respectively, of REDD House 2 total load and about 49% and 54%, for

15-min and 1-hour granularity, respectively, of REFIT House 1 total load. The amount

of energy consumed that can be accounted for due to individual loads is slightly lower

for hourly granularity measurements. As the Est. and IAM rows for each appliance

show, the disaggregated energy for each of the selected appliances is close to the ac-

tual energy consumed. The disaggregated energy for KO and BL for REDD House

2 is overestimated, which is inline with very low-rate disaggregation results based on

sparse coding [32] where the performance of Fridge/Freezer is generally good but the

overestimation problem generally exists for short-duration and low-energy loads.

Table 5.4: Performance of the proposed method for hourly data.

REDD House 2 REFIT House 1

Appliance FZ KO BL FZ EH BL

Est. (kWh) 9.52 1.6 8.67 43.53 235.62 197.42

IAM (kWh) 12.32 1.47 7.11 45.49 255.97 205.56

Est./Total 30.1% 5.07% 27.41% 4.96% 26.85% 22.5%

Table 5.5 shows the disaggregation results for hourly electricity usage profile for

the AMPds house, where +EQ refers to disaggregation with EQ available as a feature.

When considering both EP and EQ instead of EP only, the algorithm performs worse

113



Very Low-rate Electricity Profile Disaggregation

Table 5.5: Performance of the proposed method for the AMPds dataset for hourly data.

HWU CW DW SNE HVAC

Est. (kWh)
EP 11.61 11.62 45.77 78.46 224.2

+EQ 11.71 14.02 45.24 78.57 222.89

IAM (kWh) 16.85 10.23 36.78 86.97 252.11

Est./Total
EP 0.41% 0.41% 1.63% 2.79% 7.98%

+EQ 0.42% 0.50% 1.61% 2.80% 7.94%

HP UT EWB GR BL

Est. (kWh)
EP 456.77 108.95 57.34 3.29 212.74

+EQ 477.74 108.95 57.34 3.29 212.74

IAM (kWh) 552.44 111.04 56.6 3.54 179.36

Est./Total
EP 16.26% 3.88% 2.04% 0.12% 7.58%

+EQ 17.01% 3.88% 2.04% 0.12% 7.58%

for CW and better for HP, due to strong correlation between EP and EQ for HP,

demonstrated in Fig. 5.5. The features derived from EQ of CW have low RSD resulting
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Figure 5.5: EQ versus EP for the same time.

in overestimation. The proposed approach can disaggregate 43% of AMPds house total

electricity consumption given EP and 44% given both EP and EQ. Overall, with hourly

NILM, the inclusion of EQ as a feature does not seem to improve results significantly.

Then let’s move on to the other two unsupervised approaches by first describing the

proposed approach to solve very low-rate load profile disaggregation problem, based on

OPT, then clarifying the novelty of GSP approach proposed for hourly disaggregation

against the original version in Chapter 3.
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5.4 Proposed Optimisation-based Approach (OPT)

Our proposed OPT approach does not require any training for the model. It requires

no other information besides smart meter consumption readings Ei, and the appliance

manufacturer information, i.e., typical energy consumption per operation cycle or rated

power and operation duration of the appliance.

The very low-rate NILM problem can be reformulated by splitting it into two steps:

1) estimating the consumption of always-on appliances and removing their contribution

from the aggregate; 2) estimating the consumption of other appliances. To proceed in

this way, Eq. (2.1) is rewritten as

Ei =
∑
m∈M

Emi +
∑
m∈N

Emi + ni, (5.5)

where M refers to the set of appliances that are always on (including baseload, stand-

by, and appliances with short operation cycles, such as refrigerators) and N is the set

of all other appliances. Then, the very low-rate NILM problem can be formulated as:

arg min
{Em

i },m∈N

N∑
i=1

∣∣∣∣∣Êi − ∑
m∈N

Emi

∣∣∣∣∣ , (5.6)

where N is the total number of samples to be disaggregated, and Êi is obtained by

removing the estimated always-on load profile, that is:

Êi = Ei −
∑
m∈M

Emi . (5.7)

OPT directly solves the optimisation problem in Eq. (5.6) after the always-on load

profile is estimated and removed from aggregate profile signal as in Eq. (5.7).

The algorithm consists of three steps: removal of always-on loads (Alg. 1); appliance

modelling based on appliance power rating; and solving the optimisation problem in

Eq. (5.6) (Alg. 2), which are discussed in the following subsections.
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5.4.1 Always-on Load Estimation and Removal

The first task is to estimate the always-on loads and remove them from the aggregate

signal. The proposed steps are shown in Alg. 1. Similarly to [127], always-on loads are

estimated by assuming that the electricity consumption between 12 AM and 5 AM is

mainly due to the always-on appliances. Let ω be the number of days considered for

disaggregation and τ the number of samples collected in a single day during the period

between 12 AM and 5 AM. E.g., for hourly sampling rate, τ is 5, as it corresponds to

the 12 AM-5 AM period of a day. Let ri,j ∈ R be the aggregate measurement during

sampling period j of Day i, where i = 1, . . . , ω and j = 1, . . . , τ , and R is a ω × τ

matrix containing all such measurements.

Note that always-on load is not constant as it fluctuates over time (e.g., the refriger-

ator has cooling and stand-by stages, whose duration depends on its usage) containing

local minima and maxima. Therefore the influence of rare appliance usage by residents

during 12 AM-5 AM on always-on load removal is attempted to be mitigated. To do

that, a threshold γ is set as the median of all elements in ∆R, where ∆R is a set

of differences between consecutive samples in the same row in R (signal fluctuations),

defined in Lines 4− 5 in Alg. 1.

Lmax and Lmin are defined, as median values of all local maxima and minima of R

calculated as shown in Lines 6− 11, where Rmax and Rmin are the sets containing all

local maxima and minima, respectively. For each element in E, if Ei − Lmax ≤ γ, it is

estimated that only always-on appliances were operating during the sampling period i.

Thus such load for always-on appliances is estimated,
∑

m∈MEmi , as Ei, and therefore,

from Eq. (5.7), Êi = 0. Based on this assumption, if |Ei − Lmax| ≤ |Ei − Lmin|,

always-on load is defined during sampling period i as a local maximum, otherwise, it

is identified as a local minimum.

For the case Ei − Lmax > γ, namely, Ei is already higher than usual maximum,

it is likely loads other than always-on appliances were in operation. Thus, always-

on appliance load
∑

m∈MEmi will be estimated as Lmax if the always-on load during

last sampling period i − 1 is estimated as a local minimum. Otherwise, if the last

always-on load estimation is a local maximum,
∑

m∈MEmi will be set to Lmin. Hence,

116



Very Low-rate Electricity Profile Disaggregation

Algorithm 1: Proposed always-on load estimation.

Input: Measurements E for ω days;
Output:

∑
m∈ME

m; Ê;
1 Form ω × τ matrix R by extracting daily 12AM-5AM usage from E;
2 Initialise ∆R ← {∅}; Rmax ← {∅}; Rmin ← {∅};
3 for i = 1 to ω do
4 for j = 1 to τ − 1 do
5 |∆Ri,j | ← |Ri,j+1 −Ri,j |; ∆R ← ∆R∪ {|∆Ri,j |};
6 for j = 2 to τ − 1 do
7 if Ri,j > Ri,j+1 and Ri,j > Ri,j−1 then
8 Rmax ← Rmax ∪ {|∆Ri,j |};
9 else if Ri,j < Ri,j+1 and Ri,j < Ri,j−1 then

10 Rmin ← Rmin ∪ {|∆Ri,j |};

11 T← median (∆R); Lmax ← median (Rmax); Lmin ← median (Rmin); foreach
Ei ∈ E do

12 if Ei − Lmax ≤ γ then
13 set

∑
m∈MEmi to Ei;

14 if |Ei − Lmax| ≤ |Ei − Lmin| then
15 set

∑
m∈MEmi to Lmax;

16 else
17 set

∑
m∈MEmi to Lmin;

18 else if
∑

m∈MEmi−1 is set above to Lmin then
19 set

∑
m∈MEmi to Lmax;

20 else
21

∑
m∈MEmi ← Lmin;

22 calculate Ê using Eq. (5.7);

23 return
∑

m∈MEm, Ê;

Êi = Ei − Lmax or Êi = Ei − Lmin.

For a particular case when the initial l samples in E all comply with Ei−Lmax > γ

for i = 1, 2, . . . , l, while there is no previous sample for determining
∑

m∈MEm
1:l, the

always-on load estimation for such period remains blank pending the identification of

the next El+1 ≤ Lmax + γ. Then, based on whether
∑

m∈MEml+1 is a local maximum

or a local minimum,
∑

m∈MEml is set to Lmin or Lmax, respectively. Similarly, each

value in
∑

m∈MEm
1:l−1 can be estimated based on the estimation of the next sampling

period.
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5.4.2 Appliance Modelling

A model of each appliance m ∈ N is built using manufacturer information on appliance

power rating. These appliances are split into two categories: The first category N1 ⊆ N

contains appliances whose energy consumption per use does not fluctuate much. Such

appliances either have pre-set running mode options, such as washing machines, or

consume a more-or-less constant amount of energy per use, such as kettles. For each

m ∈ N1, W̄
m represents the total energy consumption during its typical use. The

corresponding T̄m ∈ Z+ is the estimated maximum duration, in units of samples, for

each run of Appliance m. E.g., for an appliance with typical use less than one hour,

such as kettle, T̄m = 2 (the kettle might have started during the previous sampling

period and continued during the current period); while for a washing machine which is

on for more than one hour but less than two, T̄m = 3.

The second appliance categoryN2 ⊆ N refers to a group of appliances with constant

rated power but variable usage duration, e.g., computer and television. For m ∈ N2,

since no specific T̄m is defined, W̄m is set to the product of rated power and sampling

period. Thus, for hourly load profile, W̄m for m ∈ N2 refers to the total energy

consumed by Appliance m running for the whole hour.

The consumed energy Êm is represented by:

Êm =


αmW̄m, for m ∈ N1,

βmW̄m, for m ∈ N2,

(5.8)

where the j-th element in N -length vector αm is within [0, 1] representing the percent-

age of energy consumed during sampling period j, relative to W̄m; j-th element of a

vector βm, on the other hand, is 0 or 1 depending whether Appliance m was on or off

during the sampling period j.

To clarify the definition of Êm for m ∈ N1 in (5.8), the following example is given:

Êm =

αm1 , αm2 , αm3︸ ︷︷ ︸
Run1

, αm4 , α
m
5 , α

m
6 , α

m
7︸ ︷︷ ︸

Run2

, ...

× W̄m. (5.9)
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Eq. (5.9) indicates Appliance m runs two times within the selected period. Hence,

based on the defined rules, αm1 +αm2 +αm3 = 1; αm6 +αm7 = 1 and αm4 = αm5 = 0. Then,

Êm =

αm1 W̄m, αm2 W̄
m, αm3 W̄

m︸ ︷︷ ︸
Run1

, 0, 0, αm6 W̄
m, αm7 W̄

m︸ ︷︷ ︸
Run2

, ...

 , (5.10)

where Êm1 + Êm2 + Êm3 = W̄m and Êm6 + Êm7 = W̄m.

Algorithm 2: Proposed OPT load profile disaggregation.

Input: Ê; k; Model parameters W̄m for each appliance m ∈ N where
N = N1 ∪N2; Model parameters T̄m for each appliance m ∈ N1;

Output: Disaggregated load profile Êm for all appliances in N ;
1 Split Ê into sequences of consecutive non-zero profile samples Êseq;

2 foreach n-length sequence Êseq do
3 Topt ← +∞;
4 foreach m ∈ N1 do

5 k̂m ← k;
6 if n/T̄m ≤ k then

7 k̂m ← n/T̄m;

8 N0 ← |N1|
9 F ← [{0, . . . , 0}, {0, . . . , 0, 1}, . . . , {k̂1, . . . , k̂N0}];

10 foreach F ∈ F do
11 solve

{αm∗,βm∗} = arg min
αm,βm

∥∥∥Êseq −
∑

m∈N1
αmW̄m −

∑
m∈N2

βmW̄m
∥∥∥;

12 subject to
13 {

∑n
i=1 α

m
i } = Fm; 0 ≤ αmi ≤ 1;

14 foreach m ∈ N2 do
15 βmi ∈ {0, 1};

16 T ∗opt ←
∥∥∥Êseq −

∑
m∈N1

αm∗W̄m −
∑

m∈N2
βm∗W̄m

∥∥∥;

17 if T ∗opt < Topt then

18 Topt ← T ∗opt; α
m
opt ← αm∗; βmopt ← βm∗;

19 calculate Êm
seq using Eq. (5.8) with αmopt and βmopt;

20 return Êm
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5.4.3 Disaggregation via Optimisation

The OPT disaggregation algorithm is given in Alg. 2. The optimisation problem in (5.6)

is NP-complete [44]. An approximate solution is found using CVX [128] in Matlab,

where the infeasible path-following algorithm, as a solver for semidefinite-quadratic-

linear programming, is used for searching a non-negative solution based on two Newton

steps per iteration [129]. Constraints are heuristically set to reduce the number of

candidates and optimisation complexity.

The entire sequence is split to be disaggregated into windows, where each window

contains a consecutive non-zero profile segment Êseq, shown in Line 1 of Alg. 2. Alg. 2

relies on the assumption that each appliance m ∈ N1 runs for up to k̂m times within

the window, where k̂m is heuristically set based on expected appliance usage patterns,

as shown in Lines 4 − 7, to reduce the number of candidates and trade-off algorithm

performance and complexity. That is, in the implementation
∑n

i=1 α
m
i is fixed, i.e.,

the number of runs of Appliance m, to an integer number between 0 and k̂m, for

m ∈ N1, and repeat the optimisation steps for all possible values. This is achieved

by iterating through a set, F that contains all possible combinations of the values of∑n
i=1 α

m
i ,m ∈ N1, where each

∑n
i=1 α

m
i can take an integer value between 0 and k̂m.

Note that each vector in the set F , F, is of N0 length and contains as its m element

the value of
∑n

i=1 α
m
i .

Then Line 11, corresponding to Eq. (5.6), solves the optimisation problem with the

solution denoted by αm∗ and βm∗. In Lines 12 − 16, the constraints are set based

on the definition of the variables presented in Subsection 5.4.2, where each
∑n

i=1 α
m
i

for m ∈ N1 is a fixed integer and αmi ∈ [0, 1]. Finally, the solution with the lowest

optimisation loss, denoted by αmopt and βmopt, among all the solutions for various values

of
∑n

i=1 α
m
i ∈ [0, k̂m], is used to calculate appliance load profile by Eq. (5.8).

5.5 Graph Signal Processing - based Proposed Approach

This GSP-based unsupervised approach is built on the one proposed in Chapter 3

by generating an additional graph for the time-of-day feature, motivated by NILM
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approaches [30,99,130] where time-of-day usage pattern is exploited.

Algorithm 3: GSP-based clustering

Input: l-length aggregate profile measurements E; ρE ; ρT ; q; λ
Output: Cluster set C of all qualified samples; updated aggregate profile

measurements E;
1 Initialize C← [ ]; s∗1 ← 1;

2 Split E into (n− 1)-length sequences Ẽ;

3 foreach Ẽ do
4 Initialize n× 1 graph signal vector s, with s1 ← 1 and si ← 0, ∀i ∈ [2 : n]
5 for i = 1 to n do
6 for j = 1 to n do

7 AEi,j ← exp

(
−

∥∥∥Ẽi − Ẽj∥∥∥2
2

ρ2E

)
;

8 if |i− j| mod 24 ≤ 12 then

9 ATi,j ← exp
(
− |||i−j| mod 24||22

ρ2T

)
;

10 else

11 ATi,j ← exp
(
− ||24−(|i−j| mod 24)||22

ρ2T

)
;

12 Ai,j ← λAEi,j + (1− λ)ATi,j ;

13 Di,i ←
∑n

j=1Ai,j ;

14 L← D−A;

15 s∗ ← L#
2:n,2:n(−s1)LT1,2:n _ s∗;

16 for i = 1 to l do
17 if s∗i ≥ q then
18 C← C_Ei;
19 remove Ei from E;

20 return C, E

The proposed GSP clustering steps are shown in Alg. 3. Two graphs are generated,

namely, the energy profile graph GE , where adjacency matrix AE is defined by Gaussian

kernel weighting function as Line 8 and the time-of-day graph GT , defined in Lines 9−12,

which is used to capture routine or correlation in appliance patterns of use at similar

times across different days. ρE and ρT are scaling factors. The combined adjacency

matrix is then defined in Line 13, where λ is a trade-off factor. The remaining steps are

the same as the clustering algorithm proposed in Chapter 3, based on total variation

regularization upon graphs, where _ notates the concatenation of two vectors.
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Algorithm 4: The proposed GSP load profile disaggregation

Input: Aggregate profile measurements E; ρE ; ρT ; q; TRSD; κ
Output: Disaggregated load profile Êm

1 Initialize f ← 1; g ← 1; C∗ = ∅
2 while ρE > κ do
3 while E 6= [ ] do
4 generate Cluster Cf and update E by calling Alg. 3 with inputs E,

ρE , ρT and q;
5 f ← f + 1;

6 foreach Cf do
7 calculate RSDf using Eq. (3.4);
8 if RSDf ≤ TRSD then
9 C∗g ← Cf ; g ← g + 1;

10 C∗ = C∗ ∪ {C∗g}
11 else
12 E← E_Cf ;

13 ρE ← ρE/2; f ← 1;

14 foreach C∗h ∈ C∗ do
15 label C∗h as in Chapter 3, by comparing its signature with an existing

database of appliance signatures;

16 calculate Êm for all disaggregated appliances using appliance power ratings as
in Chapter 3;

17 return Êm

The overall disaggregation algorithm is shown in Alg. 4, and consists of repeating

the clustering steps until all samples are grouped into clusters, and then labelling the

clusters and calculating disaggregated load profile. RSDf in Line 9 is defined as relative

standard deviation for quality evaluation of Cluster Cf by Eq. (3.4). For the rejected

clusters with RSDf higher than a heuristically set threshold TRSD, the clustering is

enhanced by halving ρE as in Chapter 3. Once ρE is halved the clustering is repeated

until ρE becomes very small (regulated by a parameter κ close to zero). In Chapter

3, feature matching is required for pairing positive and negative resulting clusters and

ON/OFF transition events in paired clusters since signal changes are used to build

the graph. However, since hourly aggregate profile E ∈ R+ ∪ {0} is used to build

the graph in this paper, feature matching is not needed. Finally, as in Chapter 3, each

disaggregated cluster is labelled as one category by comparing with appliance signature,
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and corresponding appliance-level load profile is estimated. Note that time (not time-

of-day) is used as a feature in Chapter 3, firstly for pairing ON/OFF events in feature

matching, but not for clustering, and secondly, edges of the graph in Chapter 3 represent

the correlation of duration among ON/OFF candidates, while in this paper each edge

in graph GT represents the time-of-day difference of two corresponding samples.

5.6 Experimental Setup

5.6.1 Experimental Data

The REFIT dataset [61] is used for evaluation. This dataset was chosen for the fol-

lowing reasons: (i) supported by NILMTK and used in recent literature, [24, 121], to

ease benchmarking with other NILM solutions; (ii) large dataset with aggregate and

sub-metering data from 20 houses over a continuous period of 2 years; (iii) this dataset

was collected in multiple households with numerous unknown appliances, while inhab-

itants carried out their daily routines under no test conditions, and is, therefore, more

challenging but also more representative of the average household.

The hourly experimental load profile data is generated using Eq. (5.2). For all results

presented, experiments were carried out for REFIT Houses 4 and 8, with a low-level

and a higher-level of unknown appliance noise [19], 0.02 and 0.24, respectively. The

experimental period of testing and training (where applicable) is presented in Table 5.6.

Table 5.6: Experimental data selection for training and testing

House 4 House 8

Training period
12/10/2013 − 03/01/2014 02/11/2013 − 25/01/2014

(12 weeks) (12 weeks)

Testing period
04/01/2014 − 03/07/2015 26/01/2014 − 09/05/2015

(78 weeks) (67 weeks)
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5.6.2 Benchmark Setup

While the NILMTK toolbox [18] has an embedded resampling tool to generate hourly

power samples by picking the last sample in each hour, it is not a true hourly load

profile data and aggregated hourly consumption is lost. Instead, the hourly profile data

is imported with corresponding timestamps into NILMTK for benchmarking against

FHMM and CO. All parameters in DDSC implementation in this paper are chosen as

suggested in [33].

5.6.3 Appliances Disaggregated

The following domestic loads are disaggregated and denoted in abbreviated form in the

remainder of this paper: F for Fridge; FZ for Freezer; FFZ for Fridge-freezer; WM for

Washing machine; M for Microwave; K for Kettle; WD for Washer dryer; T for Toaster.

5.7 Experimental Results

In this section, experimental results of all proposed and benchmarked hourly NILM

approaches are presented for REFIT Houses 4 and 8, for periods shown in Table 5.6,

and using the following evaluation metrics: daily Accm and daily MRm.

5.7.1 OPT Parameters

For OPT, the sequence is split into 17-hour windows, that is, Êseq ≤ 17, and set k = 4

for all appliances in the experiments below, i.e., OPT will assume that each appliance

will not run more than four times in each 17-hour window to trade-off complexity and

performance.

In terms of metadata required for OPT, only wattage or energy-per-use-per-run

is needed. Make and model are only used if wattage and energy-per-use-per-run are

unknown. For appliances with more or less constant operational power range, such

as M and K, the energy-consumption-per-run, W̄m, can be estimated as the product

of wattage and average duration per use. Otherwise, for multi-state appliances with

preset programmes, such as WM, the energy-consumption-per-run is usually available
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Table 5.7: Example of metadata needed for OPT disaggregation, obtained from man-
ufacturer or user manual for REFIT House 4. Note that make and model are only
needed to determine Wattage or Energy per use, if they are not known to the user.

Appliance type WM TV M K

Make Servis Zanussi Sony Matsui Swan

Model 6065 Z917 KDL-32W706B 170TC Unknown

Average duration 2-3hours - 280sec 130sec

Wattage: 2200W 2730W 39W/80W 650W 2000W

Energy-consumed-per-run 760Wh - - - -

from the manufacturer. If the wattage of an appliance is not available or the energy-

consumption-per-run cannot be estimated for an older model with varying operational

power, the wattage and W̄m can be estimated according to the manufacturer informa-

tion from make and model information. For example, the metadata obtained via an

appliance survey for the appliances being disaggregated in House 4 are shown in Table

5.7.

The parameters for the appliance models, defined in Section 5.4.2, are shown in

Tables 5.8 and 5.9. As discussed in Section 5.4.2, PC and TV belong to appliance

category N2, where W̄m for PC or TV refers to the average total energy consumption

over a period of one hour.

Table 5.8: Appliance models generated by the proposed OPT for REFIT House 4.

Appliance WM PC TV M K

W̄m (Wh/cycle) 766 76 69 51 73

T̄m 3 n/a n/a 2 2

Table 5.9: Appliance models generated by the proposed OPT for REFIT House 8.

Appliance WD WM T PC TV M K

W̄m (Wh/cycle) 521 874 61 55 132 97 111

T̄m 3 3 2 n/a n/a 2 2

Where the energy consumption per cycle (Wh/cycle) is not available, it is possible

to determine it by learning from the training data. For each appliance m ∈ N1, T̄
m

represents the maximum duration in samples. E.g., WM and DW last 1-2 hours during

one operation, and thus T̄m is set to 3, as shown in Tables 5.8 and 5.9.
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As explained in Section 5.4.1, OPT estimates energy consumed by F, FZ, FFZ and

baseload via always-on consumption estimation steps and therefore results show always-

on loads performance. Results for GSP are also presented by grouping F, FZ and FFZ

due to similarity of F, FZ and FFZ profile values obtained during GSP clustering.

5.7.2 GSP Parameters

The scaling factors for weighting graph edges: ρE is initialised to 10 and ρT is fixed to

0.005. κ is set to ρE/2
10. Trade-off factor λ is empirically set to 0.5. TRSD = 10% and

q = 0.98, as defined in Chapter 3, for maintaining high clustering quality. In order to

mitigate long execution time, as reported in [100], the upper limit of window size in

GSP clustering is set to 1344, which is equivalent to the period of 8 weeks for hourly

profile measurements.

5.7.3 CNN Parameters

The proposed CNN network is trained by Adam optimiser via mean square error (MSE)

loss for up to 60 epochs with a learning rate of 0.0001. The hourly power consumption

and individual measurements are standardized by subtracting the mean, then dividing

by the standard deviation. During each epoch, all training data are fed into the network

with a batch size of 128. Each training batch is sampled with a distribution of 50/50

ON/OFF states for each appliance to reduce the effect of biased predictions made for

infrequently used appliances.

5.7.4 Daily Consumption Accuracy and Match Rate Performance

Daily disaggregation accuracy Accm performance for Houses 4 and 8 are presented in

Tables 5.10 and 5.11, respectively. Daily match rate MRm results can be observed in

Tables 5.12 and 5.13 for Houses 4 and 8, respectively. Note that weekly and monthly

disaggregation accuracy Accm performance for Houses 4 and 8 are demonstrated in the

Appendix.

DDSC performance is slightly worse than reported results in [32] but this is expected

as results in Tables 5.10 to 5.13 were tested on houses containing many unknown
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Table 5.10: Daily Accm results of the proposed methods with benchmarks for REFIT
House 4.

App. F FZ FFZ WM PC TV M K

FHMM 0.91 0.91 0.86 0.2 - 0.48 0.17 -

CO 0.92 0.87 0.88 - 0.27 0.59 - -

DDSC - 0.5 0.45 - - - 0.5 0.5

GSP 0.87 0.63 0.5 - 0.59 0.65

OPT 0.94 0.41 0.66 0.68 0.67 0.68

CNN 0.93 0.94 0.93 0.43 0.71 0.73 0.55 0.67

Table 5.11: Daily Accm results of the proposed methods with benchmarks for REFIT
House 8.

App. F FZ WD WM T PC TV M K

FHMM 0.72 0.54 0.17 - - 0.65 - - -

CO 0.51 0.69 0.5 - - 0.56 0.24 - -

DDSC - - 0.5 0.36 - - - 0.4 -

GSP 0.85 0.27 0.59 0.56 0.54 0.52 0.75 0.54

OPT 0.73 0.4 0.57 0.28 0.56 0.81 0.72 0.81

CNN 0.88 0.85 - 0.58 0.46 0.92 0.85 0.51 0.87

appliances as opposed to the aggregate of known appliances in [32]. Since DDSC

attempts to learn appliance dictionaries by mitigating the difference between the weekly

profile and the production of dictionaries and appliance-level weekly activation, it is

sensitive to the noise due to unknown appliances. The results explain why the sum

of sub-metering measurements is used instead of real aggregate readings in [32], as

discussed in Chapter 2. DDSC is also observed to have the worst performance of all

benchmark and proposed algorithms.

Table 5.10 shows that FHMM performs well in estimating consumption accuracy

for F, FZ and FFZ, which is in line with NILM results reported previously [16, 18].

However, in noisier House 8, as shown in Table 5.11, FHMM is not so robust. A similar

observation is made for CO. However, GSP is the most robust algorithm against noise

for these always-on appliances. OPT and CNN perform as well as FHMM and CO on

average for these always-on appliances. However, as observed in Tables 5.10 and 5.11,

FHMM and CO cannot disaggregate all appliances compared to OPT and CNN.

GSP is also good at disaggregating all appliances, except TV in House 4 because
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TV has far higher usage frequency than other appliances, thus clusters labelled as TV

contain a large amount of mis-clustered or unknown loads, resulting in over-estimation

for TV but under-estimation for other appliances, as shown in Fig. 5.8. While in

House 8, the usage frequencies for various appliances are more balanced. Hence, fewer

events are falsely clustered to TV and more loads can be correctly identified in House

8 than in House 4, such as M. As PCs are always-on for both houses with low hourly

consumption values, GSP fails to disaggregate such small loads, also shown in Figs. 5.8

and 5.9. However, FHMM and CO achieve good performance for PC in both houses as

expected, in both metrics and Figs. 5.8 and 5.9.

As shown in Tables 5.10 and 5.11, CNN outperforms others in estimating daily

consumption accuracy for always-on and long-lasting appliances (F, FZ, FFZ, TV, PC)

in both houses. Especially for PC and TV that operate in a house-dependant hourly

usage pattern, incorporating time information, CNN performs better than others under

the supervision of sub-metering measurements.

It can be observed that WM and WD Accm performance is relatively poorer than

other appliances. Similar daily match rate MRm results can be observed from Tables

5.12 and 5.13, respectively. As defined in Subsection 5.4.2, the load profile of such

appliances m ∈ N1 varies based on sampling instances and is split into consecutive

aggregate samples. WM and WD have operation cycles longer than one sampling

period. As loads are identified per non-zero sequence in OPT instead of per sample

as in other benchmarking methods, although OPT does not outperform on Accm and

MRm for WM in House 4, its energy consumption estimation is the closest to the

energy actually consumed.

Table 5.12: Disaggregation daily MRm results (%) of the proposed methods with
benchmarks for REFIT House 4.

App. F FZ FFZ WM PC TV M K

FHMM 85 84 76 7 21 44 34 13

CO 85 74 76 26 38 54 13 12

DDSC 16 0 10 9 14 15 0 0

GSP 80 36 0 29 21 34

OPT 87 26 49 56 49 54

CNN 86 90 87 41 55 64 50 55

128



Very Low-rate Electricity Profile Disaggregation

Table 5.13: Disaggregation daily MRm results (%) of the proposed methods with
benchmarks for REFIT House 8.

App. F FZ WD WM T PC TV M K

FHMM 63 52 12 13 16 58 24 24 18

CO 50 61 0 12 6 53 40 12 29

DDSC 3 5 0 8 1 4 5 1 4

GSP 72 15 47 18 8 5 56 7

OPT 65 9 30 38 11 64 61 63

CNN 79 70 17 46 43 85 75 49 79

For most appliances, MRm results are inline with Accm results. Both Accm and

MRm results show the reliability of disaggregation for always-on appliances as F, FZ

and FFZ compared to other appliances. Recall that Accm focuses on estimation toler-

ance per sample or per window defined as per day in this paper, whereas MRm focuses

on overall estimation tolerance. The latter demonstrates a better metric to assess dis-

aggregation performance as shown by Figs. 5.6 to 5.9, which show estimated energy

consumed vs ground truth. E.g., for House 4, MRm of GSP for PC is 0, inline with

Fig. 5.8 - these indicate that GSP fails to disaggregate PC. However, if considering

only Accm: GSP for PC in House 4 is similar to those of OPT or CNN. However, the

total PC consumption estimation from OPT and CNN is close to the actual ground

truth.

5.7.5 Analysis of Estimated vs. Actual Energy Consumption to ex-

plain Metrics

First, let’s look at always-on appliances, as shown in Figs. 5.6 and 5.7, which illustrate

the estimated disaggregated energy with respect to the ground truth. Note that OPT

grouped disaggregation of refrigeration appliances with baseload (BL) as always-on

loads; GSP clustered refrigeration appliances during disaggregation due to similarity

in energy signature. The purpose of these figures, together with Figs. 5.8 and 5.9

which show energy estimated w.r.t ground truth for all other appliances is to better

understand over- and under-estimation of consumption during disaggregation because

this is not fully captured by the performance metrics.
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Figure 5.6: Disaggregated energy consumption of the proposed methods with bench-
marks for always-on appliances in REFIT House 4.
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Figure 5.7: Disaggregated energy consumption of the proposed methods with bench-
marks for always-on appliances in REFIT House 8.

DDSC performance is poor because it significantly overestimates freezer consump-

tion as shown in Figs. 5.6 and 5.7. FHMM and CO generally slightly overestimate

F, FZ and FFZ consumption for both houses (except CO which underestimates F, FZ

and FFZ for House 4). Both GSP and CNN consistently correctly estimate F, FZ and
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FFZ for both houses. While OPT reasonably estimates F, FZ, FFZ and BL, OPT

over-estimates always-on loads for House 8 due to ’noise’ from unknown appliances

contributing significantly to BL at odd hours.

Next, the relative performance of all algorithms is discussed in terms of energy

consumption of other appliances, namely washing machine, washer dryer, PC, TV,

microwave, toaster and kettle, as shown in Figs. 5.8 and 5.9. In both houses, all bench-

marking algorithms significantly over-estimate or under-estimate energy consumption

with respect to the ground truth for the majority of appliances m ∈ N1. This is

in agreement with the Accm and MRm results, which have generally poorer perfor-

mance compared to proposed algorithms. Although these approaches have sufficient

sub-metering data for training, the lack of unknown appliance models or a noise model

results in over-estimation. This weakness is not obvious when the data is clean, i.e.,

where unknown loads do not exist as in [32, 100]. In particular, over-estimation is

the most significant in CO performance of all approaches used, as its basis is ideal

disaggregation as Eq. (2.1) with generally small measurement noise and all appliance

being known. Inline with Accm and MRm, the bar charts indicate DDSC is the most

susceptible to real-world noise due to unknown loads among all benchmarks for both

houses.

While GSP performs well for both houses for high consuming and long duration

appliances such as WM and WD, at very low-rate, GSP suffers from under-estimation

of PC and M and over-estimation for TV, as shown in Fig. 5.8. This is observed with

Accm almost 0.5 and MRm < 30 for PC and M. GSP is also unreliable for PC, TV and

K for House 8, with significant under-estimation.

OPT and CNN both generally perform best for all appliances. From Figs. 5.8 and

5.9, OPT performs better for House 4 while CNN performs better for House 8. For both

houses, supervised CNN slightly outperforms unsupervised OPT for most appliances

apart from M. Although in CNN the training set for M is sufficient due to plenty of M

usage, the periodicity is overly learnt, resulting in over-estimation for M. Indeed, Êm

obtained by CNN for each appliance contains more or less periodic components, thus

under-estimation is not observed in the CNN results.
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Figure 5.8: Disaggregated energy consumption of the proposed methods with bench-
marks for other appliances in REFIT House 4.
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Figure 5.9: Disaggregated energy consumption of the proposed methods with bench-
marks for other appliances in REFIT House 8.

The energy contributed by unlabelled always-on appliances is expected to be disag-

gregated in the always-on load estimation step of the proposed OPT algorithm, which

can sometimes be overestimated as for the case of House 8. The remaining appli-

ances which are unlabelled might be falsely detected as labelled appliances with similar
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wattage/energy-consumption-per-run. However, the use of model parameter T̄m re-

duces the likelihood of such false assignments.

5.7.6 Experimental execution time

The experiments were performed on an Intel i7-4710HQ CPU 2.5GHz machine, running

Windows10. OPT, GSP and DDSC are implemented in Matlab2016a. CNN, as well as

FHMM and CO, embedded in NILMTK toolkit, are implemented in Python.

Table 5.14: Execution time for all methods validated on both houses

FHMM CO DDSC GSP OPT CNN

House 4
Training(12 weeks) 4s 1s 4hours - - 48s
Testing(78 weeks) 36min <1s 3hours 7min 2min 1s

House 8
Training(12 weeks) 12s <1s 5hours - - 47s
Testing(67 weeks) 6hours <1s 4hours 7min 2min 1s

The execution time is shown in Table 5.14 for all methods, where the runtime for

FHMM and CO is inline with those reported in [100]. The CO approach, with the

lowest complexity, is always the fastest. DDSC takes the longest time, mainly due

to the complexity of its iterative optimization for dictionary and activation matrices.

Note that in [100], DDSC is implemented in a more efficient Python implementation,

hence a difference in execution times. Note that the proposed unsupervised GSP-based

approach takes a few minutes to execute, which is in contrast to the long execution

time reported in [100]. Moreover, both OPT and CNN trade-off efficacy and efficiency,

and execute within short periods of time.

5.8 Summary

This chapter contributes to the research gap of very low-rate energy profile disaggrega-

tion (15-60min) by proposing three disaggregation methods. First, a supervised K-NN

based electricity usage profile disaggregation solution for daily appliance-level energy

feedback is proposed. Unlike K-NN classifiers of [28, 65], appliance time usage profile

is considered in the proposed K-NN method to extract useful features. Furthermore,

RSD is used to evaluate the quality of each feature and customise feature selection
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per appliance. After validation on three datasets for up to 3 months, It is shown that

the proposed K-NN algorithm successfully disaggregates appliance energy consumption

when compared to the individual, appliance-specific, energy measurements and can dis-

aggregate up to 62% of the daily energy consumption from the total noisy electricity

usage profile with 15-min and 60-min granularity.

Then two unsupervised approaches are proposed for hourly energy profile disag-

gregation, via OPT and GSP adapted from the GSP-based NILM approach proposed

in Chapter 3. Both proposed unsupervised methods are validated on real-world noisy

REFIT dataset together with four state-of-the-art power/energy disaggregation meth-

ods: FHMM and CO implemented in NILMTK [18], DDSC proposed in [32] and CNN

proposed in Appendix 7.1. Disaggregation results for all methods are demonstrated in

multiple metrics, instead of classification results. It can be observed from experimental

results that most benchmarking methods are sensitive to noise and their performances

drop significantly compared with those on more ideal cases. Generally, the proposed

OPT outperforms other methods except for CNN, where manufacturer information is

required in OPT instead of a training set of data. Although CNN performs better than

OPT for most appliances, it requires plug-level training data.
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Chapter 6

Conclusions and Future Work

This chapter brings summary and concluding remarks for the entire work presented in

this thesis and perspective for future work.

6.1 Conclusions

Encouraged by the world-wide deployment of smart metering equipment, benefits of

fine-grained energy feedback and weaknesses of prior NILM research, this thesis focuses

on providing solutions for three challenging problems in the area of load disaggregation.

Such problems refer to low-rate NILM (1-60sec sampling interval), result improving

for general event-based low-rate NILM and very low-rate NILM (15-60min sampling

interval).

Chapter 3 proposes a novel, blind, unsupervised low-rate NILM approach, built

on the emerging GSP concepts and tested on REDD and REFIT datasets (residential

active power readings from US and UK). The main motivation comes from the fact

that GSP is training-free, can accurately capture signal patterns that occur rarely, is

robust to noisy data, and has low implementation complexity. The results from disag-

gregating aggregate loads measured from four real houses indicate that the proposed

training-less GSP-based NILM approach has comparable performance with the super-

vised GSP-based NILM approach of [40] outperforming the unsupervised HMM-based

method. Moreover, the performance limits of the proposed GSP algorithm are heuris-
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tically determined and the usefulness of this limit is demonstrated to estimate the

disaggregation performance. Due to its low complexity, simple operation and minimal

customer input (for initial labelling), the algorithm can be applied on large scale as

an embedded system as part of Consumer Access Device [49] with an online feedback

interface that users can access. This paper has further demonstrated the potential of

GSP for load disaggregation.

Then, for improving event-based low-rate NILM performance, in Chapter 4 various

methods are designed before and after NILM procedure based on the nature of this

problem, which objectives are reducing measurement noise in NILM entries and mis-

classification of loads with similar working power levels in NILM results, respectively.

In order to address the challenge of mitigating the effect of measurement noise and

unknown loads on NILM performance. Two signal processing methods based on GSP

are proposed in conjunction with existing NILM approaches to improve any low-rate

supervised and unsupervised event-based NILM classification and estimation accuracy.

In particular, a graph-based filtering approach is proposed to clean the power sig-

nal before classification. The main motivation comes from the fact that event-based

low-rate NILM approaches require clean power consumption measurements containing

sharp and accurate state transition events. Besides the proposed graph-based filtering,

a post-classification refinement method is proposed to improves NILM by mitigating

the effect of misclassification of loads with similar operational range.

The improvement in NILM performance is demonstrated with the proposed methods

when applied to three distinct event-based NILM methods and across real-world REDD

and REFIT datasets with multiple houses with different levels of actual measured noise.

The effect of sampling rate on graph filtering and edge sharpening is discussed and It

is shown that the proposed method can significantly improve performance for smart

meter data gathered at sampling rates of 1Hz and lower, allowing appliances which

could not be detected by event-based NILM previously, possible.

Finally, the more challenging very low-rate load disaggregation problem is tackled

where electricity consumption profile is collected every 15 minutes or longer in both

supervised and unsupervised ways. A supervised K-NN based electricity usage profile
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disaggregation solution is proposed for daily appliance-level energy feedback. Unlike

K-NN classifiers of [28, 65], appliance time usage profile is considered in the proposed

K-NN method to extract useful features. Furthermore, RSD is used to evaluate the

quality of each feature and customise feature selection per appliance. The validation

on REDD, REFIT, AMPds datasets for up to 3 months indicates that the proposed

algorithm successfully disaggregates appliance energy consumption when compared to

the individual, appliance-specific, energy measurements and can disaggregate up to

62% of the daily energy consumption from the total noisy electricity usage profile with

15-min and 60-min granularity.

Opposite to the supervised K-NN approach, that is, avoiding usage of sub-metered

measurements, two hourly energy profile disaggregation approaches are proposed, one

performs this problem as combinatorial optimisation and the other is varied from the

unsupervised approach for low-rate power disaggregation proposed in Chapter 3. Both

proposed unsupervised methods are validated on real-world noisy REFIT dataset to-

gether with four state-of-the-art power/energy disaggregation methods: FHMM and

CO implemented in NILMTK [18], DDSC proposed in [32] and CNN proposed in Ap-

pendix 7.1. Disaggregation results for all methods are demonstrated in multiple metrics,

instead of classification results. It can be observed from experimental results that most

benchmarking methods are sensitive to noise and their performances drop significantly

compared with those on more ideal cases. Generally, the proposed OPT outperforms

other methods except for CNN, where manufacturer information is required in OPT

instead of a training set of data. Although CNN performs better than OPT for most

appliances, it requires plug-level training data.

The scenarios applicable to the proposed methods are concluded in the following.

In Chapter 3, the GSP-based approach is proposed as an unsupervised low-rate (at

1sec-1min granularity) NILM solution for the case where only low-rate aggregate mea-

surement are available. That is, there is no plug-level training data, extra survey or

environment data. However, GSP is susceptible to measurement noise and requires an

extra labelling process after clustering.

The pre-processing approach proposed in Chapter 4 is applied before low-rate load
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disaggregation, for improving the performance by mitigating different types of noise

present in the aggregate measurements. The performance improvement for the NILM

methods making use of transient (power change) feature is more significant than that

for other state-based NILM methods. Note that the pre-processing is not suitable for

NILM approaches featuring high level of ‘fluctuation’, ‘transient spike’, etc., which is

defined as ’noise’ in the proposed pre-processing. The proposed NILM-result refining

approach is applied as a further disaggregation step applied to the cluster of state

transient events obtained by the primary load disaggregation method, where events of

two appliances with similar working power ranges but distinguished running durations

are grouped in the same cluster. The NILM-result refining approach requires either the

plug-level data or the appliance model for at least one of the two appliances. Note that

the methods proposed in Chapter 4 are not suitable for improving load disaggregation

performance at very low rates (15min-1hour) due to the absence of state transient

features.

For tackling the very low-rate (at 15min to 1hour granularity) energy disaggregation

problem, three approaches are proposed in Chapter 5. The proposed K-NN requires

appliance-level training data and extracts features from reactive energy consumption

data if available. On the contrary, both proposed OPT and GSP-based methods do

not require a set of data for training. However, make/model, rated power or energy-

consumption-per-use for appliances are required for OPT via a one-off survey. The

GSP-based method proposed for hourly energy disaggregation in Chapter 5 is low-

complexity and requires pure aggregate hourly profile readings for billing purpose, but

its disaggregation accuracy is lower than OPT and CNN.

6.2 Future Work

Although lots of works have contributed to the problems concerned in this PhD work,

there are still potentials of improvement in various ways, worthy being researched more

deeply and extensively. Future work is listed in the following.

• The robustness of current low-rate NILM algorithm via unsupervised GSP can
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be enhanced as it still can not separate simultaneous state transitions of multiple

appliances. Besides, the performance of the proposed GSP for multi-state appli-

ances can also be improved, by, e.g., utilising extra multi-state appliance models

generated through transfer learning.

• The features of time used in proposed K-NN can be used in low-rate NILM

algorithm based on unsupervised GSP for generating extra graphs, where trade-

off factors as weights of each feature can be learnt if the training set is available.

• Weights in the adjacency matrix of graphs can be selected based on training using

CNN instead of Gaussian kernel weighting function.

• For NILM result improving methods, adaptive parameter selection derived from

measurements can be investigated and robustness can be enhanced by applying

the proposed algorithm to other energy usage measurements (e.g., reactive power)

with various sampling rates.

• For the supervised hourly profile disaggregation via K-NN, future work includes

weighting features based on RSD or other metrics; improvement of ON-OFF

states prediction rules to trade-off efficiency; widening the set of loads that can be

estimated reliably; transfer learning from similar houses and appliance ownership

and usage profile.

• Since permanent noise modelling is proposed in OPT, it can be combined with

other benchmarks and expected to reduce the complexity of further disaggrega-

tion.

• An investigation is valuable for analysing benchmarks’ NILM performance on

energy measurements at a distinct sampling rate, from 1 sec to 1 hour.

• Investigating scalable or transferable NILM approaches, comprising unsupervised

and supervised methods, that can work with minimal training data and can work

on any unseen dataset.
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• For the proposed OPT, it would be beneficial to undertake a sensitivity analysis

to assess the effect of the noise level in the house, i.e., the percentage of energy

consumed by unlabelled appliances, on disaggregation performance.

• The efficiency of the proposed OPT should be systematically improved as it is cur-

rently exponential in the number of appliances, with heuristically set constraints

to reduce the computational time.
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Appendix

7.1 Convolution Neural Network

In this section, the CNN architecture used for benchmarking in Chapter 5 in introduced.

The CNN architecture is motivated by recent deep neural network architectures [7], [37]

and [39] for low-rate power disaggregation and implemented by a co-author Minxiang

Ye. It can be observed from Table 2.1 that all neural networks in [7,37,39] are proposed

for load disaggregation on the smart meter readings of resolution from 1 second to 1

minute. However, the CNN architecture applied in Chapter 5 is proposed for estimating

appliance hourly profile after training on very low-rate aggregate profile data. To

enhance disaggregation performance on the hourly profile, time-of-day information is

explicitly used as an additional feature, which differs from the aforementioned neural

network architectures for load disaggregation.

As shown in Fig. 7.1, the proposed CNN architecture aims to disaggregate the

hourly power consumption per appliance per sample. The proposed network takes

two inputs: (1) hourly aggregate power consumption in a Q hours sliding window; (2)

encoded cyclical continuous absolute time features of the fourth hour in the window.

In this paper, he heuristically sets window length Q = 7 hours to cover at least two

working periods of a washing machine. Given a sequence of 7 hours’ aggregate power

consumption, he employs 3 CNN blocks to extract the spatial features correlated with

the target hour (the fourth hour in the sliding window). To explore the non-uniform
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Figure 7.1: Proposed CNN architecture for very low-rate disaggregation. Both windows
of 7-hour long aggregate data and the 4-th hour’s encoded time information are fed into
the proposed network. ‘Conv x@y’ refers to a 2D convolutional layer with x filters each
with kernel size y and fixed stride size=1x1. ‘FC x’ means the fully connected layer with
x=number of neurons. ‘Concatenation x’ refers to a flatten operation that reshapes
a matrix into a vector array with x values. ‘Batch Norm’ is a batch normalisation
layer [131]. ‘LeakyReLU’ refers to a leaky version of a rectified linear unit activation
function [132], with a fixed slope coefficient=0.3. ‘Dropout x’ means that the dropout
layer [133] randomly sets a fraction rate=x of input units to zero at each update during
the training phase.

distribution of appliance usage, he encodes the hour of the day (H = [0, 23], H ∈

R+ ∪ {0}) into two cyclical continuous variables sin(2πH/24) and cos(2πH/24) as

the additional time features (encoded hour). Instead of feeding both time features

into the network at the first layer, he merges the target hour’s time features with the

corresponding spatial features extracted by the 3 CNN blocks via down-sampling in

the time domain. To effectively train the network, “skip connection” is adopted to

merge the outputs of the 3 CNN blocks with the time features that accelerates the
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training, enabling an ensemble of 7, 5, 3 hours’ profile feature maps with increasing

CNN filters. The overall merged features are fed into the last four fully connected

layers (128-256-64-1 neurons) to estimate the power consumption of the target hour.

Moreover, he also adopt batch normalization [131], dropout [133], leaky ReLU [132] and

l2-norm penalty on weights [134] to obtain better regularization performance regardless

of weights initialisation.

From the experimental results in Section 5.7, the CNN outperforms other methods

for most appliances. CNN is especially good at estimating always-on and long-lasting

appliances, that operate in a house-dependant hourly usage pattern, because it incorpo-

rates time-of-day information. Note that comparing with unsupervised methods such

as OPT, supervised CNN requires sufficient data for training. Thus, if the training data

is sufficient, CNN is the best performing solution for very low-rate load disaggregation

among all NILM approaches validated in Chapter 5. The difference of usage periodicity

for one appliance between its training period and testing period might lead to overes-

timation or underestimation. For example, the reduction of microwave usage results

in overestimation for its disaggregated consumption, as its usage frequency is overly

learnt. Since periodic components exist for most domestic appliance usage, the utili-

sation of time-of-day feature in CNN improves the very low-rate load disaggregation

performance for most appliances.

7.2 Weekly and Monthly Accm Results for REFIT House

4 and 8 on Hourly Granularity

In this section, more experimental results are demonstrated in various metrics for en-

riching the results presented in Section 5.7. The disaggregation accuracy Accm for

all proposed and benchmarking methods at lower granularities, as per week and per

month, are shown in Tables 7.1 and 7.2 for REFIT House 4 and in Tables 7.3 and 7.4 for

REFIT House 8. The weekly and monthly disaggregation accuracy Accm is calculated

in a similar way as Eq. 2.22, however, weekly/monthly load profile is utilised instead

of the daily load profile.
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Table 7.1: Weekly Accm results of the proposed methods with benchmarks for REFIT
House 4.

App. F FZ FFZ WM PC TV M K

FHMM 0.93 0.92 0.87 0.57 - 0.53 0.3 -

CO 0.96 0.88 0.89 - 0.36 0.63 - -

DDSC - 0.5 0.45 - - - 0.5 0.5

GSP 0.88 0.72 0.5 - 0.61 0.71

OPT 0.94 0.8 0.77 0.74 0.79 0.8

CNN 0.95 0.95 0.94 0.62 0.8 0.77 0.63 0.8

Table 7.2: Monthly Accm results of the proposed methods with benchmarks for REFIT
House 4.

App. F FZ FFZ WM PC TV M K

FHMM 0.94 0.92 0.89 0.79 - 0.54 0.3 -

CO 0.97 0.88 0.9 - 0.37 0.64 - -

DDSC - 0.5 0.59 - - 0.03 0.5 0.5

GSP 0.89 0.77 0.5 - 0.61 0.71

OPT 0.94 0.91 0.82 0.79 0.85 0.86

CNN 0.96 0.96 0.94 0.63 0.84 0.79 0.63 0.84

Table 7.3: Weekly Accm results of the proposed methods with benchmarks for REFIT
House 8.

App. F FZ WD WM T PC TV M K

FHMM 0.75 0.56 0.7 - - 0.67 - - -

CO 0.53 0.72 0.5 - - 0.56 0.25 - -

DDSC - - 0.5 0.36 - - - 0.4 -

GSP 0.86 0.73 0.81 0.63 0.54 0.52 0.87 0.54

OPT 0.65 0.63 0.71 0.71 0.54 0.76 0.89 0.75

CNN 0.91 0.86 0.42 0.79 0.62 0.94 0.91 0.55 0.92

Table 7.4: Monthly Accm results of the proposed methods with benchmarks for REFIT
House 8.

App. F FZ WD WM T PC TV M K

FHMM 0.78 0.56 0.84 - - 0.69 - - -

CO 0.53 0.73 0.5 - - 0.57 0.24 - -

DDSC - - 0.5 0.51 - - 0.34 0.46 -

GSP 0.87 0.85 0.84 0.64 0.54 0.52 0.89 0.54

OPT 0.65 0.65 0.71 0.73 0.54 0.76 0.93 0.75

CNN 0.93 0.87 0.55 0.82 0.66 0.95 0.93 0.54 0.93
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Comparing the daily accuracy results and corresponding weekly and monthly results

for both houses, it can be observed that the disaggregation accuracy at a lower granu-

larity is always better than that at a higher granularity. Therefore, if the hourly load

disaggregation results are unnecessary for the consumers, the energy disaggregation

feedback can be provided per week or per month with higher accuracy.
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