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Abstract

The performance of RF antennae for ion cyclotroating applications of fusion
plasmas have hitherto been greatly degraded byrsence of instabilities in the
plasma edge. These appear electrically as fasti¢ranreflections on the RF circuit.
The conjugate-T (CT) architecture achieves resikeby arranging two straps in
parallel with a tuning component on each arm. d¢fparly configured, a symmetrical
disturbance to both straps will result in the retibel power destructively interfering
at the T point.

The objective of the research reported here iaytdHe foundations of a control
methodology to enable an in-vessel matched CT aatemself configure in order to
achieve optimal resilience and perfect matchingafor given plasma state. Highly
non linear steady state models of the electrichabior are derived, and parameter
scans of the non ideal variables such as mutuaddiapce, asymmetry and reactive
disturbances are investigated. Finally, the basssself optimising control algorithm
is presented and performance validated for resististurbances. Options for fully

reactive and resistive disturbance resilience evpgsed.
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1. Introduction

Environmental concerns, and limited reserves ofifoiiels, necessitate the
development of alternative sources of energy inrtteglium to long term. Of the
candidate solutions envisaged, controlled nuclasioh is one of the most
promising, yet highly technically challenging.

One such challenge requiring a solution is the rgedreactor to heat its plasma
to the required energies necessary for sustainsrfureactions, and to provide
steady state non inductive current drive to sustfaghmagnetic confinement fields
holding the plasma away from the reactor walls.

One candidate heating and current drive systemors Qyclotron Resonant
Heating (ICRH), which heats plasma by a high pow&ctromagnetic wave.
However, the performance of such systems is greltyraded in the presence of
plasma edge instabilities. These appear electyieallfast transient loads on the RF
circuit, of frequency beyond that which may be cemgated for in real time. As
such circuits are highly tuned, the load variatioesult in large transient reflections
of RF power. In response protection interlocks wahut down the generator
momentarily. However the cumulative effect of thesgages is a large decrease in

duty cycle, reducing the average delivered power.

This study concerns the investigation of the coajagT load resilient
architecture, and develops control algorithms tbaable the maximum power
transfer to the plasma, as well as maximising tesiye disturbance rejection of the

electrical system.



1.1. Synopsis

The objective of this study is to understand thbaveor of optimally resilient
circuits, and so develop control algorithms thavelthe antenna toward a perfectly
matched, resilient state. The manner in whichith&chieved is summarised below:

ICRH systems and fusion power in general is desedrlioy way of introduction in
chapter 2. In this regard, basic principles ofdasand its magnetic confinement are
described in section 2.1 & 2.2. This is necessamynderstand the toroidal geometry
frame used throughout the text.

An introduction to ICRH is provided in section 2Bhis section explains the
physical processes of coupling power to the plasand, the systems required to
achieve this. A brief introduction to the RF actwatand design techniques is
provided, as these will be used throughout.

As this study is primarily focused on load disturba rejection, the mechanism
of loading the antenna, and the known type of distnces encountered are
described in section 2.4. Unfortunately, most ptaisdata is available from studies
by Monakhov (2003) on antennae geometries not stamgi with the modern short
strap designs assumed in this study.

A review of candidate fast matching and resiliemtmodologies is included in
section 2.5. Various methods from active compeosdfrast Ferrite Tuners, Lin et
al, 2008) to passive are summarised. Most antens@e combination of active and
passive means, and the conjugate T circuit isdinited as an architecture capable of

coupling power through plasma edge disturbances.



The CT circuit is discussed at depth in section R é&his regard, the JET ILA is
introduced as a modern short strap conjugate Thaatevhich serves as the design
basis for this study.

With suitable introductions in place, in Chaptertl®e study reviews the
mathematical model of one CT circuit. In this regaa simplified model that
includes asymmetries and mutual impedance effeasveloped in section 3.1.

The second stage matching circuits are mathemigtidatcribed in section 3.2.
Two basic models are proposed; one a simplifiedudirsuitable for resistive
variations, and the second a more accurate raahsegquired for multidimensional
disturbance modelling.

The phenomenological model of loading disturbarscesat out in section 3.3.
This model is based on that described by Lamald®32 Only two models were
considered in this study; a purely resistive diséimce, and a combined resistive-
reactive disturbance.

With the mathematical models now established, iaptér 4 the study can
proceed to defining the conditions of a CT circait optimal resilience. Firstly,
resilience is mathematically defined in section, 441ding a purely resistive variation
following on from work by Durodie (M65).

The optimal configuration of an ideal CT circuit @erived algebraically in
section 4.2. However, the complexity of incorpargtnhon ideal parameters requires
a numerical solver. As the resilience solution spamntains mathematical

discontinuities, custom solvers were written, dmebe are summarised in section 4.3.



Having developed the mathematical tools necessapalculate the optimal set
point of any given circuit, in chapter 5 the stugsoceeds to develop control
heuristics for optimal resilience.

To serve as reference, the fixed T point controthmé@ology of the ILA, as
developed by Durodie (M68) is described, and thalehahereof summarised in
section 5.1.

In section 5.2 an alternative methodology is prepgoshat controls the arm
current phase rather than antenna impedance. Tass demonstrated to be load
invariant, yet would require feedback control of tlsecond stage circuit for
automatic matching.

The influence of non ideal parameters was inves®yaising numerical tools.
The sensitivity and set point loci are publishedaation 5.3. Consequently, general
control heuristics were developed for the phasdrobmethodology, and the non
ideal parameters shown to have a strong influengeaecformance.

A novel methodology using a diagnostic sidebandplande modulated on the
main heating frequency is proposed in section %4 ron ideal parameter
compensation. The resulting control algorithm wested against the fixed T method
in section 5.5 and shown to have significantly sigpgerformance.

It is known that plasma disturbances are multidisn@mal events, and therefore,
the one dimensional methods investigated thus fevinsufficient. Therefore, in
chapter 6 an alternative average coupled powenpedance measure is proposed
that is more scalable in dimensions and better ucapt system behavior. The

performance measure is mathematically describeskation 6.3.1. Numerical tools



for calculating performance and the consequentiglin@l configuration are
described in sections 6.3.2 & 6.3.3 respectively.

The sensitivity studies were repeated for multidisienal disturbances in
chapter 7. It was found that reactive disturbariees prominent detrimental effects
on the system performance. Additionally, the ampkt modulation diagnostic
required modification. Proposals to address somthefreactive ELM implications
are set out in section 7.2

The study leaves many issues outstanding, and riy@oged further work is
discussed in chapter 8. Of particular note is therarching requirement to gain a
better understanding of plasma disturbance by dineasurement on the ILA.

The study concludes in chapter 9 by summarisinguseful contributions by
developing a better understanding of the non igaahmeters on CT performance,
and has proposed the framework for a control mettogy whereby both matching
and resilience are controlled under feedback, heduse of diagnostic sidebands to
indicate the state of the antenna.

References used in this study are reported in ehdpt

Appendix A contains the derivation and code retibsaof the required input
parameters of a phase shifter — stib 2age match, as used in the modelling of
section 6.3.2

Appendix B contains a measured impedance matriwviged by the ILA
commissioning team. This was used to set bouna®ondeal parameters

Appendix C contains the MATLAB code for the regioee performance

assessment for an arbitrary CT circuit, as usedgttaties in chapters 4 & 5.



Appendix D contains the MATLAB code for the adaptimesh optimization
solver that was written to extract optimal CT cgafiation when the solution lies on
a mathematical discontinuity. This was used fossgafity studies of section 5.3

Appendix E contains the code that derives the @gduiconfiguration required
for a fixed T point algorithm. This was used aserehce for the algorithm
assessments of section 5.5.

Appendix F contains the code for the amplitude ntatthn algorithm, which
was assessed in section 5.5.

Appendix G records the code for the averaged cauypdsver in disturbance X-R
space as used to assess the impact of multidinrexidtd.Ms.

Appendix H contains the code for the modified ad@ptmesh optimization
algorithm that extracts the maximum performancenftbe average coupled power

model of Appendix G. This was used for the sengjtstudies of section 7.1.

1.2. Original contributions

The original work presented in this study to whtble author made significant
contributions is the following:

Chapter 4: The derivation, in section 4.3.1, oystamatic approach to modelling
resilience by defining a performance measure rathan VSWR
contours.

The development and validation, in section 4.32, numerical
method to extract the optimal configuration of abiteary CT circuit,
including mutual impedance and resistive asymmetry

Chapter 5: The derivation, in section 5.2, of tleéindtion of a resilient circuit as

defined by arm phase.



Chapter 6:

Chapter 7:

The proposal, in section 5.2, of a control methoglp whereby
resilience is optimised by feedback control to wklithe optimal arm
phases, and resulting floating T point impedanc&hea by feedback
control of the 2 stage circuit.

The parametric investigation, in section 5.3, ohndeal parameters
of mutual impedance and resistive asymmetry on nogti
configuration set points for resistive disturbances

The proposal, in section 5.4, of adding diagnostaebands to the
heating frequency, and so enable automatic compensaf varying
non ideal parameters.

The validation, in section 5.5, of the amplitudedulated arm phase
control algorithm, demonstrating superior and bbzautl resilience
performance for resistive disturbances.

The proposal & development, in sectidd 6f a revised average
coupled power model of resilience performance, Emgbmulti
dimensional scaling, non path dependant disturlsrared capturing
interlock functionality.
The development, in section 6.3.3, of numericalhoétto extract the
optimal configuration of an arbitrary CT circuitpcluding mutual
impedance and resistive asymmetry using the averaggled power
performance measure.

The parametric investigation, in secfidhy of non ideal parameters
of mutual impedance and resistive asymmetry on nogti

configuration set points for combined resistiveaative disturbances.



The proposal, in section 7.2, of adding a diageosileband to the
heating frequency, of frequency chosen so that whersideband is
controlled to the nominally optimal locus, the nésg offset from

optimal on the drive frequency provides a cushionabsorb the
reactive component of the ELM, yet uses the sidelzsna “handrail”
to provide automatic compensation for mutual reama and

asymmetry variations.



2. General background

2.1. Overview of Nuclear Fusion

Nuclear fusion is the process whereby elementsoof &tomic number are
combined into heavier elements, and is the mechathat powers the stars. The
process releases very large amounts of energy,sigtiificant power amplification.
However, the initiating energy trigger is substahtiNot withstanding the
consequential difficulties, the large resulting owamplification and readily
available fuel sources make the prospect of a othedr fusion power plant attractive.

The most efficient reaction to utilise fusion ontkas the DT reaction in which
nuclei of the two Hydrogen isotopes Deuterium (I arritium (T) are forced
together to overcome the rejection due to theictetecharge and so allow them to
fuse due to the strong nuclear force between tAdra.product of this reaction is a
Helium nucleus and a neutron, both with very higrekc energy.

Due to losses in any confinement system, threenpetexs, temperature, density
and confinement time, need to be simultaneouslyeaeld for sustained fusion to
occur in a given volume. The product of these patars is called the fusion (or
triple) product, and provides a figure of merit far candidate fusion device.
Breakeven (energy input equal to energy outputesesented by a fixed value of
5x10”'m>keVs, however no experimental device has yet aththis figure (Wesson
1999).

Fusion reactions occur at a sufficient rate onlywexty high temperatures and

consequently in the fourth state of matter knownpéssma - when electrons



disassociate from their nuclei and co exist in kctacally neutral, yet conductive
medium of free moving electrons and ion species.

The high temperatures confer a large kinetic entrydiie ions, so enabling them
to overcome the electrostatic repulsive force got@ach each other sufficiently to
be captured by the strong nuclear force and sa fusethe DT reaction an optimal
temperature near 300M K exists (Wesson, 2004)pafth lower temperatures of
~200M K are typically used on contemporary expentagWesson 1999)

The number of fusion reactions per unit volumeasghly proportional to the
square of the density. Therefore the density dfifues must be sufficiently large for
fusion reactions to take place at the required @bmtemporary devices can attain 1-
2 x 10° particles ¥, however greater densities are limited by the on$elasma
instability with currently available magnetic camment field strengths (Wesson
1999).

The Energy Confinement Time is a measure of hovwg ldre energy in the
plasma is retained before being lost. It is defiasdhe ratio of the thermal energy
contained in the plasma to the power input requtcednaintain these conditions.
This figure is limited by convective losses frone thlasma edge and radiation. The
confinement time increases dramatically with plasma (large volumes retain heat
much better than small volumes) - the ultimate gdarbeing the Sun whose energy
confinement time is massive. Confinement times -& geconds are necessary for

attainable temperatures and density; however preseords are just greater than 1s.
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2.2. Magnetically Confined Fusion

To achieve the necessary triple product for susthfasion, various confinement
devices have been designed and researched. Amesg the tokomak is the most
highly developed.

Since plasma comprises charged particles, magfietds can be used to
isolate the plasma from the walls of the containmesssel. This isolation reduces
the conductive heat loss to the vessel, enablirghtgh temperatures discussed in
section 2.1 to be achieved. It also minimises éhease of impurities from the vessel
walls into the plasma that would contaminate andhér cool the plasma by
radiation.

In a tokomak, plasma is confined in a toroidal cham This toroidal
geometry is illustrated in Figure 1, which defirthe coordinate frame that shall be

used throughout.

SECTION AA

|
|
T
|
|
|
=
|
|
|
|
]
|

Radial plane Poloidal plane

*\._Toroidal plane -
S

Figure 1: Toroidal Geometry (simplified)

The confinement is achieved by arranging magneitis toroidally to form a
circular magnetic field when viewed in plan. Thigbles the plasma to loop back on

itself and so avoid the “end” problem with a cylirwél geometry.
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The internal plasma pressure is reacted by excdingroidal current in the
plasma itself. The resulting magnetic field “pinsheéhe plasma away from the
vacuum vessel wall. This current is achieved byiatidn, where the plasma serves
as the secondary winding of a transformer.

The plasma vertical position is stabilised by agiag large coils in the
toroidal plane to form a poloidal field that can mpulate the plasma’s vertical
location and cross sectional shape.

The resulting interaction yields magnetic fieldelsnthat orbit both poloidally
and toroidally to “corkscrew” around the vessel asw form closed magnetic
surfaces. Plasma species move along the field &ndsare therefore confined. This
principle is illustrated in Figure 2. A more compeasive review of Tokomaks is

reported by Wesson (2004).

Magnelic Circit
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Plasma with Plasma Current, |, 5

(secondary translormer cireuit) Resultant helical field
{Pitch exaggerated)

Resultani Helical Magneiic Field

{exaggerated)

Figure 2: Principle of magnetic confinement in a TeRomak

Plasma heating is achieved by three principle meam®ic heating, neutral
beam injection and RF systems.

As discussed above, large currents are requireflioto in the plasma to
complete the magnetic confinement. These curremes & order 5MA on
contemporary devices such as JET. Although plasasaahlow electrical resistance

significant heating is achieved through classieslistive losses. However, plasma
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resistance decreases with temperature and so coemghry additional heating
systems are required.

Neutral Beam injection is the primary heating systen contemporary
tokomaks, and consists of an ion source and aeteteto produce focused ionised
beams. These are neutralized in order to penetilag¢e plasma’'s magnetic
confinement and heat the plasma by kinetic eneogyersion.

Radio Frequency (RF) systems heat the plasma bpigrg a resonance of
the plasma species. Plasma particles orbit magfelttlines with a characteristic
cyclotron frequency. An electromagnetic wave of tlkame frequency is
preferentially absorbed by such particles, andvibge energy converted to kinetic
energy, or “heat”. Different RF systems targetwhaous plasma species. GHz band
ECRH (Electron Cyclotron Resonant Heating) systémat the plasma electrons,
whereas shortwave ICRH (lon cyclotron ResonantiHgpsystems target the ions.

The three heating systems are illustrated in FiGure

Transmission Line

Radio Frequency
(RF) Heating

Ohmic Heating

; Antenna
Electric

Current
/ Electromagnetic
Waves

Energetic hydrogen

Neutral Beam
Injection
Heating

Figure 3: lllustration of Tokomak additional heating systems
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2.3. lon Cyclotron Resonant Heating (ICRH) Systems

2.3.1. Physics of lon cyclotron Heating & CurrentD  rive

In plasma, ions orbit magnetic field lines with &aracteristic cyclotron
frequency, we, which depends only on three quantities: charge mads of the
particle, and magnetic field strength, as defineld:

_ ZSeB [1]
m,

7y}

CS

Where subscripts' denotes the plasma speci@g the species’ chargeB” the
magnetic flux density anarf the mass.

Due to the circular geometry of the Tokomak, th@ittal magnetic field drops
off as a consequence of Amperes law in proportioR t, where R is the radius from
the major axis of the torus (see Figure 1).

Therefore, if an electromagnetic wave is launchei ithe plasma, specific
plasma species can be targeted by gross seledtifstagunency band dependant on
the species charge & mass. Because field changasfégtor of 2 over the plasma
cross section, the geometrical absorption locat@m be accurately controlled to a
narrow vertical layer by fine variation of frequegnc

This control of power deposition is a unique featof ICRH RF systems, and
enables an enhanced confinement time as poweliieidel straight to the plasma
core, not losing power to the edge.

lon cyclotron heating and current drive explole interaction mechanisms of
the fast magnetosonic wave in plasma, as discussedction 2.4. The resonance

condition for a species ‘s’ is mathematically désed as:
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@+ Plcs + KV =0 [2]
Where p' is the cyclotron harmonic number (0,1,2..3J ‘is the wave angular
frequency, k' the parallel component of the velocitys® along the field line, and
‘k’ the component of the wave vector parallel tortregnetic field.

The velocity component in the relation results iorensignificant heating for fast
particles than for slow particles, especially fogher order harmonics. This
introduces temperature dependencies as well astibst in thermal distribution due
to the heating.

The main interaction processes are cyclotron hgatirthe ions (p>0, s = ions),
and transit time magnetic pumping (e-TTMP) or Landamping of electrons (ELD)
(p=0, s=electrons). Additionally, the fast magnetos wave can be converted into
short wavelength electrostatic waves (e.g. lon 8ein waves) which can damp
their energy into ions and electrons. A comprehanseview of the plasma physics
involved with IC heating and current drive is rejgedrby Becoulet (1996).

In the ion heating regime the direct coupling te tbns is a distinct feature of
ICRH systems and can be exploited to enhance plesacévity, and so burn control
on future reactors (Koch 1993). Three distinctspecies are typically targetted:

* The second harmonic of tritium (Rogers 1996)

« The fundamental oHe as minority species in Helium doped plasmas

* The fundamental of deuterium (although this is wmpetition with
plasma impurities such as Beryllium)

The presence ofkn the resonance condition allows the wave to gee

current in the plasma (Fisch 1987). This is obtéibg combining multiple toroidal

antennae in a progressively phased array. Thetirgguaonstructive and destructive

15



interference can be used to steer the wave prapadabnt and obtain a toroidally
asymmetric wave spectrum. A resonant conditionggtace when particles parallel
velocity matches the fast wave parallel phase Wglo€he opposite sign of the two
processes involved (e-TTMO & ELD) lowers the oveadisorption, and so coupling
is reduced. However, this resonant condition oceatirdifferent frequencies, and so
heating and current drive functions can be decaluplde ability to drive steady
state DC current is important for commercial reesst@s contemporary induction

driven machines are inherently pulsed.

2.3.2. Overview of ICRH Systems

An ICRH system can be decomposed into four distpaits, the generators,
matching network, antenna and protection systems.
Generators:

ICRH systems use sufficiently low frequencies tal#a the use of conventional
and commercially available amplification deviceheTgenerators consist of an
amplitude or phase modulated milli-Watt frequenoyrses that drives a train of
cascaded amplifiers.

A typical RF generator layout consists of a fouagst amplifier, including a
wideband solid state amp (~0.5kW) followed by thinelee powered tuned stages; a
pre driver (20kW), a driver-stage (200kW) and ad stage (~2MW). This typical

configuration is shown in Figure 4 (as per ITER WRS).
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Figure 4: RF Power source block diagram

All power stages have input and output cavities #na mechanically adjusted to
cover the frequency range. The use of coaxial ieavieads to a relatively simple
mechanical layout. With amplitude feedback the gatioe bandwidth about the
matched frequency can be as high as 4MHz althoagh4900kHz is actively used
(Sibley 1999).

Tubes are typically operated in class B. Howeveamnédator efficiencies of 65%
conversion of DC to RF input have been achievedkimyalCRH one of the most
efficient additional heating systems available [§i1999).

Generators are capable of controlling under feddbiae relative phase (between
generators), modulation, output power and frequency

Matching Networks:

In order to satisfy ohms law for propagating elieeirwaves in a conductor, a
proportion of any incident wave is reflected atimpedance discontinuity (Da Silva
2002). This reflected wave will alter the effectiwetput impedance of the tube. As
this impedance moves out of the correct rangedfrees grid and anode currents will
exceed limits as the tube responds to maintain po@ensequently, the output

impedance of the generators is matched to the ctesistic impedance of the
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transmission lines by the amplifiers output cavétgd in turn the transmission line is
matched to the antenna.

The coupling load of the antenna is very low foas@ns to be discussed in
Section 2.4. Consequently it must be transformealdoitable impedance (preferably
real) using matching stubs and trombones. The ehat transmission line
characteristic impedance is chosen to be suffilgielow to ease the matching
requirement, but sufficiently high so that the itenaoltage carrying capacity of the
line is maintained. A value of 8D is typically used (Wade 1994). Coaxial
transmission lines are employed due to the compaathanical realisation and
natural isolation conferred.

Antenna matching employs classic microwave techesqiihe combination of a
forward and reflected wave leads to the creatioa standing wave pattern along the
transmission line with a maximum every half wavekin Therefore, at any given
location on the line the input impedance, definedatage/current, varies.

Various methods of matching exist, but most exploé ability of a termination
load to be changed when seen through varying lengthtransmission line. The
generic matching components are summarised below:

Trombone, line stretcher phase shifter or transforner: This component is an
adjustable length of transmission line, much likecanbone’s slider. The variable
length can be used to change the phase of a ggrieatched RF wave due to the
increased propagation delay associated with a folge. This is mathematically

expressed as follows:

Ap="%nx 3

U,
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Where Ag is the change in phaseg'the angular frequency of the wave,”
the wave velocity andAX the change in transmission line length. Alterhgtéhe
same component can be used as a transformer t@rtarv unmatched load from

one impedance to another by the relation:

s =7 Z,sinh(jt) + Z, cosH{t) 4]
" 7% Z,cosH) + Z, sinh{)

Where Zy’ in the input impedance,Z;’ the load impedanceZy the line
characteristic impedancey ‘the propagation constant, antd the length of the
transmission line.

Variable stub: A stub is a section of coaxial line terminatedhaat short circuit,
thereforeZ. = 0, and for a lossless ling=)8, where 7 is the phase shift index
defined as2mwA, where A’ is the wavelength. By equation 4, the resultingut
impedance is given by the equation:

Z, =Z,(jtan(3)) 51

Therefore the inclusion of a stub in series wittirauit appears as a pure shunt
reactance. By varying the length of the input to the location of the short, the
reactance may be varied. A capacitive effect camadieeved for lengths d A/4,
whereas an inductive effect can be achieved fagthenofl< A/4.

For lengths equal to a quarter wavelength, thetiimppedance appears infinite
and the stub plays no part in the electrical bedraot the system. Such fixed stubs
are employed to introduce services such as coadaninstrumentation to the
electrically isolated core conductor.

Variable capacitor: These elements are conventional capacitors, anckalised

as a set of two isolated coaxial interlocking cgén arrays. These are installed in
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line with the coaxial transmission line. The capamie is varied by simply altering
the overlapping areas of the two cylinder array®welver, the capacitor will have its
own parasitic inductance, and so appears as asseambination of variable

capacitor and fixed inductance. Therefore the dggramay behave as an inductor

for low capacitor stroke values:

1 (‘)szC(X))_l for gt (6]

Where X is the series reactancel{‘ the fixed inductance andC{x) the
capacitance as a function of displacement

Fixed stubs & transformers are also used to perform the bulk of a matching
solution. This enables the variable elements toehavlower dynamic range to
account for coupling and frequency variations.

Antennae:

The low frequencies of the ion cyclotron range nsedhat the vacuum
wavelength lies in the range of approximately 5-18this dimension significantly
exceeds physical the dimensions of even the latgkstmaks, conventional resonant
antennae are not possible.

However, the equivalent dielectric constant of plasis sufficiently high to
enable a reduction in wavelength to approximatéy2@cm, which can propagate.
Therefore, coupling will occur if the plasma isdbed within the evanescent field of
the antenna, enabling the RF to “tunnel”’ the vacgam

This has two consequences; firstly that couplingtiengly dependant on the
characteristics of the plasma edge (Lamalle, 2084q, secondly that the radiation

resistance of the antenna is very low (Kaye, 1994).
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The radiating section of an antenna consists gi-Bire “current straps” shorting
the core conductor to the outer. The outer flaite a cavity or “strap housing”, the
design of which maximises the magnetic flux linkagge the plasma whilst
minimising impedance transitions (Kaye 1994). Ttraps run poloidally so as best
to excite a wave polarised perpendicular to thematg field. Typically a faraday
screen shields the straps from the plasma and ebvespthe polarisation closer to the
true field incidence angle; although this componsnomitted in some modern
designs.

Modern strap design makes no attempt to tune thgtheof the strap to the
midband frequency, rather single or parallel corathams of short straps are
preferred, as short strap’s lower inductance reguiess driving voltage to achieve
the same current. Such a configuration is illusttah the concept model of the ITER

antenna (Borthwick, 2008).

ComxIAL

FARADAY SCREEN FEEDERS

STRAP HOUSING

Figure 5: Example of Strap Design for ITER concept
Finally, the antenna is always located on the exgigdtplane of the low field side

of the torus, as illustrated in Figure 6. This as, famongst other reasons, ease of
access, and to enable refraction on the plasma ®dd@ecus the power near the

centre of the plasma, as illustrated in Figure 6.
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Figure 6: Location of Antennae in Vessel Wall.

Protection Systems

ICRH systems are equipped with a variety of pradacsystems. These systems
interact with any controller and so this sectiomalslrsummarise the generic
requirements. These are broadly to i) Protect tbeerators from excess power
dissipation (e.g. excessive reflected power), igvent the onset of arcs (by limiting
voltage in various components), and iii) Protea $lystem in the event of arcs (by
tripping the power). Protection systems can takerse levels of intervention. These
are:

* Terminating the pulsein response to a system threatening event, sueh asc
or excessive power dissipation in the Tetrode.

« Power trip & restore in response to fault events that may be transieoteared
by removing the RF temporarily. The trip windowtypically of order 5-20ms.

« Power limitation in response to off normal conditions that may berated,
such as high reflected power, voltage limits andegator dissipation.

Protection systems are highly complex, with a namprehensive summary of

their operation is given by Wade (1994).
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2.4. Plasma coupling

In the ion cyclotron range of frequency, the amoohKRF power that can be
transferred to the plasma depends, in a complex waythe plasma geometry,
location and density profile, the scrape off lagensity profile and array parameters.

In the cold plasma limit, two generally uncoupledwes co-exist in the plasma:
the fast and slow magnetosonic waves with dispenstations:

D2 (fast wave) 7]

n2 (slow wave)
Ns = P|:1— —|:| 18]
S

Where 'N,’& ‘n| are the perpendicular and parallel components efwhve

vector n=k/k,,k, =a/c. S, D & P are the dielectric tensor elements dinel
by Stix (1992).

In plasma, the slow wave is strongly evanescénr@s <O), with a typical
evanescence length of approximately 0.6mm. Therigalion vector has the main
component of the electric field in the toroidaledition, reflecting the fact that the

plasma is a very good conductor in the paralledalion. This screens out the parallel

electric field by allowing image currents to flowey one skin depth. The fast wave

propagates instead with typical wavelength, =27/k T 012minside the

plasma. This scales with density, so wavelengtresses toward the plasma edge.
At the very edge, density falls to near zero, amtd_ 0& D [ O, and the fast

wave connects to the vacuum wave polarised witttradefield perpendicular to the

static magnetic field. As described in section 2.3he vacuum wave is strongly
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evanescent. Definingc’ the characteristic parallel wave numbe=Ck;/a) of the

driving frequency, the electromagnetic field decag€ *“ where I’ is the distance
from the strap in vacuum.

It is therefore very difficult to couple power oviarge vacuum gaps, so by
design these are made small. However, the semgitifi coupling to distance is
consequently very high. Therefore variations irspla position or geometry are seen
by the antenna as pronounced changes in coupkmgtarce. Secondary effects such
as the density profile of the scrape off layer alssult in changes for the same
reason.

The parameters of plasma position, shape & depsitfjle all vary from pulse to
pulse. In addition, the large number of paramateskes predicting the coupling for
a given scenario problematic, and this can be pedd using 3D electromagnetic
simulations of plasma simulated by dielectric lagtack (Lamalle 2004).

Importantly, the plasma geometry also changes duhe pulse. This can be due
to actions of the plasma position feedback corsystem, changes to the
confinement mode, and edge instabilities knowraag®oth or Edge Localised
Modes (ELMs). Of these ELMs and mode transitiomsraost reported on.

Mode changes:In modern tokomaks plasma confinement is achiametivo
modes; L mode and H mode. L mode is the convertigoafinement mode
characterised by a Gaussian cross sectional dedlisitybution. Consequently, the
plasma edge is closer and more diffuse and relathugh coupling is achieved.

With sufficient additional heating, a higher H modenfinement is obtained.
Consequently, the plasma edge density profilegispsr and further away, increasing

the reflection (Wesson 1999).
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As all plasmas begin in L mode, the transition ofoLH mode is seen by the
antenna as a sharp decrease in coupling. Expeah&nties (Monahkov 2003) on
the JET A2 antennae using fast data acquisitiogestg an approximate 50% base
load reduction in coupling and an associated apprabe 2cmincrease in strap
equivalent length. This can occur in a time frammeslaort as approximately 10ms. A
typical trace showing an H-L-H mode transitionh®wn in Figure 7, where the strap
iIs modelled as a resistive load seen through anvaeuat length of a 30
transmission line. It should be noted that the isgtiond response rate of the
disturbances is insignificant in response to the ZMRIF. Therefore, no circuit
transient dynamics are included in the analysis.

Limiter Straps
] Chater toroidal
straps

1 Sepium Siraps
Inner toroidal
straps

Lirmiter stregs

Septum straps

Septum straps

AL, em

Lirmiter atrogss

7.5 57.55 2760
5

SOURCE: iMoodboriols

Figure 7: H-L-H mode transition electrical responsg42.1 MHz, JET A2 antenna)
As the L-H transition requires additional heatimghte sustained, the antennae

must continue to couple power throughout this diEoce.

ELMs: The ELM is an instability of the plasma edge assed with H-mode
plasmas only. It is characterised by a poloidatigalised cyclical collapse in the
density gradient of the plasma edge, at a frequehbgtween 1-40Hz. This appears

as plasma filaments expelled from the main plasntafallowing the magnetic field.
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The scale of the release of plasma is inverselp@tmnal to the frequency, with

small “grassy” ELMs occurring at high frequencyddigiant” Type 1 ELMs at low

frequency. The duration of an ELM is of order 2-5rR$ectrical models of the

impact of the ELM are not well developed, but thalapse of the edge brings

plasma well within the evanescent field of the ange and so coupling increases.

Experimental measurements (Monakhov 2003) obsehadd

There is a significant effect on coupling, of up/fe difference.

There is a significant decrease in equivalent leraftthe A2 antenna
transmission line model of around 40cm.

The change of coupling impedance with time througlrem ELM varies
from ELM type to type

The electrical disturbance on the A2 antenna isiwiilar scale for all
ELMs, regardless of type (type of ELM denoted bg tha radiation

diagnostic — see Figure 8)

No change to mutual coupling was detected betwesmndally adjacent
antennae.

Change in coupling was frequency independent.

The asymmetric loading of the A2 antenna can chahgieg ELM in a

variable fashion.

Typical traces of ELMs illustrated below demongréte high variation of

traces between ELMs, and the pronounced variatiorresistive loading and

appreciable change in electrical length (reacte)p
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Figure 8: Examples of ELM behaviour for the JET A2Antenna (i) Type 1 (ii) "Type III" (iii)
"Grassy"

It should be stressed, however, that the abovevdadacollected from the JET
A2 antenna, and extrapolation from one antenna gagrto another is dangerous.

The above data can only be used as a guide.

2.5. Strategies to enhance load variation tolerance

The objective of any Antenna control system is to:

» Control the generator frequency for the requirespla resonance chord

» Control the output power to an operator commanellé&y varying the
driving voltage (within limits of anode current anhx line voltage)

» Match the circuit to the antenna load, with highktagiibance rejection so
that the L-H mode transition is matched within 1&0(1!1/5“ of a typical
confinement time, Durodie (3))

» Control the relative phasing of toroidal antenna@ys (complicated by

mutual coupling and interaction with power control)
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This report concerns only the matching control@RH systems. As summarised
in 2.3.2, ICRH antennae do not resonate in vacuana,consequently are matched to
the generator by a highly tuned matching circugn&al matching solutions are pre
calculated and configured offline. Such matchingmoeks are typically variations
on classic stub — transformer phase shifter magcbircuits, as reported by Lamalle
(2003) JET ILA 2° stage match or Hofmeister (1994) on the ASDEX agegr In
such configurations the real part of the load amsformed to the line characteristic
impedance using fixed X4transformers and trombones. The residual reactive
element is eliminated by variable stubs.

However, as discussed in 2.4, the load seen bgritenna varies throughout the
pulse, and is subject to fast transient variatidiee combination of a highly tuned

circuit and significant load variations resultsitarge reflected power.

Such transient reflections are detected by thenaatg@rotection interlocks, as
summarised in section 2.3.2. The excessive transéfiections induced by ELMs
prompt the interlocks to shut down the generatormerttarily. However the
cumulative effect of these outages is a large @seren duty cycle, reducing the

average delivered power.

Therefore, automatic matching is required to i) pemsate for inaccuracies in
the pre calculation ii) follow base load variatip@8siii) disturbance rejection from
plasma instabilities.

The classic matching components discussed abowereelgrge stroke lengths
and are generally insufficiently fast to achievee thequired settling time
specification. A number of solutions have been tmex to address this issue.

These are summarised below:
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Coupling Resistance Feedback & frequency controlThis method pioneered
on JET (Wade 1994) changes the frequency of thdoRdlter the location of the
standing waves in the matching circuit. This isduseeliminate the reactive part of
the matched load. The plasma radial location is thegied to provide independent
control over coupling resistance and so match eaépart of the load. The response
of both actuators involved (oscillator & field cg)jlare very fast, and hence this
method has successfully achieved matching acrossL{H transition. However,
plasma position and the resonant chord of the @alsath become coupled to the
antenna operation and this may be undesirableeitaio experiments. Additionally,
the very fast transients involved with ELMs are d&y the response rate of the
actuators.

Fast Ferrite Tuners: The electrical length, and hence phase delay, of a
transmission line is dependent on the wave velo¥®igjocity in turn is dependent on
the magnetic permeability and dielectric constahtthee conductor inter-space.
Compact phase shifters have been developed tHeeukerrite in the inter-space,
whose magnetic permeability can be varied by atiepbpagnetic field. Therefore
the wave speed is varied electrically, and thus—RE behaves like a compact phase
shifter with no moving parts. Successful test haeen reported by Lin (2008)
showing the successful tracking of the L-H modeditton. However, ELMs again,
have a dynamic range beyond that which may be cosaped for in real time, and
the devices present many practical challengeshinz limited their use.

Liquid filled Tuners: As above, the electrical length of a transmisdioa is
dependent on the properties of the dielectric. iv@rstubs or transmission lines of

fixed length can have a controllable phase delaployping in variable level of a
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fluid dielectric such as silicon based oil. Thidusion is still under development,
with high power static tests reported by Yoon (20@nd low power dynamic tests
by Saito (2006)

3dB splitters: This strategy adopts a passive disturbance refeatiethodology.
In this approach, one generator feeds two strapantennae) via a 3dB splitter. This
is realised as a section of edge coupled transomidsie, so that forward power is
distributed 50:50 on the two output ports with &% @hase shift (Pozar 2005).
Likewise, reflected power is coupled to a sistaurtgh” port terminated in a matched
load. Therefore transient reflections are not catehliback to the generator, yielding
a more robust system. This approach is adoptedmangst others, ASDEX upgrade
(Wesner 1998). However, this dumping of reflectioeduces the average power
transferred to plasma, unless an automatic matayatgm is included downstream
of the splitter as in the JET ILA (Durodie 2005)dditionally, it requires a balanced
junction, so differential load control may be nexzay.

Conjugate T matching: This method again achieves a passive disturbance
rejection. The approach seeks to connect two stmapparallel with a tuning
component on each arm. If properly configured, mregtrical disturbance to both
straps will result in the reflected power destnelly interfering at the T point. The
advantage of this methodology is that power is tenifo the plasma even through a
disturbance, and not dumped on a dummy load asth&lBdB splitter. This report

primarily focuses on the control of the CT circuit.
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2.6. Conjugate T (CT) resilient architectures

2.6.1. CT architecture overview

The CT control methodology is based on the ResoBanible Loop (RDL)
architecture. This comprises two straps conneateparallel with an active tuning
component on each arm. This was initially develofmedthcrease the power density
of antennae (Hoffman, 98), although it was latemfb that if properly configured the
load variation tolerance, or resilience, of the ¢hatg circuit was significantly

improved (Bosia, 2003).

Rather than follow transients by active compensatibthe matching elements,
the CT design minimises reflections by resonatihig {power between the two
parallel straps. This condition is met when one afrthe RDL is inductive, and the
other capacitive. Thus, a symmetrical disturbarcddth straps will result in the
reflected power destructively interfering at thedint. Therefore, the CT design is
inherently load resilient. Two CT architecturessexthose being in-vessel matching,
and ex-vessel matching as discussed below. Thisgcwmation is shown electrically

in Figure 9.

= Choice of Z; : typically much lower Y,
than standard transmission line (Z)
characteristic impedance values

in

Figure 9: Simplified electrical circuit for the CT architecture
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Ex-vessel matching, as reported by Monahkov (20p)es tuning elements,
typically trombones, outside of the antenna stmectdhis enables modular stock
tuning items to be used, and as each arm is typicahnected to arrays of straps the
circuit has greater loading. However, the remotation of the CT junction results
in the requirement for large stroke, bulky devicHsis limits their dynamic response

(unless an FFT were used) and increases the arabRift infrastructure.

In-vessel matching strives to achieve a compactinmag configuration located
immediately to the rear of the straps. The comgacmetry enables a low stroke
actuator to be used, typically a capacitor, as dsians are small with respect to the
wavelength. Therefore, the transmission line eledields are minimised (with
consequently high fields in the capacitor whereesigp vacuum insulation and build
quality confer a superior beak down limit). Additadly, the low stroke enables fast
matching to track plasma base load variations.|Kirthe compact realisation results
in less RF infrastructure and a lower standing wat® on the transmission line
(Bremond, 2001). However, the complexity of theeani itself is significantly

increased, and the CT circuit is less loaded (s&ep is connected in a CT circuit)

This study adopts as reference an in-vessel matmesna. The antenna model
used is loosely based on the JET ITER Like Antefhind), as reported by Durodie
(2005). However, not all aspects are captured @ir tbntirety, rather the ILA was

taken to provide candidate realistic values foapaaters.

2.6.2. JET ITER Like Antenna (ILA)

The ILA consists of a tightly packed 4x2 array waps, needed to deliver a high

power density of ~ 8MW/f Poloidally adjacent straps are connected in jugatte-
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T (CT) configuration by feeding them through val@abapacitors from a common
vacuum transmission line (VTL). This forms a resundouble loop (RDL). The
antenna array therefore comprises eight straps8)land four RDLs (P-S) as shown

in Figure 10.

[eplojod

n

Figure 10: ILA Antenna array showing strap & RDL I. D. (as viewed looking toward plasma)

Matching is physically achieved by driving the RDariable capacitors by
hydraulic actuators. Due to physical design linnitag, the drive system and
feedback sensors were located remotely from thaai@mps. The RF circuit of the
antenna is poloidally symmetric. The circuit diagréor one poloidal half is shown

in Figure 11. The parameters of each sub compasenimmarised in Table 1.

RDLs P or Q
alb
;M*jc d e :
alp
T i
c d e
b (m)
alb
RDLsRor S

Figure 11: RF circuit diagram of one poloidal halfof the ILA.
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SOURCE: Durodie 2005

Figure 12: Poloidal cut illustrating mechanical redisation of one toroidal half of the ILA:

The mechanical implementation of the in-vessel hmedcRDL is illustrated in
Figure 12. The key features of the antenna arefafiday screen protective shield,
(2) straps, (3) antenna housing, (4) matching aapag¢ (5) inner VTL, (6) outer
VTL & support, (7) hydraulic actuator system, (8aimvacuum sealing bellows, (9)

high power RF vacuum feedthroughs, (10) suppoutsire.

It should be noted that thé%stage match is not entirely displayed in the above
section, as it is located ex vessel. This consiftthe low impedance 1¥fixed
transformer (‘d’ as per Figure 11, (5) in figure d)fixed stub (‘f’), and a variable

stub & trombone (‘g).

The present control methodology of the ILA is déseal by Durodie (M65). The
control methodology has two components, an opep lesilience control system,

and a closed loop matching control system.
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For resilience control, an optimal T point impedans calculated pre-pulse,
using target plasma parameters, calculated anteadang, and a detailed calibration
of the antenna. The two elements of the seconca stemjch are then configured to

transform this target impedance tB0

For matching control the T point impedance is mesuand the two capacitors
of the RDL are controlled to deliver the pre-caftaldl T point impedance, and so

complete the matching arrangement.

However, this inherently limits the circuit to bptmnally resilient at one plasma
load only, whereas the base load is known to Varyuighout the pulse as described
in section 2.4. The ILA algorithm addresses thisétfing the H-mode ELM affected

plasma as the reference matching impedance fordasons.

Firstly, the L mode does not give rise to ELMs @&odpresents a quiescent load

sympathetic to the generators and so a less r@ssiystem response is required.

Secondly, the response of the CT circuit to varyoagl is asymmetric about the
matched location, as shall be discussed in se8tidime sensitivity of the circuit to
increasing loads is significantly lower than that decreasing loads. Therefore
matching to the lowest base load anticipated (Hehateans that the resulting
steady state reflection encountered in off deslgarpa loads (L mode) is minimised.
Additionally, this adds “padding” to the systemtiat the L-H mode transition does

not introduce large reflections.
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Table 1: RF Circuit Parameters for the ILA

Item | Description Purpose Parameters
a Strap Couples RF to plasma 30cm, 2-82/m, 50cm of
200nH/m
b Variable Capacitor  Active tuning element for RDL C: 80 — 300pF, parasitic L:
20nH
C CT Junction Connects two strap & tuning elementombinations in parallel Modelled as transmissionihe,
0.14m, 2@ characteristic
impedance
d Y4 wave low %, wave transformer converts low CT impedance (as qgiired for 1.765m, 9.8 characteristic
impedance VTL load resilience) to main feed transmission line chacteristic impedance
impedance
e Y% wave transmission Air pressurised transmission line (APTL). Window provides 3.53m, 3@ characteristic
line inc Vacuum mechanical support & vacuum boundary impedance
Window
f Fixed service stub %, wave low impedance stub. UWk#or services access and to 1.765m, 122 characteristic
improve frequency response of the fixed transformefelements d — impedance
f)
g 2" stage matching  Phase shifter & stub. Not part of the real time RDLcontrol system. STUB: 0.13-3m, 3@
circuit Pre set to cancel reflections from the fixed transirmer as a Trombone: AL5m strok
function of frequency. Located on platform immediatly to rear of rombone. Al.om Stroke
the antenna
h Main transmission Connects antenna to generator hall 30Q characteristic impedance

line
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Main phase shifter

3dB Hybrid Splitter
3dB Hybrid
combiner

Dummy Load

RF source

Used to vary toroidal phasingf the antenna and to compensate for 0 —mtrad toroidal phase

the inducedttrad phase delay of the hybrid splitter. Infinitely
variable but typically only discrete settings are sed. Variable
poloidal phasing is not employed [not really true we do (will) use
it to compensate poloidal cross coupling]

Splits the power between twoRDL'’s and enables passive load
resilience by introducing a dummy load for reflectel power

Combines two generators in to one RF source in ordéo feed (j)

Reflected power is diverted from geneator to a dummy load to
prevent generator trip

difference

Tirad fixed poloidal phase
difference: P: O rad , Q: ¥trad,
R: -mtrad, S: 0 rad

AMW in - 2MW per RDL

2MW — 4MW

2 MW

Max VSWR of 3 transient, OR
max reflected power of 130kW

Max VSWR of 1.5 steady state
30 — 55 MHz
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3. Conjugate T (CT) circuit model

3.1. Lumped element CT circuit

3.1.1. Circuit description

For JET EP the basic CT circuit is achieved by ntimgnvariable capacitors as

matching elements immediately behind poloidallyaadpnt straps. The T point is

directly to the rear of the capacitors.

Therefore, an initial approximation can assume:

1. The straps have different geometries, and splicmuasymmetries exist.

4.

5.

ThereforeR # R,

The geometry of the CT circuit is small in comgan to the wavelength.
Therefore no phase delay due to transmission Isyesnsidered between
the T point and strap.

Straps & capacitors can be absorbed in to ompdd parameter model
where resistance is fixed and impedance variealfieying the capacitor).
The T point can be considered ideal, with nteotions or cross coupling.

The currents on the two straps are mutually lezlip

The resulting simplified equivalent circuit is shown Figure 9. Typical

parameters are shown in Table 2.
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Parameter Description Value
2 Lc Parasitic capacitor | 20 nH
2L Lo inductance
2 C Variable Capacitor 80 — 300 pF
E = E (0-55mm stroke)
L L Ls Strap Inductance 100 nH (50cm |of
% 200 nH/m)
H H E R Coupling Resistance| 0.6 — 0.9Q
(2-3Q/m)
L L f Frequency 30 — 55 MHz
MOITAL -
IHIFEAC TIOH
Figure 13: Simplified equivalent Table 2: Typical circuit parameters
circuit

For modelling purposes, the strap inductance ireduBOcm of transmission
line connected to the capacitor. This explainsdiserepancy between lengths used
for the calculation of strap resistance and indutma For modelling purposes, strap
inductance and capacitor parasitic inductance wengined to form one inductor.

The capacitor construction is summarised in se@i@2, where the stroke is
linearly proportional to the capacitance. Thereftine capacitor was modelled as the
following simple linear relationship between strokenge & capacitance range,

where §' is the stroke in millimeters, an€’ is in Farads:
C =(4.074s+80)x10™ [9]

The modelling of the mutual coupling is summarisedection 3.1.3

3.1.2. Definition of resistive asymmetry

Resistive asymmetry affects the antenna performaenoé so a mathematical
definition of this was required for modelling pugas. This study defines resistive
asymmetry as a symmetrical skewing of resistancautala predefined average

coupling. Therefore, the strap resistance of se@i@.1 can be described as:
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R =alR [10]
R, =b[R

whereR is the average strap resistance, anand ‘0’ are skewing coefficients.

Therefore, the percentage asymmetpy,is defined as:

a-b _ D [11]
a

where 0 indicates a symmetrical circuit, and 1rdimitely asymmetric circuit. The

requirement for resistance to be symmetrical abalgfined average couplir@,,

implies:
R1+R2=§:>a+b=1 [12]
2 2

Combining equations 11 & 12 provides the definitafrthe skewing

coefficients with respect to the asymmetry cirpatameter:

2
a= [13]
(2-p)
b= 2(1-p) [14]
(2-p)

3.1.3. Equivalent circuit model including mutual co upling

The antenna straps are not perfectly shielded @oen fanother, and so
electrically interact. The presence of these muitu@ledances can drastically affect
the electrical characteristics of the RDL. Matheaoadly, the action of mutuals is

defined as follows:
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vl zl)
V; Z, Z, I,

where V7' is the voltage at the T pointZy the impedance of arrm*, and Z;,’ the
mutual impedance between the two straps. It shbelchoted that the Z matrix
includes the action of the matching capacitors. imlueual impedance contains both
real and imaginary parts, and the circuit assunmglong symmetry, i.e. plasma
gyrotropic effects are negligible for poloidal nieprs. Applying Kirchoff's current
law to the T point junction yields:
Vi =Z(1,+1,) [16]
where Zt' is the Thevinin impedance of the RDL as a lumpkament. Combining

equations 15 & 16 yields two simultaneous equations

L - (ZT _ Z12) [17]
l, (Zl ZT)
L _(2z-2) [18]
I 2 (221 - ZT )

Therefore, the equivalent Thevinin impedance ofahinna can be derived, and
all analysis of the circuit replaces the antenna lsnped impedance at the end of a

given matching network.

z2,-22, [19]
2212 - (Zl + Zz)

T

As can be seen, the above expression decomposehetoconventional
2122/(2l + Zz) of a parallel circuit when mutuals tend to zet@hould be noted that

for this study, only one RDL was considered, aretdafore the approach does not

include inter RDL mutual coupling.
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Values of Z;,’ were provided by the JET ILA team from physicalibrations
performed on the antenna. For this study, the nhutoapling impedance was
represented by a percentage of the strap baseingaebance for the purposes of
parameter scans. The impedance matrix suppliethéowhole antenna is shown in

Appendix B. Representative values qf #/ere extracted from this.

3.2. 2nd Stage Matching Circuits

Two methodologies were adopted for modelling théoacof the 2¢ stage
matching circuit.

The first is valid only with purely resistive chagto the straps. Mathematically,
if the second stage transforms a given impedant®etbne characteristic impedance
when viewed from the generator, then it must ataosform the line characteristic
impedance to a matched T point impedance when déwen the antenna.

Thus, a simple approach to modelling the actiorthef 2% stage match is to
replace the second stage with a transmission ficaaracteristic impedance equal to

the Thevinin impedance of the antenna in the matskete. Thus:

7 =7 — Z122 - Zl_MSZZ_MS [20]
° - 27, - (Zl_MS + ZZ_MS)

where the subscriptMS denotes the match set-point values required fa t

correctly configured CT circuit (Wherm(ZT_MS)=O), which are derived for the

ideal circuit in section 4.

However, for reactive changes to the load (wlha(éT_MS);t 0) the above

method proved problematic, as it creates a negadsgestance, and so for such

circuits a more accurate model was required. ThellE has a more sophisticated
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2" stage match involving fixed sections of aX.tdansformer and stub, and a classic
stub-transformer match. This confers superior baditwand reduced strokes for the
dynamic sections, however for the purposes ofghidy the solution was simplified
to a basic transformer & shunt stub match of unibohistroke with characteristic
impedanceZy of 30Q.

The required transformer lengtkd’ ‘to match to the real part of the antenna

Thevinin impedanceR _+jX ' was calculated by:

| 1ot for t>=0 [21]
“a_ 27T

1 _
A Py (77"' tan™ t) for t<0

27T

where t' is defined as the lower of the following two piids values:

[22]

_X, +{R[z,-R)+x]z,
RL _Zo

The required stub lengthl’‘to cancel the residual imaginary part of the

t

transformed antenna Thevinin impedance was cakulilay:

I -1, o 1 [23]
—=—tan
A 2 Z,B,

where B¢ is defined as:

(Z, - X )X, +Zt) - Rt (24]
Zol,Rf + (XL + Zot)zj
The full derivation is a standard RF solution, asmdncluded for completeness

B=

alongside the associated matlab code in AppendiXh&. equivalent antenna model

was thus:
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Figure 14: Equivalent circuit for one RDL

3.3. Models of plasma disturbance

Coupling models are based on experimental dataerd@bhan analytical models.
Therefore, base load is defined as a constant c@iibh of arm resistance and
reactance with complex mutual interaction. The basaes can be modified by a
coefficient representing transient events, as showequations 25 & 26. These
transients are assumed to be i) faster than thaioaaof the tuning elements, and
therefore these remain fixed, and ii) significarglgwer than the electrical transient
response of the circuit, as discussed in sectidnTherefore steady state analysis is
used to assess the impact.

Two models were used for evaluating disturbancés flrst assumes that the
disturbance is purely resistive. This is consisteith early CT circuit assessments
(Evrard 2005). Therefore the strap loading maydpeasented as:

Z,, =R, + X, 23
where Zs , is the strap impedanceay’‘the arm 1.D. (1 or 2),X¢ the strap reactance,
and A’ a real scaling coefficient > 1 called the loadltiplication factor.

A second more realistic model allows for variatiomeactance. In this case
Z.. =R + kX, [26]
where K is a real scaling factor coefficient < 1. It shewe noted that in the
modeling Xs was a lumped parameter including feeder & capacparasitic

inductance for simplicity.
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No published data exists for the ILA on the disturte due to ELMs. In the

absence of experimental data, or analytical modeELM behavior the following

assumptions were made:

This study adopts values far & k consistent with ITER studies for a
similar short strap design (Lamalle 2005). Therefox is approximately
4-5, andk is approximately 0.75 - 0.9

Monakhov (2003) reports that for the JET A2 antetire the dynamic
relationship betweel & k is not constant during an ELM and varies
from ELM to ELM .

Monakhov reports no influence on mutual couplinigerefore Z;, is
assumed ELM invariant

Monakhov reports mild variable effects on asymmetityese have been

neglected in this study for simplicity

The above assumptions are not ideal, and shoulddssessed once experimental

data on the ILA is collected.
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4. Resilience performance indicator

4.1. Definition of resilience

The CT circuit was conceived to improve resilien€eircuits when exposed to a
variation in real loading. Therefore, this studgée with that assumption and
adopted a plasma disturbance as per equation 25isl¢onsistent with earlier
modeling of the ILA for control purposes (DurodieeMo 65 & 68).

The critical reflection limit used by Durodie wa¥altage Standing Wave Ratio
(VSWR) of 1.5. This corresponds to the generatady state reflection rating,
which is adopted for this analysis.

Therefore, this study defined resilience as thd loaltiplication factor A\’as

per equation 25) necessary for the VSWR to exdeedrtitical limit of 1.5.

4.2. Derivation of optimal set-points for ideal cir  cuits

In this analysis ‘optimal’ is defined as maximatbsilient for a given perfectly
matched system. To derive the set-points requiveditiver this state for a generic
CT circuit is exceedingly complicated. Thereforet-goints are here derived for an
‘ideal’ circuit, with no mutual impedance, symmedi resistive loading, & purely
resistive load variations.

For such a circuit, the set points for the arm idgrees may be derived from the
following constraints:

1. The CT circuit Thevinin impedance should be (gak assumption is validated

later — see section 4.3.1)
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2. The real component of the circuit impedance khoequal the system
characteristic impedance (no reflections at dekigd)
3. The characteristic impedance is chosen to maeimasilience.

Consider first the CT circuit in terms of admittanc

Y, =Y,+Y,=(G+j.B),+(G+|.B), [27]
28
where:G:L [28]
R2+x2
29
and:B:L [29]
R2+x2

For a perfect match the CT impedance should be (asalper constraint #1
above). Therefore equating the imaginary part ofatign 27 to 0 and substituting in

for equations 28 & 29 yields:

[30]
2x1 7t 2x2 2 =0= X, =-X,
R+ X[ R +X,

A second solution of X, =-R?/X is excluded, as with this solution the
admittance of the RDL is invariant of arm reactak¢and hence overly constrained.
Therefore, for the ideal CT circuit the net armctaaces should be equal and

opposite, and Ybecomes:

2R [31]
TR X2

where X =‘Xl‘ = ‘Xz‘ . Applying the philosophy of the simplé®&tage match as in
section 3.2, the correct value of characteristipadance can be derived from

considering the reflection coefficient,

FoYZ,-1 [32]
Y.z, +1
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Substituting equation 31 into equation 32 yields:

-2 2RZ,-R* - X’ [33]
2RZ +R* + X?

The VSWR, (S in this nomenclature) is defined as:

_ 1+|r| [34]

S=
1-r]

Plotting VSWR against strap loading ‘illustrates the relationship between
branch impedancexX' (and hence antenna Thevinin impedance) and resdieThe
following figure displays a variety of response tploThe x axis captures the load
multiplication factor A’ from equation 25. Hence all plots are perfectlsgtamed at
‘1.

Resilience is expressed in load multiplication dactas in section 4.1, and is
denoted by an arrow on the diagram. The critical \FSWhit is denoted by the

horizontal line.

VSWR
VSWR

A 4

VSWR

v

i 5 3 7 [ ] 10 (] 1 2 ] ] 5 B T 8 ) 0 0 1 2 ] i 5 &
A r A
(i R=0.8, |X)=1.5 i) R=0.8, |X|=2.2 Gii) R=0.8, |X]=3

Figure 15: VSWR vs.\ for a selection of arm reactances

As [X| increases (i), resilience initially increasesilihe local maxima VSWR is
equal to the critical maximum VSWR of 1.5 (ii). Fwer increase inX] results in a
catastrophic collapse of resilience (iii).

Therefore for maximum resilience the characteristipedance at the T point

should be selected such that the local maximurf|gfahd hence VSWR) coincides
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with the critical cut off reflection coefficientefined asl]|¢| (and by definition at the

critical VSWR, S).

Therefore to identify the local maxima of S, theidative of [| (equation 33)

with respect to strap resistance shall be zers, thu

| PRa e x?) lora, - xt)-bray-re-x?) Lrg et B
4R =0
R 2Rz, + R2+ X2
This simplifies to:
R=X [36]

Therefore, the optimal value of the antenna Thevimpedance (and desired

characteristic impedance) can be derived by seffiiny [ | when R = X, thus:

37
S -1 2Rz, -R%-X2 1371
e
© S*1 2Rz +R?+Xx?
Substituting equation 36 in to equation 37 yields:
Z, = XI5, [38]

0
Finally, the optimal value oK may be deduced by equating the real part of the

antenna Thevinin impedance (equation 31, wh&e=1/Y; ) to the calculated
optimal characteristic impedance. Thus, combiniga¢ions 31 & 38 yields:

X = R[S, £+/52-1) 199]

Substituting equation 39 into equation 38 expreskesrequired characteristic
impedance in terms of fixed circuit parametersinasquation 40 below. Therefore
the conditions for an optimal ideal CT circuit stenmarised in Table 3.

The derivation was successfully validated by pigttVSWR against load

multiplication factor for a range of strap desigsistances (an example of which is
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shown above, Figure 15(ii)). This validated therapph for solutions along the;%-

X3z locus.
Requirement Equation Equation I.D.
CT impedance is real X1=-Xz [30]
Zero reflection at design load X|= R(S e _1) [39]
Maximum resilience at design 7 = RSC(S +.[s2 _1) [40]
0 c = C
load

Table 3: Optimal set-points for the ideal CT circut
However, to confirm the algebraic approach detadlledve was consistent for all

combinations of arm reactance, a full 2D investaratof the solution space was
required. Additionally, the derivation of ideal gmiints for the antenna including
resistive asymmetries and mutual impedances wagefudoo difficult for an
analytical solution. Therefore, a numerical solwes required.

There are two distinct requirements for numericaldelling of resilience with
the CT circuit. Firstly, a numerical solution okigence is required to accommodate
the effects of the numerous non ideal parameterhercircuit behavior. Secondly,
an optimisation routine is required to derive thmirnal set points that maximise

resilience of any given CT circuit.

4.3. Derivation of numerical solution algorithms

4.3.1. Resilience solver

The resilience solver accepts as its input a gsenof circuit parameters, this

being average strap resistance, % asymmetry, reaka&ttive mutuals and an
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arbitrary pair of capacitor values for assessmémituals are expressed as a
percentage of the fixed arm impedance (SRaptrapL, feeder & capacitoL) and
thus do not include the matching reactakge\ (as per equation 25) is initially set to
1.

The solver thus models the antenna as its Theinmpedance, given by equation
19, terminating a transmission line of characteristpedance derived using
equation 20.

The solver then enters a loop wherés increased iteratively, and the resulting

VSWR calculated using equations 32 & 19, whére1/Z, . The incremental step

in A is dependant on the proximity to the target VSWR..6, decreasing in step as
the target approaches. This feature reduces tive siohe. Once a crossing of the
VSWR=1.5 locus is detected, the solver convergagyudewton Raphson.

Unique features of the problem, which forced thdimg of a custom solver, are
that i) the solution is only valid fox>1, ii) there may be more than one solution for
VSWR=1.5, yet only that with the smallesis desired, and iii) the desired solution
often lies on a local maximum (as per Figure 1}).(iTherefore, solvers regularly
miss this solution and overshoot to the next imtetien, erroneously returning
resilience values significantly greater than wdogdachieved.

Knowledge of the solution locality enabled the solvto specifically
accommodate this effect. The solver would deteetpifesence of a local maximum
within a vicinity of the critical VSWR. If detectedhe solver would break off
searching for the VSWR=1.5 intersect, and instedksor the local maxima. If this
was greater than 1.5 the program would engage thetdth Raphson routine;

whereas if the maxima was <1.5 the solution woelgtmgage the variable solver.
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Using this approach the solution for critical VSWiRuld be resolved to a fine
accuracy within a short solve time.

The solver code and an associated descriptioreaceded in Appendix C.

Using this code, the resilience could be plotted doselection of total arm

reactances (includin¥c), as shown in Figure 16 for an ideal CT circuttad 0.82,

resolution 0.1289).

4 \\

Yl
Xy 5 }{{

(a) 1sometric surface plot (b) resilience intensity map

Figure 16: Resilience plotted in arm reactance spac

The following conclusions can be drawn from theabplots. Firstly, there are
only two equivalent solutions, both lying on th%, =—-X,locus, as predicted in
section 4.2, and confirming assumption #1 madeetheSecondly, the location of
the optimal set-points is highly localised, placight accuracy demands on any

controller.

4.3.2. Optimal set point derivation

As can be seen from Figure 16, the optimal solufion VSWR lies on a
mathematical discontinuity. This effect is causedtlie local maximum resilience

illustrated in Figure 15 coinciding with the VSWHRlt. IncreasingX| further results

52



in the first VSWR=1.5 intersect jumping from theceed positive gradient to the
first. This results in a “cliff edge” in solutiorpace.

As the solution is i) highly localised, ii) has rtiple local maxima, & iii) lies on
a mathematical discontinuity, a custom optimisatioatine was required to derive
the appropriate set points for configuring the @QTuat.

As traditional gradient ascent methods would bepnapriate given the above
constraints, an adaptive mesh solver was developkd. methodology took the
design space available to the CT circuit, and nekshen 2D to form a grid. The
resilience at each node was then calculated usmgethod derived in section 4.3.1,
and the maximum value identified.

A window of +/- X the initial resolution was then formed around mi@ximum
value, and the design space re-meshed at doubldotheer resolution. At 2
resolution the window was oversized to ensure losakima did not confuse the
solver.

This process was repeated iteratively until a (diedd resolution had been
achieved. Consequently, a very large solution spackd rapidly be assessed and
optimal values calculated, without resorting toywine initial grids. An example of
the output of the solver for a non ideal RDL ilhagés the adaptive mesh capability.

The solver code and an associated descriptioreaceded in Appendix D.
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atrap = F+257
Agymmmatimer 50%
Resictive mutuals: -50%
Reaciive mutuals: 2%

Figure 17: Output of adaptive mesh solver

This code was validated by comparing analyticaltgdicted set-points for a

symmetrical ideal RDL, as defined in Table 3, witiose numerically derived as

above. The results are shown in Figure 18, with splues compared in Table 4.

9%+ (
098} \ | E
%- | le’ 3y A -.’\,JJ i' NS AN avs o .Iulp.\_ Voo, -.JI'L_-.-v:
Red: - Theory
Blue: - Mumerical 35 -1.004
Green: - Mumerical 37|
15 1 12 ] 16 18 Y 1 12 14 16 18 2
Strap Resistance () Strap Resistance (1
6] W
Figure 18: Validation data of adaptive grid solver
Strap Algebraic optimal resilience Numerical optimal tesice
Resistance X1 X2 X1 X2
0.5 -1.3090 1.3090 -1.3063 1.3062
-2.618 2.618 -2.6121 2.6125
15 -3.9271 3.9271 -3.9187 3.9192

Table 4: Adaptive grid solver validation data
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As can be seen the two results closely parallel anether. Figure 18(ii)
illustrates the mild discrepancies between the balje & numerical solutions

(X,/X, =-1 algebraically). Such discrepancies may be atteithud the ~0.002

resolution on X & 0.5% error band on VSWR with themerical resilience solver.
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5. Feedback control of optimal resilience

5.1. ILA Control System — Fixed T resilience contro |

5.1.1. Shortcomings

As discussed in section 2.6.2, the present ILA rabninethodology has two
components, an open loop resilience control systam, a closed loop matching
control system.

For resilience control, the second stage circuitasfigured pre-pulse to match
the optimal antenna Thevinin impedance (equationfagfOan ideal RDL). For
matching control the two capacitors of the RDL segied under closed loop to
deliver the pre-calculated T point impedance, weeasurements of the real part of
the equivalent impedance control the differenceapacitor settings, and the reactive
part controls the sum of capacitance settings (BiertmM65).

The algorithm does not necessarily target the negtdoad, but instead may
match to impedances lower than expected. Thereftims, “offset matching”
functionality enables greater resilience to inciegdoads at the penalty of a fixed
VSWR at base load.

However, this open loop approach to controllingliesce suffers from several
disadvantages. These are broadly:

1. The average load presented by the plasma chamgeshout the pulse, most
notably in the L-H transition. An open loop syste&an only be optimally
resilient for one value of load.

2. It is not possible to predict with a high degmdeaccuracy the actual plasma

loading due to the complexity of modelling the phas Loading is dependant
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on numerous variables as discussed in sectionTBgrefore the suitability of
the pre-calculated T point impedance set poinbtgynaranteed.

3. Non ideal effects such as RDL resistive asymynetnd strap mutual
impedance have a strong influence on the optimabift impedance set point.
These effects complicate the pre-calculation of dmimal set point, as
discussed in section 4.3.

4. The non ideal effects are a function of plasnamameters, and as such
arguments 1&2 hold when attempting to calculate dpimal T point
impedance set point when including the non iddalcs.

If the optimal T point impedance has a low sengitito plasma load, asymmetry
and mutual impedance, the fixed T approach maycbepable. The tools discussed

in section 4.3 were developed to address this issue

5.1.2. Fixed — T performance model

A model of the ILA matching algorithm was requiredserve as datum for any
assessment of performance. This reference modeddassed below.

The selection of offset in the ILA algorithm was @perator discretion and
represented another variable for assessment. Dineydbr the purpose of this study
the offset was assumed to be 0, enabling a consisbenparison with the automatic
matching algorithm.

This study concerned the steady state performahdbeocontrol algorithms.
Because the dynamics at this stage were not ofesttethe ILA control algorithm
was not replicated; rather the action of the systersteady state was modelled as

follows.
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A conventional gradient descent solver was usatktive the values of X& X
necessary to give the target T point impedances €habled an efficient method so
as to minimise computational time and convergenath gssues (a source of

difficulty with the ILA algorithm development-Durcel M68)
The optimal values of arm reactanc§§& )22 were derived for an arbitrary CT

circuit using the adaptive mesh numerical methoskection 4.3.2. The target T point
impedance for optimal resilience was then calcdlatgng equation 19.

The fixed T solver took an initial combination afget arm reactancé ; & Xz ;.
About this value a further two “test” reactance @amations were declared, at;(;,
1.01X;;), and (1.0X; ;, X2,). This formed a triangular sample area for analysi

The local T point impedance surface for the threets was then calculated
using equation 19. The errors in the solutions wealeulated by subtracting them
from the target T point impedance. Therefore, thedded a 3 dimensional error
surface which the algorithm sampled at 3 locations.

To determine the correct route to O error, pagi@dients were taken between
the centre reactance combination and the two “tesdttance combinations. The
direction of the gradient was extracted only.

Finally, a new arm reactance combination was géeeray incrementing(;; &
Xzi by a variable step, using the gradients derivedtitege the error toward zero. The
step size was dependant on the proximity to 0. phixess was iterated until the
numerical solution lay within a deadband of thgé&fT point impedance.

As this method can be prone to trapping in localima, the error space was first
plotted to ensure that none were present. The fixedgorithm is summarised in

Appendix E.

58



5.2.  Arm phase control

As the resilient location of the CT circuit is higHocalised, it is desirable that,
unlike the ILA [at present], the system should griesilience under closed loop
control. As matching is also under closed loop @nthis necessitates the inclusion
of the 2 stage match in the real time control system.

Such a system would use the in vessel capacitodelteer a resilient T point
impedance dependant on actual plasma parametetsthansecond stage would
match the generators to the resulting floating ihponpedance.

Matching control of the ¥ stage would be conventional, using a simple Pp loo
on the stub and trombone. The T point impedancddvoe measured, and the real
part controlled by the trombone to deli&y, and the imaginary part controlled by
the stub to deliver 0 reactance. As this solut®manventional this study will not
investigate the matching algorithm. Instead, thislg shall investigate the control of
the CT circuit to deliver optimal resilience.

Offset matching (deliberately not matching the filog Tpoint impedance to
further enhance resilience) will not be investigatd this stage so as to limit the
scope of the problem.

The absolute definition of optimal resilience canderived from analysis of an
ideal lumped element conjugate T circuit, of synmmat resistance, and no mutual

coupling. The phasor diagram for the two arms efdincuit is shown in Figure 19:
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Figure 19: phasor plot for the CT arm impedance

The optimal values of arm reactance are deriveth &uation 39, section 4.2.
Therefore, the optimal phase of each arm relatvéheé T point is given by equation
41. As can be seen, this target is independentasinfa parameters, and as such

represents the definition of a resilient CT cirdoit resistive disturbances.

1 R(Sc +4/S.° —1)
R

6|=16,| = tan” = tan’l(SC + \/?—11 a1
Therefore, it is proposed that the conjugate Tudlirghall be controlled to deliver
the correct arm phase targets to deliver optinslieace, and not a predefined fixed
T point.
However, rather than control to the phase acrosb eam (which would be
subject to calibration errors) the algorithm colgrto gross and net angled§’ &

‘&4\). As gross angle should be O this presents ammbiguous target for the

controller. Therefore, the capacitor control seinfgocan be described as the sum
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between an averaged)( and a difference) signal, where the average is the
controlled with&; as its argument, and the difference witfas its argument.

X, =A+D=f(6,)+ f(6,) 42]
X,=A-D=f(6,)-1(6,) [43]

It should be noted that the relationship between gractance and the required
capacitor set point is not linear. Therefore a faanderived from the calibration
model is used to translate the impedance targdtofn the resilience algorithm into
a capacitor demand signal. Capacitance as desdnbaguation 9 can be re written
as

Cn = £ Xn + Cmin [44]

S

where C, is the capacitance of arm’‘(1 or 2 from nomenclature of equations
2&3), ‘AC’ the capacitance rang&yiy' the minimum capacitances’‘the actuator
stroke andx, the capacitor demand signal.

Arm reactance can be expressed as the sum of tiebleacapacitance and a

fixed inductance as in the model in section 3.THerefore,

X, :w(l_s+|_c)—a% [45]

n

Substituting equation 44 into equation 45 and sgior the capacitor demand

yields

1 [46]

X = > -C
" AC w(a(Lc"'Ls)_xn) "

As can be seen the position demand is inverselggotional to the reactance set

points, with a fixed offset. At present this eqaativas used to convert the reactance
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demand of the algorithmXy’, into the position demand of the capacitay,,'and so
linearise the actuator. However, this approach raesua perfect calibration, and
consequent perfect compensation. The physicalrsyséanot guarantee this, and so
future studies must assess the algorithm stahilityh i) no compensation, and ii)
sensitivity to imperfect compensation.

It should also be noted that an alternative capactonfiguration where
capacitance is varied by adjusting the distancedst plates rather than varying the
overlapping area requires no linearisation, astasae demand would be directly
proportional to capacitor distance demawrdHowever this is applicable only to
capacitor matched architectures and presents gaachallenges.

Thus, for an ideal stub-transformer matched CTudiref optimal resilience and
zero reflections, the control heuristics are

1. A gross arm impedance phase of 0

2. A net arm impedance phase of 188a2th reference to the T point (for a

maximum VSWR limit of 1.5)

3. A second stage transformer to convert the regull point resistance of

constraints 1&2 to the transmission line charasterimpedance

4. A second stage stub to cancel the resultingaree of the T point (if any) to

0.

5.3. Sensitivity studies

5.3.1. Rationale

As observed in section 4.3.1, the set-points faiinogd resilience are highly

localised. This suggests a tight accuracy requirgrfoe any controller. As discussed
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in section 3.1, the ideal circuit is subject toesaV non ideal parameters. Numerical
methods described in section 4.3.2 were developepiantify this influence of the
non ideal parameters. Therefore, a sensitivityystuds required to i) ascertain if a
fixed T algorithm could capture the uncertaintyptdsma loading with one target T
point impedance, and, ii) determine if the ideatm®@nts for arm phase control
derived in section 5.2 require modification in firesence of non ideal parameters.
However, as discussed in section 5.2, the leastgauobs definition of resilience
is in terms of arm phase angle. Therefore, theesslof section 4.3 were modified to

map reactance space into arm phase space. Foedhistion 15 may be re organised

to read
2,2, [47]
l, Z3-27
=\ | ‘12 142
L j W Z,-Z
Z122 - lez

Therefore, taking the phase \¢f as reference, the arm phase expresstgrend

& are given by

[ (z,-2,) g{(z -z) ] [48]
6. =- ar 12 2) |+ ar 12~ 41
° {(2122 -7, )_ (2122 —-2.7, )__

oid (22-2)) ] {(Z -2) || )
6. =— ar 12" %2), | _gr 12— 41
" E{(lez -27, )_ (2122 -4.7, )__

Applying this conversion, the resilience space loamepresented as follows:
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Figure 20: Resilience intensity maps illustrating onversion from reactance (i) to phase space (ii)

As can be seen from Figure 20, the optimal resibehies at&=0° and &
=138 in phase space for an ideal RDL, as predicte@dtian 5.2.

The sensitivity study has two components. Firsthg tocation of the optimal
phase targets shall be assessed with respectdo &eal parameter to ascertain if
that parameter must be compensated for in any aorggime. In this study, only
first order interactions are considered — secordkrointeractions (one non ideal
parameter to another) were neglected for simplicity

Secondly, a critical minimum performance indicat@s required to ascertain by
what margin the set-points could drift from optimBhis contour was taken aks=5
in equation 25, as in the upper expected ELM distace (Lamalle 2005).

The ranges of non ideal parameters were taken filmenmeasured antenna
impedance matrix included in Appendix B. Compaitoggween RDL'’s at 42.5MHz,
the maximum asymmetry was taken to be +/-50%, th&imum resistive mutuals
were -50% of strap resistance, and the maximum ahuaactive part 2% of strap

reactance. In all cases, frequency was assumedbanid at 42.5MHz, as this simply
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varies the phase angle. As long as the capacitgosets remain within the physical

range of the actuator this parameter will not affesrformance.

5.3.2. Mutual Reactance

The critical contour oA=5 for varying mutual reactance is illustrated igufe
21. As can be seen, the accuracy requirement foamge is significantly less than
that for gross angle, as the solution locus isgdoed inBy. Additionally, there is no
overlap in loci across the range of variation, dnerefore the controller will be
required to compensate for mutual reactance. llshalso be noted that the optimal
solution always occurs at the far left edge ofltdwis (see Figure 22) and therefore
on a ‘cliff edge’. This feature is common to alétbontour plots in this study.

The trends of the location of the optimal set-poiate shown in Figure 22. This

quantifies the observations above, indicating angtrsensitivity of6g to mutual

reactance, and a very weak sensitivit@go

Critical contour for varying rmutual reactance
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Figure 21: Critical contour evolution with mutual r eactance
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Figure 22: Optimal set-points for varying mutual reactance, (i) gross angle, (ii) net angle

5.3.3. Mutual Resistance

The critical contour oh=5 for varying mutual resistance is illustratedFigure

23. The accuracy requirement for net angle is aganificantly less than that for

gross angle. Additionally, there is significant dap in loci across the range of

variation, and therefore the controller may be afoleneglect compensation for

mutual resistance.

critical contour for varying mutual resistance
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Figure 23: Critical contour evolution with mutual r esistance
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The trends of the location of the optimal set-ppiate shown in Figure 24. This
indicates an invariance of mutual resistance Wglineglecting the numerical error),

and a weak sensitivity .
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Figure 24: Optimal set-points for varying mutual resistance (i) Gross angle, (ii) net angle

5.3.4. Asymmetry

The critical contour oA=5 for varying asymmetry is illustrated in Figurg. Zhe
accuracy requirement for net angle is again sigaifily less than that for gross
angle. Additionally, although there is some overiliagoci across the range of +ve
asymmetry variation, if asymmetry is negative th®sg phase loci decreases
(response is mirrored iy = 0). Therefore, there is no overlap in the rasgf®o <

asymmetry < 50% and thus the controller may neexhopensate for asymmetry.
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Critical contour for varying asymmetry
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Figure 25: Critical contour evolution with mutual asymmetry

The trends of the location of the optimal set-poiate shown in Figure 25. This

indicates strong sensitivity 6 to asymmetry and a weak sensitivityoip
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5.3.5. Summary of effects & proposals

The following table summarises the influences anRIDL optimal resilience
setpoints.
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Variable

Strap resistance

% Strap
asymmetry

% Resistive
mutuals

% Reactive
mutuals

Gross phase Net phase Comments
Invariant, Invariant,
nominally nominally 138.2
0 for vswr limit of
15

If Oy>0: linear Insensitive (within Gradient average
decrease range modelled) resistance

. dependant
If Bn<O: linear P
increase Invert relationship

Insensitive (with
no asymmetry)

Linear decrease,
regardless of
quadrant

if asymmetry -ve

Decreases linearly Always negative.
with increasing Gradient resistanceg
resistance dependant

Insensitive (within  Always inductive.

range modelled)  Gradient
Resistance
dependant

Table 5: Summary of observations from sensitivity tady

As can be seen, the behaviour of an RDL is compteshould be stressed that

interactions between non ideal parameters, andiaddily loading and frequency

have not been investigated, due to the multidinweradity of the problem. However,

this study is sufficient to identify the following:

Optimal resilience occurs on a cliff edge in resite space. Operation

near this value will not be robust

 The accuracy requirements of net angle are relgtilEenign in

comparison to gross angle

* No overlap exists in the range of loci for mutuaactance and

asymmetry. Therefore a control algorithm with fix@dimpedance or

fixed arm phase targets will be very challenging

* AsOyisi) near invariant for mutual reactance and asgtny, ii) displays

low sensitivity to mutual resistance, yet with lamyverlap in loci, and, iii)
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requires a low accuracy for all non ideal paransetiris proposed that
the By set-point can be fixed with no compensation

* As 6 is i) very sensitive to mutual reactance and asgimyn and, ii)
displays no overlap in loci; it is proposed thaty arontroller must
compensate for these effects

* As B¢ for mutual resistance is invariant, no compensasamecessary

5.4. Non Ideal parameter compensation

By definition, resilience cannot be measured diyectherefore, in order to
control for optimal resilience, an indicator fosleence must be found. As discussed
in section 5.2, this indicator can be expressddmparts:

Net phase angle: 0.-6¢ 138.2

Gross phase angle: 0, +6¢ o

Where0, is the phase angle of the current across the tvduarm, and¢ is the
phase angle of the current across the capacitime Rhases are expressed relative to
the voltage at the T point.

Sensitivity studies of section 5.3 demonstrate thatgross arm phase target is
strongly dependant on resistive asymmetry and ix@achutuals, and can lead to
drifts of up to 16 - 15’ from the ideal CT circuit settings.

The net arm phase target displays sufficiently leewsitivity that this can be
captured by a fixed target, not compensated fothlycontrol system. However, to
avoid the “cliff edge” in resilience performanceist proposed that the target of
138.2 is reduced to 135'5This has a moderate reduction in baseline resiiebut

ensures that the system should remain resilieosadhe range of mutual resistance.
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However, due to the strong variation in the grass target of 6, an alternative
measurable indicator foBy must be derived that is a function of asymmetrg an
mutual reactance.

The 6 = 0 constraint is equivalent to the lockis= -X, The conjugate T circuit
has the property that the T point impedancg|’;| when viewed as a function of
frequency has a local maxima on a locus that caappeoximated by X= -X; for
the given functional range of the lumped elemeepsesenting the RDL.

Moreover, it can be shown that this locus is a fiemcof asymmetry and reactive
mutuals. Consequently, an algorithm can compeng&ateion ideal variables by
replacing thég = 0 locus with the locus al/df (%) = 0.

The resulting locus fod/df (%) = 0 is shown for the solution space of the ILA at

midband frequency of 42.5MHz in Figure 26.
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Figure 26: Plots of the locusiZ;/df=0 for a variety of CT circuits
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Superimposing the locus of the net arm phase tamgdhe gross phase target
yields a singular intersection, demonstrating ungodius convergence. This is

shown in Figure 27.
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Figure 27: Intersection of gross and net angle taef loci

However, there remains spurious contours of d/gf €20 that do not correlate to
the desired gross angle locus (lying approximaaéyig the locus 30 & X, = 0).
These pose traps for any convergence trajectotyribat cross them.

This issue is resolved by disabling the gross plagget aspect of the algorithm
when the net phase is less thafl. 9his excludes all undesirable contours from the
search area, and ensures clear convergence, an ghéwure 28.

d/df (Zr) = 0 can be measured by amplitude modulation. agmibstic signal of
frequency § is mixed with the main heating carrier frequengy tb produce
sidebands at.f/-f4. The amplitude of fis minimised to maximise power to the

carrier, and minimise resultant increase in eledield.
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Figure 28: Intersection of loci, showingd,<90° exclusion zone

A filter is used to discriminate one sideband miten from the other, and the T
point impedance is calculated for each frequentye dlgorithm varie®g such that

the amplitude of both sideband impedances are efjha is shown in Figure 29
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Figure 29: Tpoint Impedance as a function of frequecy, showing location of possible sidebands

The algorithm used a 0.5% modulation index, so thatdiscrete approximation
of d/df (Zr) was not affected by any possible asymmetry atfmitmaximum, and so
ensure the accurate resolution of thepBak. However, in reality this would require
high performance filters with consequentially lafgease delay. This could lead to

instability in the controller. Consequently, futisiidies are required to calculate the
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sensitivity of the modulation index torZpeak resolution, so that the modulation
index can be relaxed.

An alternative method of scanning the carrier feagry sinusoidally could be
used, however, this approach has an inferior tieselution (one period of the scan
is necessary to resohdZ/df =0) and the consequential phase delay will redhee
controller phase margin. Additionally, as the ma@wer carrying frequency is being
varied from the match, this may confuse tf& age match, and will also reduce
power to plasma. The algorithm code realisatiorthvdiomments, is included in

Appendix F.

5.5. Algorithm assessment

This chapter has thus far:

* Outlined the fixed T point impedance algorithm loé reference ILA for
matching control (section 5.1)

* Proposed an alternative arm phase algorithm falieese control (section
5.2)

* Conducted a study that demonstrated the high satysdf the CT circuit to
non ideal parameters & consequential need for cosgi®n (section 5.3)

* Proposed a modification to the arm phase algoritiahcompensates for non
ideal parameters (section 5.4)

Therefore, the performance of the two algorithmsy phase/AM and fixed T

shall be assessed to establish their steady stetammance with respect to varying

plasma parameters
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5.5.1. Base load variation

Figure 30 shows the performance of the two algorithagainst the theoretical
maximum performance given by the adaptive grid esobf section 4.3.2. As can be
seen the AM algorithm displays broadband high iersile, but reduced from the
theoretical maximum.

The near load invariance is a consequence of ttendestage match being able
to compensate for any T point impedance preseiitetould be noted that there is a
very mild decrease in performance as resistive inakases. This is due to the fact
that dZ;/df=0 approximates<;=-X, for low values of loading. However, this effect
remains negligible for all values in the rangeraérest, as can be seen.

The reduction in performance of the AM algorithnttwiespect to the theoretical
maximum is a consequence of Byetarget being reduced from its optimal to 135.5
This avoids the cliff edge in performance assodiatih the theoretical maximum
(blue line) but results in a mild reduction in cakperformance.

The fixed T algorithm has been designed to havent&imum performance
possible at the design load. However, as a consegua! loadings below the design
value have crossed the “cliff edge” in the solutigmace and display very poor
resilience.

Loadings above the design load show a pronounckdoffoin performance.
Consequentially, the design impedance should beerhwith care to avoid the cliff
edge. Unfortunately, this will entail acceptingrsfgcantly reduced performance at

the design load (dependant on the uncertainty reeted base load resistance).
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Algorithm performance against varied base load
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Figure 30: Algorithm performance against varied bas load

What is happening in this instance is the CT opitims tracking along th&;=-
X locus as base load is increased. As the fixedgbrihm does not track this
movement, the set points cross the maximum locasleowing the cliff edge and the
reduced performance “tail” associated with ¥ae-X; locus. This effect is illustrated
in Figure 31. However, the AM algorithm with adling T point can successfully

follow the optimum location.
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waray forn Foeed T cet poiit
with tuTescing ¥,
operatiofal Tegion is ox
perfomtiatice tail
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Figure 31: Explanation of resistive load sensitivit behavior

5.5.2. Mutual reactance variation

The results of the mutual reactance comparisostaen in Figure 32
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Algarithm performance against varied reactive mutuals
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Figure 32: Algorithm performance against varied muual reactance

As can be seen, the AM algorithm shows only a slagcrease in performance
across the operational envelope, demonstrating¢harate and successful tracking
of the maximum resilience point by the algorithm.

The fixed T algorithm again shows a pedestal respom this case less mutual
reactance than the design value results in immediasts of performance. A second

cliff edge is present if mutuals are increased at@eertain level.
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Figure 33: Explanation of reactive mutual pedestabehavior

The pedestal effect is similar to that found instge asymmetry, and is due to
the cliff edge in the resilience surface extendintp the flanks of the maximum

resilience island. The combined movement of thdieesisland and T point
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impedance adjustments moves the operating set @aiass the island, encountering

two sets of “cliffs” on opposing flanks. This isashn in Figure 33.

5.5.3. Mutual resistance variation

The results of the mutual resistance comparisorsiaog/n in Figure 34. Neither

the AM or fixed T algorithms compensate for resistmutuals.

Algarithm performance against varied resistive mutuals
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Figure 34: Algorithm performance against varied resstive mutuals

The AM algorithm successfully demonstrates broadld@gh resilience, showing
a pronounced increase in performance with resistivguals. However, as this
performance converges on the theoretical maximarwili inevitably intersect at
which point performance will collapse as the systentounters a cliff edge in
resilience space. However, the study shows thattaangle target of 1355s
appropriate to avoid this in the range up to -50%éual resistance.

The fixed T algorithm has been configured to delim@aximum resilience at
midband. Consequently, for mutual resistance béndet design value the system

has encountered a cliff edge in the resilienceaesp. Above this the performance is

78



steady. For this case, broad band compensationrefsistive mutuals may be
achieved by reducing the generator vswr limit ifcekating the optimal set points.
This would give broad band resistive mutual tolesto the system, but entail an
associated reduction in performance. (This is thewalent of reducing th8y target
in the AM algorithm).

This response can be explained by considering ¢fad pf the resilience island
tracks along th&X1=-X2 locus, increasingX| with decreasing mutual resistance. This
reduces the net phase angle, and so will convength® AM fixed By target of
135.5. In so doing, the performance increases as théfveet points converge.

As mutual resistance decreases, maximum resiligrcceases (mutual resistance
being negative). The fixed T algorithm holds a comton the island’s resilient tail,
as shown by its flat resilience response. Belowdésign value, the resilient peak
will move across the fixed T operating point andilrence will collapse. This is

shown in Figure 35.
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Figure 35: Explanation of resistive mutual performance

5.5.4. Asymmetry variation

The results of the mutual resistance comparisostaoen in Figure 36
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Algarithr peformance against varied asymmetry
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Figure 36: Algorithm performance against resistiveasymmetry

As can be seen, the AM algorithm shows a mild dstipgn performance as
the resistive asymmetry increases, displaying &o-86crease in performance across
the range of interest. However, the algorithm sssftdly tracks the location of the
maxima, which is clearer when compared with thediX algorithm.

The fixed T algorithm is designed to have maximuerfgrmance for
midband asymmetry. However, for asymmetry gredban tthe design value the
system falls off the cliff edge and displays poesilience. If the asymmetry is less
than designed for, the resilience remains high,tlyet collapses as it encounters
another cliff edge.

This pedestal performance can be interpreted bngadhat the cliff edge in
response extends on to the flanks of the CT optin\emnying asymmetry causes the
maximum to move off theX1=-X2 locus. As the fixed T algorithm responds to
deliver a pre-defined T point impedance, the reéathotion results in the operational
point traversing the peak in resilience and so entaying two cliff edges, as shown

in Figure 37.
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Figure 37: Explanation of asymmetric load pedestabehavior

5.6. Discussion

The following conclusions can be drawn from theoalpm comparative study of
this chapter:

» The fixed T algorithm with its dependence on opmwplresilience control is
shown to display a very narrow band of acceptabklience about the
loading design case. Given this performance, ssb@abs achieving a
resilient match is challenging.

* The fixed T algorithm should adopt a lower vswr itinm calculating the
optimal T point impedance in order to increaserg®lience bandwidth and
better centre its passband with respect to nonl ige@ameters. This,
however, will result in a much reduced performaateesign load, and will
still result in pedestal behaviour as demonstrawedhe lack of common set
point loci in section 5.3.

 The AM algorithm successfully demonstrated a breadbhigh resilience
with respect to all parameters investigated.

However, there remain outstanding issues to bdwedoThese are:
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The conversion from impedance demand to hydrawulicasor demand uses
the inverse of the model of the system to lineariBee accuracy of this
translation may not be assured, and so the algoritiust be assessed for
stability using no linearisation. However, thiséevant for the tuning of the
dynamic response.

A very small modulation index was used for the ab®tudy to ensure
accurate resolution of thaZy/df =0 locus. This ensured that the principle of
the AM algorithm was tested, not the realisationit.olt is desirable to have a
relaxed modulation for practicality, and thereféwmether study is required to
assess the sensitivity of modulation indexlZe/df =0 resolution

The above study is underpinned by the assumptianplasma disturbances
are resistive in nature, an assumption explaineseation 4.1. As discussed
in section 3.3, reactive elements to disturbaneepagsent, and the impact of
this change to the AM algorithm must be assessed

The above study assumes that mutual impedance variant with
disturbance, as discussed in section 3.3. Howeveseems plausible that
resistive mutuals may be affected by plasma disturb. Therefore, the
impact of this possibility on the AM algorithm sHdue assessed.

The VSWR = 1.5 critical reflection limit as discesisin section 4.1 results in
the cliff edge in resilience space. This hard lidoes not exist in reality, with
interlock trips, as discussed in section 2.3.2,agimy at a VSWR of 3.
Therefore, a modified and more sympathetic meastiogrcuit performance

Is required.
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6. Average coupled power performance indicator

6.1. Reactive disturbances

As discussed in section 5.6, the measure of ELNbpmance as per section 4.1
is incomplete in that reactive ELM components h&een neglected, and circuit
interlocks simplified. Moreover, the philosophy doeot readily lend itself to
incorporating such effects. This chapter sets autlternative performance measure
that is more comprehensive and robust with respea multidimensional ELM
model.

Present studies which address the issue of a veaBiM (Lamalle 2005)
assume a fixed relationship between the resistie r@active disturbances. This
‘fixed path’ method is problematic as, i) a multiginsional disturbance’s resilience
performance can only be assessed for a predefiagattory, ii) this becomes very
limiting as dimensions increase, and iii) the methe still dependant on the
declaration of a simple VSWR limit.

This leads to ambiguity, for as discussed in sacHa!, disturbance trajectories
are i) uncertain, ii) vary between disturbances i§ are multidimensional.
Additionally, as discussed in section 2.3.2, VSWWRits are soft, not abrupt, in that
power is limited in response to high reflectiong,ta a limit of VSWR of typically 3.
The critical contour approach cannot capture tisisft‘ stop” functionality and is

consequently overly pessimistic.

6.2. Average coupled power model

An alternative performance measure is requirecctommodate the ability of the

system to achieve greater resilience, but at retlypmmver. This is possible by
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assessing the coupled power during a disturbaateemrthan the vswr. Thus, higher
vswr ratings than 1.5 are possible, but with a mdrklecrease in performance as
generator protection interlocks ramp down the dgvvoltage (see section 2.3.2).
The performance measure for a given disturbangectmy is thus the average
coupled power for the period of one disturbanceresged as a percentage of the

base load coupled power.

Additionally, the method must be able to accoumtrfmultiple dimensions in the
disturbance, and accommodate the uncertainty isilplesdisturbance trajectories.
This is achieved by defining the multi-dimensiomagjion in which a disturbance

trajectory may exist. This is illustrated in Figl8®@ for an ELM disturbance.

» EEY:
+ ELMM fiee state

—» One possible ELM trajectory
Bounded region containing all
possible candidate ELI
trajectories

anmaeay] deno

Y

Strap Eesistance

Figure 38: 2D illustration of ELM space

The resulting region (area in 2D ELM, volume in #DM etc) can then be
meshed, and the coupled power calculated at eadd. fide generic performance
measure is then the average coupled power acressntire region. This method is
particularly robust, as additional dimensions canadded without reappraising the
assessment methodology.

An additional feature of the performance is theursgment that the system does

not trip protection interlocks, as this resultsaidarge reduction in duty cycle and
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hence average delivered power as the system esesafiety time outs for each trip.
Consequently, if any part of the ELM region cauadsp, the average performance
measure is automatically set to zero, i.e. thet&wlus unacceptable.

As discussed in section 2.4, knowledge of the erfee of ELMs is limited. For
this study the bounds on reactive and resistiveatrans shall be assumed to be 5
and k = 0.75 as in equation 26 in section 3.3. atEmns in resistive asymmetry were
neglected for lack of measured data to set realigiunds. No variations in mutuals
were considered, as discussed in section 3.3. #ssmed thatlR% is always
greater thamdX% as per reported by Monakhov (2003).

Thus, with these simplifications it can be assuntedt an ELM has 3
dimensions, resistance, reactance, and time. Tdukl de calculated as a series of
frames as shown in Figure 39, where when viewethénX-R plane the resulting

overlap of uncertainty ranges approximates to Ei@.

+ Time slice 2

/ uncertainty range

Time slice 1
-——— -
bit + o uncertainty range

aun,

4+ Tdentical ELM free state

Y

E

Figure 39: Graphical representation of the solutiormethod for a 3D time dependant ELM

However, for this study time was neglected, andptexi power calculated for
one area as per Figure 38.
This was for two key reasons. Firstly, insufficietdta was available to assign

uncertainty ranges per time slice. Secondly, apprating an ELM by a triangle as
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shown in Figure 38 is simpler computationally, asdfficient information is
available to put bounds on the region. Additionadlg steady state analysis is used,
time is not a variable in the coupled power caltalaso considering only the X-R
plane is sufficient.

However, the resulting average coupled power calmri is inaccurate, as there
is equal weighting applied to all coupled poweruesl, regardless of the overlapping
of the R-X uncertainty ranges between time sliddss also affects the location of
the true optimal, as including time would bias #vwerage coupled power toward the
region of lower disturbance. This is because ELNssically display a high peak
with an exponential roll off. Therefore they spemdst time at lower disturbance
values. This will move the average coupled powdmagd along the X1=-X2 locus
toward the origin (assuming the ideal CT & ELM misjlelt is also likely to result in
reduced set point sensitivity to disturbance, asetkiremes of the ELM have less of
an influence on the overall performance.

Therefore, in addition to asymmetry and mutual atawns, future ELM
experiments should seek to capture time dependarioymation to enable more

accurate CT circuit performance predictions.

6.3. Coupled power modelling

6.3.1. Derivation of coupled power performance meas ure

The model for coupled power includes both poweritation and interrupt
interlock features, as summarised in section 2The. settings used in this study are
those reported by Sibley & Wade (1999). Therefompled power to plasma has

three distinct states as follows:
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* Below a reflected power of 130kW the coupled povgea function of the
load and corresponding reflection.

e Above 130kW, but below a vswr of 3, the driving tagje is reduced such
that there is constant reflected power. The respdinge on this interlock is
0.5ms, which is fast in comparison to the ELM dwratof 2.5-4ms.
Therefore for simplicity, the steady state cougledver is always used.

» For a reflection of greater than or equal to 3gbeer is tripped and coupled

power is thus 0.

This behavior was modelled as follows. Considerdnitions for forward and

reflected power

V.2 [50]
P - _1
I ZO

[51]
whereP is power,V voltage,Z, the characteristic impedance and the subsarigts

denote incident and reflected respectively.

In the region of no interlock intervention (P<130k\We coupled poweP. is

thus
popp=V VW [52]
Cc ZO

Substituting in the definitionV, =TV, into equation 52, wherel* is the

reflection coefficient, yields:

= here)=per)

0

(53]
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Therefore coupled power may be expressed as aidanaf VSWR by

substituting equation 34 into equation 53

4S

T F{m}

For interlock intervention the reflected power isintained at a given critical

[54]

setpoint, P ma=130kW. By definition the limiting reflected voltag'Vi max is

defined from equation 51 as

\Y/ =./P z [55]

r _max r _max c

Therefore the maximum incident power can be detsethiby combining

equations 50 & 55

_ Pr __max [56]

i_max 2
r

Thus, for interlock intervention, the maximum caegblpower is obtained by

substituting equations 56 & 34 into equation 54ugh

4S 57
P oo -

The critical VSWR crossover point,.s5 can be determined from equating

equations 54 & 57. Therefore

< ﬁﬁﬁ [58]

crit _\/Ei_ ,—Pr—max

Therefore, the coupled power can be modelled asieaewise function
summarised in Table 6.
The valid inputs are summarised in Table 7, witle tesulting waveform

illustrated in Figure 40.
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Region of validity

Coupled Power

VSWR <= Srit P|: 4S
L(s+af

Serit <VSWR < 3

VSWR>=3

0

Table 6: Summary of coupled power relationships

iy region
06

Jamod pQIdﬂOD P ASTETRIO b

07 Power limiting

B3fF ™ .
02t TR
e | Scn't
0 L 4 . l :
1 15 2 25 3 35
VEWR
Figure 40: Coupled power vs. VSWR
Nomenclature | Description Value
Pi Incident Power 2MW
Pr max Maximum permissible reflected power 130kw
Serit The critical value of VSWR for powg

limitation

r\/3i+\/ Pr_max
JP =P 1

Table 7: Parameter description for coupled power
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6.3.2. Numerical average X-R performance model

The above performance measure was therefore appiieghredicting CT
performance for any given arbitrary combinatiorcapacitor set points.

Thus, using the candidate capacitor set point jposii the capacitance was
derived using equation 9. The equivalent Thevinmeana impedance was thus
calculated using equation 19. Due to the presefaeaxtive disturbance, it was
found that a more sophisticated’ Ztage model as discussed in section 3.2 was
required. Therefore, théd'®stage transformer and stub settings were calclilsing
equations 21 & 23 respectively.

Plasma disturbances were considered two dimensasnial section 6.1, and were
modelled using equation 26. The instantaneous VSW&calculated using equation
34, and consequently the resulting coupled powes dexived using the relations
summarised in Table 6. This was repeated for afleson the meshed ELM X-R
space and averaged to give the overall performance.

An ELM was considered to exist within a triangul@ecus when drawn on the X-
R plane, with nodes (1,1), (1,5) & (0.75,5) whet€el] represents the nominal ‘ELM
free’ state. The ELM area was always meshed witho86s. The code for the X-R
average coupled power performance is detailed peaAdix G.

As an initial test, the new performance was assefssean ELM with no reactive
component K=0), andA=5. The results are shown in Figure 41 for a midban
frequency of 42.5MHz, and a coupling resistanc@.d88:

As can be seen, the optimal lies onXje-X; locus as expected (dotted red line),

which is consistent with previous assessment melbgdes. Additionally, as
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intended the optimum lies away from any discontirgiin the solution, as the cut

off now appears on the edge of the cyan colourgimeas shown top right.

Nann B ;]
;. 7
5 e |
g B oo
“’ 5 4

g |

Arm Reactance 3 j — 2 I 1 2 0 2 i &
: Arm Reactance X (50 Arm Reactance 2 (53

(&3

Figure 41: Surface plots of the X-R average couplegower performance measure for an ideal
RDL with no reactive disturbance

However, with a reactive componentksf0.75 to the ELM enabled, the response

Is significantly changed, as shown in Figure 42.

L

JaUm WO
(750 B soumlana s Wy

T 4

Arm Reactance 2 .

() Arm Reactance X5 (L0

Arm Reactance X (L)

Figure 42: Surface plots of the X-R average couplepower performance measure for an ideal
RDL including reactive disturbance

As can be seen, the performance has decreased nedbtive ELMSs.
Additionally, the optimal set points are signifitignaltered, with the optimum no
longer located on th¥;=-X, locus. Finally, it appears the optimum again liesoo

close to a mathematical discontinuity.
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These alterations are more apparent when consgdrenphase plots of the same

two candidate solutions as shown in Figure 43.

a
= 7,
om )
”’ @
o

n = 22
w an
b @
= —
{31} (o2
= =

Net Phase (deg) 7 Net Phase (deg)
{a) Mo reactive component to ELI (b) Wlax 25% reduction in X during ELM

Figure 43: Phase plots for average X-R performancemodel

As can be seen the valid region is significantlgueed, the gross phase has
reduced from 0 to approximately “LGnd the net phase angle has increased from
approximately 130to 140. Clearly the effects of ELMs are pronounced, ame t
highly localised nature of the resulting set pgirgsents a distinct control challenge,
more demanding than previously encountered. Adulilly, a numerical solver is

again required to derive set points for optimal Riztformance.

6.3.3. Numerical Set point solver

Section 6.3.2 outlined the requirement for a solt@rextract the optimal
configuration for an RDL using the average X-R dedppower performance model.
It has been observed that the solution again maguroon, or adjacent to, a
mathematical discontinuity. Therefore, to preveotvieag errors, the numerical
solver developed in section 4.3.2 was adapted. it@thod searched the solution
space with a course mesh, identified a local mawinamd then re-meshed at twice

the resolution in a locality of +/- 2x the previagsolution about the maximum. This
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process was repeated iteratively until a predefimesolution had been reached. The

following modifications were necessary to the code:

1.

The algorithm uses the X-R averaged coupled poperformance
measure, rather than the former resilience meadine. is described in
section 6.3.2.

The average X-R performance model uses capatituke rather than arm
reactance as its input.

Previous code searched only one quadrant olsthg&ion space in the
reactance plane as solutions were symmetrical abOatX,. This
symmetry does not hold for reactive ELMs, and sodbde was modified
to search a user defined quadrant so that eachrajadan be
independently assessed in turn to determine tleedginbal maximum. As
stroke is used rather than reactance, arm reactaaceh “quadrants” have
been mapped into the capacitor stroke domain.

Previous code would return an error if the deavmmdow was too close to
the edge of the initial search area (code woulddryead a matrix with
index O or negative). Code now warns that the gmius too close to the
edge.

The revised X-R performance model yields highdgalised solution
“islands” Therefore, the code now warns users € ititial search is too
course, i.e. all performance values were calcul@texhd the island was

missed.

The resulting code is recorded in Appendix H.
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7. Implications of reactive ELMs

7.1. Sensitivity studies

It is necessary to repeat the sensitivity studgedition 5.3 to establish the extent
of influence the reactive component to the ELM basthe arm phase set points.
Therefore, an indication of the adjustments requie the AM algorithm may be
determined. Specifically, this study will addredsether:

1. Optimal gross and net angles remain load inaaria

2. Net angle retains a sufficiently low sensitividyvariables that its set point may
be fixed

3. Gross phase angle can still be approximatetidyndicatordZ;/df =0

Sensitivity studies adopting the resilience apphoaet out in 5.3 adopted a
critical contour oA=5 to described the possible set point loci. Thisat transferable
to the average coupled power model, and so amatiee critical measure must be
applied. Consequently, this analysis applied antrarlg cut off of 50% average

coupled power.

7.1.1. Phase load invariance

The arm phase control algorithm is conceived fram lbgic that for a resistive
disturbance the optimal resilience is a functioraoh relative current phasing, and
invariant with loading as discussed in section &dr. a reactive disturbance it must

be assessed if this definition holds.
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Using the solver summarised in section 6.3.3, {h@r@l set points for the arm
phases using the average coupled power performaeiee calculated for i) a purely
resistive disturbance, and ii) a resistive andtreaaisturbance.

The resulting solution for the purely resistive bt shown in Figure 44. As
can be seen, there is a degree of numerical noige2isolution. On inspection of the
solution locality in Figure 41, the local gradiestflat, which provides a poor target
for the optimisation routine. However, it is cletirat the performance and the
optimal set points of the circuit are load invatjaas predicted by the former
resilience method of section 5.2. Additionally, tiress phase target approximates to
0, as expected. The net angle phase target differshat it reduced from 1380
127°. This is because the modified method is optimisuithin a bounded range af
between 1 and 5. The optimal resilience methodudsed in section 5.2 is optimised

for an unbounded disturbance.

0.9961 =+ T
5 +
T 099651 - + b
£ + +
£ 09951 - " 1
a P =0.996
0.9951 1 =+ 1 1 1 1 1
0.55 06 065 0.7 0.75 0.8 0.85 0.9 0.95
= 01 T
= * +
= +
=)
g 0 % * + i
@ *
@ thG = 0.01 deg
‘(5 0 1 1 1 1 1 1 1
0.55 08 0.65 07 0.75 0s 0.85 0s 0.55
= 1473 T
5 <
= 12 1
= & ¢ N
s 1271+ 1
I 127 . & Lt Ithl\J = ‘IEIF" deg

1 1 1
.85 0B 065 07 075 08 0.85 0s 055
Strap resistance (ohm)

Figure 44: lllustration of loading invariance for real disturbance
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The simulation was repeated, including a reactoremonent on the disturbance
of up tok=0.75. The results are shown in Figure 45. As @sden, all parameters

show significant sensitivity to loading.

Performance
o 92 8
=~ o 0

—
1 1 1

Gross angle {deg)
P
; | ) ;

Met angle (deg)
B

1 1 1 1 1 1
085 0B 0.65 07 0.75 0.s 0.85 09 0.95
Strap resistance (ohm)

135 .

Figure 45: lllustration of load dependency for reative ELMs

Performance, formerly load invariant, now showdrargy dependence on strap
resistance. Performance favours higher couplinghvis unfortunate, as disturbance
tolerance is mostly required at low coupling (H repdAdditionally, it can be seen
that for the majority of the resistance scale, @anaince is less than the critical
VSWR setting for power limitation (0.935 for 2MWJ) herefore, operation for
reactive ELMs with up to 25% variation from basadas not possible within the
VSWR<L1.5 limit adopted for the ILA.

The gross angle illustrates a pronounced offsemfrthe ideal 8 of
approximately -18 This can be rationalised, as if the circuit wpre-configured
with +25% additional reactance on each arm, theltiag -25% reactive disturbance
would rebalance the circuit. However, the solutidso shows a weak sensitivity of

offset to loading, of approximately Bver the range of coupling.
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The net angle also shows a pronounced offset fraffi tb up to 148 This can
be rationalised as the reactive component is reduoverall performance, and so
pushes the system toward maximal resilience (igimised for an unbounded
disturbance). Using equation 41 the set point fouabounded disturbance may be
calculated for and a critical VSWR of 1.5 (free @®n) and 3 (cut off). The results
are compared with those derived by the averageledypower model. As can be
seen, the ratio is similar. Although this does amtount to a proof, it suggests that
the drift to 144 from 127 is due to the average power lying mostly in thevgo
limited region for reactive ELMs, and not the fredflection region as for purely

resistive ELMSs.

Critical VSWR Optimal Theory] Bounded Disturbance ratio
(unbounded disturbancd, ~ (average coupled power
equation 4) mode)
1.5 138 127 (purely resistive elr)1 0.92
3 160 144 (reactive eln) 0.9

Table 8: Conceptual justification of net angle sepoints

The critical contours of 50% power are plotted asrthe resistance range in
Figure 46.

As can be seen, the critical contour for the loveesipling satisfies the locus for
all coupling. Therefore, unless the setpoints bextoad dependant (an added
complexity avoided in algorithms discussed thu}itas most appropriate to use the
lowest intended coupling as target in any contystem.

Additionally, the accuracy required for net angléyipically lower than that for

gross angle, as encountered before.
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50% Power contours for varying coupling load
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Figure 46: Critical contours for varying resistance

Finally, comparing the drift in gross angle setmp@hown in Figure 45 with the
locus shown in Figure 46, it can be concluded that>2 drift is within the solution

locus, offering the possibility that no compensaii® required.

7.1.2. Mutual reactance sensitivity

Mutual Reactance of the CT circuit was varied betw® and 2% on a circuit
with coupling of 0.75 ohm with no resistive mutuals asymmetry. The trend of

performance versus reactive mutuals is shown iargig7.
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Figure 47: Performance vs. reactive mutuals
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The 50% power contour drift is shown in Figure A8.can be seen, there is no

overlap in loci and therefore compensation is nexgli

50% Power contour for varying mutual reactance
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Figure 48: Critical contour for reactive power variations

The optimal set point trends with mutual reactaac illustrated in Figure 49.

As can be seen, net angle remains invariant. Hovevess angle, as illustrated in

Figure 48 and consistent with previous findingsveha pronounced drift. However,

it should be noted that i) as discussed in secliari, there exists an offset in gross

angle, and ii) the parameter is almost twice asitea as per the sensitivity study of

section 5.3.
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Figure 49: (i) Gross angle (ii) Net angle optimalet point trends with mutual reactance
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7.1.3. Mutual resistance sensitivity

Mutual resistance of the CT circuit was varied kw0 and -50% on a circuit

with coupling of 0.75 ohm with no resistive mutuals asymmetry. The trend of

performance versus reactive mutuals is shown irurgigh0. As can be seen,

performance improves for decreasing mutual resistan

#-R averaged Coupled Power (%of norminal)

L

Petformance vs Mutual Resistance
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Figure 50: Performance vs. resistive mutuals

The 50% power contour drift is shown in Figure bhere is very little overlap in

loci and therefore, unlike with purely resistive &, compensation is required.
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Figure 51: Critical contour for mutual resistance \ariations
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The optimal set point trends with mutual reactaace illustrated in Figure 52.
There is pronounced drift for both gross and nefleaset points. Unlike in section
7.1.1, gross angle appears to have a strong effettalancing the circuit.
Additionally, net angle is approximately twice ansitive.

Therefore, increasing the magnitude of mutual dogpbppears to drive the
system toward the ideal reactive ELM free stateweicer, this should be interpreted

with caution, as the model assumed no disturbameeactive mutuals as discussed

in section 6.2.
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Figure 52: (i) Gross angle (ii) Net angle optimalet point trends with mutual resistance

7.1.4. Resistive asymmetry sensitivity

Resistive asymmetry of the CT circuit was varietieen 0 and 50% on a circuit
with coupling of 0.75 ohm with no mutual impedandéowever, pronounced
differences were encountered between the perforesaraf the two possible
solutions. For positive asymmetry, solutions witheative net angledy() set point
improved their performance. However, for the mirsotution with a positivéy the
performance was degraded, before disappearingeditegq The converse is true for
negative asymmetry.

The trend of performance versus asymmetry for W quadrants is shown in

Figure 53. As can be seen, performance improvdsinitreasing asymmetry. Where
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the solution disappears (for the sub optimal soh)tthe graphs show a sharp drop to

0 for all parameters
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Figure 53: Performance vs asymmetry (i) 8c quadrant, (ii) +8g quadrant

The 50% power contour drift is shown in Figure b.the dominant solution. As

can be seen, there is very little overlap in low #éherefore, as before, compensation

IS required.
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Figure 54: Critical contour for asymmetry variations

The optimal set point trends with asymmetry anestllated in Figure 55 for the

dominant quadrant. There is pronounced drift fahlgross and net angle set points.

Unlike in section 7.1.1, net angle is now very siaresto asymmetry. Additionally,

gross angle is approximately four times as sers#ds/previously.
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Figure 55: (i) Gross angle (ii) Net angle optimalet point trends with asymmetry

7.1.5. Summary of sensitivity study findings

The following conclusions can be drawn from the s#@nty study of
performance with reactive ELMs to non ideal pararset

Firstly, the optimal gross and net angle targetsnar longer load invariant. There
is a prominent offset ing; from its nominal value of 0, with additional mild
sensitivity to load. There is also a pronouncedssierty of & to load resulting in
approximately ~17of drift across the scale of resistance.

Optimal algorithms may seek to design for the lawesgel of coupling, as the
lowest and highest set point loci entirely overlap.

The net angle cannot be approximated by a fixegetaMutual resistance and
asymmetry both account for drifts of orde+8 across the parameter range, and
there is no overlap in set point loci.

The gross angle set point cannot be approximatettidogZ/df =0 locus, due to
the prominent offset from its nominal value of 0.

The gross angle is significantly more sensitive nmtual reactance and
asymmetry than for the resistive ELM, and is nows#éve to mutual resistance in

addition.
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Asymmetry promotes one quadrant solution, while psegsing its mirror.
Dominant solutions for positive asymmetry occur fmiutions with negative net
angle.

The loci for all cases is more localised than foe tesilience model, placing an
exceptionally tight accuracy requirement on anytralgorithm. Additionally, the
X-R averaged coupled power is almost always inpth&er limitation region.

Therefore, the amplitude modulation arm phase obmaigorithm proposed in
section 5.2 requires modification to operate wittMs of reactive loads up to -25%.
Additionally, it can be concluded that fixed setmacontrol is not acceptable, and

that resilience must be brought under feedbackrabnt

7.2. Proposals

7.2.1. Gross angle compensation

The sensitivity study of section 7.1.1 illustratedt i) there is a prominent offset
in the gross angle from the nomirtgl=0, and, ii) there is a weak sensitivity of that
offset with loading.

Firstly, because the load sensitivity is weak, mfes 2, and small in comparison
to the solution locus, it is proposed that load pensation for thég offset is not
required.

Secondly, a constant offset from the nominal sutggdsat a fixed amount of
reactance has been added to both arms. As onesawapacitive and the other
inductive, this skews the circuit so thX, | X, |. As the reactance of each arm

may be added to by altering the frequency, it @ppsed that a modification to the
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AM control algorithm may be able to capture theuieed offset. The principle is

illustrated in Figure 56.
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Figure 56: Offsetting frequency to capture gross agle locus (i) controlling to centre frequency;
(i) controlling to sideband

The above figures illustrate a contour plodd§/df, where f' is the main driving
frequency. Overlaid on the contours are the lociaoh reactance set points for
varying base load. In Figure 56 (i) the heavy biteee, representing a resistive
ELM, follows the X;=-X, locus as expected. As can be seen, this coincidtbs
dZ/df = 0. The bold red trace reactive ELM maps outasooffset and not truly
parallel (this is the mild sensitivity of offset limad discussed above)

In Figure 56 (ii), the set point loci remain themsg however, the contour plot is
that ofdZr/dfy, that is the derivative of the sideband T-poinp@dance. As can be

seen, the modulation index (in this case 1.06%) losanchosen to replicate the
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required fixed offset inBs. The AM control algorithm can thus control to
dZ:(f)/df,=0, thus treating the side band as a “handrail” so tia driving
frequency can operate with the required fixed offse 6c. This principle is

illustrated in Figure 57.

1.2 T ™ . T
Dirivirg | | modulation
11 _frequency,fd| | frequency,
fm
't | |
ool | |
| |
08F | |

contral algorithm; Zfd-Z(fm) =0

ZT, normalised for target reactance offset
_
=]

08y 083 099 1 101 102 103 104 108 1.06
Freguency normalised to target reactance offset

Figure 57: "handrail" principle of proposed modifie d AM algorithm

In the proposal above, rather than set the sidebanthe maximum itself, the
modulation index is twice the requirement. TherefodZr.(fy)/df,=0 can be
approximated byr(fy)-Zr(f)=0, and the filter requirements are reduced. Thaeeval
of f would be a constant, and its magnitude pre-caledl&rom the required gross
angle set point for a symmetric circuit with no mnaltimpedance (in this case 2.12%
modulation index).

Thus, this approach enables the algorithm to cossderfor i) the fixed offset in
Bs, and ii) as before thdzr(fm)/df, locus is sensitive to mutual reactance and
asymmetry, and thus provides automatic compensation

However, an avenue for compensating for mutuastasce variations still needs

to be found.
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7.2.2. Net angle compensation

By considering the loci of optimal set-points,stdlear that for all but the lowest
coupling, the accuracy target 6y is far lesser than that fddg as the loci are
elongated wittBy. This again opens the possibility for a fixed &rgVith regards to
asymmetry and mutual reactance, valid solutionstdrr all ranges of parameter if
the target was simplified to a fixed value of apgmoately 145.

However, for the lowest coupling it is unlikely shinethod would offer sufficient
accuracy.

Additionally, to compensate for resistive variapthe overlappin@y < 145,
yet for low coupling the targe®y>0°. This exclusive nature suggests that some

indicator is required to compens&efor mutual coupling.



8. Future work

This study captures initial development of a cdntnethodology, and significant
further work is required to realise such a systé&he following key issues require
further attention:

Excess reactive disturbanceThe above study assumed a 25% drop in arm
inductance. However, in the model arm inductancg lismped element comprising
strap inductance, strap feeder inductance and tapamarasitic inductance. The
strap itself only accounts for 50% of this lumpdengent. Therefore, applying an
ELM disturbance of 0.75 to the entire arm is ovepgssimistic, and if strap
inductance alone were influenced this factor shobkl changed to 0.875.
Considering Figure 41 & Figure 42, reducing thectewa component has a very
strong beneficial influence on the set point solutioci. Therefore, this will cause
the solution for reactive ELMs to converge withttfa purely resistive ELMs, and
the issues of excessive accuracy requirements esidtive mutual compensation
identified in section 7.2 less critical.

“Handrail” AM algorithm testing : The handrailing control method for
capturing the fixed offset i®s set point requires validation. This is particuarl
necessary, as the sensitivity of set point to asgtnynand mutual reactance is
increased with reactive ELMs. It has not been distadd that tracking the
dz:(fn)/df,=0 provides sufficient compensation for the larget geint drifts
involved.

Mutual impedance ELM components This study has considered that mutual

impedance is ELM invariant, based on the obsermataf Monakhov (2003) on the
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JET A2 antennae. However, Lamalle (2003) assunedsstrap loading and mutual
resistance are both scaled by the same factorglannELM. Given the difficulties
described in section 7.2 with compensating for rautesistance induced drifts in set
point location, it must be established how mutesistance behaves during an ELM,
and the sensitivity studies repeated capturing effisct so that set point trends are
known definitively.

Multi-dimensional disturbances This study considered an ELM affecting arm
reactance and resistance only. In reality, ELMsupgcmore dimensions, including
time, asymmetry, and most likely mutual impedarEgperiments are required to
establish by measurement disturbance models forJEE ILA, so that realistic
bounds may be placed on them, and the correct dimes modelled

L-H transitions: The disturbance modelled in section 6.2 assumeBLan as
the only disturbance. The bounded disturbance sineald be increased to include
the L-H transition, as the response of the CT dirtr decreasing coupling is
significantly different, and less tolerant, thaattfor increasing coupling.

Dynamic modelling: With an overarching control methodology establis(¥M
phase control) dynamic models of the actuatorsthadassociated control systems
are required to demonstrate matching within thegdiarsettling time. This is
particularly relevant for the"2stage match, which on the ILA is not yet availatie
configured for speed. On an arbitrary antenna desigwever, it is proposed that the
second stage should use an alternative fast matetetwork of which there are a
variety of candidate architectures (capacitor loasieibs, fast ferrite tuners etc). As
part of the dynamic modelling, it should be notkdttthe actuators are all strongly

non linear.
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Amplitude modulation realisation: The study at present assumes that amplitude
modulation has perfect accuracy and filtering. dality, selective filters introduce
phase delays that must be captured in the dynaomtrat algorithm. Additionally,
the gain on the sideband must be such that thalsigay be extracted from noise.
However, larger sidebands are limited by the systeaximum voltage, and thus
coupled power will be reduced as more power isctiie to sidebands.

Inter RDL mutual coupling: The AM control algorithm has been shown to
offer promise in compensating for mutual impedabegveen the two straps of one
RDL. However, in any antenna, RDLs shall be mourigjdcent to one another, and
so compensation is required for inter RDL mutualpdmg. The sensitivity of the

system to this additional disturbance must be asses
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9. Conclusions

This study has investigated control aspects ofcthrgugate T resilient in-vessel
matching architecture for ICRH antennae.

The CT circuit achieves high levels of resilience lbading disturbances by
configuring two identical straps in parallel, fedrmh a common T point. If the phase
is appropriately configured between the two armsyrametrical disturbance at the
load will result in destructive interference at theoint.

This study identified that the definition of resiice was a function of arm
relative phasing, and not of the T point impedasmeeonventionally used. The target
angles were derived algebraically for an idealustrc

The optimal phase was validated using custom writteimerical solvers,
necessary due to the presence of mathematical disadgies in the solution for
resilience. Using these tools, sensitivity studiésircuit response revealed a strong
dependence of optimal configuration to non ideahpeeters.

An alternative algorithm based on controlling the ghase angle was proposed.
An additional diagnostic of antenna state by amgit modulation was also
suggested to provide compensation for non ideaarpaters. Matching control
required the inclusion of the second stage matthearreal time control system. This
methodology was compared with the pre existing ihfponpedance control method
and was shown to offer significant performance echaent in response to resistive
disturbances.

However, it is known that reactive disturbances also present. This report

proposed a novel assessment methodology capableaidporating the real “soft
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stop” action of interlocks, and readily scalablethwiadditional disturbance
dimensions. This used a disturbance space averamgued power measure, and
solvers were developed to assess reactive ELM li@hav

Sensitivity studies repeated for the reactive Elllgest that performance of the
CT circuit is strongly degraded, and set point 8ohs are highly localised. This
presents a key accuracy challenge for any contrdileey also suggest the additional
requirement for compensation of mutual resistamems, and the imposition of a
fixed offset in the gross angle target. Howevewds noted the levels of reactive
disturbance used were pessimistic.

This report proposes that the fixed offset may bmpensated for by using an
appropriately chosen sideband of the AM diagnastiguide the gross angle target
of the circuit, much like a handrail.

Finally, this study identified various key areas em future work must
concentrate. Of these, the most important is toeldgva better understanding by
measurement on the JET ILA of the bounds and raetedanensions of plasma

disturbances.
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11. Appendix A: Derivation of 2 " Stage Match
Parameters

The required phase shifter lengthand stub length, for the second stage match
were calculated as follows
The T point impedancé, +jX, seen through the phase shifter of lerdjit given

by the expression:

(R + X, )+ iz, (1)

Z=7Z
“Zy+ (RO IX N

wheret =tanfd , andp is the phase shift constant. The admittance afphint is

v=2-G+ iB (2)
Z
= RL (1+t2) (2a)
R? +(X, +Zt)’
where: )
B= RLt _£20 - th)(XL + Zot)
ZolRL2 + (XL + Zot)ZJ (2b)

Now d (which impliest) is chosen such th& =1/Z, for a perfect match. From equ
(2a) this results in a quadratic equationtfor

Z,(R -Z,)3* -2X,Z, @ +(R Z,~R® - X?)

= XL i\/Rl_ (Zo _RL)2 +XE_ Zo
RL_ZO

0

(3)
These two solutions fdrcan then be used calculaas follows and the smaller of

the two solutions is then selected (as it disp&apggher bandwidth).

! Chapter 6.2 Single-Stub Tuning, Pozar
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1ot for t>=0
2

d_
A |1 4

—\m+tan -t
2”( ) for t<0

(14)

The stub lengtlis then calculated by using the valud obtained above and
calculating the stub insertion point susceptadcsing equation (12b). The desired

stub susceptand® is thusB, = —B for a perfect match. Then, for a short circuited

coaxial stub:

I _1 = 1
—=—-1tan
A 2 Z,B,

A2 is added to the solution if the calculated lengtnegative.

(15)

The MATLAB code realisation was tested for all congtions of arm reactance in
the solution space and successfully demonstratsVeR of 1 (i.e successfully

matched) for all test cases. It is shown below:

%%%%%%%%%%% %% %% %% %% %% %% %% %% % % %% % %%
% This function calculates the 2nd stage match para meters d (length
% of transformer TL required, & Zs the impedance of the paral
% short circuited stub required

%%%%%%% %% %% %% %% %% %% %% %% %% %% % % %% % %%

e}

function  [d,Zs] = SSM(Z0,RL,XL,B)
% Z0 — characteristic impedance,

% RL — load resistance,

% XL — load reactance

% B — phase shift index Beta

% calculate two versions of parameter ‘t’
t1=(XL+(RL.*((Z0-RL).~2+XL."2)./Z0).%0.5)./(RL-Z0);
t2=(XL-(RL.*((Z0-RL).~2+XL."2)./20).70.5)./(RL-Z0);

%Calc two candidate transformer lengths, adding pi/ B if lengths
negative

dl=(atan(tl)+pi*(t1<0))/B;

d2=(atan(t2)+pi*(t2<0))/B;

s1=(d1<d2); % calculate relative length flags

s2=(d2<d1);

d=sl.*d1+s2.*d2; %select lower distance

%ocalc stub length
t=s1.*t1+s2.*2; %select correct t value



% calculate required stub susceptance

Bs = ((Z0-XL.*t).*(XL+Z0.*t)-RL."2.*t)/Z0./(RL. 2+( XL+Z0.*t).72);
Is = -atan(1./Bs/Z0)/B; % use the correct for for a short circuited

stub

Is = Is+(Is<0)*pi/B; %if negagtive length, add half wavelength

%calc stub impedance
Zs = j*Z0*sin(B*Is)./cos(B*Is);
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12. Appendix B

Impedance Matrix Supplied by the ILA commissiontagm:

f=41.976MHz

Dataset JET 2006/Measurements/Tank_ChickenWire9X®%5649mm
Measurements on JET-EP antenna, water tank at-(589) * 0.1 = 4cm from the
closest position

Data processed to remove measurement adaptefs|ltvang impedance matrix is
at the capacitor insertion points.

The straps are numbered as follows:

15
26
37
48

Resistance matrix R:

0.3953 -0.1193 0.0885 -0.1134 0.05820678 0.0753 -0.1093
-0.1193 0.3494 -0.1652 0.1641 -0.06D/0747 -0.0943 0.1486
0.0885 -0.1652 0.3732 -0.2358 0.07480920 0.1104 -0.1826
-0.1134 0.1641 -0.2358 0.6013 -0.10861452 -0.1818 0.2811
0.0582 -0.0677 0.0743 -0.1085 0.348R1200 0.0927 -0.1185
-0.0678 0.0747 -0.0920 0.1452 -0.12@03076 -0.1680 0.1681
0.0753 -0.0943 0.1104 -0.1818 0.098(1680 0.3404 -0.2268
-0.1093 0.1486 -0.1826 0.2811 -0.11861681 -0.2268 0.5691

Reactance matrix X:

25.8622 0.4600 -0.0575 0.0508 0.78D0575 -0.0144 0.0455
0.4600 23.1897 1.1654 -0.1014 -0.05906465 -0.1058 -0.0573
-0.0575 1.1654 23.3284 0.4564 -0.01401043 0.4965 0.0065
0.0508 -0.1014 0.4564 26.4483 0.048%30573 0.0101 0.8361
0.7876 -0.0590 -0.0150 0.0453 25.92P84622 -0.0600 0.0537
-0.0575 0.5465 -0.1043 -0.0573 0.4622.9934 1.1850 -0.1058
-0.0144 -0.1058 0.4965 0.0101 -0.06001850 23.3915 0.4754
0.0455 -0.0573 0.0065 0.8361 0.05871058 0.4754 26.6804

Impedance matrix =R +j X



13. Appendix C

This code calculates the resilience of a given €dui, in response to resistive

disturbances.

%%%%%%%%% %% %% %% % %% %% %% %% %% % %% %% % % % %464e%0%02040000808080808080898964
% This function calculates the resiliance of an asy metric RDL with

% no cross coupling. Resilience is defined as the 1 st critical vswr

% crossing. It starts from the matched condition, & initially scans

% for  sign change to avoid local minima, then converges w ith Newton

% raphson

%%6%%%%%%% %% %% % % % %% %% %% %% %% %% %% % % % %4844 %8%0484808080808080898 0
function  [resilience] = Load_tolerance(r,XX1,XX2,ZZm,Scref, acc,Zm)

% This function requires an input of strap resistan ce (in the form

[r1;r2]), branchl reactance XX1, branch?2 reactance XX2, the

characteristic impedance ZZm, a critical vswr Scref , a solution

tolerance acc, and a mutual impedance Zm. It return s the resilience

of the resulting RDL.

solve = 1; % set numerical solver flag = 1
VS =1, % set solver engine to variable step
initially

P=0; % solver will not initially look for peaks

NR =0; % solver will not initially use newton
raphson
suppress = 0; % solver will not suppress peak detection

s=0.5; % reference step of 0.5 on lambda. This

sets the initial search resolution. Deliberately co urse.
count=1; % initialise count

Ip = (1+s); % initialise predicted lambda. This is
the first “guess” lambda so that we can initialize the input and
output variables. Lambda is the definition of resil ience
rs = [r,Ip*r]; % set initial guess to matched
solution. This uses lambda to initialize the resist ance register.
The first entry is the former resistance, the 2 nd entry the current
solution. Rs is the instantaneous strap resistance, and so is equal
to resilience*strap base load. NOTE THAT THIS DEFIN ITION IGNORES ANY
SCALING OF INDUCTANCE, AND MUTUALS
lambda = [1,Ip]; % initialise load scaling
factor lambda. The first entry is the former lambda ,the2 M the
current

%calculate vswr for the 1st two guesses%

vswr(1) = CT(rs(1:2,1),XX1,XX2,ZZm,Zm); % matched solution

vswr(2) = CT(rs(1:2,2),XX1,XX2,ZZm,Zm); % guess 1 solution
%ocalculate initial gradient in the solution. Use a local resolution

of +/-0.005% on resistance. This is used in the sol ver algorithm

1 = lambda(2)+0.005;
2 = lambda(2)-0.005;
vl = CT(I1*,XX1,XX2,ZZm,Zm):
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v2 = CT(12*r,XX1,XX2,ZZm,Zm);
gradient = (v2-v1)/(12-11)*ones(2,1); % this is the local
gradient of the vswr solution at the latest guess o f lambda

while solve ==
% this loop will run until the value of lambda that produces
a critical vswr is derived.
% solution possibilities %

peak_detect = (gradient(2)<0)&&(gradient(1)> =0);
% this flag shows that the solution has encountered a peak
(gradient always starts +ve, as the search always s tarts from

the matched position)

close = (vswr(2)<1.5)&&(vswr(2)>1.45);
% this flag shows that the latest guess is in close proximity
to the solution

between = (vswr(1)<Scref)&&(vswr(2)>Scref);

% this flag shows that the solution lies between th e last two
guesses
soln = (vswr(2)<Scref*(1+acc/200))&&(vswr(2) >Scref*(1-
acc/200));
% this flag shows that the solution has been found, within

acc% margin of error

% the following code selects the correct solver str ategy dependant
on the solution flags:

%6%6%%%%%%% %% %% % % % %% %% %% %% %% % % % % % %% %6 %8068
% if target is between latest two guesses on a posi tive gradient, %
% OR if already tracking intersection
%%%%%%%6%%% %% %% %% % %% %% %% %% %% %0 % % % %% %Y
if ((between==1)&&(gradient(2)>=0))|[(NR==1)
VS=0;, P=0; NR=1,; %select newton raphson solver —
most robust at tracking a direct intersection

%%6%%%%%%%% %% %% % % % %% %% %% %% %% %% %% % % % %
% if local peak detected in vicinity of target, OR

% tracking local peak AND peak tracking not suppres
%%%%%%%%%% %% %% % % %% %% %% %% %% %% % % % % % %%

elseif  ((peak_detect==1)&&(close==1)&&(suppress==0))||(P= =1)
VS=0; P=1; NR=0; %select peak solver. critical
resilience coincides with a local peak hitting crit ical
vswr. In this case N-R does not converge well. Howe ver,
do not track local peaks if not in vicinity of solu tion,
as this wastes time

else

VS=1;, P=0; NR=0; %select the default variable
step solver
end

%numerical iterations
if (soln == 1)&&(gradient(2)>=0)

% vswr within solution deadband, and on a positive gradient.
Therefore  sol uti on found, break loop and record result
solve = 0; % crossing found, break
loop
resilience = lambda(2); % resilience found
elseif NR==

121



% apply Newton raphson numerical iteration

grad = 1/gradient(2); % calc gradient in
solution
Ip = grad*(Scref-vswr(2))+lambda(2); % new predicted
critical lambda
elseif P==
% investigate local maxima to see if it is the solu tion
% calculate flag to determine if local gradient of latest
guess is within the solution deadband — (ie local m axima
found)
P = (gradient(2)>-0.001)&&(gradient(2)<0 .001);
P=P-1,;

if P==0 % maximum found, we are beneath solution, so
select variable step solver and proceed
VS=1; P=0; NR=0;

suppress = 1; % suppress peak
solve (initially) to enable solution to break out
of peak mode

else
% find local peak by using N_R to converge on local
gradient = 0.
grad = (lambda(2)-lambda(1))/(gradient(2)-
gradient(1)); % calc gradient in the gradient
solution
Ip = grad*(0-gradient(1))+lambda(1);
% new predicted crit lambda

end
elseif  count>300 % stuck in loop
solve = 0; % break loop
sprintf( 'failed to converge within 300 cycles' )

elseif VS==1
% use variable step to find solution locality INITI ALY.
Resolution increases as solution approaches.
Ip = Ip+2*(0.1-s)*(vswr(2)-1)+s; % variable step
search, reduces step size from 0.5 to 0.1 when clos e to
critical vswr to prevent oscillation. overshoot
compensation as steps reverse if overshoot occurs ( but this
should trigger NR solve in any case)
suppress = 0; % If solution has
just moved away from a local maxima, this command r e-arms
the peak detection algorithm in case another local maxima
is encountered

end

rs = [rs(1:2,2),Ip*r]; % update resistance

register. Note that the notation for r is [r1;r2] a nd for rs

is [rs1(i),rs1(i+1);rs2(i),rs2(i+1)]. This code shi fts

register values left, and introduces the latest cal culation

inthe2 ™ entry

lambda = [lambda(2),Ip]; % update lambda
register

vswr(1) = vswr(2); % update vswr

solution register

vswr(2) = CT(rs(1:2,2),XX1,XX2,ZZm,Zm); % calculate new

guess vswr

gradient(1) = gradient(2); % update gradient
register

%calc new gradient at latest guess
11 = lambda(2)+0.005;



12 = lambda(2)-0.005;

vl = CT(I1*r,XX1,XX2,ZZm,Zm);
v2 = CT(12*r,XX1,XX2,ZZm,Zm);
gradient(2) = (v2-v1)/(12-11);

count = count+1,; % increment
iteration count
end

%
%%6%%%%%%% %% %% % % %% %% %% %% %% %% %% % % % %%
% This function calculates the vswr for an Asymmetr

% coupling

%%%%%%%% %% %% %% % %% %% %% %% %% %% %% %% % %%

function  [vswr] = CT(rs,XX1,XX2,ZZm,Zmutual)

z1 =rs(1,1)+XX1%; % branch impedance 1

z2 = rs(2,1)+XX2%; % branch impedance 2

zct = (Zmutual™2-z1*z2)/(2*Zmutual-(z1+z2)); % CT total impedance
including mutuals

G = (ZZm-zct)/(ZZm+zct); % calc reflection coeficient

vswr = (1+abs(G))/(1-abs(G)); % calc vswr
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14. Appendix D

This code extracts the required net and gross pdragles for optimal resilience

performance of any given CT circuit in responseesistive disturbances.

The following code is recorded with added commentar y in green

%%%%%%% %% %% % %% % % %% % % %% % % %% % % %% % %% %0 %8 398
% This program numerically calculates the maximum r esilience for
% asymmetrical CT circuit with cross coupling betwe en straps an
% perfect 2nd stage matching circuit

%%%%%6%% %% %% %% %% % %% %% % %% % % %% % % %% % % %9

2 o
QD

function  [max_resilience,x1_max,x2_max,thN,thG] =
resilience_calc(p,e,f,strap)

%This code accepts a strap average loading called “ strap”, a
percentage asymmetry “p”, a percentage resistive mu tual “e” and a
percentage reactive mutual “f”. it returns the maxi mum value of
resilience, the corresponding arm reactance setpoin ts xImax & x2max,
& phase setpoints thN (net phase) and thG (gross ph ase)

%define degree of mutual coupling — turn variables e&f into ohms

with reference to average strap load
Zm = e*real(strap)+f*imag(strap)*j;

%define load — obtain values of branch resistance t 0 meet asymmetry
criteria.

rl = 2/(2-p);

r2 = 2*(1-p)/(2-p);

r = real(strap)*[r1;r2]; % nominal strap resistance

%define VSWR limit
Scref = 1.5; % max tolerable VSWR

%%%%%%% %% % %% % %% %% %% %% % %% %% % %% %% %% %%

variable resolution solver — this solver forms an i nitially course
mesh for the whole solution space in X1 & X2 and ca Iculates the
resulting vswr at each node. The maximum value is t hen obtained. The
solver then selects an area +/- 2 node around this maximum, and re-
meshes this window at double the resolution. This p rocess is
repeated until the necessary resolution on X has be en met, and so
homes in on the maxima. This approach is necessary, as the maxima
exists on a discontinuity. Therefore traditional gr adient ascent

methods are not possible.
%%%%%6%% % %%6% % % %% % % %% % % %% % % %% % %6 %% % %% %8084048080880400808800808080040R

optimise = 1; % set optimisation flag

count = 1; % initialise count

%form initial course grid

grid = 0.75; % initialise grid resolution to 0.75

ohms

% 1 solution known to exist in upper left quadrant — limit search to
this area

X1 =-10:grid:0;

X2 = 0:grid:10;
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x1,x2] = meshgrid(X1, X2); % form grid between orthogonal
vectors X1 and X2

% calculate 2nd stage match parameters. This simpli fication ignores
the design of the 2 nd stage circuit, but rather assumes that whatever
impedance the resulting parallel combination yields , @ hypothetical
2" stage has equalized this with the line characteris tic impedance.
Therefore, for all combinations of X the vswr is 0.
z1 =r(1,1)+x1.%; % branch impedance 1
z2 =1(2,1)+x2.%; % branch impedance 2
zm = (Zm"2-z1.*z2)./(2*Zm-(z1+z2)); % this is the total T point
impedance, and is taken as the characteristic imped ance.
a=size(x1); % obtain array dimensions of grid
resilience = zeros(a(1),a(2)); % preallocate resilience for speed

while optimise ==

% stay within this loop until optimum required reso lution found.
if grid<=0.001 % ast resolution sufficient at 0.001
ohm Therefore finish optimzation and break | oop
optimise = 0;

[re,rr] = max(resilience);
[Re,column] = max(re);
row = rr(column);

max_resilience = Re; % out put gl obal maxi num

resilience
x1_max = x1(row,column); % obtain X1 coordi nate of gl obal nmax
Xx2_max = x2(row,column); % obtain X2 coordinate of global nax
elseif  count == % establish initial sweep.
The grid will cover the whole solution space. Solve r tolerances
are relaxed to gain speed.

for m=1:1:a(1) % scan the rows of x1

for n=1:1:a(2) % scan the columns of x1
% calculate the resilience for course grid, 1% erro r on result

[resilience(m,n),record] =
Load_tolerance(r,x1(m,n),x2(m,n),zm(m,n),Scref,1,Zm

);
count = count+1;
end
end
else

% initial grid is complete. obtain maxima from cour se mesh.
Re — maximum value, row, & column the matrix addres s in the
solution

[re,rr] = max(resilience);
[Re,column] = max(re);
row = rr(column);

% obtain local grid. Grid space is x coordinate of maximum
+/- 2*current grid resolution

X1LL = x1(row,column)-2*grid; %x1 lower limit

X1UL = x1(row,column)+2*grid; %x1 upper limit

X2LL = x2(row,column)-2*grid; %x2 lower limit

X2UL = x2(row,column)+2*grid; %x2 upper limit
grid = grid/2; % double resolution for next iteration

% form new mesh 9x9 window around current maximum
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XX1 = X1LL:grid:X1UL;
XX2 = X2LL:grid:X2UL;
[xx1,xx2] = meshgrid(XX1,XX2);

% insert window into exisitng grid, and return the new
vectors that describe the window location — ro & co
[resilience,ro,co] =
refine_grid(resilience,row,column,zeros(9,9));
[x1,ro,co] = refine_grid(x1,row,column,xx1) ;
[x2,ro,co] = refine_grid(x2,row,column,xx2) ;

% enlarge 2 " stage match (insert ones — values outwith
window are not considered from now on)

a=size(x1);

z1 = ones(a(1),a(2));

z2 = ones(a(1),a(2));

zm = ones(a(1),a(2));

% populate window with updated 2nd stage match para meters
(assuming an ideal 2nd stage circuit) %
z1(ro,co) = r(1,1)+x1(ro,co).%j; % branch impedance 1
z2(ro,co) = r(2,1)+x2(ro,co).%j; % branch impedance 2
zm(ro,co) = (Zm”"2-z1(ro,co0).*z2(ro,co0))./(2 *Zm-
(z1(ro,co)+z2(ro,c0))); % 2nd stage match including mutuals
%calculate values of resilience in the window. Redu ce error

to 0.1% for less numerical noise in solution.
final=zeros(a(1),a(2));

for m=ro % scan the rows of window

for n=co % scan the columns of window
% calculate the resilience for the window, 0.1% err or on result
[resilience(m,n),record,final(m,n)] =
Load_tolerance(r,x1(m,n),x2(m,n),zm(m,n),Scref,0.1, zZm);

end

end

count = count+1;

end
end

%calculate phase of max solution%
armzl =r(1,1)+*x1_max;
armz2 =r(2,1)+j*x2_max;

gl = (Zm-armz2)/(Zm"2-armz1l*armz2); %a quantity of same phase as
11 (phase referenced to Tpoint voltage)

g2 = (Zm-armzl1)/(Zm"2-armzl*armz?2); %a quantity of same phase as
12 (phase referenced to Tpoint voltage)

gthl = atan2(imag(qgl),real(ql))/pi*180; %extract phase angle of 11
gth2 = atan2(imag(g2),real(q2))/pi*180; %extract phase angles of 12
%remember that angles are of opposite sign - so gro ss + net angle
definitions have been inverted

thG = qth1-qth2; %out put gross phase coord of global nax
thN = gth1l+qth2; %out put net phase coord of gl obal max

LT

%9%6%%%%% %% % %% %% % %% % %% %% %% %% %% %% %% %6960 :
% This function accepts a nxn matrix & an index and inserts 4 rows &

% columns about the index. values are filled by dup licates of the
% adjoining rows and columns. A refined local grid is then inserted
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% around the maxima location
90%%%%%%0%0% %% %% %0%0% % %% %% %0 % % % % %% %0 % % % % % %8 8080000484848460800000008%8868800

function  [output,ro,co] = refine_grid(input,row,column,locl _grid)

% insert new rows in “input”

upper = input(1:(row-2),:);

upper_v = input((row-1),:);

centre_r = input(row,:);

lower_v = input((row+1),:);

lower = input((row+2):end,:);

output =
[upper;upper_v;upper_v;centre_r;centre_r;centre_r;l ower_v;lower_v;lo
wer];

% insert new columns
left = output(;,1:(column-2));
left_v = output(;,(column-1));
centre_c = output(;,column);
right_v = output(:,(column+1));
right = output(:,(column+2):end);
output=
[left,left_v,left_v,centre_c,centre_c,centre_c,righ t v,right_v,right

I

% insert local mesh
row = row+2; % convert maxima location indices to new
enlarged matrix
column = column+2;
%new search window description vectors
ro = (row-4):(row+4);
co = (column-4):(column+4);
output(ro,co) = locl_grid;



15. Appendix E

This code extracts the required gross and net aeglpoints to deliver a pre declared

target T point impedance. It simulates the actibtine fixed T control algorithm

The following code is recorded with added commentar y in green

%%6%%%%%%% %% %% % % %% %% %% %% %% %% %% % % % %% :
% This algorithm calculates the optimal arm reactan ce set points for

% the fixed T point impedance algorithm. It accepts frequency (w),
% strap resistance (r), resistive mutual (r_mutual) , inductive

% mutual (L_mutual)& target T point impedance z_ft
%%6%%%%%%% %% %% % % %% %% %% %% %% %% %% % % % %%

function  [x1_FT,x2_FT] = fixdT(w,r,r_mutual,L_mutual,z_ft)

% calculate mutual impedance %
Z_mutual = r_mutual+L_mutual*w*j;

%define arbitrary starting point for algorithm%
%initial arm reactance

X1=-2;

X2=2;

% initialise data

count =1,

%start solve

solve = 1; % solver flag

while solve==1

%calc error & gradients
% assign neighboring X values to operating point to make
triangular sample region. Coordinates are red in co lumns,
(X1,X2), (1.001*X1,X2) etc

xreg = [X1,1.001*X1,X1;X2,X2,1.001*X2];
%calc arm impedances on triangle nodes

zreg = [r,r,r]+j*xreg;
%calc T point impedance on triangle nodes

zt = (Z_mutual*2-zreg(1,1:end).*zreg(2,1:end))./(2* Z_mutual
-(zreg(1,1:end)+zreg(2,1:end)));
%calculate real & imaginary part of the error betwe en actual
impedance
and target impedance for all nodes of the triangle %
E_real = real(z_ft)-real(zt); % real part
E_imag = imag(z_ft)-imag(zt); % imaginary part
E_T = (E_real."2+E_imag."2).”0.5; % magnitude of error

% calc partial gradients in error space
d_e_x1=(E_T(1)-E_T(2))/(xreg(1,1)-xreg(1,2));
d_e x2 = (E_T(1)-E_T(3))/(xreg(2,1)-xreg(2,3));

% iterate solution

k = 0.05; % variable step convergence coefficient
%%%%%%% %% %% %% %% %% %% %% %% %% %% % % %% % %%
% calc step size. note that sign of gradient used o nly to give
% the iteration step the correct polarity. Step siz eisthen a
% function of absolute error only, and not the grad ient

880%%%
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%%%6%0%6%% %% %% %% %% % %% %% %% %% % %% %% %% % % % %%8084808880880080808208264
dX1_t=E_T(1)*d_e_x1/abs(d_e x1); % calc step in X1

880%%%

dX2_t=E_T(1)*d_e_x2/abs(d_e_x2); %calc step in X2

%calc new X

X1 = X1-k*dX1_t;

imag_locus = (E_imag(1)>=-0.0065)&&(E_imag(1)<= 0.0065);

X2 = X2-k*dX2_t;

%%%%% %% %% %% %% %% % %% %% %% %% %% % % %% % %

% declare solution definitions %

%%%%%%% %% %% % %% % % %% % % %% % % %% % % %% % %

% current T point resistance within +/- 0.013 ohm

real_locus = (E_real(1)>=-0.0065)&&(E_real(1)<=0.00 65);
% current T point reactance within +/- 0.013 ohm

%%6%%%%%%%% %% %% % %% %% %% %% %% %% %% %% % % %%
% if the operating point lies on intersect of real & imaginar
%

%

<

% T point loci
%9%%%%%% %% %% %% %% %% %% %% %% %% % %% %% % %% %0 %88084846264698989808000606

if (real_locus==1)&&(imag_locus==1)

solve = 0; % solution found, break loop

x1_FT = X1, % declare capacitive arm reactance
x2_FT = X2; % declare inductive arm reactance
elseif  count == 1000 % if solver stuck in loop
solve = 0; % exit solver
sprintf( fixd T failed to converge' ) % report error
end

count = count+1,; % increment counter

end



16. Appendix F

Amplitude Modulation Algorithm for automatic noneid parameter compensation

of B..

The following code is recorded with added commentar y in green
%%%%%%%%% %% %0%6%6 %% %% %% %% %% %% %% %% % % % %0 940808020464

% This program returns the optimal x set points usi ng the frequency
% stabilised algorithm for a single RDL asymmetrica | with mutuals.

% It accepts as arguments frequency (w), Strap fixe d inductance

% (strap_L), arm resistance (r), resistive mutual ( rm), mutual

% inductance (Lm), & the maximum vswr tolerable (vs wr_target)
%%%%%%%%% %% %% %% % %% %% %% %% %% % %% %0 %0 % % % %464

function  [x1_max,x2_max] = algorithm(w,strap_L,r,rm,Lm,vswr _target)

% calculate mutual impedance %
Z_mutual = rm+Lm*w*j;

% define gross angle target %

ThG_trget = 135.5; % maximum possible of ~138.2 °; for ideal
circuit & vswr limit of 1.5

%define arbitrary starting point for algorithm%

%initial arm reactance

a=-2;

b=2;

% calculate initial Capacitor values

Cls = 1/w/(w*strap_L-a);

C2s = 1/w/(w*strap_L-b);

% calculate initial stroke values for actuators

sl = (Cls*1e12-80)/4.0740741,;

s2 = (C2s*1e12-80)/4.0740741,

% initial reactance demand signals

average = (a+b)/2; %initial average demand signal
differential = abs((a-b)/2); %initial differential demand signal
% initialise counter

count = 1;

%start solve

solve =1, %solver flag
while solve==1
% calc arm impedances at all frequencies. Note the use of 0.5%
modulation index %
z1 = Zarm(s1,strap_L,w,r(1,1)); % branch impedance 1 -
centre
z2 = Zarm(s2,strap_L,w,r(2,1)); % branch impedance 2 -
centre
z1f1 = Zarm(s1,strap_L,1.005*w,r(1,1)); % branch impedance 1,
upper sideband
z1f2 = Zarm(s1,strap_L,0.995*w,r(2,1)); % branch impedance 1,
lower sideband
z2fl = Zarm(s2,strap_L,1.005*w,r(1,1)); % branch impedance 2,
upper sideband
z2f2 = Zarm(s2,strap_L,0.995*w,r(2,1)); % branch impedance 2,

lower sideband
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%calc dz/dw of T point

zt_f1 = ZTF(z1f1,z2f1,rm,Lm,1.005*w); % calc upper frequency
impedance magnitude
zt f2 = ZTF(z1f2,z2f2,rm,Lm,0.995*w); % calc lower frequency
impedance magnitude
dz = zt_fl-zt_f2; % calculate the
difference in sideband T point impedances.(should b e 0 when properly
configured)
%calculate phase angles%
gl = (Z_mutual-z2)/(Z_mutual*2-z1*z2); % a quantity of same
phase as 11 (phase referenced to T point voltage)
g2 = (Z_mutual-z1)/(Z_mutual*2-z1*z2); % a quantity of same
phase as 12 (phase referenced to T point voltage)
gthl = atan2(imag(ql),real(ql))/pi*180; %extract phase angle of
11
gth2 = atan2(imag(q2),real(g2))/pi*180; %extract phase angles
of 12
gross_angle = qth1-qth2; % Angles are of
opposite sign, hence negative
er = ThG_trget-gross_angle; % Calculate the error in Oc
solution
%declare solution definitions%
valid_region = (gross_angle>=90); % valid region of
convergence for On
thN_locusl = (dz>=-0.005)&&(dz<=0.005); % within +/- 0.01
ohm of
dz/df=0
thN_locus = thN_locus1&&valid_region; % operating point
must lie on net angle solution locus in region of v alidity
thG_locus = (er>=-0.005)&&(er<=0.005); % operating point

must be within +/- 0.01 deg of gross angle target

%%%%%6%%%%6%% %% %% %% %% % % %% % %% %% % %% % % % %898
% if the operating point lies on the intersect of g ross
% loci
%%%%%%% %% %% % %% %% %% % % %% % % %% % % %% % % %% %806884828968008280680082898 )
if (thN_locus==1)&&(thG_locus==1)
solve = 0; % solution found, exit iterative
solver
x1_max = X1d; % capacitive reactance solution
X2_max = X2d; % inductive reactance solution

elseif  count == 500 % if solver stuck in loop
solve = 0;
% exit solver
sprintf( 'failed to converge' ); % report error

%%6%%%%%%% %% %% % % % % %% %% %% %% %% %% %0 % % % % 0488680 %8%84848080%0 %% % % % % %
% if solution not found, iterate reactance demand s ignals %
%%%%%%%%% %% %6%6%6 %% %% %% %% %% %% %% %% %0 % % % %4648 80802088880 %% %0 %% % % %
else
% update net angle by variable step. Maintain value if outside
thevalid region
average = average + 0.01*dz*valid_region;
% update gross angle by variable step.
differential = differential + 0.01*er;
% calculate the resulting reactance demand signal
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end

%

X1d = (average-differential); % capacitive

X2d = (average+differential); % inductive
%%%0%% %% %% %% % %% % %% % %% %% % %% % %% % %% % % %0 %88 ©%%% %00
% use the inverse of the model to translate reactiv e demand

% to capacitive demand
%%%%%%%% % %% % % %% % % %% % % %% % % %% % % %% % % %%

C1d = 1/w/(w*strap_L-X1d);
C2d = 1/w/(w*strap_L-X2d);

%%%%%%% %% %% %% %% %% %% % % %% % % %% % % %% % % % %8484848089840480898880%0%0 %%

% use the inverse of the model to translate capacit ive demand

% to position demand

%%%%%%% %% %% %% %% % %% %% % %% % % %% %% %% % % %09
sl = (C1d*1el12-80)/4.0740741;
s2 = (C2d*1e12-80)/4.0740741;

0%%0%%00

S

0%%% %

count = count+1; % increment counter
end

%%6%%%%%% %% %% %% % %% %% %% %% %% %% %% % % % %%
% This function calculates a CT arm impedance for a
% stroke (s), frequency (w), strap inductance (stra

% resistance,(r)
%6%6%%%%%%6%%% %% %% % %% %% %% %% %% %% % % % % % %0 08648080848080808080828989898989861

function  [z] = Zarm(s,strap_L,w,r)

X = reactance(s,w,strap_L); % branch reactance

Z = r+X%; % branch impedance

Qmmmmmmm - e %
%%6%%%%%%% %% %% %% % %% %% %% %% %% %% %% %0 % % %948

% This function calculates the magnitude of the CT Tpoint impedance
% for 2 branch impedances, (z1 & z2), mutual induct ance (L_mutual) &
% mutual resistance (R_mutual) at a given frequency (w)

%%%%%% %% %% % %% % %% %% %% %% % %% %% %% %% % %%

function [z] = ZTF(z1,z2,R_mutual,L_mutual,w)

ZM = R_mutual+j*L_mutual*w; %define mutual

z = (ZM."2-21.*22)./(2*ZM-(z1+22)); %calc t point
impedance

z = abs(z); % extract magnitude
%

%09%%%%%0% %% %% % %% % %% % %% % %% % %% %% % %% % %%
% This function calculates a CT arm reactance for a

% stroke,(s), frequency (w), & strap inductance (strap_L)

%%%%%% % %% %% %% %% % %% %% %% %% %% % %% %% %% %0

function  [x] = reactance(s,w,strap_L)
C = (4.0740741*s+80)*1e-12; %capacitance
X = (w. 2*strap_L*C-1)./(w*C); % branch reactance
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17. Appendix G

This code calculates the resilience performan@ngfgiven CT circuit using the

average coupled power measure.

The following code is recorded with added commentar y in green

%%6%%%%%%% %% %% %% % %% %% %% %% %% %% %% %0 % % %948
% This program calculates & plots CT performance wi

% ELM locus. It assumes mutuals are fixed in ELMs.

% transformer 2 nd stage match are used
%%6%%%%%%% %% %% % %% %% %% %% %% %% %0 %0 % % % %% %69
function  [] = ELM_model3()

%declare parameters

Sc=3; %cutoff vswr

Prm=130e3; %maximum allowable reflected power Watts
Pi=2e6; %input power Watts

Z0=30; %characteristic impedance of system Ohms

%calculate power limit vswr
SI=(Pi*0.5+Prm”0.5)"2/(Pi-Prm);

%define second order effects for both arms%

p=0; % resistive asymmetry (0 = symmetrical, 1 =

asymmetric)

e=0; % percentage of real mutual impedance between strap S
f=0; % percentage of imaginary mutual impedance between

straps

% define match frequency

Hz = 42.5€6; % midband frequency Hz
w = 2*pi*Hz; % frequency in radians
B = w/3e8; % phase shift constant in vacuum

%define average strap impedance

strap_L = 120e-9; % 50cm of 200nH/m plus 20nH capacitor parasitic
inductance

strap_R = 0.75; % midband resistance of 30cm of 2-3 ohm/m

%calculate asymmetry coefficients (average strap re sistance held
constant)

rl =2./(2-p);

r2 = 2%(1-p)./(2-p);

%define degree of mutual coupling
L_mutual = f*strap_L;

Z_mutual = e*strap_R+w*L_mutual*j;

%define ELM values

Rfactor=5; %elms increase resistance by up to 5
times
Xfactor=0.75; %elms decrease reactance by up to 25%
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Rmax = Rfactor*strap_R; %max assumed resistive ELM disturbance

Lmin = Xfactor*strap_L; %max assumed reactive ELM disturbance
resolution=10; % define resolution for meshing ELM area
ELMR = (strap_R+(Rmax-strap_R)/resolution):(Rmax-
strap_R)/resolution;:Rmax; %generate resistance variation vector
excluding matched value, would otherwise give NaN
if Xfactor == % special case of no reactive components to
ELM
ELML = Lmin*ones(1,resolution); % use strap_L for all coupled
power calcs
Else
%generate reactance variation vector excluding matc hed value, would

otherwise give NaN

ELML = (strap_L+(Lmin-strap_L)/resolution):(Lmin-
strap_L)/resolution;:Lmin;
end
[elImR,elmL] = meshgrid(ELMR,ELML); %generate mesh from the X&R
variation vectors

%elm space

elmspace=zeros(resolution,resolution); %define a region for ELM
variation
i=0;
%form a Boolean operator in the form of a triangle to select the ELM
valid area. Count the node number for future averag ing calcs%
for o=1:1:(resolution) %rows
for g=1:1:(resolution) %columns
if g>=o0
elmspace(0,q)=1;
i=i+1;
end
end
end

% define the design space %

s = 5:0.05:15; % define capacitor stroke, full design space is
0:54mm

X = reactance(s,w,strap_L); %convert stroke to arm reactance
[SS1,SS2] = meshgrid(s,s); %define capacitor stroke space
[XX1,XX2] = meshgrid(x,X); %define reactance space
[row,col] = size(SS1); %get the size of the solution
space

%?2nd stage match

zT = Timpedance(rl,r2,strap_R,XX1,XX2,Z_mutual); %calc Tpoint
impedance

[d,Zs] = SSM(Z0,real(zT),imag(zT),B); %calc matching
parameters d (length of transformer, and Zs stub im pedance

%%%%%6%% %% %% % %% %% %% %% %% %% % %% % % %% % %% g
%check success of 2nd stage match — this code demon strated the
% stage match successfully matched for all the solu tion space
%ZL = load(d,Zs,zT,B,Z0);

%swr = VSWR(Z0,ZL);

%surf(XX1,XX2,swr);

%shading interp
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%%%%%% %% %% % %% % %% %% %% %% % %% %% %% %% % %%

%%%%%%%%% %% %% %% %% %% %% %%
%calculate performance%
%%6%%%%%%% %% %% %% %% %% %% %%

%preallocate for speed

Cav=zeros(row,col); %declare matrix to hold average
coupling
performance=zeros(row,col); %declare matrix to hold performance
for m=1:1:row % scan the rows
for n=1:1:col % scan the columns
%calc vswr for each position in ELM space
X1_N = reactance(SS1(m,n),w,elmL); %calc arm reactance during
ELM
X2_N = reactance(SS2(m,n),w,elmL); %calc arm reactance during
ELM
%calc the Tpoint impedance during ELM
ZT = Timpedance(rl,r2,elmR,X1_N,X2_N,Z_mutu al);
%calc the load seen through 2nd stage match during ELM
ZL = load(d(m,n),Zs(m,n),ZT,B,Z0);
swr = VSWR(Z0,ZL); %calc the vswr due to elm
%calc the coupling for each node in rectangular gri d containing
ELMspace
C = coupling(swr,Pi,SI,Sc,Prm);
C=C.*elmspace; %select triangular ELMspace from rectangular
grid
%establish if cut off occurs in elmspace (matrix va riable)
Ctest = ((C>0)==elmspace);
minCtest = min(min(Ctest)); %1 - cut off, 0 — no cut off
Cav(m,n) = sum(sum(C))/i; %calc average coupling for ELM
area
performance(m,n)=Cav(m,n)*minCtest; %calc elm performance
measure
end
end

% display results

plot_flag = 1; %1 = phase plot, 0 = reactance plot
if plot _flag==0 %plot results in X space
surf(XX1,XX2,performance);
elseif  plot_flag == %plot results in phase space
%calculate phase%
zarml = rl*strap_R+XX1.%j; % branch impedance 1 over
grid
zarm2 = r2*strap_R+XX2.%j; % branch impedance 2 over
grid
%a quantity of same phase as I1 (phase referenced t o Tpoint voltage)
gl = (Z_mutual-zarm?2)./(Z_mutual*2-zarm1.*zarm2);
%a quantity of same phase as 12 (phase referenced t o Tpoint voltage)

g2 = (Z_mutual-zarm1)./(Z_mutual*2-zarm1.*zarm2);
%extract phase angle of 11
gthl = atan2(imag(ql),real(ql))/pi*180;
%extract phase angles of 12
gth2 = atan2(imag(qg2),real(q2))/pi*180;
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%remember that angles are of opposite sign - so gro ss + net angle
definitions have been inverted
gross_angle = gqth1-qth2;
net_angle = qthl+qth2;

surf(net_angle,gross_angle,performance);
end
shading interp

%
20%%%%%%0%% %% %% %% % % %% %% %% % %% %% %% %% %%
% This function calculates a CT arm reactance for a

% stroke frequency & strap inductance
90%%%%%%0%% % %% %% %% % %% %% %% % %% %% %% % % % %Y

function  [x] = reactance(s,w,strap_L)

C = (4.0740741*s+80)*1e-12; % calculate the capacitance using a
linear model
X = (w"2*strap_L.*C-1)./(w*C); % calc branch reactance as series sum

of capacitor & strap

%
90%%%%%%0%% %% % %% %% % %% %% %% % %% %% %% % % % %Y
% This function calculates the vswr

90%%%%%%0%% % %% %% %% % %% %% %0 %% % %% %% %0 % % % % % 84808000808088626900000080028864

function  [vswr] = VSWR(Z0,ZL)

G = (ZL-Z0)./(ZL+Z0); % calc reflection

coefficient

vswr = (1+abs(G))./(1-abs(G)); % calc vswr

Qf-mmmmmmmmmmmmmmmeeeeeeeeeeeeeceeeeeee e %

%%%%0%6%0% %% %% %% %% % %% %% %% %% % %% %% %% %% % %898480888088008008480806080¢ )

% This function calculates the coupling ratio as a
%%%%%%%%% %% %% %% %% %% %% %% %% %% %% %% % %%

function  [coupling] = coupling(vswr,Pi,SI,Sc,Prm)

a=vswr<S|;  %flag for reflections less than power limit (full p ower
mode)

b=vswr>=SI;  %flag for reflections greater than or equal to powe r
limit

C=VSWI<SC; %flag for reflections less than power cut off limit (cut
off mode)

d=b.*c; %flag for reflections in power limit mode

%calculate the coupled power

Pc=a.*(Pi*4*vswr./(1+vswr).A2)+d.*(Prm*4*vswr./(VvSw r-1)./2);
coupling=Pc/Pi; %normalise coupled power

%

%%%%%%% %% %% %% %% % %% %% % %% %% %% % % %% % %%
% This function calculates the 2nd stage match para

% of transformer TL required, & Zs the impedance of

% short circuited stub required

%%%%%6%% %% %% %% %% % %% %% %% %% % %% % % %% % % %09

function  [d,Zs] = SSM(ZO,RL,XL,B)
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See Appendix A

Qfmmmmmmmmmmmmmmmmmmmmemeeemeeeeceeeeeee e %
%69%6%%%%%%6% % %% %% %% %% %% %% %% %% % %% %% % %0 Y0 94888%¢
% This function calculates the T point impedance in

%9%6%%%%% %% % %% %% %% %% %% %% %% %% % %% %% %% %Y

function  [ZT] = Timpedance(al,a2,R,X1,X2,Zmutual)

z1 = al*R+X1%; % branch impedance 1
z2 = a2*R+X2%; % branch impedance 2
% calc Tpoint impedance including effect of mutuals

ZT = (Zmutual*2-z1.*z2)./(2*Zmutual-(z1+z2));

%
%%%%%%%%%% %% %% % % %% %% %% %% %% %% %% % % %%
% This function calculates the impedance seen throu
% match assumes a line transformer and short circui
%%%%%%%6%6%% %% %% % % % %% %% %% %% %% %% % % % % %%

function  [ZL] =load(d,Zs,ZT,B,Z0)

%calc load seen through transformer

Zin = Z0*(ZT.*cos(B*d)+j*Z0*sin(B*d))./(Z0*cos(B*d) +*ZT.*sin(B*d));
%calc effective load as parallel combination of tra nsformed load and
stub

ZL = Zin.*Zs./(Zin+Zs);



18. Appendix H

This code extracts the required gross and net aeglpoints for optimal resilience
performance using the average coupled power medsiseonfigured to do this to

either a vector of input parameters (used for seitgistudies), or a single value.

%6%6%6%%%%%6%% %% %% % % %% %% %% %% %% %% % % % % %% B
% This program calculates the sensitivity of the av erage coupled

% power ELM model to resistive asymetry. It detects & prompts if
% initial search not correctly bounded.individual q uadrants are
% searched. The full domain of 0- 54mm is included (not so in v4)

%%%%%% %% %% % %% % %% %% %% %% % %% %% %% %% % %%

function  [thG_register,thN_register,performance_register] =
asymetry_trends5()

%declare parameters

Sc=3; %cutoff vswr (due to interlock interrupt)
Prm=130e3; %maximum allowable reflected power

Pi=2e6; %input power

Z0=30; %characteristic impedance of system

%calculate power limitation interlock vswr cut in p oint

SI=(Pi*0.5+Prm”0.5)"2/(Pi-Prm);

%define average strap impedance

strap_L = 120e-9; % 50cm of 200nH/m plus 20nH capacitor
parasitic inductance
strap_R = 0.75; % midband resistance of 30cm of 2-3 ohm/m

%define varied parameter
para = 4; %1 - asymmetry, 2 - real mutual, 3 - imaginary mutu al, 4
— single circuit to be assessed.

%define parameter range

if para==1 %asymetry range O - 60%
range = 0:0.05:0.6;

elseif para==2 %real mutuals range O - -60%
range = 0:-0.05:-0.6;

elseif para==3 %imaginary mutuals range 0 - 0.02%
range= 0:0.00125:0.02;

else %calculate on one value only
range = 1,

end

%get size of range

[range_ro,range_co]=size(range);

%define variable parameters for both arms%

% use Boolean selectors to define a vector if varia ble has range
p = (para==1)*range+(para~=1)*0*ones(range_ro,range _Co0); %
resistive asymmetry (0 = symetrical, 1 = asymetric)
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e = (para==2)*range+(para~=2)*0*ones(range_ro,range _CO0); %
percentage of real mutual impedance between straps

f = (para==3)*range+(para~=3)*0*ones(range_ro,range _co); %
percentage of imaginary mutual impedance between st raps
% define match frequency
Hz = 42.5€6; % midband frequency
w = 2*pi*Hz; % frequency in radians
B = w/3e8; % phase shift constant in vacuum
%calculate asymmetry coefficients
rl =2./(2-p);
r2 = 2*(1-p)./(2-p);
%define degree of mutual coupling
L_mutual = f*strap_L;
Z_mutual = e*strap_ R+w*L_mutual*j;
%define ELM values
Rfactor=5; %elms increase resistance by upto 5
times
Xfactor=0.75; %elms decrease reactance by upto 25%
Rmax = Rfactor*strap_R; %max assumed resistive ELM
disturbance
Lmin = Xfactor*strap_L; %max assumed reactive ELM disturbance
resolution=10; %mesh ELMspace with 55 nodes
ELMR = (strap_R+(Rmax-strap_R)/resolution):(Rmax-
strap_R)/resolution:Rmax; %define a range of R for eIms, excluding
matched value, would otherwise give NaN
if Xfactor == %if no reactive ELM compoinent
ELML = Lmin*ones(1,resolution); %use strap_L for all range or
disturbance
Else %define a range of strap_L for elms
ELML = (strap_L+(Lmin-strap_L)/resolution):(Lmi n-
strap_L)/resolution;:Lmin;
end
[eImR,elmL] = meshgrid(ELMR,ELML);
%elm space — form a boolean selection matrix to sel ect a triangular
half of the matrix (as AR is always larger than AX)
elmspace=zeros(resolution,resolution); %pre allocate size for speed
i=0; % initialise count
for o=1:1:(resolution) % scan rows
for g=1:1:(resolution) %scan columns
if g>=o0
elmspace(0,q)=1; % select triangle
i=i+1;
end
end
end
%preallocate for speed
s1_register = zeros(range_ro,range_co); %optiaml stroke 1 record
s2_register = s1_register; %optimal stroke 2 record
x1_register = s1_register; %optimal arm reactance 1

record

13¢



X2_register = s1_register; %optimal arm reactance 2
record

performance_register = s1_register; %maximum performance
register

%calc optimal locations

for m=1:1:range_ro % scan the rows
for n=1:1:irange_co % scan the columns
%calc optimal setpoints & peformance for the variab le range
[s1_register(m,n),s2_register(m,n),x1_register(m,n) ,X2_register(m,n)
,performance_register(m,n),XX1,XX2,performance] =
set_points(w,B,strap_R,strap_L,r1(m,n),r2(m,n),Z_mu tual(m,n),elmR,el

mL,Z0,Pi,SI,Sc,Prm,elmspace,i);

end
end

%now map reactance set points into phase space
[thG_register,thN_register] =
XtoP(x1_register,x2_register,rl,r2,strap_R,Z_mutual );

%
%0%%%%%%0%% %% %% %0 %% % %% %% %0% % %% %% %0 % % % % %0 %2880/
% This function calculates a CT arm reactance for a
% stroke frequency & strap inductance

%0%%%%%%0%% % %% %% %% % %% %% %0 %% % %% %% %0 % % % % %848980080848

function  [x] = reactance(s,w,strap_L)

C = (4.0740741*s+80)*1e-12; %capacitance
X = (w"2*strap_L.*C-1)./(w*C); % branch reactance
Qfmmmmmmm s e %

%0%%%% %% %% % %% %% % %% % %% % %% %% %% %% % %% % %00
% This function calculates the vswr
%09%%0%%%0% %% %% % %% % %% % %% % %% % %% % %% % % % % % %%8880008800008800008400008400848 0)

function  [vswr] = VSWR(Z0,ZL)

G = (ZL-Z0)./(ZL+Z0); % calc reflection coef

vswr = (1+abs(G))./(1-abs(G)); % calc vswr

Qf-mmmmmmmmmmmmmmmmmmmeeeeeeeeeeeeeeeeeeeee e %
%6%6%%%%%%6% %% %% %% % %% %% %% %% %% %% % % % % % %0 0864608084808080808082898989898961 b
% This function calculates the coupling ratio as a function of vswr
%%%%%%%%% %% %% % % %% %% %% %% %% %% % % % % % % % %8 84846484808

function  [coupling] = coupling(vswr,Pi,SI,Sc,Prm)

a=vswr<Sl; %flag for reflections less than power
limit (full power mode)

b=vswr>=SI; %flag for reflections greater than or
equal to power limit

C=VSWI<Sc; %flag for reflections less than power
cut off limit (cut off mode)

d=b.*c; %flag for reflections in power limit
mode
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Pc=a.*(Pi*4*vswr./(1+vswr). 2)+d.*(Prm*4*vswr./(vsw r-1)./2);

coupling=Pc/Pi; %normalise coupled power

Qfmmmmmmmm e e %
%%6%%%%%%% %% %% %% % %% %% %% %% %% %% %% %0 %0 % %948 :

% This function calculates the 2nd stage match para meters d (length

% of transformer TL required, & Zs the impedance of the parallel

% short circuited stub required

%%%%%6%% %% %% % %% %% %% % % %% % % %% % % %% % % %% %806484828068008280680082898 0

function  [d,Zs] = SSM(Z0,RL,XL,B)

See Appendix A

%
%9%6%%%%% %% % %% %% %% %% %% %% %% %% % %% %% %% %Y
% This function calculates the T point impedance in

%9%6%%%%% %% %% %% %% %% %% %% %% %% % %% %% % %% %0 %880848482626989898080806262698985

function  [ZT] = Timpedance(al,a2,R,X1,X2,Zmutual)

z1 = al*R+X1%; % branch impedance 1
z2 = a2*R+X2%; % branch impedance 2
ZT = (Zmutual™2-z1.*z2)./(2*Zmutual-(z1+z2)); % CT total impedance

including mutuals

Qmm e %
90%%%%%%6%0% % %% %% %0% % %% %% %0 %% %% % %% %% % % % %
% This function calculates the impedance seen throu
% match assumes a line transformer and short circui
20%%%%%%0%% %% %% %% % %% %% %0 %% % %% %% %% %% %%

function  [ZL] = load(d,Zs,ZT,B,Z0)

%calc load seen through transformer

Zin = Z0*(ZT.*cos(B*d)+j*Z0*sin(B*d))./(Z0*cos(B*d) +*ZT.*sin(B*d));
%calc effective load as paralel combination of tran sformed load and
stub

ZL = Zin.*Zs./(Zin+Zs);

%
%%%%%6%%% %% %% %% %% %% %% %% %% % %% % % %% % %%
% This function calculates the performance of a CT
% response to ELMs for a given capacitor stroke loc
%%%%%%% %% %% %% %% % % %% %% %% % % %% % % %% % %%

function  [performance] =
performance_calc(w,B,s1,s2,r1,r2,Z mutual,elmR,elmL ,d,Zs,Z0,Pi,SI,Sc
,Prm,elmspace,i)

%%%%%% %% %% % %% % %% %% %% %% % %% %% %% %% % %%

% w- frequency (rad), B- phase shift constant, s - capacitor stroke,
% r - asymetry coefficient, Z_mutual - strap mutual impedance

% elmR - range of resistance in ELM, elmL - range o f inductance in
% ELM, d - 2nd stage transformer length, Zs - 2nd s tage shunt stub
% impedance, Z0 - line characteristic impedance, Pi - input power,
% Sl - vswr crossover value, Sc - cutoff vswr, Prm - max reflected
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% power , elmspace - boolean matrix to select elm values, i — number
% of nodes in elmspace
%%%%%%%%% %% %% %% %% %% %% %% %% %% %% %% % %%

%calc vswr for each position in ELM space

X1_N = reactance(s1,w,elmL); %reactance with
ELM

X2_N = reactance(s2,w,elmL);

ZT = Timpedance(rl,r2,elmR,X1_N,X2_N,Z_mutual); %Tpoint
impedance with ELM

ZL = load(d,Zs,ZT,B,Z0); %load seen through 2nd stage match with ELM

swr = VSWR(Z0,ZL); %VSWR due to elm

C = coupling(swr,Pi,SI,Sc,Prm); %instantaneous coupling in elm
%at this point we have a square matrix of coupled p ower, We need to
select from this matrix the bounded region relevant to ELM

disturbances

C=C.*elmspace; %select valid region for ELMs
Ctest = ((C>0)==elmspace); %establish if cut out interlock
occurs in selected matrix

minCtest = min(min(Ctest)); %Cut out flag: 1 - cut off did

not occur, 0 - cut off occurred

Cav = sum(sum(C))/i; %calc average coupling for ELM
area

performance=Cav*minCtest; %calc elm performance measure
e %

%%6%%%%%% %% %% %% % %% %% %% %% %% %% %% % % % %% :
% This function accepts a nxn matrix & an index and inserts 4 rows &

% columns about the index. values are filled by dup licates of the

% adjoining rows and columns. A refined local grid is inserted
around

% the maxima location. This padding out of the matr ix enables former
values to be retained, and plotted to illustrate th e adaptive
meshing

%%%%%%%%%%% %% % %% %% %% %% % %% %% %% %% % %%

function  [output,ro,co] = refine_grid(input,row,column,locl _grid)

% insert new rows

upper = input(1:(row-2),:);

upper_v = input((row-1),:);

centre_r = input(row,:);

lower_v = input((row+1),:);

lower = input((row+2):end,:);

output =
[upper;upper_v;upper_v;centre_r;centre_r;centre_r;l ower_v;lower_v;lo
wer];

% insert new columns
left = output(;,1:(column-2));
left_v = output(:,(column-1));
centre_c = output(:,column);
right_v = output(;,(column+1));
right = output(:,(column+2):end);
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output =
[left,left_v,left_v,centre_c,centre_c,centre_c,righ t_v,right_v,right

l;

% insert local mesh around former maxima
row = row+2; % calc new maxima indices after padding operation
column = column+2;
%new search window
ro = (row-4):(row+4);
co = (column-4):(column+4);
output(ro,co) = locl_grid;

o %

%9%%%%%%%%% %% %% % % % %% %% %% %% %% %% % % % % %0 0886868600068
% variable resolution solver - iterate mesh resolut ion in locality
% of latest global maxima to find optimal resilienc e
%%%%%%%6%% %% %% % % % % %% %% %% %% %% %% % % % % %0 4 88686008686808000008008980808984

function
[s1_opt,s2_opt,x1_opt,x2_opt,max_performance,XX1,XX 2,performance] =
set_points(w,B,strap_R,strap_L,r1,r2,Z mutual,elmR, elmL,Z0,Pi,SI,Sc,

Prm,elmspace,i)

% design space - define initial search area %
grid_res = 200; %define an initial course search resolution
quadrant_flag=1; %toggle to switch between quadrants for
search

%map capacitor stroke space to reactance space and select the
correct search quadrant, as asymmetry creates one d ominant
solution.

%calc stroke required for resonant arm (X = 0 locus )
s_crit = (1-(w"2*strap_L*80e-12))/4.0740741e-12 w"2/strap_L;
% ensure that quadrants are possible — eg at high f requency
if (s_crit<0)||(s_crit>54)
sprintf( 'warning, critical stroke outwith total search
area' )
end

%calc the resulting search domains for Omm to s_cri t, & s_crit
to 54mm. use different resolutions to have same size of vectors
incl = s_crit/grid_res; % define increment 1
inc2 = (54-s_crit)/grid_res; % define increment 2
grid = (inc1+inc2)/2; % extract average resolution

% define a vector of stroke values equivalent to av ailable +ve
reactance design space:

SA = 0:incl:s_crit;
% define a vector of stroke values equivalent to av ailable -ve
reactance design space:

SB = 54:-inc2:s_crit;

%select quadrant — i.e. mapping from desired reacta nce design
space space to stroke space complete
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strokel=SA*(quadrant_flag==1)+SB*(quadrant_flag ==0);
stroke2=SB*(quadrant_flag==1)+SA*(quadrant_flag ==0);

%calc arm reactances for selected stroke vectors
x1 = reactance(strokel,w,strap_L);
x2 = reactance(stroke2,w,strap_L);
% define assessed stroke space
[SS1,5S2] = meshgrid(strokel,stroke?2);
% define assessed reactance space
[XX1,XX2] = meshgrid(x1,x2);
[row,col] = size(SS1); %get the size of the assessed space

%calculate the required 2nd stage match for assesse d space
%calc Tpoint impedance
zT = Timpedance(rl,r2,strap_R,XX1,XX2,Z mutual) ;
%calc matching parameters
[d,Zs] = SSM(Z0,real(zT),imag(zT),B);

%%%%%%%%% %% %% %% %% %% %% %%
%calculate performance%
%%6%%%%%% %% %% %% % %% %% %% %%

%preallocate for speed
performance=zeros(row,col);

%initial sweep of total design quadrant — course re solution
for m=1:1:row % scan the rows
for n=1:1:col % scan the columns

%calc performance for each position in design space
performance(m,n) =
performance_calc(w,B,SS1(m,n),SS2(m,n),rl,r2,Z_mutu al,elmR,elmL,d(m,
n),Zs(m,n),Z0,Pi,SI,Sc,Prm,elmspace,i);
end
end
% obtain maxima & address from course sweep
[re,rr] = max(performance);
[Re,COLUMN] = max(re);
ROW = rr(COLUMN);

% detect if max is on edge of search & prompt actio n
EF1 = (ROW==1)||(ROW==row)||[(COLUMN==1)||(COLUM N==col);
EF2 = (ROW==2)||(ROW==(row-1))||(COLUMN==2)||(C OLUMN==(col-1));
EF = EF1||EF2;

if (EF == 1)&&(Re>0)

grid = 0.01; % break loop

sprintf( 'solution too close to edge, enlarge search area’

elseif Re==0

grid = 0.01; % break loop

sprintf( 'grid too course, OR, not in search area' )

end

% systematically refine grid about location of maxi mum
performance, until last resolution sufficient at 0. 01 mm,
10xaccuracy of actuators.

while grid>0.01
% obtain local grid round maximum location
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S1LL = SS1(ROW,COLUMN)-2*grid; %strokel lower limit

S1UL = SS1(ROW,COLUMN)+2*grid; %strokel upper limit
S2LL = SS2(ROW,COLUMN)-2*grid; %stroke2 lower limit
S2UL = SS2(ROW,COLUMN)+2*grid; %stroke2 upper limit
grid = grid/2; % double resolution
LGs1 = S1LL:grid:S1UL; % define stroke vector +/-

2x former grid about maxima

LGs2 = S2LL:grid:S2UL;

LGx1 = reactance(LGs1,w,strap_L); % calc reactance vector +/-
2x former grid about maxima

LGx2 = reactance(LGs2,w,strap_L);

[ss1,ss2] = meshgrid(LGs1,LGs?2); % form Local Grid (LG) 9x9
round maximum

[xx1,xx2] = meshgrid(LGx1,LGx2);

% calculate new grids, where ro,co is the new addre ss of the
inserted grid
%insert blank grid into results
[performance,ro,co] =
refine_grid(performance,ROW,COLUMN,zeros(9,9));

%insert local grid into previous capacitor stroke mesh
[SS1,ro,co] = refine_grid(SS1,ROW,COLUMN,ss 1);
[SS2,ro,co] = refine_grid(SS2,ROW,COLUMN,ss 2);

%insert local grid into previous arm reactance mesh

[XX1,ro,co] = refine_grid(XX1,ROW,COLUMN,xx1);
[XX2,ro,co] = refine_grid(XX2,ROW,COLUMN,xx 2);

% calculate 2nd stage match for window only
%form dummy matrices of same dimension as design sp ace to
hold
%?2nd stage match parameter local grids
ZT = ones(size(SS1)); %Tpoint impedance matrix
d=zT, %transformer length matrix
Zs = zT, %stub impedance matrix
%calc Tpoint impedance for window only
zT(ro,co) =
Timpedance(rl,r2,strap_R,XX1(ro,co0),XX2(ro,co0),Z_mu tual);
%calc matching parameters for window only
[d(ro,c0),Zs(ro,co)] =
SSM(Z0,real(zT(ro,co0)),imag(zT(ro,co)),B);

%calculate performance in the window

for m=ro % scan the rows of window
for n=co % scan the columns of window
performance(m,n) =
performance_calc(w,B,SS1(m,n),SS2(m,n),r1,r2,Z _mutu al,elmR,elmL,d(m,
n),Zs(m,n),Z0,Pi,SI,Sc,Prm,elmspace,i);
end
end

% obtain maxima & address from course mesh
[re,rr] = max(performance);
[Re,COLUMN] = max(re);
ROW = rr(COLUMN);
end

%obtain global maximum & setpoints
[re,rr] = max(performance);
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[Re,column] = max(re);

row = rr(column);

max_performance = Re;

sl opt = SS1(row,column);

s2_opt = SS2(row,column);

x1_opt = reactance(s1l_opt,w,strap_L);
X2_opt = reactance(s2_opt,w,strap_L);

Qfpmmmmmmcmc e e %

%6%6%%%%%%%% %% %% % % %% %% %% %% %% %% % % % % %%
% reactance to phase space calculator
%%%%%%%%6%% %% %% % % %% %% %% %% %% %% % %% % % %0 K

function  [thG,thN] = XtoP(x1,x2,r1,r2,strap_R,Z_ mutual)

%calculate phase%

zarml = rl*strap_R+x1.%j; % branch impedance 1
zarm2 = r2*strap_R+Xx2.%j; % branch impedance 2
%a quantity of same phase as I1 (phase referenced t o Tpoint voltage)
gl = (Z_mutual-zarm?2)./(Z_mutual."2-zarm1.*zarm 2);
%a quantity of same phase as 12 (phase referenced t o Tpoint voltage)
g2 = (Z_mutual-zarm1)./(Z_mutual.~2-zarm1.*zarm 2);
gthl = atan2(imag(ql),real(ql))/pi*180; %extract phase angle of
11
gth2 = atan2(imag(q2),real(g2))/pi*180; %extract phase angles
of 12
thG = gth1-qth2; %remember that angles are of opposite sign
- S0 gross + net angle definitions have been invert ed

thN = gth1l+qgth2;
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