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Abstract 
Time-correlated single-photon counting (TCSPC) technology has become popular in 

scientific research and industrial applications, such as high-energy physics, bio-sensing, 

non-invasion health monitoring, and 3D imaging. Because of the increasing demand 

for high-precision time measurements, time-to-digital converters (TDCs) have attracted 

attention since the 1970s. As a fully digital solution, TDCs are portable and have great 

potential for multichannel applications compared to bulky and expensive time-to-

amplitude converters (TACs). 

 

A TDC can be implemented in ASIC and FPGA devices. Due to the low cost, flexibility, 

and short development cycle, FPGA-TDCs have become promising. Starting with a 

literature review, three original FPGA-TDCs with outstanding performance are 

introduced. The first design is the first efficient wave union (WU) based TDC 

implemented in Xilinx UltraScale (20 nm) FPGAs with a bubble-free sub-TDL 

structure. Combining with other existing methods, the resolution is further enhanced to 

1.23 ps. The second TDC has been designed for LiDAR applications, especially in 

driver-less vehicles. Using the proposed new calibration method, the resolution is 

adjustable (50, 80, and 100 ps), and the linearity is exceptionally high (𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 and 

𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 are lower than 0.05 LSB). Meanwhile, a software tool has been open-sourced 

with a graphic user interface (GUI) to predict TDCs’ performance. In the third TDC, an 

onboard automatic calibration (AC) function has been realized by exploiting Xilinx 

ZYNQ SoC architectures. The test results show the robustness of the proposed method. 

Without the manual calibration, the AC function enables FPGA-TDCs to be applied in 

commercial products where mass production is required. 
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Chapter 1. Introduction 
In this chapter, the research background will be introduced, and the motivation will be 

explained in Section 1.1. Subsequently, the aim and contributions are listed in Section 

1.2 and Section 1.3, respectively. Finally, Section 1.4 will provide the outline of the 

thesis. 

 

1.1. Background and motivation 

Time is the sequence of continued and irreversible events from the past and into the 

future. Thirty thousand years ago, ancient humans first recorded the period of the Moon. 

The history of time measurement has continued since then. People noticed the regular 

movement of the Sun, the Moon, and the Earth, and developed the concept of days, 

months, and years. The timing technique can be found everywhere across history. The 

ancient Chinese created the lunar calendar for agriculture cultivation. The Babylonians 

invented the 60-fraction system, defined hours, minutes, and seconds, and developed 

fundamental astronomy. Many inventions were made to record the flow of time, such 

as sundials, candle clocks, and water clocks. The first mechanical clock was invented 

in 1275 by counting the rotation of the escapement, and after that, mechanical clocks 

have been miniatured further and become the armed watch in our modern life. 

 

To keep pace with the fast development of science, a more precise timing technique is 

required. Marrison designed a quartz clock by extracting oscillating signals from a 

quartz crystal in 1929 [1]. Shaped and insulated quartz crystals are robust to 

environmental variants [2], such as humidity, pressure, and temperature. The atomic 

clock was firstly built by Essen and Parry in 1955 [3]; it counts time by monitoring the 

frequency of cesium-133 atom radiation (around 9.2 GHz). In 1971, the International 

System of Units (SI) used 9,192,631,770 periods of the cesium-133 atom radiation to 

define a second. As the frequency of light is much higher than that of the microwave, 

optical clocks become attractive. In 2001, an optical clock with 532 THz light was 

proposed and achieved excellent measured stability (at femtosecond level) [4]. 

Although atomic and optical clocks can achieve outstanding performance, the whole 



Page 17 of 148 
 

systems are bulky and require a strict experimental environment. Small-size high-

precision electronic timing devices are still required. 

 

 
Figure 1.1 a) General structure of analog TIMs. b) The TAC principle. 

 

In physics and biology, reactions and responses happen in a very short time interval 

(TI). To capture the time information, TI meters (TIM), as electronic high-precision 

stopwatches, are used to measure the time interval between two or more events and 

convert the result into digital formats [5]. A TIM can be built in analog and digital 

manners. Because of capacitors’ voltage-storing capability, time-to-amplitude 

converters (TAC) or time-to-voltage converters (TVC) are the first efficient TIMs, 

which reach a resolution in the sub-nanosecond range [6]. Figure 1.1a shows the 

simplified structure of an analog TIM. It contains three components: a TAC, an 

amplifier, and an analog-to-digital converter (ADC). Figure 1.1b shows TACs’ 

operating principle. When the switch is on, the current source 𝐼𝐼𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  will charge the 

capacitor 𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 . Then the capacitor’s voltage, 𝑉𝑉(𝑡𝑡) , will be increased during this 

process and is expressed in Eq. (1.1).  

 

 𝑉𝑉(𝑡𝑡) =
1
𝐶𝐶
� 𝐼𝐼 ∙ 𝑑𝑑𝑡𝑡
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
 (1.1) 

 

Passing through the amplifier, 𝑉𝑉(𝑡𝑡) is increased by a gain 𝐺𝐺 and then converted into a 

digital format by the ADC. With multistage amplifiers and well-developed ADCs, 

analog TIMs can achieve outstanding performance. In the 1990s, Kalisz et al. designed 
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an analog TIM with a 3 ps resolution [7]. A recently reported TAC-ADC solution 

achieved a 782 fs resolution [8]. However, constrained by the discrete components, 

these analog solutions are bulky, expensive, and complicated to extend to multi-channel 

parallel systems [9]. Time-to-digital converters (TDC) have become more popular 

because they are more portable and can be easily integrated with digital systems as a 

digital solution (listed in Table 1-1). 

 

Table 1-1 Comparisons between analog and digital solutions 

 Pros Cons 

Analog Excellent Resolution (100 fs) 
Bulky and expensive, 

Limited channels 

Digital Portable, multi-channel design Limited resolution 

 

1.1.1.Time-to-digital converters and time-of-flight 

measurements 

Unlike complex analog TIM systems, a TDC can independently convert time intervals 

into digital codes and is vital in time-of-flight (ToF) measurements. Although all-digital 

TDCs are more portable and compatible, the complementary metal-oxide-

semiconductor (CMOS) process still restricts TDCs’ performance. Because of 

improved manufacturing techniques in the past 20 years, full-digital TDCs have a better 

resolution and linearity, attracting researchers’ attention. In 2021, Chung et al. reported 

a 360-fs TDC in 65-nm CMOS [10], the TDC with the highest resolution.  

 

The ToF technique is a method for measuring the distance between objects [11]. Figure 

1.2a is an example of ToF systems. A signal will be emitted and detected; the ToF 

corresponds to the distance. Classified by the type of emitted signals, ToF 

measurements can be sorted as direct ToF (D-ToF, shown in Fig. 1.2b) and indirect ToF 

(I-ToF, shown in Fig. 1.2c). Both D-ToF and I-ToF can measure the distance 

simultaneously. In D-ToF, the emitted signal is a light pulse and is detected after being 

reflected by the target. Measured by a TDC, the time difference (Δ𝑡𝑡) between the two 

events (the emission and the detection) is the distance, see Eq. (1.2). 
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Figure 1.2 a) Direct ToF measurement system. The principles of b) the direct ToF and 

c) the indirect ToF (Emitted signal: red; received signal: blue). 

 

 𝑑𝑑 =
1
2
⋅ 𝑐𝑐 ⋅ Δ𝑡𝑡 (1.2) 

 

However, in I-ToF, the emitted light is a modulated continuous wave (CW) signal with 

a frequency (𝑓𝑓). After travel, a phase difference (𝛥𝛥𝛥𝛥) between emitted and received 

signals is obtained by a phase comparator. The distance can be calculated by Eq. (1.3). 

 

 𝑑𝑑 =
1
2
⋅
𝛥𝛥𝛥𝛥
2𝜋𝜋

⋅
1
𝑓𝑓
⋅ 𝑐𝑐 (1.3) 

 

Compared with D-ToF, I-ToF sensors are more commercially available because the 

image sensor can be implemented in the standard CMOS technology. The measurement 

range is limited by the modulation frequency (typically 20–100 MHz, equivalent to 

1.5–7.5 m) [12], [13]. However, with the breakthrough achievement of single-photon 

avalanche diode (SPAD) imagers [14], enabling the detection of lights at the photon 

level, D-ToF has become more attractive because of the fast acquisition and long 

measurement range and has been widely applied to bio-sensing and industrial 

applications [13].  
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1.1.2.Applications 

As the critical component in ToF measurements, TDCs are widely used in many fields, 

like light detection and ranging (LiDAR), ToF-based positron emission tomography 

(PET), and fluorescence lifetime imaging microscopy (FLIM). As a timing device, 

TDCs are popular in digital synchronizers, time-resolved temperature sensing, and 

quantum security. 

 

a) Light detection and ranging (LiDAR) 

Light detection and ranging (LiDAR) is a technique that has been used in many areas, 

such as driverless vehicles, industrial robots, and landscape mapping [15]–[17]. A 

typical LiDAR hardware system contains a pulsed laser emitter, optical components, 

photon detectors, and TDCs, see Fig. 1.2a. In these industrial LiDAR applications, the 

distances between objects can range from a few centimetres to hundreds or even 

thousands of meters, for example, vehicles on roads [18], [19] and lakes and forests on 

land. Therefore, TDCs in these applications only require an acceptable resolution 

(around 100-200 ps) but need high precision and an extended measurement range. 

Moreover, in ToF measurements, a time interval of 66.6 ps corresponds to a range of 1 

cm distance. 

 

Similar to other image sensors, such as cameras, multi-pixel photon detectors are 

required in LiDAR applications. Decided by a lens, a single pixel in a photon detector 

has a limited Field of View (FoV), for example, 0.5 x 0.5 degrees. A sensor array is 

built to obtain a wide-field (e.g., 120 x 100 degree) image. To serve the sensor array, 

multichannel TDC becomes popular.  

 

b) Time-of-flight Positron Emission Tomography (ToF PET) 

With a great sensitivity at the picomolar level, Positron Emission Tomography (PET) 

is irreplaceable molecular imaging in nuclear medical physics [20], [21]. It uses 

radioactive trackers to get metabolic information and make images of the distribution 

of labelled molecules in vivo [22]. PET imaging has been widely applied to human and 

pre-clinical applications, especially in cancer diagnoses and therapy monitoring. Figure 

1.3a shows an example of PET scanners. The patient has been injected with radioactive 
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trackers (labelled molecules, highlighted in red), which will be absorbed by cancerous 

tissue. The cancerous tissue will release gamma rays due to the labelled molecules. The 

detector triggers when it receives gamma rays. In non-ToF PET, the line of response 

(LOR, highlighted in blue) with power information indicates where the cancerous tissue 

is. However, combined with TDCs, the ToF-PET can record timestamps of events. With 

the ToF data (highlighted in yellow), the location of the cancerous tissue can be 

quantified.  

 

 
Figure 1.3 Examples of a) PET scanner and b) FLIM systems. 

 

Compared with a non-ToF PET system, a ToF system can provide a higher signal-to-

noise ratio (SNR) due to the extra ToF information [23]. However, the PET’s 

performance is limited by the ToF resolution. For example, a 600 ps ToF resolution will 

roughly result in a location uncertainty with a full width at half maximum (FWHM) of 

9 cm. Therefore, one of the major concerns in developing ToF-PET systems is 

improving TDCs’ resolution [22]–[24]. 

 

c) Fluorescence lifetime imaging microscopy (FLIM) 

Fluorescence-based imaging techniques are tools for different applications, from 

chemical science, clinical diagnosis, and cell biology [25]. A high-contrast image can 

be constructed with labelled samples by capturing the fluorescence intensity. The 

fluorescence lifetime efficiently quantifies molecules’ and cells’ information by 

recording the fluorescence decay [26]. Fluorescence lifetime imaging can be 
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implemented in the frequency and time domain [25]. Due to the fast development of 

photon detectors, such as SPADs and silicon photomultipliers (SiPMs), time-based 

fluorescence lifetime imaging microscopies (FLIMs, see Fig.1.3b) have higher photon 

efficiency, throughput, and SNR performance than frequency-based solutions [27]. 

 

d) Functional near-infrared spectroscopy (fNIRS) 

Functional near-infrared spectroscopy (fNIRS) is non-invasive imaging that uses near-

infrared (NIR) light whose wavelengths are in the range of 600-900 nm to measure 

brain activity [28]. Most biological tissues are transparent to NIR light because 

absorption factors of the main constituents in tissues, such as water and lipid, are 

relatively low [29]. However, NIR light will be absorbed and scattered by oxygenated 

haemoglobin (oxy-Hb) and deoxygenated haemoglobin (deoxy-Hb), whose 

concentrations change during brain activities. Therefore, brain activities can be detected. 

In traditional fNIRS, CW light is emitted, attenuated by the target tissues, and finally 

detected by a photodiode. With Monte-Carlo simulations, the photon path can be 

estimated, and the concentrations of oxy-Hb and deoxy-Hb can be approximated using 

physical models [30]. With TCPSC techniques, ToF-fNIRS allows researchers to 

quantify the concentration and restore the photon path more precisely [29].  

 

e) Digital synchronizer 

In digital circuits, to reduce metastability failures, asynchronized signals or signals 

from other clock regions should be synchronized before arriving at registers. In an 

extensive distributed system with thousands of nodes over 1 km2, synchronization 

between nodes becomes a problem. In a Gigabit Ethernet, the precision time protocol 

(PTP) [31] only provides a time resolution of 8 ns. To provide sub-nanosecond accuracy 

and picosecond precision, White Rabbit (WR), as a synchronized network, was 

introduced in [32] and is now used in telescope systems [33] and extreme light facilities 

(SHINE) [34]. As precise stopwatches, TDCs are used to monitor the synchronization 

process in WR. 
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f) Temperature sensing 

Temperature sensing and thermal management are essential for the Internet of Things 

(IoT) and semiconductor manufacturing [35], [36]. Temperature sensors have two types: 

voltage domain and time domain [37]. The voltage will change in a circuit in voltage 

domain solutions, affected by the environment temperature. Converted by an ADC, the 

temperature can be obtained by measuring the voltage. Although the voltage solution 

demonstrates high accuracy and resolution, the high-power consumption and large chip 

area cost make it imperfect for chip designs. Instead, the TDC-based temperature sensor 

has become more popular due to its low power consumption and simplicity [37]–[39]. 

 

g) Quantum security 

Quantum communication (QC) is a new technology that provides a global secure 

communication network [40]. To safeguard a secure communication channel, an 

unpredicted key associated with high-quality random numbers is essential [41]. 

Extracting randomness from quantum machines is the most trustable way to generate 

random numbers [42]. Combined with a TDC and a single-photon detector (e.g., SPAD), 

a quantum random number generator (QRNG) can extract random codes from photon 

propagation [43]. Photon detection at the single-photon level follows the Poisson 

distribution. The numbers of recorded events in different time intervals have their 

probabilities, and the photon events are independent of the last event. Following the 

Poisson random distribution, a QRNG can convert the timestamp from the TDC into 

true random digital codes [44]. With a higher TDC timing resolution, the QRNG has a 

better generation rate. 

 

1.2. Research aim 

The key aims and goals of this PhD project are:  

• To review reported TDC architectures and calibration methods and fairly 

compare their performances. 

• To develop new TDC structures, targeting a higher resolution and comparable 

linearity. 



Page 24 of 148 
 

• To further explore the commercial potentials of FPGA-TDCs and develop a 

suitable solution for commercial FPGA-TDC timing products. 

 

1.3. List of Contributions 

a) A 1.23-ps resolution TDC for bio-sensing and high-energy physics. 

• Corrected the misunderstanding in some previously published articles that 

the well-known wave union (WU) method is not applicable in high-end 

FPGA devices, such as 20 nm and 16 nm FPGAs. 

• Proposed the first efficient WU-TDC in 20 nm UltraScale FPGAs. 

• Provided a theoretical analysis for TDCs’ precision. 

 

b) A resolution-adjustable high-linearity TDC for LiDAR in 

driverless vehicles. 

• Proposed a resolution-adjustable TDC (resolutions: 50, 80, 100 ps) with 

great linearity. 

• Optimized resource usage and the 128-channel design, suitable for LiDAR 

in driverless vehicles. 

• Designed a simulation tool to predict TDCs’ performance with different 

calibration methods and made it open-sourced. 

 

c) An automatic calibration TDC based on ZYNQ SoC structures. 

• Achieved an automatic calibration function based on ZYNQ SoC structures. 

• Proposed an improved single-step block random access memory (BRAM) 

calibration method. 
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1.4. Outline of the thesis 

A summary of the following chapters of this thesis is shown below: 

 

Chapter 2: A literature review of TDC designs 

Chapter 2 will introduce and evaluate current hardware platforms where TDCs can be 

implemented, from ASICs to FPGAs, and discuss the differences between these 

platforms. Then, a review of the recent developments of FPGA TDCs will be presented, 

and the critical parameters of TDCs will be explained. Based on the previously 

published TDCs designs, the research trends and challenges will be shown.  

 

Chapter 3: Wave-union-based high-resolution TDCs on 20 nm FPGAs 

In this chapter, a high-resolution TDC on 20 nm FPGAs will be presented. This FPGA-

TDC is the first efficient WU-based TDC on 20 nm FPGAs, which corrects the 

misunderstanding that the WU method is inapplicable to high-end FPGAs. Moreover, 

Chapter 3 provides theoretical analysis to evaluate TDCs’ precision. 

 

Chapter 4: 128-channel resolution-adjustable TDCs on 20 nm FPGAs 

Although there is a growing research trend in developing higher resolution TDCs, 

Chapter 4 points out that the linearity and measurement range are more critical for a 

TDC in LiDAR systems for driverless vehicles. A multi-channel high-linearity 

resolution-adjustable TDC is presented in this chapter.  

 

Chapter 5: Automatic calibration TDCs on ZYNQ SoCs 

Chapter 5 describes the automatic calibration TDCs on ZYNQ SoCs. This TDC shows 

excellent potential for commercial FPGA-based TCSPC products with the automatic 

calibration function. 

 

Chapter 6: Conclusion 

Chapter 6 summarizes the major contributions during this PhD study. A prediction 

about future work based on current studies is given in this chapter. 
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Chapter 2. Literature Review 
To better understand the implementation and performance of TDCs, hardware platforms 

and techniques which are used to build a TDC should be first introduced. Therefore, in 

this chapter, two mainstream hardware platforms, where TDCs can be implemented, 

will be explained and the parameters to evaluate TDCs’ performance will be discussed. 

After that, the general methods used to measure time intervals will be explained. At the 

end of this chapter, some challenges and recent achievements in TDC studies will be 

reviewed.  

 

The FPGA-TDCs reported in the thesis were mainly implemented on Xilinx FPGAs. 

However, Xilinx has been acquired by AMD in 2022. Therefore, the Xilinx name is 

now being replaced by AMD. 

 

2.1. Hardware platform 

A digital TDC can be implemented on application-specific integrated circuits (ASIC) 

and field programmable gate arrays (FPGAs). Modern ASICs and FPGAs are fabricated 

with complementary metal-oxide-semiconductor (CMOS) processes, because of the 

low static power consumption. Figure 2.1 is an example of CMOS inverters. it is built 

by two transistors (PMOS and NMOS) which have opposite polarities. The two 

transistors have a similar structure, but their polarities of charge carriers are opposite. 

Since one transistor is always off, the static power consumption decreases significantly. 

In this section, the hardware platforms (ASICs and FPGAs) for TDC implementations 

will be introduced. 

 

 
Figure 2.1 CMOS inverter 
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2.1.1. Application-specific integrated circuit (ASIC) 

Unlike general-purpose integration circuit (IC) chips which can be used in many fields, 

like central processing units (CPUs) in personal computers (PC) and microcontroller 

units (MCU) in low-power embedded systems, an ASIC is an fully customized IC 

aimed for a specific purpose or application [45].  

 

An ASIC-TDC shows great flexibility. Starting from the register transfer level (RTL) 

implementation using hardware description language (HDL), engineers can design a 

TDC with any standard cell. However, to optimise performance, power, and area (PPA), 

the cells should be placed carefully. Furthermore, pre-manufacturing tests, such as 

function verification, and post-manufacturing tests, for example, failure analysis, are 

essential to ensure chips' reliability. The whole project will take more than 6 months 

and require a team of engineers to be involved. 

 

Implementing TDCs on ASIC is a good choice if mass production is required. However, 

for a fast prototype, an FPGA is cost-effective. 

 

2.1.2. Field-programmable gate array (FPGA) 

A field-programmable gate array (FPGA) is a semi-customised and reprogrammable IC. 

Unlike ASIC devices, an FPGA has given logic resources surrounded by programmable 

I/O blocks with a fixed physical layout. However, the inner connections and the 

resource usage are configurable. Due to the flexibility and low cost, FPGAs are popular 

platforms for TDC designs. 

 

Figure 2.2 shows the structure of modern FPGAs (island-structure). Roughly, a modern 

FPGA consists of three different types of resources: logic elements, input/output (IO) 

elements, and wiring elements. The logic elements, such as look-up tables (LUTs), 

carry-chains, multiplexers (MUX), and flip-flops (FFs, also called registers), are placed 

in logic blocks (LB). Depending on FPGA vendors, LBs have different names, for 

example, configurable logic block (CLB) in Xilinx FPGAs [47] and logic array block 

(LAB) in Intel FPGAs [48]. The IO blocks (IOBs) are used to input and output signals 
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to and from peripheral circuits. The wiring elements include routing channels, 

connection blocks (CBs), and switch blocks (SBs). The routing channels are wires with 

fixed tracks, linking all resources in FPGAs. Both CBs and SBs are programmable 

switches. CBs are the connections between neighbouring LBs (vertical and horizontal), 

and SBs connect routing channels. Excepting the configurable blocks, "hard logic" 

blocks are also implemented on FPGAs for specific applications, such as digital signal 

processing (DSP) units for high-efficient computing (e.g., floating-point calculations), 

clock managers for clock networking, including phase-locked loop (PLL) and mixed-

mode clock manager (MMCM), and BRAMs for data storage. 

 

 
Figure 2.2 The structure of modern FPGAs [46]. 

 

Having abundant programmable logic resources, FPGAs are ideal platforms for 

implementing algorithms that can be pipelined or parallelised. However, many 

problems require the hardware to process a large amount of data and execute 

sophisticated algorithms with extensive branching. Therefore, to enhance the software 

programmability, there has been a growing trend of integrating a hard-core processor 

(e.g., an ARM-based processor) with an FPGA in a single chip since the 2000s [49]. 

The FPGA+ARM chip is called System-on-Chip (SoC) [50]. Figure 2.3 shows the 

general architecture of Xilinx Zynq SoCs. It contains two parts: a processing system 

(PS) and a programmable logic (PL). In Zynq, PS is a 'hardened' ARM-based processor, 
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offering the flexibility to implement complex algorithms. Unlike a soft intellectual 

property (IP) core (a reusable and configurable block-level design in FPGAs), the ARM 

core in Zynq SoCs has a dedicated toolchain and can be operated on a higher frequency 

(a few hundred MHz) but consumes more power (a few mW). PL is equivalent to a 

traditional FPGA. Communications between PS and PL use Advanced eXtensible 

Interface (AXI) buses [51].  

 

 
Figure 2.3 Simplified architecture of Xilinx Zynq SoCs [52].  

 

2.1.3. Setup time, hold time, and metastability 

Timing violations, including setup time and hold time violations, will lead to 

metastability and limit the performance of digital sampling elements, for example, flip-

flops. To capture data correctly, the signal should keep stable for a while before the 

clock’s valid edge (setup time). To store data correctly, the data must be stable for a 

while (hold time) after the clock’s valid edge.  

 

Due to timing violations, the circuit falls into metastable states and may be unable to 

settle into a stable logic level. As a result, the behaviour of the circuit is unpredictable. 

To avoid metastability, careful timing analysis is a must. 

 

Although metastability endangers TDCs precision, the effect varies in different TDC 

architectures. For example, in a tapped-delay-line (TDL) TDC (which will be discussed 

in Sec. 2.3.2), metastability is not a big issue with a careful timing constraint, because 

the signal to be measured will keep stable and be propagated through a long delay line. 
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Besides, delay lines will be placed within a clock region to reduce the risk of 

metastability. 

 

2.2. Performance parameters 

Similar to ADCs, the TDC measurement is quantisation progress, converting time 

intervals to digital codes. Figure 2.4 is the TDC transfer function [53]. The various 

parameters can evaluate the performance of TDCs. This section will discuss the most 

critical parameters, including resolution, linearity, precision, accuracy, measurement 

range (MR), and deadtime. 

 

2.2.1. Resolution 

The resolution or the least significant bit (LSB) is the minimum time interval (TI) that 

a TDC can distinguish. In Fig. 2.4, the resolution is the bin/step width of the ideal 

conversion (highlighted in black). However, in actual cases, considering the bins are 

ununiform (highlighted in red), the resolution can be measured as the averaged bin 

width or estimated by the fitting curve between the input TI and digital codes. 

 

 
Figure 2.4 TDC transfer function [53]. (DNL: differential nonlinearity; INL: integral 

nonlinearity) 
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2.2.2. Linearity  

The linearity can be characterised by differential nonlinearity (DNL) and integral 

nonlinearity (INL). DNL is the deviation from the single quantisation step, and INL is 

the accumulation of DNL. They are: 

 

 𝐷𝐷𝐷𝐷𝐿𝐿[𝑖𝑖] = (𝑊𝑊[𝑖𝑖] −𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)/𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖, (2.1) 

 𝐼𝐼𝐷𝐷𝐿𝐿[𝑖𝑖] = ∑ 𝐷𝐷𝐷𝐷𝐿𝐿[𝑖𝑖]𝑖𝑖
𝑐𝑐=0 , (2.2) 

 

where 𝑊𝑊[𝑖𝑖] is the width of the i-th bin, and 𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is the ideal bin width or averaged 

bin width. 

 

The linearity is one of the main reasons which causes errors. The code density test is 

the standard method to estimate TDCs' linearity [5]. As shown in Fig. 2.5, many random 

TIs (more than 1,000,000 events) are fed into a TDC. Detected by the TDC, the random 

TIs that fall into each different time bins are counted. As the fed TIs are distributed 

evenly over MR, the recorded histogram can reflect the width distribution of the time 

bins (see Fig. 2.5), and DNL and INL can be measured using Eqs (2.1) and (2.2).  

 

 
Figure 2.5 The concept of the time histogram  

 

2.2.3. Precision and accuracy 

The precision and accuracy are parameters that are commonly mixed up in many 

reported TDC designs. The precision (also called RMS resolution, 𝜎𝜎 ) reflects the 
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concentration of measurement readouts with a given TI. The precision can be measured 

by the time interval tests (TIT) or the full-width half maximum (FWHM). In TITs, 

feeding hit signals with a fixed time interval to a TDC, and the standard deviation of 

the readouts is the precision (shown in Fig. 2.6a), see Eq. (2.3). The FWHM is the 

difference between two points in independent values where their dependent values are 

half of the maximum. The relationship between 𝜎𝜎 and FWHM is detailed in Eq. (2.4): 

 

 𝜎𝜎2 = 1
𝑏𝑏−1

∑ (𝑥𝑥𝑖𝑖 − �̅�𝑥)2𝑏𝑏
𝑖𝑖=1 , (2.3) 

 FWHM = 2√2ln2 σ ≈ 2.36 σ, (2.4) 

 

where 𝑥𝑥𝑖𝑖 is the i-th test result in b tests and �̅�𝑥 is the average value.  

 

However, the accuracy is defined as the average absolute difference between the 

measurement value (see the dashed line in Fig. 2.6a) and the true reference (highlighted 

in red in Fig. 2.6a). Generally, the accuracy is related to the INL (the accumulated 

difference) and is also affected by the system offset. 

 

 
Figure 2.6 a) The concept of accuracy and precision. b) Different scenarios of 

measurement readouts. 

 

Figure 2.6b presents different scenarios of measurement readouts. It shows that, for a 

precise TDC, the inaccuracy can be cancelled quickly by offset corrections. Hence, 

precision is more critical for TDC performances. Meanwhile, a TDC with high 
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precision can obtain a trustable result with fewer measurements, reducing the 

measurement time significantly. However, many factors can degrade TDCs' precision, 

for example, environmental noises (temperature changes) and electronic noises (jitters). 

Therefore, calibration is an essential technique in TDC studies. 

 

2.2.4. Measurement range 

The measurement range (MR) is the maximum time interval a TDC can measure. It is 

limited by the TDC's resolution and logic resource. A TDC with a longer MR requires 

more registers and delay elements. For a C-bit TDC, the measurement range can be 

expressed as: 

 

 𝑀𝑀𝑀𝑀 = 𝑡𝑡𝐿𝐿𝐿𝐿𝐿𝐿 × 2𝐶𝐶 . (2.5) 

 

MR varies in different applications. For example, FLIM requires an MR within tens of 

nanoseconds, but geospatial surveys hope for an MR more than thousands of 

nanoseconds. The Nutt method [54] provides a way to extend MR using two TDC 

channels, the start channel and the stop channel. Figure 2.7 is the timing diagram. A 

coarse counter measures the valid clock cycles (𝑡𝑡𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖), and two TDC channels (start 

channel, 𝑡𝑡𝑐𝑐𝑠𝑠𝑖𝑖𝑐𝑐𝑠𝑠, and stop channel, 𝑡𝑡𝑐𝑐𝑠𝑠𝑐𝑐𝑝𝑝) sample the fine time interval. The time interval 

(𝑡𝑡) can be measured by Eq. (2.6).  

 

 𝑡𝑡 = 𝑡𝑡𝑐𝑐𝑠𝑠𝑖𝑖𝑐𝑐𝑠𝑠 + 𝑡𝑡𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖 − 𝑡𝑡𝑐𝑐𝑠𝑠𝑐𝑐𝑝𝑝, (2.6) 

 

 
Figure 2.7 Timing diagram for the Nutt method [54]. 
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2.2.5. Deadtime 

The deadtime defines the time interval between the end of the current measurement and 

the start of the following [5]. During the deadtime, the TDC cannot conduct a 

measurement. Therefore, the deadtime limits the TDC's sampling rate. For a time-

resolved measurement system, its repetition rate is affected by the deadtime of the TDC 

and the detector. 

 

Traditionally, one TDC channel serves one detector. However, detectors such as SPADs 

have a high deadtime ranging from a few nanoseconds to tens of nanoseconds [55], [56]. 

A dynamic reallocation strategy proposes a way to save logic resources [18], [57], [58]. 

One sharing TDC channel (e.g., the low deadtime TDC in [59]) can serve multiple 

detectors in the meantime, reducing resource usage and improving system throughput. 

 

2.3. Methods for time measurements 

2.3.1. Direct counting 

The direct counting method is the simplest way to measure time intervals, by counting 

the number of clock cycles between the start and stop events, for example, the coarse 

counter in Fig. 2.7. Timers in DSPs, CPUs, and MCUs are built with this method. The 

resolution of the TDC with direct counting is determined by the clock frequency of the 

counter and the number of the bits of the counter. The resolution can be improved by 

increasing the number of bits of the counter or by increasing the clock frequency.  

 

One advantage of a TDC with direct counting is the simplicity and low costs, as it only 

requires a counter and basic digital logic. Additionally, direct counting TDCs are 

typically faster than other TDC techniques, as they require minimal time for data 

processing and are not affected by jitter. However, direct counting TDCs have 

limitations in terms of their resolution, as the resolution is limited by the number of bits 

in the counter. They also suffer from errors due to clock skew, which can lead to 

inaccuracies in the measured time interval.  
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The TDCs with the direct counting method are still popular in some applications where 

the required resolution is low (> 2 ns), because of the simple structure and low resource 

consumption. However, the limited resolution cannot meet the requirements of 

applications such as PET-CT and FLIM. 

 

2.3.2. Interpolation 

a) Tapped delay line 

Interpolation is a method to achieve better resolution beyond the limit caused by 

reference clocks [60]. It uses accumulated delays caused by signal propagation to divide 

a longer, measurable time interval. 

 

In FPGAs, all combinational logics (e.g., MUX and logic gates) and internal wire 

connections can interpolate time intervals. Carry-chain elements are a well-established 

and carefully-routed component for building arithmetic functions, containing a series 

of MUXes and XORs [61]. As carry-chain elements are available in most modern 

FPGAs, such as CARRY4 (CY4) in 28, 40, and 45 nm Xilinx FPGAs, CARRY8 (CY8) 

in 20 nm and more advanced Xilinx FPGAs, and CARRY_SUM in Intel FPGAs [48], 

the tapped delay line (TDL) structure becomes the primary approach in FPGA-TDCs 

[59], [62]–[66]. 

 

 
Figure 2.8 Concepts of a) the tapped delay line and b) the Vernier delay line. 
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Figure 2.8a shows the general architecture of TDL-TDCs. Carry-chain elements 

construct a delay line. Start/hit signals propagate through the delay line. Once the 

stop/clk signal is valid, the registers (D-type flip-flop, DFF) capture the status of the 

delay line, and the thermometer code ("111110…000" - unlike binary coding, in 

thermometer coding, the '1's in the output code increases as the input value increases) 

represents the measured time interval, see Eqs (2.7) and (2.8). The resolution is the 

average delay of delay elements (𝜏𝜏). Logic “1” is propagated through M delay elements 

and is captured by M registers, and the measured time interval is t.  

 

 𝑡𝑡 = 𝑀𝑀 × 𝑡𝑡𝐿𝐿𝐿𝐿𝐿𝐿, (2.7) 

 𝑡𝑡𝐿𝐿𝐿𝐿𝐿𝐿 = 𝜏𝜏. (2.8) 

 

b) Vernier method 

In 1631, Pierre Vernier invented the Vernier calliper, a calliper with a secondary scale, 

improving measurement accuracy by using mechanical interpolation. Similar to the 

Vernier calliper, Vernier methods have been introduced to TDCs. The structure of the 

Vernier delay line (VDL) is shown in Fig. 2.8b. It uses two types of delay elements with 

different propagation delays (𝜏𝜏1 , 𝜏𝜏2 ), and 𝜏𝜏1 > 𝜏𝜏2 . Figure 2.9a presents the signal 

propagation in the VDL. In the beginning, the TI between the start and stop signals is 

𝑡𝑡𝑥𝑥. The gap gradually narrows during propagation because the stop signal's transmission 

is faster than the start signal. Meanwhile, the DFFs capture propagation status, and then 

the TI is measured. In the VDL method, the resolution is 𝑡𝑡𝐿𝐿𝐿𝐿𝐿𝐿 = 𝜏𝜏1 − 𝜏𝜏2. However, this 

method requires two types of delay elements, consuming more logic resources and 

requiring specific logic elements. 

 

Another variation of the Vernier method in TDCs is using two ring oscillators (RO) to 

generate two periodic signals. The block diagram is shown in Fig. 2.9b. The frequency 

of RO1 is slower than that of RO2 (𝑓𝑓𝑅𝑅𝑅𝑅1 < 𝑓𝑓𝑅𝑅𝑅𝑅2). A coincidence circuit is used to check 

the phases of the two periodic signals, and two counters measure the cycles of these 

signals. The timing diagram is demonstrated in Fig. 2.9c. The start and stop signals 

trigger the TDC. After many cycles, the rising edges of the periodic signals are aligned. 

Then, the TI can be expressed as: 
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Figure 2.9 a) Signal propagation in the delay element-based VDL. The ring oscillator-

based Vernier TDC's b) block diagram and c) timing diagram. The rising edge of the 

fast signal (start or stop) is catching up the rising edge of the slow signal (start or stop), 

forming a Vernier interpolation. Therefore, the time interval with finer resolution is 

measured.  

 

 𝑡𝑡𝑥𝑥 = 𝐷𝐷1 ⋅ 𝑇𝑇1 − 𝐷𝐷2 ⋅ 𝑇𝑇2, (2.9) 

 𝑡𝑡𝐿𝐿𝐿𝐿𝐿𝐿 = 𝑇𝑇1 − 𝑇𝑇2 = 1
𝑓𝑓𝑅𝑅𝑅𝑅1

− 1
𝑓𝑓𝑅𝑅𝑅𝑅2

. (2.10) 

 

Table 2-1 lists the pros and cons of the mainstream interpolation methods. Compared 

to TDL-TDCs, the VDL-TDC reaches better resolution (beyond the delay of delay 

elements). However, it requires different delay elements to construct a VDL. As a result, 

the VDL-TDC is more suitable for ASIC design. On the contrary, in the RO-based 

Vernier method, RO can be implemented using a few carry-chains, and the frequency 

is changeable by modifying the number of delay elements [67], [68]. Therefore, the 

RO-based Vernier method is an excellent way to build a resource-saving TDC in FPGAs. 

However, the linearity and precision highly rely on the stability of the ROs, and a longer 

deadtime is unavoidable if a better resolution is wanted [69]. Moreover, manual 

adjustments for the RO period difference are needed during the design process [70]. 
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Table 2-1 Comparison between mainstream interpolation methods 

Type Pros. Cons. 

TDL 

 Easy to implement 

 Short deadtime  

(Typically, 2 ~ 5 ns) 

 High resource consumption 

(More than hundreds of registers and 

delay elements per channel) 

VDL  Better resolution  Require specific logic elements 

RO-based 

Vernier 

 Easy to implement 

 Resource-saving 

 Long deadtime (> 20 ns) 

 Manual intervention 

 

2.4. Challenges and developments 

2.4.1. Challenges 

a) Ultra-wide bin problems 

As discussed in Sec. 2.3.2, compared to the RO-based Vernier method, the TDL method 

performs better because of the acceptable resource consumption and the low deadtime. 

However, the ultra-wide bin problems constitute a primary concern in TDL-TDCs. The 

ultra-wide bins are the bins whose width is wider than others in a delay line. Ultra-wide 

bin problems degrade the linearity significantly. Factors like clock skew, temperature, 

and boundaries between clock regions, can lead to ultra-wide bins.  

 

The extra delay introduced by the boundary between clock regions is the main reason 

for ultra-wide bin problems [71]. In FPGAs, clock signals are distributed through 

dedicated clock routes. Figure 2.10a shows an example of an FPGA's clock network. 

With these clock routes (highlighted in blue in Fig. 2.10a), an FPGA can be divided into 

several clock regions [72]. A clock region contains many configurable logic blocks 

(CLB), and each CLB has several LUTs, MUXes, registers, and a carry-chain, as shown 

in Fig. 2.10b. The carry-chain is a lookahead carry logic containing MUXes and XORs 

(see Fig. 2.10c). It provides a single-bit fast addition and can be cascaded to perform 

multi-bit operations [73]. In Fig. 2.10c, to let the signal from Cin passing through the 

line, DI is set to “000..000” and Sel is set to “111…111” The cascaded carry-chains 

within a clock region are suitable for implementing a delay line because the delays in 

each element are smooth with a deviation. However, in some FPGAs which run at a 
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low frequency, a longer TDL that crosses the boundary between clock regions is 

required because the total delay of the TDL should cover the period of the sampling 

clock to avoid interpolation loss [71], introducing an extra delay and forming an ultra-

wide bin. 

 

 
Figure 2.10 a) An example of FPGAs' clock network. The block diagrams of b) CLB 

and c) CARRY-chain. 

 

b) Bubble problems 

For delay line-based methods, the raw data is encoded in thermometer codes, for 

example, "111…1111100…000" and "000…000111…111". Bubble problems are the 

unexpected transitions of the logic status, such as logic "1" surrounded with logic "0" 

and vice versa, and will result in encoding errors [65], [74]. 
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Figure 2.11 Example of bubbles in the TDL structure. 

 

Figure 2.11 explains the reason which causes bubble problems. Due to the clock 

network (as shown in Fig. 2.10a), there are some extra propagation delays before the 

clock signal arrives at each DFF. For example, DFF2 (highlighted in blue in Fig. 2.11) 

captures the TDL status earlier than other DFFs because DFF2 is located near the clock 

tree node. A probability exists: DFF2 does not store the data as expected because of the 

mismatch; therefore, the bubble appears. 

 

c) PVT variations 

Due to the process, voltage, and temperature variations, the element delays vary in 

different conditions. An FPGA device can have a stable voltage, integrating with a well-

designed power supply and filter. However, the process and temperature variations 

affect TDC performance significantly.  

 

Even with an advanced manufacturing technique, cells in FPGAs are still uneven, 

decreasing the linearity of the TDC. Although TDCs in high-end FPGAs can achieve a 

better resolution due to the better CMOS process (short cell delays), smaller transistors 

(width and length of gates) lead to more thermal noise [75] and therefore affect TDCs' 

precision. 

 

The temperature condition affects the signal propagation in FPGA devices and TDCs' 

resolution. A report from Szplet et al. concluded that from -20 °C to +60 °C, the value 

of the resolution increases by 0.5 ps/°C, degrading the timing resolution [76]. When 
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operating an FPGA-TDC in a cryogenic environment, a dummy carry is a must (to 

calibrate the clock delay), and other electronic components in the printed circuit board 

(PCB) should be carefully selected [77]. 

 

2.4.2. Structures for FPGA-TDCs 

Many structures and methods were proposed to improve the FPGA-TDCs' performance 

further. In this subsection, some advanced FPGA-TDC structures in the recently 

published papers will be listed. 

 

a) Multi-chain TDCs 

The structure of the multichain TDC [63], [78]–[81] is shown in Fig. 2.12. In this 

method, TI has been measured by several chains. In Fig. 2.12, there are N TDLs, 

indexing from 0 to N-1. Multiple TDLs construct the chains, and the resolution for each 

TDL is 𝜏𝜏𝑖𝑖. Between each chain, there is a slight delay caused by wires and buffers 

(highlighted in yellow in Fig. 2.12).  

 

 
Figure 2.12 The structure of the multichain TDC [78]. 

 

For each chain, the measured TI can be expressed as: 

 

 𝑡𝑡(𝑖𝑖) = 𝑡𝑡𝑐𝑐(𝑖𝑖) − 𝜏𝜏(𝑖𝑖), (2.11) 
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where 𝑡𝑡𝑐𝑐(𝑖𝑖) is the timestamp generated by the i-th chain, and 𝜏𝜏(𝑖𝑖) is the delay caused 

by wires and buffers between the chains. The final time interval can be expressed: 

 

 𝑡𝑡 = 1
𝑁𝑁
∑ (𝑡𝑡𝑐𝑐(𝑖𝑖) − 𝜏𝜏(𝑖𝑖) )𝑁𝑁
𝑖𝑖=0 . (2.12) 

  

Therefore, the resolution of the multichain structure is 𝜏𝜏0
𝑁𝑁

. 

 

The multichain structure can improve the resolution significantly. The latest multichain 

TDC [80] achieves a 0.3 ps resolution. However, compared with the single-chain TDL, 

the resource consumption of the multichain structure grows linearly (N-fold). Moreover, 

the non-linearities from N chains will be accumulated and degrade the final precisions. 

Calibration modules for each induvial chain are necessary to obtain better precision. 

 

b) Tuned-TDL TDCs 

As shown in Fig. 2.10c, both in Xilinx and Intel FPGA devices, carry-chains have two 

output ports: CARRY_OUT (C) and SUM_OUT (S). The delay of signal propagation 

varies from different ports. Won and Lee use this feature to tune the TDL and improve 

linearity [62]. In their study, they examined 28 nm (Kintex-7), 40 nm (Virtex-6), and 

45 nm (Spartan-6) Xilinx FPGA devices and suggested that the output pattern "SCSC" 

performs the best for the devices whose carry-chains are CARRY4 (CY4, four pairs of 

C and S ports). In high-end FPGAs, for example, Xilinx UltraScale (20 nm) and 

UltraScale+ FPGAs (16 nm), the carry-chains in these devices are CARRY8 (CY8, 

eight pairs of C and S ports). Chen and Li [66] set tap timing tests for 16 ports and built 

a 96-channel TDC integrated with the tuned-TDL structure in UltraScale FPGAs. The 

proposed TDC [66] achieves averaged 𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 = 0.27 LSB and 𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝  = 0.59 

LSB. 

 

c) Multi-phase TDCs 

Ideally, in a TDL-TDC, delays caused by the delay cells are the same, and the FFs can 

sample the TDL's status simultaneously. However, in FPGAs, it is impossible to meet 

this requirement due to the clock network, resulting in high nonlinearity, bubble errors 
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and ultra-wide bins problems. To ease these effects, the multi-phase structure was 

proposed [82]. 

 

Figure 2.13 compares the structure of the single-phase TDC and multi-phase TDC. D 

is the number of used delay elements. Assuming that a single-phase TDC is running at 

200 MHz, the total delay of the corresponding TDL should be larger than 5 ns. However, 

for the 2-phase TDC in Fig. 2.13b, TDLs are truncated and duplicated. Each TDL only 

needs to cover half of the clock cycle. Therefore, ultra-wide problems are smoothed out 

because of the short delay lines, and the non-linearity caused by clock skews is eased 

[59], [82]. The lasted multi-phase TDC achieves a 1.56 ps resolution [83].  

 

 
Figure 2.13 A comparison between a) the single-phase TDC and b) multi-phase TDC. 

 

The multi-phase method can reduce clock skews and clock frequency by increasing the 

number of phases. However, multiple phases increase the complexity of the target 

system and may introduce timing errors [59]. Therefore, the number of phases should 

be carefully selected according to the target platform and specifications. 

 



Page 44 of 148 
 

d) Pulse shrinking TDCs 

Rahkonen and Kostamovaara [60] first proposed the pulse shrinking method. They 

found that the width of a pulse will be narrowed when it transmits through some specific 

elements. With this feature, pulse shrinking TDCs can be implemented on customised 

CMOS devices [60], [84]. 

 

Figure 2.14a is the structure of the pulse shrinking TDC. The pulse forming circuit 

generates a pulse based on the start and stop signals. A pulse shrinking delay line (PSDL) 

and an OR gate construct a loop. Once the pulse is undetectable (see the mechanism in 

Fig. 2.14.b), the measured time interval is 𝑛𝑛𝑀𝑀, and the resolution (R) is the pulse width 

narrowed by PSDL. Szplet and Klepacki applied this method to FPGA TDC design [85], 

[86]. In FPGAs, the propagation speeds of the rising and falling edges are different. 

Basic logic resources can be used to build PSDL in FPGAs, and the proposed pulse 

shrinking FPGA achieves 41.8 ps resolution in Spartan-3 FPGAs [86]. 

 

 
Figure 2.14 a) The structure of the pulse shrinking TDC. b) The pulse shrinking 

mechanism. 

 

Like the RO-based Vernier TDC, the pulse shrinking TDC consumes a few logic 

resources. However, the deadtime increases linearly if a high resolution is required 

(more cycles). Furthermore, lacking full-customised logic elements, the achievable 
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resolution of the FPGA-based pulse shrinking TDC is limited compared to ASIC 

designs (2 ps in 180 nm ASICs [87] and 41.8 ps in 90 nm FPGAs [86]). 

 

e) DSP based TDCs 

To boost on-chip computing power, especially for floating-point numbers, DSP 

modules are integrated into FPGAs. Figure 2.15 shows a simplified structure of the 

DPS48 module. It contains three major components: a pre-adder for fast fixed-point 

addition and subtraction operation, a multiplier, and an arithmetic logic unit (ALU) for 

complex operations [88].  

 

 
Figure 2.15 The simplified structure of the DSP48 module [89]. 

 

The reports [89]–[91] indicate that the ALU and pre-adder can perform additional 

operations. Therefore, they can build a delay line like carry-chain modules. Moreover, 

the resolution (LSB = 4.23 ps) of the ALU-based DSP-TDC is better than that of the 

pre-adder-based DSP-TDC (LSB = 8.12 ps) in Kintex-7 FPGAs. 

 

The bit number of a DSP is limited. To increase MR, multiple DSPs need to be cascaded. 

However, the DSP connection introduces extra wire delays and results in severe ultra-

wide bin problems [89]. Moreover, compared with other resources like carry-chains and 

LUTs, DSPs in FPGAs are limited. A suggestion is to use DSPs to achieve functions, 

which need more computing power. 
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f) Large-scale parallel routing 

Large-scale parallel routing (LSPR) [92] or delay matrix [93] uses wire delays to 

interpolate the time interval. Figure 2.16a presents the ideal propagation path through 

wires. Ideally, the signal propagates through the wires at a fixed speed, and the delays 

between node A and 𝐵𝐵𝑐𝑐 meet Eq. (2.13): 

 

𝐷𝐷𝐴𝐴−𝐿𝐿2 − 𝐷𝐷𝐴𝐴−𝐿𝐿1 = 𝐷𝐷𝐴𝐴−𝐿𝐿3 − 𝐷𝐷𝐴𝐴−𝐿𝐿2 = 𝐷𝐷𝐴𝐴−𝐿𝐿𝑖𝑖+1 − 𝐷𝐷𝐴𝐴−𝐿𝐿𝑖𝑖. (2.13) 

 

In FPGAs, multilength wires are provided to balance area, flexibility, and delays. Zhang 

et al. examined 20nm, 28nm, and 40nm FPGAs and reported four types of wires with 

different lengths [92], see Fig. 2.16b. Signals propagate through wires, and registers 

capture the status. The implemented TDCs can achieve 5.5 ps resolution in Virtex-6 

FPGAs, 1.29 ps resolution in Kintex-7 FPGAs, and 3.95 ps in UltraScale FPGAs [92]. 

Although this method only consumes a few logic resources, it occupies many CLBs 

and is unsuitable for multichannel applications [92], [93]. 

 

 
Figure 2.16 a) Ideal propagation path through wires. b) multiple-length lines in FPGAs 

[92]. 

 

g) Gray code oscillator TDCs 

Loops in pure-combinational logic are not allowed because feedback delays for 

multiple bits vary from path to path, resulting in encoding errors and making the system 
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unstable. As sequential logics, registers are necessary to slow down and stabilise the 

system. An exception is a gray counter. Figure 2.17a shows an example of the gray code 

transition. The possibility of the encoding error is reduced because only one bit is 

changed in each state. Therefore, gray code counters (see Fig. 2.17b) are widely applied 

in digital systems. 

 

 
Figure 2.17 a) An example of the gray code transition. The structures of b) the gray 

code counter and c) gray code oscillator TDC. 

 

In 2019, Wu and Xu proposed a new TDC structure called gray code oscillator (GCO) 

TDC [94]. The method contains two parts: GCO (highlighted in the red line) and DFF. 

LUTs construct GCO. Without the restrictions caused by DFFs, the oscillating speed is 

only limited by the total delay caused by wires and LUTs. The DFFs are used to store 

the status of GCO. Then, the time interval is measured. 

 

The GCO TDC saves logic resources significantly. It can encode 2𝑐𝑐  stages using n 

LUTs. However, FPGAs, e.g., UltraScale+, only provide 5-input LUTs and 6-input 

LUTs [73], limiting the performance of GCO TDCs. Moreover, uneven wire 

connections will affect TDCs' linearity. A careful manual adjustment is suggested to 

improve the linearity [95]. 
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2.4.3. De-bubble method  

Bubbles are the unexpected transitions of the logic status, such as logic "1" surrounded 

with logic "0". To assess the severity of bubble problems, “bubble depth”, the maximum 

number of successive unexpected logic statuses, is defined. As bubbles will result in 

encoding and conversion errors, the bubbles should be removed before processing the 

raw data from the TDC. This section will study some previously reported methods that 

can remove bubbles. 

 

a) Basic de-bubble circuits 

Figures 2.18a and 2.18b present the circuits using AND gates and XOR gates to remove 

bubbles, respectively. However, this encoding wall can only remove 1-bit depth bubbles 

from thermometer codes. 

 

AND gates and inverters can be used to build a bubble-proof circuit [96]–[98]. Figure 

2.18c shows an example of this circuit. This presented circuit can locate the actual 

signal propagation by detecting the patterns "110" and "100" and then correctly convert 

the thermometer codes with bubbles to one-hot codes. Moreover, this circuit can be 

extended with more gates to remove multi-bit bubbles. 

 

 
Figure 2.18 Bubble removal circuits: a) AND gate based, b) XOR gate based. c) an 

AND + inverter-based bubble-proof circuit. 
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Unfortunately, these methods will lead to zero-width bin problems and degrade the 

resolution. For example, in Fig. 2.18a, the 4-th bit of the raw data is the bubble, and the 

bubble will always exist due to the clock network. However, there will be a zero-width 

bin in the final timing histogram because the circuit simply ignores the bubble in Fig. 

2.18a. 

 

b) Bin realignment 

The bin realignment method was proposed in [99]. The raw data output from a TDL is 

sent to a computer. A MATLAB program is used for figuring out the position of the 

bubbles. LUTs, where the correct data is stored, are used to readdress the raw data from 

the TDL. Therefore, the bubbles and zero-width bins are removed. However, because a 

PC is involved, the pre-processing is time-consuming. 

 

c) Ones-counter method 

The ones-counter method’s main concept is countering the total number of valid logic 

statuses in thermometer codes [74], for example, logic “1”. This method was firstly 

proposed in flash ADCs in 2014 [100]. Then, Wang et al. introduced this method to 

FPGA-TDCs [74]. Unlike the methods shown in Figs 2.18a and 2.18b that can only 

remove 1-bit depth bubbles, the ones-counter method can remove multi-bit depth 

bubbles. Compared with the bubble-proof circuit in Fig. 2.18c, the ones-counter method 

can remove bubbles without losing resolution. However, in FPGAs, the input ports of 

a LUT are limited (5 or 6 ports). Therefore, the ones-counter method needs a multi-

stage pipelined structure to encode the raw data from the TDL, requiring extra logic 

resources and processing time. 

 

d) Sub-TDL structure 

Bubble errors happen due to the mismatches caused by clock skews. In high-end 

FPGAs, bubble problems become severe because the fast signal propagation makes the 

whole system more vulnerable to clock skews.  

 

The sub-TDL structure [66] (or called decomposition method in [65]) is an intelligent 

solution that can remove bubbles without extra logic resources. The term “bubble area” 
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is a particular digital sequence that contains bubbles, and the term “bubble depth” is the 

number of bubbles in the “bubble area” [65]. The sub-TDL structure aims to remove 

bubbles by mapping raw TDL into different sequences; the number of sub-sequences 

should be larger than the maximum bubble depth.  

 

Figure 2.19 is an example of the sub-TDL structure. The observed bubble number is 

three. Hence, it is assumed that the maximum bubble depth is three. Then, the TDL, 

whose resolution is 𝜏𝜏 , is constructed by CY4 and divided into four groups by wire 

connections. The four sub-TDL (the resolution is 4𝜏𝜏 ) are bubble-free without extra 

logic resources. Summing the sub-codes, the resolution of the sub-TDL structure will 

be reverted to 𝜏𝜏, similar to the multichain averaging structure. 

 

 
Figure 2.19 The sub-TDL structure for CY4. 

 

2.4.4. Calibration methods 

Conversions between the digital output and analogue input result in errors, as shown in 

Fig. 2.20a. Due to device imperfection, the nonlinearity will add more errors to the 

whole system. Hence, calibration is essential in TDC designs. 
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Figure 2.20 a) Conversion between the analogue input and digital output. b) 

Quantization errors caused by the conversion. 

 

Factors, such as temperature, device offset, quantization error (Q), and nonlinearities 

will introduce measurement errors into TDC systems. To cancel these errors, calibration 

is performed case by case. 

 

In most industrial applications, the working temperature ranges from -20 ℃  to 60 ℃. 

Because of the particles’ thermal motion, signal propagation speeds change when the 

temperature rises. Therefore, the TDC’s averaged bin size is not fixed but predictable  

[79]. LUTs that store temperature coefficients can correct the changes. 

 

Due to inner delays, for example, delays caused by IO ports, there will be a fixed 

difference between the measured time interval and the ground truth. This offset could 

be cancelled in the final stage of data processing. 

 

Quantization errors (Q) occur during the signal conversions, see Fig. 2.20b. Bin-by-bin 

calibration [101] is the most efficient way to reduce Q. In this method, bins are 

calibrated to their centre. For a bin with lower and upper boundaries, 𝑡𝑡1  and 𝑡𝑡2 , the 

quantisation error (Q) can be represented by Eq. (2.14): 
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 𝑄𝑄2 =
1

𝑡𝑡2 − 𝑡𝑡1
� (𝑡𝑡 − 𝑡𝑡𝑐𝑐𝑜𝑜𝑠𝑠)2
𝑠𝑠2

𝑠𝑠1
𝑑𝑑𝑡𝑡  

 =
1

𝑡𝑡2 − 𝑡𝑡1
⋅

1
3
⋅ (𝑡𝑡 − 𝑡𝑡𝑐𝑐𝑜𝑜𝑠𝑠)3|𝑠𝑠1

𝑠𝑠2  

 =
1

3(𝑡𝑡2 − 𝑡𝑡1) ⋅
{(𝑡𝑡2 − 𝑡𝑡𝑐𝑐𝑜𝑜𝑠𝑠)3 − (𝑡𝑡1 − 𝑡𝑡𝑐𝑐𝑜𝑜𝑠𝑠)3}  

 = 1
3(𝑠𝑠2−𝑠𝑠1) ⋅ (t2 − t1){3𝑡𝑡𝑐𝑐𝑜𝑜𝑠𝑠2 − 3(𝑡𝑡1 + 𝑡𝑡2) + (𝑡𝑡2 − 𝑡𝑡1)2}, (2.14) 

 

where 𝑡𝑡 is the input time interval and 𝑡𝑡𝑐𝑐𝑜𝑜𝑠𝑠 is the converted output. According to Eq. 

(2.14), when 𝑡𝑡𝑐𝑐𝑜𝑜𝑠𝑠 = 1
2

(𝑡𝑡2 + 𝑡𝑡1), 𝑄𝑄 is its minimum, and the value is (𝑠𝑠2−𝑠𝑠1)2

12
. To achieve 

the real-time onboard calibration, in [102]–[104], LUTs are used to remap bins to their 

centre. 

 

In some scientific applications, nonlinearities are ignored. In a TCSPC histogram (see 

Fig. 2.21), the central bin of the distribution can be treated as the measured time interval 

in statistics, and the measurement error can be reduced further with bin-by-bin 

calibration. However, industrial applications use the peak bin as the measured time 

interval, because of the limited computing power. In this scenario, errors introduced by 

nonlinearities become pronounced. Bin N in Fig. 2.21 is a good example. Because of 

the large DNL (a higher detection probability), the event number recorded in Bin N is 

the largest among other bins. As a result, the measurement is inaccurate. Moreover, the 

histogram distortion degrades TDCs’ precision (the concentration of the histogram), 

due to the large DNL. Meanwhile, as the accumulation of deviations, the INL affects 

the TDC’s accuracy directly. Therefore, nonlinearity calibration is also essential in TDC 

designs. In the following chapters, the calibration methods will be explained in detail. 

 

 
Figure 2.21 Errors caused by nonlinearities. 
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2.5. Summary 

In this chapter, the different platforms (ASIC and FPGA) have been analysed in terms 

of TDC implementation. The advantages and disadvantages are summarised in Table 2-

2. Due to the affordability and short development cycle, FPGA-TDCs have become 

more attractive in fast prototyping and scientific instruments. 

 

Table 2-2 TDCs in ASICs and FPGAs 

Platforms Pros. Cons. 

ASIC • High resolution 

• High linearity 

• High reliability 

• Low power consumption 

• Long development cycle 

• High one-off cost 

FPGA • Comparable resolution 

• Affordable 

• Short development cycle 

• Worse linearity 

• High power consumption 

 

The resolution, precision, and linearity are the most critical parameters for TDCs. TDL 

and VDL structures are the basic FPGA-TDC structures. Architectures like the 

multichain TDC [63], [78]–[81], multiphase TDC [82], and RO Vernier TDC [69] are 

proposed to improve performances further. Researchers use DSPs [90], LUTs [94], and 

routing resources [92] to construct a delay line and then build a TDC to make the most 

of FPGAs. 

 

Challenges exist in FPGA-TDC designs. TDLs should be constrained within a clock 

region to avoid ultra-wide bin problems. Many circuits and structures (e.g., bin 

realignment and sub-TDL) are proposed to remove bubbles. Besides, the bin-by-bin 

calibration can reduce the quantisation error efficiently. 
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Chapter 3. High resolution wave 

union TDC in 20 nm FPGA 

3.1. Motivation 

To meet the demands for high-precision bioimaging or biosensing techniques, such as 

PET-based computed tomography (CT), Raman spectroscopy, and NIR-based oximeter 

[14], [21], [105], [106], a high-resolution TDC is desired. For early cancer diagnosis, 

tumours (typically < 5 mm in size) are detectable if a detector can achieve a resolution 

in picoseconds [107], [108]. To build TDCs with an excellent resolution, researchers 

have proposed many methods. The multichain TDC proposed by Qin et al. reached 1.15 

ps [79]. Sui et al. built a 1.56-ps resolution TDC [83]. A recently proposed VDL-TDC 

performs a 2.50 ps resolution [109]. Although these methods efficiently improve TDCs' 

resolutions, the logic resource consumption increases significantly. In 2009, Wu and 

Shi proposed the wave union (WU) method [110]. This method can improve TDCs' 

resolution and ease the ultra-wide bin problems with extra but acceptable resource costs. 

 

In an actual delay line, bins or delay elements are uneven, due to many factors, such as 

manufacturing imperfections, clock skews, and PVT variations. Some bins have small 

delays (high resolution), but some other bins have large delays (low resolution, 

highlighted in red in Fig. 3.1). Therefore, ultra-wide bins occur. An ultra-wide bin is a 

bin whose bin width is several times bigger than averaged bin width [71]. In this study, 

ultra-wide bins are the bins whose DNL > 2 LSB.  

 

 
Figure 3.1 WU method’s operating principle [111]. 
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Ultra-wide bins problems have been explained in Chapter 2 and are troublesome in 

TDC designs, increasing TDCs’ nonlinearity. The WU method is an efficient way to 

eliminate ultra-wide bin problems. Figure 3.1 shows the operating principle of the WU 

method. A union of signal wavelets, containing multiple rising (0-1 transition) and 

falling (1-0 transition) edges, is generated from a signal launcher and then is fed into a 

delay line. During the signal propagation, some edges may fall into large bins. However, 

other edges will be captured by small bins. Large bins are sub-divided into small bins 

with multiple edges, and therefore, the linearity is maintained. 

 

Wu and Shi summarized that the WU launcher has two different versions, with a finite 

step response (FSR) launcher (WU-A) or an infinite step response (ISR) launcher (WU-

B) [110]. The WU-A launcher generates a pulse train with a limited number of rising 

and falling edges. However, similar to a ring oscillator, the WU-B launcher releases an 

infinite pulse train when activated. Figures 3.2a and 3.2b are examples of the WU-A 

and WU-B launchers, respectively.  

 

In Fig. 3.2a, the launcher is built with a LUT and a delay buffer (a series of CY8). The 

WU signal with two edges is propagating through a single TDL. Then the edges are 

captured by DFFs individually, performing like multiple sampling. As a result, a new 

virtual TDL with a smaller averaged bin width (better resolution) has been constructed 

(see Fig. 3.2c). In the meantime, the equivalent small bins have eased ultra-wide bin 

problems. Therefore, the TDC's linearity is improved. 
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Figure 3.2 Examples of a) a LUT-based WU-A launcher and its truth table and b) a 

NAND-based WU-B launcher. The concepts of c) the WU-A method and d) the WU-B 

method. 
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The structure of the WU-B launcher is like a ring oscillator, activated by the hit signal, 

see Fig. 3.2b. Data processing in the WU-B method is more complex than that in the 

WU-A method [110]. The time of n-th oscillation edge t can be expressed as: 

 

𝑡𝑡 = 𝑡𝑡0 + 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐 × 𝑛𝑛, (3.1) 

 

where 𝑡𝑡𝑐𝑐  is the arrival time of the hit signal and 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐  is the period of the launcher's 

oscillation. Meanwhile, the oscillation edge will be captured m-times in m system clock 

cycles whose period is 𝑡𝑡𝑐𝑐𝑖𝑖𝑝𝑝. Therefore, t can be calculated as: 

 

𝑡𝑡 = 𝑇𝑇𝑚𝑚(𝑚𝑚) + 𝑡𝑡𝑐𝑐𝑖𝑖𝑝𝑝 × 𝑚𝑚, (3.2) 

 

where 𝑇𝑇𝑚𝑚(𝑚𝑚) is the measured value from the TDC. According to Eqs (3.1) and (3.2), 

the arrival time of the hit signal is: 

 

𝑡𝑡0(𝑚𝑚) = 𝑇𝑇𝑚𝑚(𝑚𝑚) + 𝑡𝑡𝑐𝑐𝑖𝑖𝑝𝑝 × 𝑚𝑚− 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐 × 𝑛𝑛(𝑚𝑚), (3.3) 

 

where 𝑛𝑛(𝑚𝑚) is the number of the oscillating edges encoded at the m-th clock cycle, and 

𝑛𝑛(0) = 0. The oscillation period 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐 is close to the system clock period 𝑡𝑡𝑐𝑐𝑖𝑖𝑝𝑝, ensuring 

that the oscillation edge will be captured once in each sampling cycle and that not all 

measured events fall into an ultra-wide bin. The timing diagram is shown in Fig. 3.2d. 

After m clock cycles, the TDC performs m equivalent measurements, improving the 

resolution. 

 

The WU-A and WU-B methods can achieve excellent resolution and ease ultra-wide 

bin problems. However, in the WU-B method, the launcher should be designed 

carefully by selecting the oscillation period and ensuring the stability of the ring 

oscillator. Generally, the WU-B method is more suitable for ASIC-TDCs, and the WU-

A method is popular in FPGA. Hence, the following sections will focus on 

implementing WU-A TDCs in FPGAs. 

 

The WU method has been studied in many reports [112]–[114]. A small interval 

between the target edges ensures the samplings are correlated and provides better 
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efficiency. However, Szplet et al. found that the propagation speeds of rising and falling 

edges differ on Spartan-6 FPGAs [115]. The speed differences vary with CMOS 

processes [116] and become pronounced in high-resolution TDCs in more advanced 

CMOS technologies. Consequently, the traditional de-bubble method, removing 

bubbles by recognizing their positions, becomes inefficient. Therefore, a recently 

published study claimed that the WU method is unstable for UltraScale FPGAs [117] 

because of the severe bubble errors. Since then, no efficient WU TDC has been reported 

in UltraScale FPGAs. 

 

However, in 2018, the sub-TDL structure [66] was proposed to remove bubbles and 

zero-width bins without extra logic resources. As the sub-TDL structure can remove 

bubbles entirely, an efficient WU TDL with a resolution near 1.0 ps is presented in this 

chapter. 

 

3.2. Architecture and method 

Figure 3.3a shows the general structure of the sub-TDL-based TDC system 

implemented in UltraScale FPGAs. It contains four parts: a TDL, an encoder, a 

calibration module, and a histogram module. An extra coarse counter is required if an 

extended measurement range is wanted. The TDL is tuned to improve the linearity [62] 

and re-wired based on the sub-TDL structure to remove bubbles [66]. The encoder 

performs thermometer-to-one-hot (TH2OH) and one-hot-to-binary (OH2BIN) 

operations. The calibration module can further enhance the linearity, and the histogram 

records the sampled time events and performs the TCSPC function. 

 

Integrated with the WU-A method, the TDC will sample rising and falling edges, and 

the edges are processed individually. Therefore, extra modules for falling edges, such 

as sub-TDL structures and encoders, are required (highlighted in yellow in Fig. 3.3b), 

consuming more logic resources. 

 

The following sections will present the structures and methods used to build a WU TDC 

with a resolution towards 1.0 ps in detail. 
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Figure 3.3 The block diagram of the proposed TDC system a) with the WU method and 

b) without the WU method. 
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Figure 3.4 Slices in a) 7-series FPGAs and b) UltraScale FPGAs. 

 

3.2.1. CARRY8s and dual-sampling structures 

Due to layout and placement strategies, the slices in UltraScale FPGAs differ from that 

in 7-series FPGAs. The carry logic in 7-series FPGAs is CY4, whereas that in 

UltraScale FPGAs is CY8. In 7-series FPGAs, C and S-outputs of a CY4 are selected 

by a MUX and then stored by DFFs (see Fig. 3.4a). However, in UltraScale FPGAs, 
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each pair of C and S is accompanied by two DFFs, equivalent to adding more sampling 

taps physically. Wang and Liu used this future to build a dual-sampling (DS) TDC in 

UltraScale FPGAs with a 2.25 ps resolution [117]. However, the linearity degrades, and 

bubble errors exacerbate when the resolution is enhanced.  

 

 
Figure 3.5 a) DNL and INL curves for the 790-bin DS TDC. b) DNL and INL curves 

for the 390-bin DS TDC. 

 

A DS TDC with sub-TDLs was implemented and tested, achieving 2.53 ps resolution. 

The linearity performance was measured by code density tests (see Fig. 3.5a). In code 

density tests, the TDC captures and records more than 1,000,000 events with random 

time intervals (TI) and then forms a histogram of time stamps. The histogram can reflect 

the TDC’s linearity because the fed TIs are distributed evenly over MR. Statistically 

speaking, other minor errors (signal jitters) can be ignored with millions of samples. 

For a perfect conversion, the DNL and INL curves should be a straight line, because 

each bin’s DNL and INL are always 0. Large clock skews result in a distinct step in the 

INL curve (~Bin 450) due to the clock distribution tree's bifurcation [82]. Calibration 

methods, like bin-by-bin calibration, can suppress the nonlinearity caused by device 

imperfections but cannot remove the deviation caused by the clock network. An 



 

Page 62 of 148 
 

efficient solution to alleviate clock skews is the multi-phase structure by truncating the 

length of each TDL [82]. The DNL and INL curves for a shorter TDL (around 390 bins) 

with the DS structure are shown in Fig. 3.5b, where the INL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 (peak-to-peak INL) 

has been improved to 9.80 LSB. 

 

3.2.2. Bubble errors introduced by the wave union method 

As shown in Fig. 3.2c, with rising and falling edges, a WU TDC performs like a TDC 

with two delay lines (rising and falling). The resolution of the WU TDC is: 

 

𝐿𝐿𝐿𝐿𝐵𝐵𝑤𝑤𝑜𝑜 = 𝑀𝑀𝑅𝑅
𝑁𝑁𝑤𝑤𝑤𝑤

= 𝑀𝑀𝑅𝑅
𝑁𝑁𝑠𝑠𝑖𝑖𝑠𝑠𝑖𝑖𝑟𝑟𝑟𝑟+𝑁𝑁𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓𝑖𝑖𝑟𝑟𝑟𝑟

= 𝐿𝐿𝐿𝐿𝐿𝐿𝑠𝑠𝑖𝑖𝑠𝑠𝑖𝑖𝑟𝑟𝑟𝑟×𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓𝑖𝑖𝑟𝑟𝑟𝑟
𝐿𝐿𝐿𝐿𝐿𝐿𝑠𝑠𝑖𝑖𝑠𝑠𝑖𝑖𝑟𝑟𝑟𝑟+𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑠𝑠𝑓𝑓𝑓𝑓𝑖𝑖𝑟𝑟𝑟𝑟

, (3.4) 

 

where MR is the measurement range of the delay line, 𝐷𝐷𝑤𝑤𝑜𝑜, 𝐷𝐷𝑐𝑐𝑖𝑖𝑐𝑐𝑖𝑖𝑐𝑐𝑟𝑟, and 𝐷𝐷𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑟𝑟 are 

the total bin numbers of the WU TDC, the plain TDC with the rising sampling, and the 

plain TDC with the falling sampling, respectively. 

 

Table 3-1 Interpolation Efficiency on Resolution 

 Device Fast edge (ps) Slow edge (ps) WU signal (ps) 

[116]1 
Virtex-5 35.90 37.43 18.23 

Artix-7 15.50 15.97 7.83 

[115] Spartan-6 15.20 16.10 7.82 2 

This Work UltraScale 4.79 5.08 2.46 2 
1 Averaged value in [116]. 2 Calculated values based on Eq. (3.4). 

 

The interpolation efficiency of the WU method has been studied in many projects [99], 

[115], [116]. The propagation speeds of the rising and falling edges in different FPGAs 

were quantified in [115], [116] (summarized in Table 3-1). Similar tests were performed 

in UltraScale FPGAs and the impact was quantified, separately feeding the rising and 

falling edges to a TDL. The test results do show the speed difference between the two 

edges. Figure 3.6a presents the principle of the speed difference; the gap between the 

falling and rising edges changes when the WU signal transmits through the TDL. Figure 

3.6b shows the fitting curves between the bin number and the measured time for the 
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edges; the edges use different numbers of taps to convert a fixed time interval. In these 

tests, the LSB of the slower edge is 5.08 ps, whereas the LSB of the faster edge is 4.79 

ps, included in Table 3-1. According to Eq. (3.4), the ideal LSB of the WU signal, 

containing a pair of 0-1 and 1-0 transitions, should be 2.46 ps. Due to the speed 

difference, it becomes hard to predict the position of bubbles, making traditional bubble 

methods invalid [117]. 

 

 
Figure 3.6 a) An example of the propagation speed difference between the rising and 

falling edges. b) The bin number versus the measured time fitting curves for the rising 

and falling edge signals. 

 

3.2.3. Wave union methods with the sub-TDL structure 

The WU method is invalid in UltraScale FPGAs because of severe bubble errors and 

the speed difference between the rising and the falling edges. However, in 2018, 

researchers found that a physical TDL has a maximum bubble depth. Using this 

phenomenon, the decomposition method [65] and the sub-TDL structure [66] were 

proposed, and it was found that bubbles can be removed by rewiring output taps into 

sub-groups. Using simulation analysis, Kwiatkowski and Szplet examined clock skews 

in Kintex-7 FPGAs and reported that the maximum clock skew is around 19 ps within 

a clock region [118]. The sub-TDL structure can minimize the effect of clock skews 

because the delays are elongated by rewiring and are larger than the maximum clock 

skew. Therefore, bubbles are removed. As a result, the WU method is still efficient in 

UltraScale FPGAs if the sub-TDL structure is applied.  
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Note that the sub-TDL structure has to be modified if more edges are involved, for 

example, a TDC using an 8-edges WU signal in [64]. The encoding process in [64] is 

complicated; however, it is out of the scope of this study. 

 

3.2.4. Encoding and Compensation Strategies 

Fetching the data from the sub-TDL, the encoder converts data into binary code. Figure 

3.7 is the block diagram of the proposed encoder. The thermometer-to-binary (TM2BIN) 

process typically has two steps: TH2OH and OH2BIN. Considering that the two 

functions are implemented using combinational logic, they can be operated 

simultaneously and merged into one module (TM2BIN). The encoder assembles the 

binary codes and then outputs the final result. 

 

 
Figure 3.7 The block diagram of the encoder. 

 

Due to the uneven TDL, the calibration module is essential to suppress the nonlinearity 

(see Fig. 3.8a, the actual TDL). A fast calibration approach, called the bin compensation 

strategy, was used to improve linearity, aiming to compensate the bins with a nominal 

bin width [66]. This method was integrated into the design. In this method, two factors, 

the main bin calibration factor (𝐵𝐵𝐶𝐶𝐹𝐹𝑚𝑚, highlighted in black arrow in Fig. 3.8a) and the 
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compensation bin calibration factor (𝐵𝐵𝐶𝐶𝐹𝐹𝑐𝑐, highlighted in red arrow in Fig. 3.8a), are 

introduced to reassign the TDC's fine codes to the corrected codes.  

 

 
Figure 3.8 Concepts of a) the compensation strategy and b) the binning method. c) 

Hardware implementation of the compensation method. 

 

The address of the corrected bins can be calculated based on code density tests. 𝑇𝑇[𝑊𝑊] 

can be defined as: 

 

𝑇𝑇[𝑊𝑊] = ∑ 𝑊𝑊[𝑛𝑛]𝑝𝑝−1
𝑐𝑐=0 = ∑ {LSB𝑝𝑝−1

𝑐𝑐=0 × (DNL[𝑛𝑛] + 1)}, (3.5) 
 

where 𝑊𝑊[𝑛𝑛] is the width of the n-th bin. 𝐵𝐵𝐶𝐶𝐹𝐹𝑚𝑚 and 𝐵𝐵𝐶𝐶𝐹𝐹𝑐𝑐 are calculated accordingly, 

for example, the uneven Binactual  N-2 collects a larger count proportional to its bin 

width; therefore, it is necessary to assign a proportion of the count to Binideal  N-1 

through 𝐵𝐵𝐶𝐶𝐹𝐹𝑐𝑐 . This compensation strategy works well if the bin boundaries do not 

deviate from the ideal bin boundaries (highlighted in dash lines in Fig. 3.8a). As each 

bin only has at most one 𝐵𝐵𝐶𝐶𝐹𝐹𝑚𝑚 and one 𝐵𝐵𝐶𝐶𝐹𝐹𝑐𝑐, with this compensation method, Binideal 

N+1 receives no count allocation (due to the ultra-wide bin Binideal N+1, as Binideal 

N+1 has already assigned its contribution to Binideal  N+2 and N+3) and therefore 

resulting in a missing code. This method can remap and compensate bins 

simultaneously without changing the resolution. A few missing codes can be ignored 

with a slightly degraded resolution, and the compensation process is simplified as the 

pseudocode below. 
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For k = 1: N 
if (Tactual [k] < Tideal [k]) 
if (Tactual [k+1] < Tideal [k]) 
            BCFm = 𝑊𝑊 − 1 
            BCFc = void 
else if (Tactual [k+1] > Tideal [k]) 
            BCFm = 𝑊𝑊 − 1 
            BCFc =k 
else       
            continue… 

 

This method with two BRAM modules is shown in Fig. 3.8c. The two factors are 

fetched from the calibration BRAM based on the fine codes from the TDL and then are 

fed to the histogram BRAM, which two BRAMs implement in the simple dual-port 

mode. With the on-board compensation method, the post-processing time is reduced 

significantly. However, more troublesome missing code problems degrade the INL and 

the performance, especially for two-stage TDCs [119], [120]. A new compensation 

method is still to be developed. A simple approach will be introduced in the chapter 

later. 

 

Figure 3.9 presents the linearity performances of the original and the compensated WU 

TDCs. For compensated WU TDCs, the DNL is [-0.92, 1.75] LSB, and the INL is [-

1.20, 5.97] LSB. 

 

 
Figure 3.9 DNL and INL performances. a) DNL and b) INL plots of the original WU 

TDC and the compensated WU TDC in the UltraScale FPGA (810 bins).  
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3.2.5. Dual-sampling wave union TDC with Sub-TDL 

As discussed in the sections above, the DS architecture and wave union method can be 

integrated with the sub-TDL structure. A dual-sampling wave union (DSWU) TDC was 

implemented to improve the resolution further. Its block diagram is shown in Fig. 3.10. 

With the DS architecture, there are 16 sampling taps physically, and the wave union 

method with two edges doubles the taps virtually. Therefore, the total number of the 

equivalent sampling taps is 8 × 2 × 2 = 32 . As the typical cell delay of CY8 in 

UltraScale FPGAs is around 5.0 ps, the achievable resolution of the DSWU TDC in 

UltraScale FPGAs should be around 5 ÷ 4 = 1.25 ps. The linearity, however, degrades 

when the resolution is improved. 

 

 
Figure 3.10 The block diagram of the DSWU TDC. 
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3.2.6. Binned dual-sampling wave union TDC 

A binning method was used to improve the DSWU TDC's linearity, inspired by the 

compensation strategy and the bin decimation method in [121]. As shown in Fig. 3.8b, 

a set of merged ideal bins are constructed by merging two consecutive bins into larger 

bins. Then, the compensation strategy can improve the linearity. The central concept is 

to reduce the number of ultra-wide and ultra-small bins, enhancing both the DNL and 

the INL. 

 

3.3. Experimental tests 

3.3.1. Experimental setup 

To evaluate the performance of the proposed TDCs, code density tests and time-interval 

tests have been performed. The whole TDC is running on 500 MHz (which is also the 

system clock frequency). The experimental setup is shown in Fig. 3.11. The test system 

contains a Xilinx KCU105 board [122], a Silicon Lab Si5324 evaluation board [123], 

a Stanford Research Systems (SRS) CG635 clock generator [124], and a WaveRunner 

640Z oscilloscope [125].  

 

As shown in Fig. 3.12, the KCU105 board has a Kintex UltraScale XCKU040 FPGA 

chip with sufficient logic resources to implement TDCs. Also, the board provides two 

pairs of configurable (differential or single-end) Sub-Miniature version A (SMA) ports 

for low jitter signal transmissions and two FPGA Mezzanine Card (FMC) connectors 

for port extensions (LPC: low pin count connector with 160 pins; HPC: high pin count 

connector with 400 pins).  

 

Si5324 is a clock multiplier/ jitter attenuator and can generate any frequency from 2kHz 

to 945 MHz at a low jitter, see Fig. 3.13a. CG635 is a high-performance clock generator, 

shown in Fig. 3.13b. It can generate an extremely stable square wave clock between 1 

µHz and 2.05 GHz and provide a phase shifting function. The oscilloscope 

(WaveRunner 640) examines the signals from feed to the Hit and CLK ports. 
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Figure 3.11 Experimental Setup. 

 

 
Figure 3.12 Xilinx KCU105 evaluation board. 

 

 
Figure 3.13 a) Si5324 evaluation board. b) CG635 clock generator. 
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In code density tests, two independent signal sources were used to ensure time events 

were random enough, and there was no correlation between the hit and clock signals 

[101]. Moreover, as in code density tests, millions of time events are fed to the TDC. 

The coherence happens if the frequency is not selected carefully, making the linearity 

test result invalid [126]. Therefore, the hit signal is set to 99.97 MHz in the tests. The 

hit and clock signals are fed to the board via single-end ports, adding more jitters to the 

system. 

 

In time interval tests, Si 5324-EVB and SRS CG-635 are synchronous to a 10 MHz 

signal (highlighted in red, see Fig. 3.11). With the phase-shifting function provided by 

SRS CG-635, a controllable time interval can be obtained between the hit signal and 

the system clock. For a fixed-time interval, measurements were repeated 50,000 times. 

 

Table 3-2 Comparison of The Linearity Performances Between Four Different TDC 

Designs in UltraScale 20 nm FPGAs (The unit is LSB if not mentioned) 

 DNL 𝜎𝜎𝐷𝐷𝑁𝑁𝐿𝐿 INL 𝜎𝜎𝐼𝐼𝑁𝑁𝐿𝐿 𝑤𝑤𝑖𝑖𝑒𝑒 (ps) σ𝑖𝑖𝑒𝑒 (ps) 

Original 

WU 

(2.47 ps) 

[-0.90, 4.06], 

4.96 
0.82 

[-4.62, 11.58], 

16.20 
3.26 4.85 1.87 

Compensated 

WU 

(2.47 ps) 

[-0.92, 1.75], 

2.67 
0.43 

[-1.20, 5.97], 

7.17 
1.06 2.99 0.86 

DS 

(2.53 ps) 

[-0.93, 4.59], 

5.52 
1.07 

[-5.39, 13.57], 

18.96 
4.01 6.51 1.88 

DSWU 

(1.23 ps) 

[-0.84, 7.93], 

8.77 
0.93 

[-6.36, 24.70], 

31.06 
6.42 2.95 0.85 

Binned-DSWU 

(2.48) 

[-0.93, 1.68], 

2.61 
0.35 

[-1.78, 2.67], 

4.45 
0.80 2.95 0.85 
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3.3.2. Linearity tests 

DNL, INL, and their standard deviations (𝜎𝜎𝐷𝐷𝑁𝑁𝐿𝐿 and 𝜎𝜎𝐼𝐼𝑁𝑁𝐿𝐿) are important parameters for 

evaluating a TDC's linearity. Two equations were derived to assess the equivalent bin 

width and its standard deviation, summarized in [127]: 

 

𝜎𝜎𝑖𝑖𝑒𝑒2 = ∑ (𝑁𝑁
𝑖𝑖=1

𝑊𝑊[𝑖𝑖]2

12
× 𝑊𝑊[𝑖𝑖]

𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓
) where 𝑊𝑊𝑠𝑠𝑐𝑐𝑠𝑠𝑖𝑖𝑖𝑖 = ∑ 𝑊𝑊[𝑖𝑖]𝑁𝑁

𝑖𝑖=1 , (3.6) 

𝑤𝑤𝑖𝑖𝑒𝑒 = 𝜎𝜎𝑖𝑖𝑒𝑒√12 = �∑ � 𝑊𝑊[𝑖𝑖]3

𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓
�𝑁𝑁

𝑖𝑖=1 , (3.7) 

 

where N is number of bins, 𝑤𝑤𝑖𝑖𝑒𝑒  is the equivalent bin width and 𝜎𝜎𝑖𝑖𝑒𝑒  is the standard 

deviation of the equivalent bin width (named differently by other groups, for example, 

the quantization error 𝜎𝜎𝑄𝑄 [128]). 

 

The linearity performances of the proposed TDCs are listed in Table 3-2. With the 

compensation strategy, the linearity of the WU TDC is much better. The DNL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 

(peak-to-peak DNL) is enhanced from 4.96 to 2.67 LSB, whereas INL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝  is also 

improved significantly after the compensation. Compared with the original WU TDC 

and the DS TDC, the WU method is still advantageous in easing ultra-wide bin 

problems. The DNL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 of the original WU TDC is 4.96 LSB, but that of the DS TDC 

is 5.52 LSB. The compensation strategy is less suitable for the DS TDC due to more 

ultra-wide bins.  

 

Figure 3.14 shows DNL and INL curves for the DSWU TDC. The resolution of the 

DSWU TDC is 1.23 ps. The DNL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 is 8.77 LSB and the INL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 is 31.06 LSB. 

The DNL and INL curves for the binned-DSWU TDC are shown in Fig. 3.15. The DNL 

is [-0.93, 1.68] LSB and the INL is [-1.78, 2.67] LSB. Compared with the compensated 

WU TDC, the binning method is still advantageous, even though they have a similar 

resolution. The INL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 for the binned-DSWU TDC (4.45 LSB) is much smaller than 

the compensated WU TDC (7.17 LSB). The binning method can also improve linearity 

with less distortion. Figure 3.16 shows the bin width distributions of the compensated 

WU and the binned-DSWU TDCs. The binned-DSWU TDC has a more concentrated 

bin-width distribution. Table 3-3 shows that 𝜎𝜎𝐷𝐷𝑁𝑁𝐿𝐿 of the compensated WU (0.43 LSB) 
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and the binned-DSWU (0.35 LSB) TDCs also show that the binned-DSWU TDC can 

deliver more robust results.  

 

 
Figure 3.14 DNL and INL curves for the DSWU TDC (1626 bins). 

 

 
Figure 3.15 DNL and INL curves for the binned-DSWU TDC (807 bins). 

 

 
Figure 3.16 Bin width distributions for the compensated WU TDC and the binned-

DSWU TDC. 
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3.3.3. Time-interval tests 

Precision (also called RMS resolution) shows the quality of measurements and can be 

affected by clock jitters, jitters of input signals, electronic noise, and PVT variations 

[129]. Time-interval tests are for precision estimation. A large number of time events 

with a fixed time interval are fed into the TDC, and the standard deviation of the 

distribution of these events reflects the precision.  

 

The test results and the RMS resolutions for the proposed TDCs are shown in Figs 3.17 

and 3.18. The averaged RMS resolutions for the DS, and the WU TDCs are 3.80 ps and 

3.64 ps, respectively, whereas the averaged RMS resolutions for the DSWU, and the 

binned-DSWU TDCs are 3.67 ps and 3.63 ps. 

 

 
Figure 3.17 TIT results and RMS resolutions for a) the DS TDC system and b) the WU 

TDC system. 
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Figure 3.18 TIT results and RMS resolutions for a) the DSWU TDC system and b) the 

binned-DSWU TDC system. 

 

3.4. Theoretical analysis 

Szplet et al. estimated measurement uncertainties by analyzing error sources of two-

stage multi-phase TDCs [130]. Their analysis approach can be extended for the single-

stage TDCs, and the RMS resolution can be derived as: 

 

 𝜎𝜎𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑖𝑖𝑚𝑚2 = 𝜎𝜎𝑖𝑖𝑐𝑐2 + 𝜎𝜎𝑐𝑐𝑖𝑖𝑟𝑟2 + 𝜎𝜎𝑖𝑖𝑒𝑒2 + 𝜎𝜎𝑐𝑐𝑖𝑖𝑝𝑝2 , (3.8) 

 

where 𝜎𝜎𝑖𝑖𝑐𝑐2   is the jitter introduced by the input signal. 𝜎𝜎𝑐𝑐𝑖𝑖𝑟𝑟  is the jitter when a signal 

propagates along a delay line: 

 

 𝜎𝜎𝑐𝑐𝑖𝑖𝑟𝑟2 = 𝜎𝜎𝑤𝑤𝑜𝑜2 + 𝜎𝜎𝐷𝐷𝐿𝐿2 , (3.9) 

 

where 𝜎𝜎𝑤𝑤𝑜𝑜 is the jitter caused by the wave-union launcher, and several delay elements 

in the tapped delay line (𝜎𝜎𝐷𝐷𝐿𝐿) are involved. The wave union launcher contains a LUT 

and a CY8 (each CY8 contains eight delay elements (𝜎𝜎𝐶𝐶𝐶𝐶)), and therefore, 𝜎𝜎𝑤𝑤𝑜𝑜 can be 

expressed: 

 

 𝜎𝜎𝑤𝑤𝑜𝑜2 = 8𝜎𝜎𝐶𝐶𝐶𝐶2 + 𝜎𝜎𝐿𝐿𝐿𝐿𝑇𝑇2 , (3.10) 
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It is difficult to predict how many delay elements of the TDL are involved in 

measurements. However, according to [130], a TDL with k delay elements can have 

𝜎𝜎𝐷𝐷𝐿𝐿 as: 

 

E[𝜎𝜎DL
2 ] = �𝜎𝜎DL𝑖𝑖

2 ∙ 𝑝𝑝(𝜎𝜎DLi
2 )

𝑝𝑝

𝑖𝑖=1

= �𝑖𝑖 ∙
𝑝𝑝

𝑖𝑖=1

𝜎𝜎CY
2 ∙ 𝑝𝑝(𝜎𝜎CY

2 )  

= �𝑖𝑖
𝑝𝑝

𝑖𝑖=1

∙ 𝜎𝜎CY
2 /𝑊𝑊 = (𝜎𝜎CY

2 /𝑊𝑊)�𝑖𝑖
𝑝𝑝

𝑖𝑖=1

  

=
𝑊𝑊 + 1

2
𝜎𝜎CY
2 ≈

𝑊𝑊
2
𝜎𝜎CY
2 ,                   (3.11) 

 

where 𝜎𝜎𝐷𝐷𝐿𝐿𝑖𝑖 is the jitter caused by the i-th delay element and the i-th delay element has 

the probability 𝑝𝑝(𝜎𝜎DL𝑖𝑖
2 )  of hitting during a signal measurement. Because the delay 

element is CY8, 𝜎𝜎𝐷𝐷𝐿𝐿𝑖𝑖
2 = 𝑖𝑖𝜎𝜎𝐶𝐶𝐶𝐶2  and 𝑝𝑝(𝜎𝜎DL𝑖𝑖

2 ) = 𝑝𝑝(𝜎𝜎CY
2 ). From Eqs (3.8) - (3.11), the RMS 

resolution becomes: 

 

𝜎𝜎𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑖𝑖𝑚𝑚2 = 𝜎𝜎𝑖𝑖𝑐𝑐2 + 𝜎𝜎𝑐𝑐𝑖𝑖𝑝𝑝2 + 𝜎𝜎𝑖𝑖𝑒𝑒2 + 𝜎𝜎𝐿𝐿𝐿𝐿𝑇𝑇2 + �𝑝𝑝
2

+ 8� 𝜎𝜎CY
2 , (3.12) 

 

To obtain an estimated value of 𝜎𝜎𝐿𝐿𝐿𝐿𝑇𝑇 and 𝜎𝜎𝐶𝐶𝐶𝐶, a RO was constructed, as shown in Fig. 

3.19. There are m delay elements in the RO, and the jitter of the RO is: 

 

 𝜎𝜎𝑅𝑅𝑅𝑅2 = 𝜎𝜎𝐿𝐿𝐿𝐿𝑇𝑇2 + 𝑚𝑚𝜎𝜎𝐶𝐶𝐶𝐶2 . (3.13) 

 

From Fig. 3.20, 𝜎𝜎𝐶𝐶𝐶𝐶 = 0.16  ps and 𝜎𝜎𝐿𝐿𝐿𝐿𝑇𝑇 = 1.45  ps. The values of σ𝐶𝐶𝐶𝐶  and σ𝐿𝐿𝐿𝐿𝑇𝑇  are 

slightly larger than those in 45 nm Spartan-6 FPGAs, but the difference is minimal (see 

Table 3-3, [130]). Experimental setups, including evaluation boards and instruments, 

can affect the test results. Moreover, more advanced CMOS manufacturing 

technologies might also contribute to higher uncertainties with much smaller (width 

and length of gates) transistors, resulting in more thermal noise [75]. Therefore, it is 

reasonable that the presented results are slightly different from those in [130]. The four 

proposed TDCs have similar structures, and there is no WU launcher in the DS TDC, 
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so 𝜎𝜎𝑐𝑐𝑖𝑖𝑟𝑟 =  2.74  ps (for WU, DSWU, and binned-DSWU TDCs) and 𝜎𝜎𝑐𝑐𝑖𝑖𝑟𝑟 =  2.33  ps 

(for DS TDC). 

 

 
Figure 3.19 Test setup for investigating jitters of LUT and the delay element. 

 

 
Figure 3.20 Test results for investigating jitters of LUT and the delay element. 
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Table 3-3 Evaluation of Measurement Uncertainties 

 

Spartan-6 

(45 nm) 

UltraScale (20 nm) 

[130]-2019 [66]-2019 Compensated 

WU 
DS DSWU 

Binned- 

DSWU 

LSB (ps) - 5.02 2.47 2.53 1.23 2.48 

Error Source Analysis 

𝜎𝜎𝑐𝑐𝑖𝑖𝑝𝑝 (ps) 1.93 - 1.49 

𝜎𝜎𝑖𝑖𝑐𝑐 (ps) 2.64 - 1.53 

𝜎𝜎𝐶𝐶𝐶𝐶 (ps) 0.153 - 0.16 

𝜎𝜎𝐿𝐿𝐿𝐿𝑇𝑇 (ps) 1.33 - 1.45 

𝝈𝝈𝒔𝒔𝒔𝒔𝒔𝒔 (ps) - - 2.74 2.33 2.74 2.74 

σ𝑖𝑖𝑒𝑒 (ps) - 1.45 0.86 1.88 0.85 0.85 

𝝈𝝈𝑻𝑻𝑻𝑻𝑻𝑻 (ps) - - 2.88 2.99 2.87 2.87 

𝝈𝝈𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 (ps) 10.19 - 3.58 3.68 3.58 3.58 

Time Interval Test 

𝝈𝝈𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 (ps) - 7.8 3.64 3.80 3.67 3.63 

 

Measured by the oscilloscope, the jitter caused by the clock signal (𝜎𝜎𝑐𝑐𝑖𝑖𝑝𝑝, generated by 

SRS CG-635) is 1.49 ps and the jitter introduced by the hit signal (σ𝑖𝑖𝑐𝑐, generated by Si 

5324-EVB) is 1.53 ps. 𝜎𝜎𝑇𝑇𝐷𝐷𝐶𝐶 was introduced to evaluate the RMS resolution of the TDC, 

and it can be expressed as Eq. (3.14). Hence, σ𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑖𝑖𝑚𝑚 can be modified as Eq. (3.15). 

The measurement uncertainties of the proposed TDCs are listed in Table 3-3 (two 

previously published works in 45 nm and 20 nm FPGAs are also listed). The analysis 

provides more detailed contributions from error sources. Additional jitters caused by 

input circuits are significant for some complicated structures [130]. However, the 

impact is negligible for the single-stage TDCs. The results (σ𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑖𝑖𝑚𝑚) obtained from the 

error source analysis agree with those obtained from TIT tests. 

 

 𝜎𝜎𝑇𝑇𝐷𝐷𝐶𝐶2 = 𝜎𝜎𝑐𝑐𝑖𝑖𝑟𝑟2 + 𝜎𝜎𝑖𝑖𝑒𝑒2 , (3.14) 

 σ𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑖𝑖𝑚𝑚2 = σ𝑇𝑇𝐷𝐷𝐶𝐶2 + σ𝑖𝑖𝑐𝑐2 + σ𝑐𝑐𝑖𝑖𝑝𝑝2 . (3.15) 
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Table 3-4 Consumption of Logic Resources 

  
w/o WU 

[66] 
WU DS 

DSWU/ 

Binned-DSWU 

Modules Total Used Used Used Used 

CY8 30300 80 (0.26%) 85 (0.28%) 76 (0.25%) 88 (0.29%) 

LUT 242400 703 (0.29%) 1349 (0.56%) 1272 (0.52%) 2460 (1.01%) 

FF 484800 1195 (0.24%) 1840 (0.38%) 2190 (0.45%) 3463 (0.71%) 

BRAM 600 1.5 (0.25%) 4.5 (0.75%) 3.5 (0.58%) 7.5 (1.25%) 

CLB* 30300 - 251 (0.83%) 211 (0.79%) 405 (1.37%) 

Power (W) - - 0.92 0.88 1.03 

* Configurable logic block, including several LUTs, FFs and a CY8 [73].  

 

3.5. Logic resource consumption 

The power consumption and the logic resources required for the proposed TDCs were 

calculated using the electronic design automation (EDA) tool (Vivado Design Suite) 

and summarized in Table 3-4. Extra logic resources were used when using the WU 

method and the DS structure (more BRAMs are needed to perform histogram functions). 

However, the usages of logic resources for the proposed TDCs are still low, showing 

great potential for multiple-channel applications.  

 

The implementation layouts of the DSWU TDC are shown in Fig. 3.21. The TDL is 

confined within a central clock region (Slices X49Y120~X49Y179) to avoid large 

clock skews. The WU launcher is in Slice X49Y119. These constraints are also 

applicable to the WU TDC and the binned-DSWU TDC. The constraints for the WU 

launcher are not required in the DS-only TDC. 

 

Figure 3.21 shows that the layouts do not consume many hardware resources, so the 

proposed TDCs are suitable for multi-channel applications. If a more extended 

measurement range is required, coarse counters can be easily included for the proposed 

TDCs. 
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Figure 3.21 layouts of the DSWU TDC. a) Overview. b) Clock regions (X2Y1 ~ X2Y3). 

 

3.6. Summary 

In this chapter, the first efficient WU-based FPGA-TDC in UltraScale FPGAs was 

introduced, correcting the misunderstanding that the WU method is unsuitable for 

UltraScale FPGAs. Combining the sub-TDL structure, the DS method, and the WU 

method, four different TDCs were built and tested, and it was found that the proposed 

DSWU TDC achieves an excellent resolution (1.23 ps). To further improve the linearity, 

the mixed calibration method in [66] was modified and a new compensation strategy 

was proposed. 

 

Table 3-4 summarized the performances and resource consumptions of the recently 

published high-resolution FPGA-TDCs and the proposed TDCs. With the single-TDL 

structure, the proposed TDCs are easy to implement and resource-saving compared 

with other TDCs based on multichain averaging methods [63], [79]–[81]. The 2D 

Vernier TDC [109] achieved similar performances (2.50 ps resolution) but used 3,7420 

LUTs (28-fold more than the WU TDC). Although the large scale parallel routing TDC 

[92] achieved a great resolution (1.29 ps) with a few logic resources, it required many 

CLBs and could result in signal congestions in a complex digital system. The logic 
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resource consumption shows that the proposed TDC architectures have great potential 

for multi-channel applications. 

 

Moreover, this chapter proposes a new method to evaluate precision by analysing the 

error sources. For a fixed architecture (𝜎𝜎𝑐𝑐𝑖𝑖𝑟𝑟), 𝜎𝜎𝑖𝑖𝑒𝑒 is the only factor that varies when 

different methods are implemented and can be reduced by improving the resolution and 

the DNL, from Eq. (3.3). From this study, the architecture-dependent jitter  𝜎𝜎𝑐𝑐𝑖𝑖𝑟𝑟 , 

including signal noises and element errors, is the main contributor to the measurement 

uncertainties of the proposed TDCs (𝜎𝜎𝑇𝑇𝐷𝐷𝐶𝐶: ~2.9 ps). The precision of the proposed WU-

related TDCs (𝜎𝜎𝑖𝑖𝑒𝑒: ~0.85 ps) is close to the upper limit of what this structure can offer, 

and the precision of DS TDC, however, can still be further improved with 𝜎𝜎𝑖𝑖𝑒𝑒 = 1.88 

ps. Also, the error analysis indicates the reason why the previously reported high-

resolution (<2.5 ps) TDL-TDCs can only achieve limited precision (> 3 ps) [63], [78], 

[79]. 
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Table 3-5 Comparison of Published FPGA-based TDCs and the Proposed TDCs 

Ref-
Year Methods Device LSB 

(ps) 

RMS 
Resol. 
(ps) 

DNL, DNL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 
(LSB) 

INL, INL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 
(LSB) CLB LUT FF B-

RAM DSP 

[63] 
-16 

Multichain, TDL 
2-stage, WU-A Spartan-6 0.90 < 6.00 [-1.00, 6.25] 1 [-26.20, 11.50], 

37.70 N/S N/S 4364 4 N/S 0 4 

[131] 
-16 DS UltraScale 2.25 3.90 [-1.00, 4.78] 1 N/S N/S N/S 1810 4 N/S 0 4 

[109]-
17 

2D-Vernier, 
Multi-core Stratix IV 2.50 6.72 [-0.56, 0.46],  

1.02 
[-2.98, 3.23], 

6.21 N/S 37420 
5-core N/S N/S 0 4 

[79] 
-17 

Multichain, TDL 
Offset-correction 

Virtex-7 
(250 MHz) 1.15 3.50 [-0.98, 3.50], 

4.48 
[-5.90, 3.10], 

9.00 N/S 19666 7000 4 43 127 5 

[83] 
-18 Multi-phase Cyclone V 1.56 2.30 [-1.00, 5.60] 1 [-8.00. 35.00] 1 N/S N/S 1300 4 N/S 0 4 

[66] 
-19 

Multi-channel 
Sub-TDL UltraScale 5.02 7.80 [-0.12, 0.11], 

0.27 
[-0.18, 0.46], 

0.59 271 703 1195 1.5 0 4 

[81] 
-19 

Multichain, WU, 
Multichannel Artix-7 2.00 < 12.50 N/S N/S, 2.10 N/S 7010 3738 1.5 0 4 

[80] 
-19 

Multichain, WU, 
Multichannel UltraScale 0.30 < 8.50 N/S N/S 3200 N/S N/S 11.1 1 

[92] 
-21 

Large scale parallel 
routing Kintex-7 1.29 3.54 [-1.20, 1.40], 2.60 [-3.28, 3.78], 7.06 2200 1002 3900 2 0 4 

T
hi

s W
or

k 

Sub-TDL, WU-A 
Compensation 

UltraScale 

2.47 3.64 2 
3.58 3 

[-0.92, 1.75], 
2.67 

[-1.20, 5.97], 
7.17 251 1349 1840 4.5 0 

Sub-TDL, DS 
 2.53 3.80 2 

3.68 3 
[-0.93, 4.59], 

5.52 
[-5.39, 13.57], 

18.96 211 1272 2190 3.5 0 

Sub-TDL, DS WU-
A 1.23 3.67 2 

3.58 3 
[-0.84, 7.93], 

8.77 
[-6.36, 24.70], 

31.06 405 2460 3463 7.5 0 

Sub-TDL, DS 
WU-A, Binning 2.48 3.63 2 

3.58 3 
[-0.93, 1.68], 

2.61 
[-1.78, 2.67], 

4.45 405 2460 3463 7.5 0 
1 Approximate value from figures presented in literature; 2 Data obtained from TITs; 3 Data obtained from the analysis of measurement uncertainties. 4 Estimated 

values based on the architectures and encoding methods. 5 20-chain TDCs require 127 DSP blocks and need much more LUTs, FFs, and BRAMs. 
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Chapter 4. High-linearity TDC for 

LiDAR applications 

4.1. Motivation 

With the advanced CMOS manufacturing, photon detectors are more compatible and 

commercial-available, such as SiPMs and SPADs [132], [133]. LiDAR has gradually 

become a standard technique both in scientific and industrial applications, for example, 

remote sensing of atmospheric aerosols, landscape mapping, robotics, and home 

monitoring [16], [17], [134]–[136]. Callenberg et al. examined a very low-cost SPAD 

product, priced 3 USD for large volumes, and designed a system for non-line-of-sight 

tracking, material classification, and depth imaging [137], [138]. LiDAR is also a 

promising technique in driverless vehicles. With time information, an image or video 

can be reconstructed to guide the vehicle's drive.  

 

Boosted by artificial intelligence (AI), software in LiDAR-based driverless vehicles has 

been developed at a fast speed [139]–[142]. However, the developments in hardware 

are not at the same pace. FPGAs, due to their flexibility and short development cycle, 

are the perfect platforms for LiDAR systems in driverless vehicles. 

 

As a time-meter, a TDC is a critical component in LiDAR systems. In the past decades, 

researchers aimed to build a high-resolution TDC to meet the demands of high-energy 

physics, PET imaging, and bio-sensing [105], [143]–[145]. Many architectures and 

methods, including the dual-sampling structure, the Vernier delay line, the multi-phase 

design, the multi-chain design, and the wave-union method, were proposed to overcome 

process-related limitations and improve TDC resolutions [74], [110], [146], [83], [78]. 

However, TDCs in ToF LiDAR systems for robotics and driverless vehicles have 

different prioritized parameters, especially in the linearity and the measurement range 

[147], [18], [148]. In many applications, LiDAR systems can detect objects’ locations 

and even estimate their speeds and directions of movement [148]. Distances between 

vehicles, for example, measured by a LiDAR system, can range from a few centimetres 

to hundreds of meters. Therefore, LiDAR systems for such specifications require TDCs 
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with a resolution from 50 ps to 200 ps [18]. In ToF measurements, a time interval of 

66.6 ps corresponds to a distance of 1 cm (round-trip). According to [149], a TDC’s 

precision can be expressed as: 

 

 𝜎𝜎𝑇𝑇𝐷𝐷𝐶𝐶2 = 𝜎𝜎𝑖𝑖𝑐𝑐2 + 𝜎𝜎𝑐𝑐𝑖𝑖𝑝𝑝2 + 𝜎𝜎𝑒𝑒2 + 𝜎𝜎𝐼𝐼𝑁𝑁𝐿𝐿2 + 𝜎𝜎𝑖𝑖𝑥𝑥𝑠𝑠𝑐𝑐𝑖𝑖2 , (4.1) 

 

where σ𝑖𝑖𝑐𝑐 is the input signal jitter, σ𝑐𝑐𝑖𝑖𝑝𝑝 is the system-clock jitter, σ𝑒𝑒 is the quantization 

error caused by delay cells, σ𝐼𝐼𝑁𝑁𝐿𝐿  the INL standard deviation, and σ𝑖𝑖𝑥𝑥𝑠𝑠𝑐𝑐𝑖𝑖  jitters from 

external sources. Eq. (4.1) indicates that with a given resolution, the most efficient way 

to achieve precision measurements is by improving the linearity. An extensive 

measurement range can be easily achieved using coarse and fine counters. For the 

coarse counter, MMCM provides a stable and compensated clock [61]. Therefore, 

coarse-time codes do not need further calibration. However, due to the uneven delay 

line, it is still challenging to guarantee high linearity for the fine counter. 

 

 
Figure 4.1 a) Synchronized LiDAR system. b) Timing diagram of time interval 

measurements. c) Conception of a timing event histogramming function. 
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In a synchronized LiDAR system, the complexity of the system interface can be 

reduced significantly [150]. Measurements are assessed by a TDC channel, as the laser 

diode and the TDC are synchronous to the timing generator module (see Fig. 4.1a). 

Figure 4.1b is a timing diagram of time interval measurements; the measured time 

contains two parts: the coarse time (𝑇𝑇𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖) and the fine time (𝑇𝑇𝑓𝑓𝑖𝑖𝑐𝑐𝑖𝑖). However, device 

uncertainties and offsets, such as the laser trigger delay (𝛿𝛿 ), detector timing jitter, 

background noise, and quantization error, can result in measurement uncertainties [151]. 

Therefore, post-processing (histogramming of timing events, see Fig. 4.1c) is needed. 

Onboard histogramming modules using on-chip block random-access memories 

(BRAMs) were proposed to improve processing efficiency [59], [66], [152]. However, 

for TDCs with an extended measurement range (> 500 ns), onboard histogramming 

modules cost significant BRAM resources, not suitable for multichannel TDC designs. 

Therefore, many previously reported TDCs with long measurement ranges can only 

post-process data in PCs [67], [92], [146], [153]. 

 

Furthermore, most commercially-available time-correlated single-photon counting 

(TCSPC) systems only have a fixed resolution [154]. Commercial TCSPC products 

[155] providing operation-mode selections (for example, high-speed low-resolution or 

low-speed high-resolution modes) are standard. It is desirable to have a resolution-

adjustable TDC offering broader time-resolved applications. 

 

The chapter will present a new calibration method, the mixed-binning (MB) method, to 

improve linearity. A 128-channel resolution-adjustable TDC is built with the proposed 

method. Meanwhile, a software tool to predict the TDC performance is fully described 

in the chapter. 

 

4.2. Architecture and method 

4.2.1. Architecture 

Figure 4.2a shows the proposed TDC architecture. The TDL is implemented with 

cascaded carry-chain modules (CARRY8, CY8) in UltraScale FPGAs. The TDL is also 

tuned to maximize linearity [62]. The sub-TDL structure [66] is introduced to remove 

bubbles by elongating tap intervals and reducing mismatch effects, whereas the encoder 
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converts thermometer codes from sub-TDL modules to binary codes. The TDC 

resolution is adjustable by the signal Resol_sel (highlighted in red). A 9-bit coarse 

counter extends the measurement range, and the signal, Trig, is an asynchronous reset 

signal for the coarse counter. The calibration module (highlighted in blue) can be 

removed if the calibration module is not applied. In this chapter, the uncalibrated TDC 

is called the original TDC. 

 

 
Figure 4.2 Block diagrams of a) the proposed TDC architecture and b) the coarse code 

histogramming module. 
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Figure 4.2b is the block diagram for the coarse code histogramming module. In [156], 

a two-step coarse-fine timing module was proposed to achieve a histogramming 

function for a measurement distance > 50 m. Due to the limited memory resources in 

ASIC chips [156], long-range measurements are divided into coarse timing and fine 

timing modes. As shown in Fig. 4.3, the first exposure determines the coarse code using 

an external 60 MHz clock (16 ns bin-width), and then the second exposure returns the 

fine code with a 1 GHz clock (1 ns bin-width). The scheme requires more photon events 

and two different clock signals. However, the UltraScale XCKU040 FPGA has 

sufficient resources to implement two histogramming modules simultaneously (see Fig. 

4.2a): the fine histogramming module and the coarse histogramming module. 

 

 
Figure 4.3 Two-step histogramming methods in [156]. 

 

Figure 4.4a is the hardware implementation of the proposed MB method with resolution 

adjustments. Two BRAM modules are used in the proposed method: the calibration 

module and the histogramming module. Unlike the MC method [66] in Fig. 4.4b, the 

calibration module contains several BRAMs (for different resolutions) in the extended 

MB method, and each calibration BRAM only stores two factors: the bin-correction 

factor (BCF) and the bin-width calibration factor (WCF). A multiplexer is controlled by 
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the signal Resol_sel and outputs the factors for the corresponding resolution. The 

histogram is stored in the module Histo_BRAM. 

 

 
Figure 4.4 Comparison between a) the proposed mixed-binning method and b) the 

mixed-calibration method in [66].
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Figure 4.5 Concepts of a) the MC method in [66] and b) the proposed MB method. c) Errors in the MC method.
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4.2.2. Distortions caused by mixed-calibration methods 

The concepts of the MC method in [66] and the proposed MB method are present in 

Fig. 4.5. TDCs with the MC method [66] (derived from the histogram processing 

algorithm in [157]) reach excellent linearity; both 𝐷𝐷𝐷𝐷L𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 and 𝐼𝐼𝐷𝐷L𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 are much 

less than 1 LSB. The MC method contains two steps: bin compensations and width 

calibrations. As shown in Fig. 4.4b, four factors are stored in the calibration BRAM: 

the main bin factor (𝐵𝐵𝐶𝐶𝐹𝐹𝑚𝑚), the compensated bin factor (𝐵𝐵𝐶𝐶𝐹𝐹𝑐𝑐), the main width factor 

(𝑊𝑊𝐶𝐶𝐹𝐹𝑚𝑚 ) and the compensated width factor (𝑊𝑊𝐶𝐶𝐹𝐹𝑐𝑐 ). 𝐵𝐵𝐶𝐶𝐹𝐹𝑚𝑚  and 𝐵𝐵𝐶𝐶𝐹𝐹𝑐𝑐  are used to re-

assign actual TDLs to virtual TDLs (see Fig. 4.5a). The width calibration makes TDLs 

more even, e.g., Bin [CAL2] and Bin [CAL4] in Fig. 4.5a.  

 

Although the MC’s bin compensation (related to 𝐵𝐵𝐶𝐶𝐹𝐹𝑚𝑚  and 𝐵𝐵𝐶𝐶𝐹𝐹𝑐𝑐 ) can improve 

linearity, it introduces extra errors (𝜎𝜎𝑐𝑐𝑐𝑐𝑚𝑚𝑝𝑝). A simple example is shown in Fig. 4.5c. Hit 

signals with a fixed time interval are registered in one bin ideally before the MC’s bin 

compensation (without considering jitters from circuits and signals). In this stage, 

𝜎𝜎𝑐𝑐𝑐𝑐𝑚𝑚𝑝𝑝 = 0. However, following the rules shown in Fig. 4.5a, a much larger bin (e.g., 

𝐵𝐵𝑖𝑖𝑛𝑛𝑖𝑖𝑐𝑐𝑠𝑠𝑜𝑜𝑖𝑖𝑖𝑖 [3] with S recorded events, highlighted in yellow in Fig. 4.5a) remaps to two 

ideal bins, resulting in extra jitter σ𝑐𝑐𝑐𝑐𝑚𝑚𝑝𝑝 ~ 0.5 LSB (see Fig. 4.5c). Although 𝜎𝜎𝑐𝑐𝑐𝑐𝑚𝑚𝑝𝑝 can 

be reduced through width calibration, it is still significant in LiDAR TDCs when LSB 

≫ 10 ps. In other words, the MC method can ‘over calibrate’ the proposed TDC and is 

therefore unsuitable for this work. Instead, a much more efficient MB strategy was 

developed to improve linearity. 

 

4.2.3. Mixed binning method with resolution adjustments 

This study aims to develop high-linearity TDCs for driverless vehicle LiDAR systems 

instead of high-resolution solutions for scientific applications [66]. The proposed MB 

method integrates the binning method (or the bin decimation [102]) and the width 

calibration. To avoid σ𝑐𝑐𝑐𝑐𝑚𝑚𝑝𝑝, each fine code is remapped to a new bin (see the difference 

between Figs 4.4a and 4.4b, highlighted in yellow). Unlike down-sampling methods 

with a fixed sampling interval, the binning method is more flexible, merging several 

physical bins dynamically, regardless of smaller or larger bins, into a new bin and 
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making a more even TDL with a larger average bin size. Figure 4.5b shows the binning 

method's concept with resolution adjustments, and the pseudo-code is shown below. 

 

assume n actual bins and m merged bins (m=floor (𝑐𝑐
𝑖𝑖
)) 

set 𝑊𝑊𝑚𝑚𝑖𝑖𝑐𝑐𝑟𝑟𝑖𝑖𝑖𝑖[𝑚𝑚] = 𝑖𝑖 × 𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  

set 𝑇𝑇𝑚𝑚𝑖𝑖𝑐𝑐𝑟𝑟𝑖𝑖𝑖𝑖[𝑚𝑚] = ∑ 𝑊𝑊𝑚𝑚𝑖𝑖𝑐𝑐𝑟𝑟𝑖𝑖𝑖𝑖[𝑚𝑚]𝑝𝑝=𝑚𝑚−1
0  

set 𝑇𝑇𝑖𝑖𝑐𝑐𝑠𝑠𝑜𝑜𝑖𝑖𝑖𝑖[𝑛𝑛] = ∑ 𝑊𝑊𝑖𝑖𝑐𝑐𝑠𝑠𝑜𝑜𝑖𝑖𝑖𝑖[𝑛𝑛]𝑝𝑝=𝑐𝑐−1
0  

For k = 1: n 

     j = floor (𝑝𝑝
𝑖𝑖
) 

    if (Tactual [k] < Tmerged [𝑗𝑗]) 

        𝐵𝐵𝐶𝐶F[𝑊𝑊] = j 

   else       

       continue… 

  

As in Fig 4.5b, the ideal width of the m-th merged bin is: 

 

 𝑊𝑊𝑚𝑚𝑖𝑖𝑐𝑐𝑟𝑟𝑖𝑖𝑖𝑖[𝑚𝑚] = 𝑖𝑖 × 𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖, (4.2) 

 

where i is the number of ideal bins to be merged and 𝑊𝑊𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is the ideal bin-width. BCFs 

are the addresses of merged bins calculated by the actual bin distribution obtained from 

code density tests. BCFs’ remapping operations can make the TDL smoother but cannot 

even the bins. Therefore, the bin width calibration is needed to enhance linearity further. 

WCFs can be considered as a normalization factor and can be estimated from the results 

of code density tests after binning, expressed as: 

 

 𝑊𝑊𝐶𝐶𝐹𝐹[𝑚𝑚] = (𝐷𝐷𝐷𝐷𝐿𝐿{𝐵𝐵𝐶𝐶𝐹𝐹[𝑚𝑚]} + 1)−1, (4.3) 

 

To implement Eq. (4.3) in FPGAs, 𝑊𝑊𝐶𝐶𝐹𝐹[𝑚𝑚]  can be converted into an approximate 

integral number in binary codes [59]: 

 

 𝑊𝑊𝐶𝐶𝐹𝐹[𝑚𝑚] = 2𝑀𝑀 ∙ (𝐷𝐷𝐷𝐷𝐿𝐿{𝐵𝐵𝐶𝐶𝐹𝐹[𝑀𝑀]} + 1)−1, (4.4) 
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Accumulation operations for WCFs act like multiplication operations (see Fig. 4.4a, 

highlighted in green). The J-bit output data from Histo_BRAM is right-shifted by M-

bit (in red). 

 

4.3. Software prediction 

To predict the performance of TDCs before the hardware implementation, a software 

tool with a graphical user interface (GUI) has been developed and open-sourced on 

GitHub, available in the website, https://github.com/GitForWJ/TDC_tools [158]. 

 

 
Figure 4.6 a) Linearity curves for the full-length (2400 bins; LSB = 5.13 ps) original 

TDC (without using any calibration methods). b) the layout of the full-length original 

TDC placed in Slice X49Y0 – X49Y299. 

 

To find a proper i, a full-length (2400 bins; LSB = 5.13 ps) original TDC placed in Slice 

X49Y0-X49Y299 was implemented without using any calibration methods. Figure 4.6a 

shows its linearity curves; DNL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝  is 8.63 LSB and INL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝  is 41.81 LSB. The 

layout of the full-length original TDC is shown in Fig. 4.6b. For multichannel (128 or 

more channels) TDCs, TDLs are placed in the whole FPGA chip. Therefore, the 

proposed TDC has three different resolutions by merging 10, 16, and 20 ideal bins to 

ignore ultra-wide bin problems. The achievable resolutions are around 50 ps, 80 ps, and 
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100 ps, respectively; they are typical resolutions for ToF LiDAR applications [18], 

[147], [148] and are also similar to the resolutions of commercial TCSPC systems [155], 

[159]. 

 

 
Figure 4.7 Linearity curves for the 460-bin original TDC placed in Slice X49Y120-

X49Y179 

 

17 original TDCs placed in different clock regions were tested, where the final 128-

channel TDC was implemented, to ensure that the software tool covers possible 

variations as much as possible. Figure 4.7 shows the linearity curves for one of the 

tested original TDCs placed in Slice X49Y120-X48Y179, achieving 5.02 ps resolution 

with DNL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 = 3.86 LSB and INL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 = 8.52 LSB. Figure 4.8 shows the tool’s GUI. 

The linearity measurements of original TDCs are used as the raw data for predictions, 

selected by the channel number (defined as Ch-No in the GUI). 

 

The binning method can build a new TDL by remapping actual bins into merged bins 

[102]. WCFs make the TDL more even. Due to the clock network, ultra-wide bins 

commonly appear at the edges of a TDL [118]. To further improve the linearity, only a 

segment of the TDL was selected by changing the start-point and the endpoint (see Fig. 

4.8). In this case, the start-point is Bin 6, and the endpoint is Bin 400. 
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Figure 4.8 The prediction tool’s GUI 

 

Measurements contain two parts: signal propagation (σ𝑐𝑐𝑖𝑖𝑟𝑟) and equivalent quantization 

(σ𝑖𝑖𝑒𝑒). Therefore, the expected precision (σ𝑖𝑖𝑥𝑥𝑝𝑝) of a TDC can be expressed as: 

 

 σ𝑖𝑖𝑥𝑥𝑝𝑝2 = σ𝑐𝑐𝑖𝑖𝑟𝑟2 + σ𝑖𝑖𝑒𝑒2 , (4.5) 

 

According to [130], σ𝑐𝑐𝑖𝑖𝑟𝑟 can be re-derived as: 

 

 𝜎𝜎𝑐𝑐𝑖𝑖𝑟𝑟2 = 𝜎𝜎𝑐𝑐𝑖𝑖𝑝𝑝2 + 𝜎𝜎𝑖𝑖𝑐𝑐2 + 𝜎𝜎𝐷𝐷𝐿𝐿2 + 𝜎𝜎𝑇𝑇𝐼𝐼𝐶𝐶2   

 = σ𝑐𝑐𝑖𝑖𝑝𝑝2 + σ𝑖𝑖𝑐𝑐2 + 𝑐𝑐
2
σ𝐶𝐶𝐶𝐶2 + σ𝑇𝑇𝐼𝐼𝐶𝐶2 , (4.6) 

 

σ𝑐𝑐𝑖𝑖𝑝𝑝  is the system-clock jitter, and σ𝑖𝑖𝑐𝑐  is the input signal jitter. The architecture-

dependent jitter (σ𝐷𝐷𝐿𝐿) caused by delay elements (σ𝐶𝐶𝐶𝐶) accumulates through the delay 

line. The jitter from input circuits (σ𝑇𝑇𝐼𝐼𝐶𝐶) is negligible in single-TDL single-stage TDCs, 

as signals are from input/output buffers (IOBs) and transmitted via internal wire 

connections. Therefore, the expected precision (σ𝑖𝑖𝑥𝑥𝑝𝑝 ) of a single-stage single-TDL 

TDC can be considered as: 

 

 𝜎𝜎𝑖𝑖𝑥𝑥𝑝𝑝2 = 𝜎𝜎𝑐𝑐𝑖𝑖𝑝𝑝2 + σ𝑖𝑖𝑐𝑐2 + 𝑐𝑐
2
𝜎𝜎CY
2 + σ𝑖𝑖𝑒𝑒2 , (4.7) 
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According to [127], [128], the equivalent quantization error σ𝑖𝑖𝑒𝑒 and the equivalent bin 

width 𝑤𝑤𝑖𝑖𝑒𝑒 can be calculated as: 

 

𝜎𝜎𝑖𝑖𝑒𝑒2 = ∑ (𝑁𝑁
𝑖𝑖=1

𝑊𝑊[𝑖𝑖]2

12
× 𝑊𝑊[𝑖𝑖]

𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑓𝑓
) where 𝑊𝑊𝑠𝑠𝑐𝑐𝑠𝑠𝑖𝑖𝑖𝑖 = ∑ 𝑊𝑊[𝑖𝑖]𝑁𝑁

𝑖𝑖=1 , (4.8) 

𝑤𝑤𝑖𝑖𝑒𝑒 = 𝜎𝜎𝑖𝑖𝑒𝑒√12, (4.9) 

 

For a fixed input time interval (𝑇𝑇𝑖𝑖𝑐𝑐𝑝𝑝𝑜𝑜𝑠𝑠), the propagation jitter (σ𝑐𝑐𝑖𝑖𝑟𝑟) follows a Gaussian 

distribution [160] and causes errors ( ε𝑐𝑐𝑖𝑖𝑟𝑟 ). Therefore, the captured time interval 

(𝑇𝑇𝑐𝑐𝑖𝑖𝑝𝑝𝑠𝑠𝑜𝑜𝑐𝑐𝑖𝑖𝑖𝑖) can be expressed in Eq. (4.10). The corresponding bin registers the time 

interval and results in σ𝑖𝑖𝑒𝑒. 

 

 𝑇𝑇𝑐𝑐𝑖𝑖𝑝𝑝𝑠𝑠𝑜𝑜𝑐𝑐𝑖𝑖𝑖𝑖 = 𝑇𝑇𝑖𝑖𝑐𝑐𝑝𝑝𝑜𝑜𝑠𝑠 + ε𝑐𝑐𝑖𝑖𝑟𝑟, (4.10) 

 

With Eqs (4.5) - (4.10), the precision can be predicted in software. σ𝐶𝐶𝐶𝐶, σ𝑖𝑖𝑐𝑐 and σ𝑐𝑐𝑖𝑖𝑝𝑝 

can be formulated by changing the element jitter (see Fig. 4.8), and each prediction tests 

100,000 times. 

 

4.4. Hardware implementation and test results 

To evaluate the proposed method, the proposed 128-channel TDCs were implemented 

in the Xilinx Kintex UltraScale KCU105 Kit (UltraScale XCKU040), operating at 500 

MHz. Code density and time interval tests were conducted to assess linearity and 

precision performances. Two independent onboard low-jitter crystal oscillators were 

used for code density tests to ensure the randomness of hit signals and the sampling 

clock [101]. In time interval tests, the delay elements, IDELAYE3 and ODELAYE3, 

were used to generate a short delay (< 2ns) with a controllable time interval between 

the two event signals [66]. The precision in long measurement ranges is evaluated by 

measuring the time intervals generated from mixed-mode clock manager (MMCM) 

modules and delay elements (IDELAYE3 and ODELAYE3). Each experiment captured 

1,000,000 samples in code density tests and 100,000 events in time interval tests. The 

testing environment’s temperature was maintained, and an IDELAYCTRL module was 

to reduce the impact of PVT variations. 
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4.4.1. Linearity 

Table 4-1 summarizes linearity performances of the proposed TDCs obtained from 

software predictions and hardware implementations. Binned TDCs use the binning-

only method, whereas hybrid TDCs integrate the MB method. 

 

By changing i (i = 10, 16, 20), three virtual TDLs were built with different LSBs. The 

binning method can improve the linearity but degrade the resolution from the software 

predictions. The MB method can further improve the linearity by making the bins more 

even. A similar conclusion can be drawn based on the results from hardware 

implementations. Figures 4.9 and 4.10 show the DNL and INL curves for the proposed 

TDCs in hardware implementations (i = 10, 16, 20). Hybrid TDCs achieve relatively 

good linearity (DNL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 and INL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 are less than 0.06 LSB, 0.04, and 0.02 LSB 

when the resolutions are 51.28 ps, 83.33 ps, and 105.26 ps, respectively). Moreover, 

with the MB method, the virtual TDLs are even enough, making σ𝑖𝑖𝑒𝑒 close to its ideal 

value ( 1
√12

≈ 0.289 LSB, based on [128]). 
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Table 4-1 Linearity performances of the proposed TDCs obtained from software predictions and hardware implementations 

Software predictions (Start-point = 6, Stop-point = 400) 

 
i = 10 i = 16 i = 20 

Binned Hybrid Binned Hybrid Binned Hybrid 

LSB 50.20 80.32 100.40 

DNL (LSB) [-0.296, 0.305] [-0.004, 0.003] [-0.115, 0.116] [-0.004, 0.004] [-0.120, 0.154] [-0.004, 0.004] 

𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 (LSB) 0.601 0.008 0.231 0.008 0.275 0.007 

𝜎𝜎𝐷𝐷𝑁𝑁𝐿𝐿 (LSB) 0.109 0.002 0.067 0.003 0.070 0.002 

INL (LSB) [-0.121, 0.184] [-0.010, 0.002] [-0.031, 0.107] [-0.005, 0.007] [-0.039, 0.120] [-0.006, 0.008] 

𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 (LSB) 0.305 0.012 0.139 0.012 0.159 0.014 

𝜎𝜎𝐼𝐼𝑁𝑁𝐿𝐿 (LSB) 0.078 0.004 0.040 0.003 0.045 0.003 

𝜎𝜎𝑖𝑖𝑒𝑒 (LSB) 0.294 0.289 0.290 0.289 0.291 0.289 

𝑤𝑤𝑖𝑖𝑒𝑒 (ps) 51.05 50.20 80.83 80.32 101.10 100.40 

Hardware implementations 

LSB 51.28 83.33 105.26 

DNL (LSB) [-0.313, 0.215] [-0.018, 0.021] [-0.097, 0.113] [-0.017, 0.016] [-0.118, 0.156] [-0.008, 0.008] 

𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 (LSB) 0.528 0.039 0.210 0.033 0.274 0.016 

𝜎𝜎𝐷𝐷𝑁𝑁𝐿𝐿 (LSB) 0.095 0.011 0.052 0.008 0.064 0.004 

INL (LSB) [-0.328, 0.000] [-0.019, 0.035] [-0.111, 0.067] [-0.028, 0.003] [-0.158, 0.000] [-0.009, 0.007] 

𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 (LSB) 0.328 0.054 0.178 0.032 0.158 0.016 

𝜎𝜎𝐼𝐼𝑁𝑁𝐿𝐿 (LSB) 0.069 0.012 0.041 0.007 0.039 0.004 

𝜎𝜎𝑖𝑖𝑒𝑒 (LSB) 0.292 0.289 0.290 0.289 0.290 0.289 

𝑤𝑤𝑖𝑖𝑒𝑒 (ps) 51.94 51.29 83.65 83.34 105.87 105.26 
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Figure 4.9 DNL curves for the proposed TDCs when i = 10, 16 and 20. 

 

The resolutions and linearities obtained from software predictions and hardware 

implementations are slightly different (highlighted in bold). The difference in the 

resolution is caused by interpolation loss. In software, virtual TDLs are constructed by 

merging actual bins directly. To interpolate the 2 ns clock period, the TDCs need 39 

bins, 24 bins, and 19 bins when i = 10, 16, and 20 (as the proposed TDC operates at 
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500MHz). Therefore, the resolutions in hardware implementations are 51.28 ps, 83.33 

ps, and 105.26 ps. Quantization errors caused by WCFs result in linearity differences. 

In software predictions, WCFs are floating-point numbers and are multiplied by the 

bins’ widths directly. However, as a trade-off between hardware resources and accuracy, 

WCFs are approximate integers in binary codes in hardware implementations (see Eq. 

(4.4)) and contribute to quantization errors. Moreover, accumulation operations in 

hardware also contribute to these errors. Therefore, the proposed hybrid TDC's linearity 

in hardware is slightly worse than software estimations. Although there are 

discrepancies, they are minimal and acceptable. 
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Figure 4.10 INL curves for the proposed TDCs when i = 10, 16 and 20. 

 

In contrast, the binned TDC linearity estimations are similar in software and hardware, 

especially INL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝. 

 

4.4.2. Precision 

Using the WaveRunner 640Z, σ𝑐𝑐𝑖𝑖𝑝𝑝 = 4.42 ps, σ𝑖𝑖𝑐𝑐 = 4.81 ps, and σ𝐶𝐶𝐶𝐶 = 0.16 ps were 

obtained. The precision of the proposed TDC can be evaluated in software. Jitters 
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caused by delay elements are accumulated and degrade the precision, see Eq. (4.6). 

From Eqs. (4.7) and (4.8), the precision decreases when the resolution drops. The 

expected precisions are 0.31 LSB, 0.30 LSB and 0.29 LSB when i = 10, 16, 20 (included 

in TABLE 4-2). 

 

Feeding hit signals with a fixed time interval to the TDC, the precision or root-mean-

square (RMS) resolution can be estimated by the standard deviation (𝜎𝜎) of time interval 

tests in hardware and can be expressed as: 

 

 σ2 = 1
𝑅𝑅−1

∑ (𝑥𝑥𝑖𝑖 − 𝜇𝜇)2𝑅𝑅
1 , (4.11) 

 

where 𝑥𝑥𝑖𝑖  is the bin number of i-th output and 𝜇𝜇  is the average value of R repeated 

measurements. In time interval tests, IDELAYE3 and ODELAYE3 controlled small 

intervals with a step of 11.11 ps. Figure 4.11 shows the results of the short-delay (< 2 

ns) time interval tests. Due to an even TDL distribution, the worst cases happen when 

the input signal falls at the boundary between two bins. The two bins register the signals 

equally, resulting in the maximum RMS resolutions of 0.5 LSB for the three selected 

resolutions. Also, due to larger LSBs, at times, only one bin catches time intervals, and 

the RMS resolution is 0 LSB (See Figs 4.11b and 4.11c). 
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Figure 4.11 Short delay time interval tests results (< 2 ns): a) i = 10, b) i = 16, and c) i 

= 20.  

 

The averaged value and the maximum value are not suitable for evaluating the precision 

performance of the proposed TDCs, because they overestimate or underestimate the 

TDC with good linearities. Therefore, time interval tests were conducted with H 

different intervals in a coarse counter period (𝑇𝑇𝐻𝐻 − 𝑇𝑇1 < 2  ns) and the valid RMS 

resolution (𝜎𝜎𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) was defined to evaluate the precision: 
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 𝜎𝜎𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖2 = 1
𝐻𝐻
∑ 𝜎𝜎𝑖𝑖2𝐻𝐻
1 , (4.12) 

 

where 𝜎𝜎𝑖𝑖  is the standard deviation for tests with a fixed time interval. Figure 4.12 

presents valid RMS resolutions for long-range time interval tests. The averaged valid 

RMS resolutions (𝜎𝜎𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖_𝑖𝑖𝑐𝑐𝑖𝑖) are 0.31 LSB, 0.26 LSB, and 0.25 LSB when i = 10, 16, 

and 20. Figure 4.12 shows that the proposed TDC performs robustly in precision in 

long-range measurements (up to 1000 ns). 

 

 
Figure 4.12 Valid RMS resolutions in long delay time interval tests (< 1000 ns). 

 

Differences are also observed in Table 4-2; σ𝑖𝑖𝑥𝑥𝑝𝑝  in software is slightly larger than 

𝜎𝜎𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖_𝑖𝑖𝑐𝑐𝑖𝑖 in hardware (highlighted in bold). In software, the signal propagation in the 

delay line can be restored and the expected precision can be predicted. The quantization 

error in hardware significantly increases when the input time interval is close to two 

bins’ boundaries. However, the input time intervals step is relatively large (11.11 ps), 

resulting in an overestimation in precision. Although the precision estimated from 

software predictions differs from the precision measured from hardware 

implementations, σ𝑖𝑖𝑒𝑒  estimated from both manners are still similar (see Table 4-1), 

showing that the software tool can robustly predict hardware implementations. 
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Table 4-2 Precision performance of the proposed TDCs in the software Prediction and 

the hardware implementation 

  

Software Hardware 

𝝈𝝈𝒔𝒔𝒆𝒆𝒆𝒆 1 
Short Delay Long Delay 

𝝈𝝈𝒗𝒗𝒗𝒗𝒗𝒗𝒔𝒔𝒗𝒗 𝝈𝝈𝒗𝒗𝒗𝒗𝒗𝒗𝒔𝒔𝒗𝒗_𝒗𝒗𝒗𝒗𝒔𝒔 2 

Units ps LSB LSB LSB 

i=10 
50.20 3 

51.28 4 
0.31 0.31 0.31 

i=16 
80.32 3 

83.33 4 
0.30 0.26 0.26 

i=20 
100.40 3 

105.26 4 
0.29 0.25 0.25 

1 The expected precision based on Eq (4.7); 2 Averaged valid RMS resolution; 3 Values 

from software predictions; 4 Values from hardware implementations. 

 

4.5. Multichannel design 

A 128-channel hybrid TDC was implemented in UltraScale FPGAs, and Table 4-3 

concludes the logic resource consumption. Each channel costs around 660 LUTs and 

1100 registers. The BRAM usage depends on the configuration of the resolution. In this 

design, each channel requires 2.5 BRAMs. 

 

Table 4-3 Logic resource consumption 

  1-channel 128-channel 

Modules Total Used Used 

CARRY8 30300 74 (0.24%) 9472 (31.26%) 

LUT 242400 663 (0.27%) 87078 (35.92%) 

FF 484800 1124 (0.23%) 143940 (29.69%) 

BRAM 600 2.5 (0.42%) 320 (53.33%) 

CLB 30300 185 (0.61%) 20729 (68.41%) 
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Each channel is placed within a clock region to avoid significant clock skews. The 128 

channels are placed evenly in the target chip, and the space between adjacent channels 

needs to be maintained due to the timing requirement and routing congestion. Figure 

4.13 shows the layout of the 128-channel hybrid TDC in UltraScale FPGAs. Table 4-4 

summarizes the linearity performances of 16 (out of 128) channels spread evenly across 

the FPGA chip to avoid an over-length presentation. The linearities of the TDC channels 

in different locations are uniform. 

 

 

Figure 4.13 The layout of the 128-channel hybrid TDC. 

 

Table 4-4 Linearity performances of 16 channels (out of 128 channels in the proposed 

multichannel TDC, unit: ×1.0E-3 LSB) 

Ch. 0 8 16 24 32 40 48 56 64 72 80 88 96 104 112 120 Ave 

i = 10 

DNLpk-pk 38 33 36 36 39 37 30 34 32 36 34 43 38 35 39 30 36 

INLpk-pk 57 55 50 58 55 55 51 54 58 57 54 54 59 50 57 52 55 

i = 16 

DNLpk-pk 29 35 34 27 35 34 32 29 29 24 29 27 28 32 25 25 30 

INLpk-pk 28 31 26 28 33 35 28 28 26 27 30 25 35 30 29 26 29 

i = 20 

DNLpk-pk 20 14 20 12 15 21 19 19 18 15 16 16 14 27 19 15 18 

INLpk-pk 18 15 12 23 12 13 23 18 14 15 23 13 14 19 18 22 17 
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Table 4-5 Comparison Between Reported High-linearity TDCs with Acceptable Resolutions. 

 
FPGA ASIC 

This Work 18-[161] 17-[162] 20-[148] 20-[147] 19-[163] 19-[156] 19-[18] 

Device UltraScale Cyclone IV Virtex 5 180 nm 350 nm 40 nm 90 nm 180 nm 

Method 
Mixed- 

binning 

Bin 

realignment 

Counting- 

weighted 
DLL 3 DLL 3 

Gated Ring 

Oscillator 

Multi-event 

Histogramming 

Dual 

clock 

Resolution 

(ps) 

51.28, i =10 

83.33, i =16 

105.26, i = 20 

45.00 60.00 50.00 78.00 33-120 35/560 48.80 

Precision 

(ps) 

15.89 1, i = 10 

21.67 1, i = 16 

26.32 1, i = 20 

18.00 N/S 
< 

36.50 
33.60 208.00 N/S 62.37 

DNL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 

(×1.0E-3 LSB) 

36 2, i = 10 

30 2, i = 16 

18 2, i = 20 

630 780 470 
540 4 

830 5 
900 100 960 

INL𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 

(×1.0E-3 LSB) 

55 2, i = 10 

29 2, i = 16 

17 2, i = 20 

850 1310 710 
360 4 

1240 5 
5640 180 2560 

Range (us) 1.00 0.007 N/S 13.10 0.64 0.14-0.49 0.33 6 0.33 6 
1 Averaged valid RMS resolution measured from long-range tests; 2 The averaged peak-to-peak DNL and INL results of the multichannel hybrid 

TDC; 3 Delay locked loop, DLL. 4 Minimum values measured from 257 channels; 5 Maximum values measured from 257 channels. 6 Calculated 

by 50 m maximum measured distance. 
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4.6. Comparison 

Table 4-5 summarizes the proposed TDCs and recently reported TDCs with similar 

resolutions, including FPGA and ASIC designs in the past four years. Although TDCs 

in [161], [162] can achieve similar resolutions (close to 50 ps), the proposed TDCs have 

much better linearities. Also, the proposed built-in histogramming function ensures that 

fast data transmission and processing are feasible for LiDAR systems, especially in 

driverless vehicles and robotics.  

 

Using gated ring-oscillator architectures, ASIC-TDCs in [163] can configure their 

resolutions by changing the voltage. However, as a function of the supply voltage, the 

TDC resolution can be significantly affected by voltage jitter [163]. In contrast, carry 

chain structures in FPGAs are more robust [54], and the MB method provides a more 

flexible and reliable way to adjust TDCs’ resolution. Generally, ASIC-TDCs can 

achieve better linearity than FPGA-TDCs through well-planned layout strategies. 

However, compared with ASIC-TDCs in [18], [147], [148], [156], [163], the proposed 

TDC can achieve much better linearity and comparable precision (see the proposed 

TDC with i = 10 for comparison), thanks to the proposed MB method and the 

resolution-adjustable architecture. 

 

Choosing a suitable resolution is essential in LiDAR systems. In LiDAR image 

reconstruction, memory usages limit reconstruction methods’ performance (e.g., neural 

networks methods [164]–[166]). A larger bin size corresponds to a smaller number of 

bins and consumes less memory. In the meantime, fewer bins can speed up image 

reconstruction with faster bin indexing [164]. Unlike binning in software [164], the 

proposed MB method in hardware maintains TDCs’ linearity and provides an efficient 

and flexible way to change the resolution, suitable for LiDAR applications. 

 

With the MB method, σ𝑇𝑇𝐷𝐷𝐶𝐶 is degraded due to relatively large σ𝑖𝑖𝑒𝑒 (see Eq. (4.1)) but 

is still acceptable. LiDAR systems (see Fig. 4.1a) in driverless vehicles can tolerate a 

distance error of a few centimeters. SPADs are portable and cost-effective detectors for 

LiDAR systems but can contribute to significant jitters (compared with the proposed 

TDC). For example, the typical jitter of SPADs is 219 ps in Ref. [163] and 170 ps in 
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[156]. However, the distance errors, including jitters from SPADs and the proposed 

TDC (σ𝑇𝑇𝐷𝐷𝐶𝐶 = 15.89 ps when i = 10), are still acceptable in driverless vehicles because 

measured distances are generally from tens of centimetres to hundreds of meters, and 1 

cm corresponds to 66.6 ps in ToF measurements. Furthermore, if a low-jitter detector 

is used (e.g., SPADs have 25 ps jitter in Ref. [167] and 35 ps jitter in Ref. [168]), the 

proposed TDC can offer an overall low-jitter system, better than TDCs in Refs [18], 

[147], [148], [156], [163]. 

 

The width calibration performs like the bin-by-bin calibration proposed in [110]. In 

[110], TDC output codes were calibrated to the bins’ centre value, resulting in fewer 

quantization errors. Similarly, with the width calibration, the difference is negligible no 

matter calibrating bins to their centre or boundary values because all bins are even 

enough. Moreover, compared with the look-up table (LUT) based bin-by-bin calibration, 

BRAM-based width calibration is more suitable for multichannel applications. Using 

many LUTs (or distributed RAMs) would result in congestions in the synthesis and 

implementation stages [169]. 

 

4.7. Summary 

A new calibration method was proposed, the MB method, to improve linearity and 

adjust TDC’s resolutions. A software tool was developed for TDC communities to 

predict TDC performances robustly. It can assess the performances of calibration 

methods and TDCs before hardware implementations. As a guide for beginners to 

understand the TDC principle, a GUI has also been developed to facilitate users in 

designing their systems. 

 

A cost-effective 128-channel high-linearity resolution-adjustable TDC has been 

implemented and assessed in UltraScale FPGAs. The proposed 128-channel TDC 

shows excellent uniformity and offers excellent linearity with the MB method, 

comparable with recently reported ASIC-TDCs with similar resolutions [18], [148]. 

With an adjustable resolution and the histogramming function, the proposed TDC can 

apply to broad ToF LiDAR applications, such as driverless vehicles and robotics. 
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Moreover, the short development cycle in FPGAs is suitable for the current competitive 

market. 
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Chapter 5. Automatic calibration 

in ZYNQ-based Structures 

5.1. Motivation 

Fast prototyping is a common requirement in commercial products. Meanwhile, in 

industrial applications such as driverless vehicles, multiple sensors, including LiDAR, 

radar (radio detection and ranging), and cameras, are used to achieve better 

performance [15], [164], [170]. FPGAs, working in a parallel manner, are a suitable 

solution for connecting each sensor and implementing functional modules due to the 

flexibility and short development cycle. 

 

As a high-precision stopwatch, a TDC is a key component in LiDAR and can be realized 

in ASICs and FPGAs. Owing to significant development in CMOS technology, both 

FPGA-TDCs and ASIC-TDCs can achieve picosecond resolutions. However, the 

nonlinearity in FPGA-TDCs is significant due to the fixed route and clock network. As 

such, there are only a small amount of commercial FPGA-TDCs [171]. Contrarily, 

ASIC-TDCs dominate the market in respect of commercial TCSPC products [154], 

[155], [159], which can be attributed to the better linearity and precision because of the 

careful placement and routing strategies. 

 

In FPGAs, TDLs are uneven due to clock skews and process variations, resulting in 

large nonlinearity. To improve linearity by changing the output pattern of carry-chain 

modules, Won and Lee proposed the tuned-TDL structure [62]. In bin-by-bin methods, 

each bin is remapped to its centre and the INL is reduced. The mixed-calibration method 

and mixed-binning method for different applications were proposed in previous studies 

by the present authors [19], [66], [172], in which BRAM modules are used to store 

calibration factors to enhance the linearity further. Despite such efforts, in the described 

methods, factors are pre-calculated on PCs based on the results from code density tests 

and are loaded to BRAM modules, rendering such methods time-consuming, especially 

for multichannel designs. With the lack of proper calibration strategies, a trade-off is 
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needed between the number of channels and area occupancy in commercial FPGA-

TDC products [173], [174]. 

 

In this chapter, a new automatic calibration (AC) strategy for exploiting the ARM-based 

ZYNQ SoC architecture for FPGA-TDCs is introduced. 

 

 
Figure 5.1 The block diagram of the proposed TDC system based on ZYNQ structures. 

 

5.2. ZYNQ architecture and TDC structure 

A block diagram of the proposed TDC system is presented in Fig. 5.1. The system was 

implemented in a low-cost Xilinx ZYNQ-7000 SoC (28 nm, XC7Z070, ZedBoard 

development board). The whole system contains two parts: the programmable logic (PL, 

equivalent to Artix-7 FPGA) and the processing system (PS, dual-core ARM Cortex-9 

inside) [175]. The TDC, including TDLs (the backbone for the proposed TDC), 

encoders, and calibration modules, was built in PL. PS is used for calculating the 
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calibration coefficients. The channel selector in PL is used for multichannel 

applications, with the capability of transferring data between the TDC channels and the 

ARM core. The advanced eXtensible interface (AXI) is the data bus for 

communications between PL and PS [176]. 

 

To further improve the performance of TDCs, techniques, such as WU methods [71], 

sub-TDL structures [66] and tuned TDL methods [62], were also applied in the present 

study. 

 

5.2.1. CARRY4 and tunned-TDL architecture 

Unlike CY8 in UltraScale (20 nm) or UltraScale+ (16 nm) devices, the carry chain 

module in ZYNQ-7000 is CY4, containing four cascaded delay elements. Each delay 

element has two outputs: CARRY_OUT (C) and SUM_OUT (S) [177]. Won and Lee 

[62] suggested that TDL-TDCs can be improved by changing the output patterns. 

Similar tests were conducted in the present study to determine the optimal sampling 

pattern for ZYNQ-7000 devices. The test results are shown in Table 5.1 and indicate 

that “SCSC” had the optimal linearity in ZYNQ-7000. 

 

Table 5-1. Sampling Pattern Comparison. 

Pattern  

(LSB = 9.83 LSB) 

DNL (LSB) 

[min, max], peak-to-peak 

INL (LSB) 

[min, max], peak-to-peak 

CCCC [-0.99, 4.32], 5.32 [-5.44, 4.17], 9.61 

SSSS [-0.91, 3.26], 4.17 [-5.32, 4.71], 10.03 

CSCC [-0.98, 3.25], 4.23 [-5.29, 5.19], 10.48 

CSCS [-0.95, 5.07], 6.02 [-7.40, 5.28], 12.68 

SCSS [-0.97, 3.26], 4.24 [-7.18, 5.27], 12.45 

SCSC [-0.89, 2.94], 3.84 [-5.73, 4.96], 10.69 

 

5.2.2. Weighted histogram calibration method 

The MC method proposed by Chen and Li [66] has been well-discussed in the previous 

chapters. In the described method, two pairs of calibration factors are efficiently used 
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to overcome ultra-wide bin (DNL > 2 LSB) and ultra-narrow (DNL < - 0.9 LSB) bin 

problems. However, one of the significant drawbacks of the method is that the MC 

method cannot suppress the nonlinearity caused by bins with bin-width > 2 LSB. As 

shown in Fig. 5.2a, the compensation failure caused by Bin [n] introduces missing code. 

For example, Bin [M+1], which is highlighted in red, degrades the resolution. Moreover, 

the MC method has two steps, the bin compensation and width calibration, and is not 

suitable for AC. Thus, a single-step weighted histogram calibration method was 

proposed in the present design. 

 

 
Figure 5.2 Example of bin compensation in a) the MC method [66]; and b) the proposed 

weighted histogram calibration method. 
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Figure 5.3 Hardware implementation of the weighted histogram calibration. 

 

Figure 5.3 shows the hardware implementation of the proposed weighted histogram 

calibration. Similar to the MB method [19] and MC method [66], BRAM modules are 

used in the proposed method to store the factors. However, there are three pairs of 

factors, including address factors (Addr L, Addr M, and Addr R) and width factors (Coe 

L, Coe M, and Coe R), stored in the calibration BRAM module. At the same time, to 

store the result, three Histogram BRAM modules were implemented. 

 

There are three possible cases for bin compensation in the proposed calibration method, 

as shown in Figs 5.4a – 5.4c: 

 

Case A: 𝑊𝑊[𝑊𝑊] ≤ 1 LSB,  

Case B: 1 LSB < 𝑊𝑊[𝑊𝑊] ≤ 2 LSB, 

Case C: 2 LSB < 𝑊𝑊[𝑊𝑊] ≤ 3 LSB. 

 

where 𝑊𝑊[𝑊𝑊] is the bin width of the k-th actual bin. Figure 5.5 shows the pseudo-code 

for calculating address factors. With three pairs of factors, the proposed method can 

ideally overcome ultra-wide bin problems caused by bins with a width less than 5 LSB. 

Figure 5.2b shows an example of such scenario: Bin [n] is the ultra-wide bin (𝑊𝑊[𝑛𝑛] ≤

5 LSB) neighbored by two wide bins, Bin [n-1] and Bin [n+1]. Bin [n] can only be 
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remapped to three ideal bins (Bin [M-1], Bin [M], and Bin [M+1]). However, with the 

factors Addr R [n-1] and Addr L [n+1], the ideal bins (Bin [M-2] and Bin [M+2]) are 

fulfilled by the actual bins (Bin [n-1] and Bin [n+1]). As such, the ultra-wide bin 

problem caused by Bin [n] (𝑊𝑊[𝑛𝑛] ≤ 5 LSB) can be overcome by means of the proposed 

method, which is more efficient than the mixed calibration method described in a 

previous study [66]. Meanwhile, the proposed calibration method is highly suitable for 

the present design (𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 = 3.84 LSB in the SCSC pattern). 

 

 
Figure 5.4 Bin compensation when a) 𝑊𝑊[𝑊𝑊] ≤ 1 LSB; b) 1 LSB < 𝑊𝑊[𝑊𝑊] ≤ 2 LSB; and 

c) 2 LSB < 𝑊𝑊[𝑊𝑊] ≤ 3 LSB. 
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Figure 5.5 The pseudo-code for calculating address factors. 

 

Calculations for width factors follow similar rules shown in Fig. 5.4. In Case A, only 

Coe L is valid and can be expressed as: 

 

𝐶𝐶𝐶𝐶𝐶𝐶 𝐿𝐿[𝑊𝑊] = 𝑊𝑊𝑖𝑖𝑖𝑖𝑠𝑠ℎ[𝑝𝑝,𝑐𝑐]
𝑊𝑊[𝑝𝑝] , (5.1) 

 

where 𝑊𝑊𝑖𝑖𝑑𝑑𝑡𝑡ℎ[𝑊𝑊,𝑛𝑛] is a portion of Bin [k] in the actual TDL which should be in Bin [n] 

in the ideal TDL (highlighted in red in Fig. 5.4a).  

 

In Case B, Bin [k] is remapped to two ideal bins (see Fig. 5.4b). Therefore, Coe L and 

Coe M can be defined as: 

 

𝐶𝐶𝐶𝐶𝐶𝐶 𝐿𝐿[𝑊𝑊] = 𝑊𝑊𝑖𝑖𝑖𝑖𝑠𝑠ℎ[𝑝𝑝,𝑐𝑐−1]
𝑊𝑊[𝑝𝑝] , (5.2) 

𝐶𝐶𝐶𝐶𝐶𝐶 𝑀𝑀[𝑊𝑊] = 𝑊𝑊𝑖𝑖𝑖𝑖𝑠𝑠ℎ[𝑝𝑝,𝑐𝑐]
𝑊𝑊[𝑝𝑝] , (5.3) 

 

In Case C, all width factors are valid and can be calculated as: 

 

𝐶𝐶𝐶𝐶𝐶𝐶 𝐿𝐿[𝑊𝑊] = 𝑊𝑊𝑖𝑖𝑖𝑖𝑠𝑠ℎ[𝑝𝑝,𝑐𝑐−1]
𝑊𝑊[𝑝𝑝] , (5.4) 
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𝐶𝐶𝐶𝐶𝐶𝐶 𝑀𝑀[𝑊𝑊] = 𝑊𝑊𝑖𝑖𝑖𝑖𝑠𝑠ℎ[𝑝𝑝,𝑐𝑐]
𝑊𝑊[𝑝𝑝] , (5.5) 

𝐶𝐶𝐶𝐶𝐶𝐶 𝑀𝑀 [𝑊𝑊] = 𝑊𝑊𝑖𝑖𝑖𝑖𝑠𝑠ℎ[𝑝𝑝,𝑐𝑐+1]
𝑊𝑊[𝑝𝑝] , (5.6) 

 

Compared with the previous mixed calibration method [66], which needs two-round 

code density tests, the proposed weighted histogram calibration method can calculate 

both address factors and width factors in a single round (see the difference between Fig. 

5.6a and Fig. 5.6b, highlighted in yellow), which is more suitable for AC. 

 

 

Figure 5.6 Flow diagrams of a) the proposed weighted histogram calibration method; 

b) the previous mixed calibration method [66]. 
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Figure 5.7 Vivado IP Integrator system block design. 

 

 
Figure 5.8 a) AXI communication model; b) Three types of AXI interface. 
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5.2.3. Communications between PL and PS 

In ZYNQ devices, PS is a “hardened” IP core that has already been implemented in the 

chip. IPs can be configured in the block design in the EDA tool (in the present design, 

Xilinx Vivado 2019.1 was used). Figure 5.7 shows the block design of the proposed 

TDC system. A basic Xilinx SoC system should contain three parts: PS and its reset, 

PL, and AXI buses for signal and data transmission.  

 

AXI is an interface protocol defined by ARM and is part of the advanced 

microcontroller bus architecture (AMBA) standard [178]. The AXI communication 

model is shown in Fig. 5.8a. The master device (for example, PS) and the slave device 

(for example, peripheral circuits) communicate through AXI interfaces. There are three 

types of AXI interfaces as listed in Fig. 5.8b: AXI-Full, AXI-Stream, and AXI-Lite. 

AXI-Full is for high-performance memory-mapped requirements, such as read and 

write operations in double data rate (DDR) or synchronous dynamic random-access 

memory (SDRAM). AXI-Stream is used to transmit data streams, such as videos. For 

low-speed communications, such as read and write operations in general purpose IO 

(GPIO), AXI-Lite is used. 

 

In the present design, as a proof-of-concept, the communications between PS and PL 

use AXI-Lite (low-speed transmission). However, AXI-full is required a for a real 

commercial product due to the fast multichannel data transmission. As multiple slave 

devices are involved (data ports and control signals which are highlighted in red in Fig. 

5.6), an AXI interconnect module is introduced to control communications. 

 

5.3. Automatic calibration function 

With the ZYNQ SoC architecture, the proposed AC function was realized. The 

calibration function was written in the C programming language. Although an operating 

system (OS) can run on ZYNQ, an OS is unnecessary in this study. Using the Vivado 

SDK (software development kit), a BIN file, containing an Executable and linkable 

format (ELF) file and a bitstream file, was generated. ELF files are for PS and bitstream 

files are for PL. A secure digital (SD) card was used to store the BIN file. After powering 

up, the ZYNQ evaluation board will read data from the SD card and execute the code, 
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and then the TDC system will be launched. The workflow of the proposed function is 

shown in Fig. 5.9 and can be divided into two parts: initial and measurement stages. A 

program runs after powering up the board. Code density tests are conducted 

automatically, and the histogram records the results. PS obtains the histogram from PL 

and calculates the calibration factors. Subsequently, PS loads the factors to the 

calibration BRAM module and completes the initial process. In the measurement stage, 

the proposed TDC performs like other ordinary TDCs with the TCSPC function. 

Indexed by the raw data, the calibration results will be delivered from the calibration 

module and stored in the histogram module. Through such procedure, real-time and 

automatic calibration is achieved. 

 

 
Figure 5.9 The workflow of AC TDCs. 
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The described workflow releases researchers and engineers from the time-consuming 

manual calibration, allowing for the possibility of mass production in commercial 

FPGA-TDC products. 

 

 
Figure 5.10 a) DNL and b) INL plots of the calibrated and uncalibrated TDCs. 

 

5.4. Experimental results 

The proposed AC-WU TDC was implemented and tested in a ZedBoard, which is a 

complete development board using the ZYNQ-7000 SoC [179]. The board has two 

independent low-jitter crystal oscillators (Fox-767) [179]. Without any correlations, the 

two oscillators are the system clock and the random input for code density tests. 

Meanwhile, the temperature and the operation voltage were maintained in the 

experiments. 
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Figure 5.11 Distribution of a) calibrated bin-widths and b) uncalibrated bin-widths. 

LSB = 9.83 ps. 

 

 
Figure 5.12 a) Time interval measurement results and b) Time interval histogram at the 

time interval about 980 ps. 

 

5.4.1. Linearity and bin width distribution 

Figure 5.10 presents the DNL and INL curves of the calibrated and uncalibrated TDCs. 

Table 5-2 summarizes all parameters for the linearity performance. After the calibration, 

𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 and 𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 were improved by 13-fold (from 3.91 LSB to 0.30 LSB) and 

18-fold (from 12.05 LSB to 0.67 LSB), respectively. 𝜎𝜎𝐷𝐷𝑁𝑁𝐿𝐿 was enhanced by 21-fold 

(from 0.86 LSB to 0.04 LSB), and 𝜎𝜎𝐼𝐼𝑁𝑁𝐿𝐿 was enhanced by 21-fold (from 2.79 LSB to 
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0.13 LSB). Moreover, 𝜔𝜔𝑖𝑖𝑒𝑒 and 𝜎𝜎𝑖𝑖𝑒𝑒 were improved from 19.76 ps to 9.85 ps and from 

5.70 ps to 2.84 ps, respectively. 

 

Figure 5.11 shows the calibrated and uncalibrated TDCs’ bin width distribution of the 

TDCs, wherein the calibrated TDC (Fig. 5.11a) had a considerably higher concentrated 

bin-width distribution than the uncalibrated TDC (Fig. 5.11b). 

 

Table 5-2 Linearity comparison between the uncalibrated TDC and calibrated TDC. 

 Tuned & Sub-WU AC-WU 

LSB (ps) 9.83 

DNL (LSB) [-0.93,2.98] [-0.14,0.16] 

𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝(LSB) 3.91 0.30 

𝜎𝜎𝐷𝐷𝑁𝑁𝐿𝐿 (LSB) 0.86 0.04 

INL (LSB) [-6.52,5.53] [-0.25,0.42] 

𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 (LSB) 12.05 0.67 

𝜎𝜎𝐼𝐼𝑁𝑁𝐿𝐿 (LSB) 2.79 0.13 

𝜔𝜔𝑖𝑖𝑒𝑒 (ps) 19.76 9.85 

𝜎𝜎𝑖𝑖𝑒𝑒 (𝑝𝑝𝑝𝑝) 5.70 2.84 

 

5.4.2. Time interval tests 

To evaluate the precision of the proposed TDC, time interval tests were conducted. 

IDELAYE2 and IDELAYCTRL were used to generate a controllable delay between the 

sampling clock and the hit signal. 

 

As shown in Fig. 5.12a, 30 measurements covering one sampling clock were conducted, 

and each measurement captured 100,000 samples. The standard deviations of each 

measurement were calculated, and the averaged value (13.86 ps) was the RMS 

resolution of the TDCs. Meanwhile, Figure 5.12b shows a histogram of a 980 ps time 

interval, which indicates a 14.16 ps RMS resolution. 
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Figure 5.13 Implementation layouts of a) a single channel and b) 16 channels. 

 

Table 5-3 Logic resource utilization 

 CARRY4 LUTs DFFs BRAM 
Available 13300 53200 106400 140 

Single channel 
50 

(0.38%) 

764 

(1.44%) 

1095 

(1.02%) 

2 

(1.42%) 

16-channel 
800 

(6.02%) 

9681 

(18.19%) 

15141 

(14.23%) 

32 

(22.85%) 

AXI Bus 0 
797 

(1.49%) 

1278 

(1.20%) 
0 

 

5.5. Multichannel implementation and logic resource 

consumption 

A 16-channel AC-WU TDC was implemented and tested in Zynq-7000 SoCs. Each 

TDL (containing 50 CARRY4s) was placed within a clock region to avoid significant 

clock skews. Every WU launcher was constrained near the first CARRY4 of the 

corresponding TDL to minimize jitters introduced by routing resources (see Fig. 5.13a). 
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To show the efficiency of the proposed weighted histogram calibration method, 16 

channels were distributed in the tested chip randomly (see Fig. 5.13b).  

 

Table 5-3 summarizes the resource consumption for the 16-channel design. Each 

channel costs 764 LUTs, 1095 DFFs, and 2 BRAMs. The usage report shows the 

considerable potential of the proposed TDC architecture in multichannel applications. 

Moreover, the AXI bus was used for communications between PL and PS with the cost 

of 1278 DFFs and 797 LUTs. 

 

Code density tests were conducted for all channels. The linearity performances for the 

16 channels are shown in Table 5-4. In the optimal case (Channel No.1), 𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 

was 0.21 LSB and 𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝  was 0.52 LSB. At the same time, in the worst case 

(Channel No.7), 𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 was 0.69 LSB and 𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 was 0.86 LSB. The averaged 

peak-to-peak values of DNL and INL were 0.38 LSB and 0.63 LSB, revealing that the 

proposed 16-channel TDC has good uniformity.  
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Table 5-4 Summary of linearity performance for 16-channel TDCs (Units: LSB) 

Channel 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Ave. 
𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 0.21 0.34 0.33 0.28 0.30 0.29 0.56 0.69 0.25 0.41 0.25 0.26 0.52 0.27 0.48 0.60 0.38 
𝜎𝜎𝐷𝐷𝑁𝑁𝐿𝐿 0.03 0.05 0.05 0.04 0.04 0.04 0.10 0.07 0.04 0.06 0.03 0.04 0.07 0.03 0.06 0.07 0.05 

𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 0.52 0.55 0.51 0.52 0.67 0.45 0.90 0.86 0.51 0.45 0.57 0.37 0.87 0.62 0.89 0.87 0.63 
𝜎𝜎𝐼𝐼𝑁𝑁𝐿𝐿 0.10 0.11 0.10 0.12 0.13 0.08 0.17 0.18 0.09 0.08 0.11 0.08 0.19 0.14 0.23 0.26 0.14 

 

Table 5-5 Comparison of published calibration methods 

Ref.- Year Methods Multiple steps 
Auto/manual 

Calibration 
[101]-10 Bin-by-bin calibration Single-step Manual 
[59]-17 Bin-width calibration Single-step Manual 
[66]-19 Mixed calibration Two-step Manual 
[153]-21 Gain & error calibration Single-step Auto 

This work Weighted histogram calibration with an AC function Single-step Auto 
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Table 5-6 Summary of recently published FPGA-TDCs with comparable performances 

Ref-
Year Methods 

LSB 

(ps) 

𝜔𝜔𝑖𝑖𝑒𝑒 

(ps) 

RMS 
Resol. 

(ps) 

DNL (LSB) INL (LSB) LUT DFF BRAM AXI Bus 

[69]-18 
Two-Stage Delay 

Line Loop 
Shrinking 

8.50 N/S 1 42.40 [-0.22, 0.36] [-0.62, 0.91] N/S 1 N/S 1 0 - 

[67]-20 
Bidirectional 

RO Vernier 
24.50 N/S 1 28.00 [-0.20, 0.25] [0.03, 0.82] 172 986 0 - 

[146]-
20 

PLL Delay Matrix 
with DDR 15.60 N/S 1 15.60 [-0.18, 0.18] 2 [-0.16, 0.14] 2 9886 3 N/S 1 0 - 

[153]-
21 

Slide Scale, 

Gain & Error cal., 

Moving Ave. 

4.88 N/S 1 
2.90~ 

8.03 
[-0.10, 0.15] [-0.23, 0.28] 2962 4157 0 - 

This 

Work 

WU-A, 

Tuned-TDL, 

Sub-TDL, 

Auto Cal. 

9.83 9.85 13.86 4 
[-0.14, 0.16], 

0.38 5 

[-0.25, 0.42], 

0.63 7 
764 1095 2 

1278 DFFs 

797 LUTs 

1 N/S= not specified; 2 Rounding values from data presented in literature; 3 Combinational ALUTs in Altera FPGA; 4 The RMS resolution is 
measured internally. 5 Averaged peak-peak DNL or INL results of the Multichannel TDCs. 
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5.6. Comparison 

A comparison of the proposed calibration method with other published calibration 

methods is provided in Table 5-5, while summaries of recently published FPGA-TDCs 

and the proposed TDC are provided in Table 5-6. 

 

Although calibration methods such as bin-by-bin calibration [101], bin-width 

calibration [59], and MC [66] methods can improve linearity and precision, manual 

calibration is required, which is unsuitable for commercial products. The gain and error 

calibration [153] can correct data automatically using signal processing methods 

(efficient but complex). However, two signal interpolators are required in the method 

[153], and more resources per channel are consumed than the present solution (see 

Table 5-6). 

 

Unlike ultra-high resolution (< 5 ps) TDCs [79], [92], [118], [121], [153], [172], the 

aim of the AC-WU TDC is to achieve a high resolution and linearity simultaneously in 

low-cost SoC devices. Compared with previously reported TDCs with similar 

resolutions, the proposed TDCs are easy to implement in modern SoC devices and have 

better linearity. The TDC has also exhibited similar linearity performance to the PLL 

delay matrix TDC proposed in previous research [146]. However, the PLL delay matrix 

TDC requires 6-fold more LUTs than the proposed TDC with the AXI bus. At the same 

time, easy implementation is essential for broader applications, which is achieved in 

the proposed design compared with the two-stage delay line loop shrinking TDC [69] 

and the bidirectional RO Vernier TDC [67], since modern FPGAs do not have dedicated 

logic resources to construct loop architectures. 

 

5.7. Conclusion 

In the present study, a multichannel automatic calibration architecture based on ZYNQ 

SoCs and a weighted histogram calibration method were proposed for the first time. A 

16-channel TDC system was implemented and tested. The achieved resolution was 9.83 

ps, and 𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝  and 𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝  were increased to 0.38 LSB and 0.63 LSB, 

respectively. Meanwhile, the multichannel tests results show good uniformity between 

channels. 
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Through the proposed design, researchers can easily produce repeatable measurements 

using established ARM-based ZYNQ devices. The proposed approach can also be 

implemented with open-source softcore processors for low-cost commercial 

developments. Notably, compared with the proposed TDC, the resource consumption 

of a softcore processor in FPGAs is close to or even higher than a single-channel design, 

which cost at least thousands of LUTs and DFFs [180], [181]. The Rocket Chip 

Generator [182], a dedicated open-source core, and its variation S-RISC-V [183] 

consume over 30K LUTs and 15K DFFs. Resource optimization in softcore processors 

is complex and requires expertise in the implementation of control buses and data buses 

as well as the development of arithmetic logical units (ALUs). 

 

In the current TCSPC products, timestamps are calibrated and processed on PCs. 

Peripheral Component Interconnect Express (PCIe) interfaces are essential in such 

systems to achieve real-time data processing. However, the proposed ZYNQ-based AC-

WU TDC is a cheaper solution. Benefiting from automatic calibration with ARM-core 

processors, the proposed design does not require manual calibration, differing from the 

direct histogram TDC [59] and the mixed calibration TDC [66]. At the same time, the 

on-chip solution will meet the increasing demand for fast data processing, which widens 

the scope of application of the AC-WU TDC. 
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Chapter 6. Conclusion 
6.1. Summary 

Owing to the growing demands for TCPSC techniques, TDCs are gaining increasing 

attention in industry and academic circles. In this thesis, three efficient implementations 

of FPGA-TDCs using TDL structures were successfully demonstrated. A review of the 

reported designs and methods was first provided, with the aim of solving the drawbacks 

that limit the performance of TDCs and limit the application in the industry. 

 

A review was provided in Chapter 2, including TDCs’ critical parameters, novel 

architectures, calibration methods, and TDCs’ applications. In general, due to the 

development of FPGA manufacturing techniques, FPGA-TDCs can achieve a 

significant resolution compared with ASIC-TDCs. Despite such advantage, the major 

drawbacks of FPGA-TDCs are bubbles caused by clock distributions and nonlinearities 

caused by device imperfection. Starting with the review, this thesis presented three 

different FPGA-TDC designs. 

 

Chapter 3 demonstrated a strategy to implement a high-resolution WU TDC on 

UltraScale FPGAs (20 nm CMOS process). The proposed DSWU TDC is the first 

efficient WU-based TDC on UltraScale FPGAs, achieving 1.23-ps resolution. To 

improve the TDC’s linearity, a binning method was proposed in this chapter. The binned 

DSWU TDC (2.48-ps resolution) achieved 𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 = 2.61  LSB and 𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 =

4.45 LSB. Moreover, in this study, equations to analyse the measurement uncertainty 

were also provided. Followed the equations, for the DSWU TDC, the theoretical 

𝜎𝜎𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑖𝑖𝑚𝑚 = 3.58  ps and the experimental 𝜎𝜎𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑖𝑖𝑚𝑚 = 3.63  ps. The experimental test 

results are in good agreement with the analysis. With the proposed equations, 

researchers can build a high-precision TDC by reducing errors caused by different error 

sources. 
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A 128-channel resolution-adjustable (51.28 ps, 83.33 ps, and 105.26 ps) high-linearity 

(both 𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 and 𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 are less than 0.05 LSB) TDC was presented in Chapter 

4. Due to the great linearity, the proposed TDC reached a comparable precision. The 

precision of the proposed TDC (selected resolution = 51.28 ps) is 15.89 ps. However, 

other reported TDCs with a resolution around 50 ps have a worse precision (> 18 ps) 

[161], [162]. With a 128-channel design, the proposed TDC is suitable for LiDAR 

applications, especially in driverless vehicles, where a photon detector array (hundreds 

of detectors) is required. Moreover, a software tool has been developed and open-

sourced, which will continuously help peers to understand and evaluate different TDC 

calibration methods. The link is https://github.com/GitForWJ/TDC_tools. 

 

Based on the ZYNQ SoC architecture, a 16-channel automatic calibration WU-TDC 

(9.83 ps resolution) with good linearity (𝐷𝐷𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 = 0.38 LSB and 𝐼𝐼𝐷𝐷𝐿𝐿𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝 = 0.63 

LSB) was proposed in Chapter 5. Using the ZYNQ structure, the proposed TDC 

overcomes one of the major drawbacks of the FPGA-TDC, the time-consuming manual 

calibration. Because of the troublesome manual calibration, mass production becomes 

impossible for commercial FPGA-TDC products. The test results show that the 

proposed calibration method is robust and is a good solution for commercial FPGA-

TDC products. 

 

The three proposed TDCs show comparable performances to other reported FPGA-

TDCs. Meanwhile, the proposed equations for theoretical analysis and the open-

sourced tool will continuously help peers to improve their TDC further. Besides, the 

proposed automatic calibration solution shows a path to commercialize FPGA-TDC 

designs for industrial applications. 
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6.2. Future work 

Several potential works could be further developed based on existing research. 

 

Error and uncertainty analysis has been explored for many years. Inspired by Szplet et 

al. [130], a detailed error source analysis was previously conducted [172], and inherent 

convert timing jitter was found to limit TDCs’ precision, especially when the achievable 

resolution is better than 5 ps [63], [80], [92], [172]. Sondej et al. later analysed the 

transfer function of the wave union method [184]. Such research facilitates better 

understanding of the characters and performance of a TDC and can further improve 

TDCs’ performance. 

 

In the previous research [172], the wave union method was demonstrated to still be 

efficient in UltraScale FPGAs if bubbles are removed. The multi-sampling wave union 

(MSWU) method was proposed to fully utilize the wave union method [186]. However, 

bubble sorting 1 is completed on a PC [187], [188] and is not efficient. Therefore, an 

intelligent bubble removing method is needed. 

 

Calibration in FPGA-TDCs uses a correction coefficient to minimize nonlinearity. 

Since factors are calculated on a PC, manual channel-by-channel chip-by-chip 

calibration is unavoidable. Therefore, in the present study, the first automatic 

calibration TDC using ZYNQ SoC architecture was proposed, rendering FPGA-TDCs 

more suitable for commercial applications. Despite such developments, the power 

consumption of PS (the ARM core) must not be ignored if the product is applied in 

industry. A considerably small and low-power soft-core processor is desired. In the soft-

core processor, floating-point operations are unnecessary, because they may introduce 

rounding errors. Also, the frequency of the soft-core processor could be lower than 100 

MHz, with a suitable FIFO (first-in, first-out) depth. A 16-bit processor is a must (2^16 

 
1 Bubble sorting in this thesis is not the software algorithm for list sorting in computer science. Here, bubble sorting is a method 

to locate bubbles 
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= 65535), because more than 1,000,000 events will be recorded in a histogram with 

more than 100 bins. Additionally, to cancel nonlinearity, a trained neural network was 

integrated with TDCs in 1997 [189]. Considering thermal noise and electronic jitter 

follow Gaussian distribution, a jitter-remove neural network might be a potential 

solution for the further improvement of TDCs’ precision. 

 

In addition to the fundamental works which aim to improve TDCs’ performance, a 

notable research topic is the implementation of TDC-based ADCs in FPGAs. In FPGAs, 

LVDS pads and the input buffers are basic elements. Because of comparator structures, 

LVDS buffers are naturally 1-bit ADCs [190]. Wu et al. firstly described an FPGA-

based slope ADC [191]. The system clock feeds to an output buffer, and a slope is 

generated because of the parasitic capacitance. Two input pads of an LVDS comparator 

are used, with one being for the tested signal and the other being for the slope signal. 

The LVDS comparator generates a pulse, and the time of the pulse reflects the voltage-

to-measure. Without external resistors and capacitors, FPGA-based TDC-ADCs are 

simple and fully reconfigurable. At the same time, owing to TDCs’ low deadtime, 

FPGA-based TDC-ADCs can work at a high sampling rate. In a recent report [192], a 

1.2 GSample/s ADC was implemented in UltraScale+ FPGAs. The newest radio 

frequency (RF) SoC [193] integrates a high-rate ADC, which supports up to 6 

Gsample/s. However, the price is high (around 30,000 USD per evaluation board). The 

TDC-ADC can be implemented on a low-price FPGA. Due to the simplicity and high 

sampling rate, the FPGA-based TDC-ADC is an optimal and low-cost solution for radio 

spectrometers [194]. 
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