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Abstract

Wireless ad-hoc networks are characterised by lack of infrastructure and frequent

topological changes. Traditional routing protocols seck only single paths to the
desired destinations, while multipath routing obtains multiple paths for only

marginal additional overhead. This work argues that multipath routing is ad-
vantageous, even allowing for the additional overheads, because of the improved
network load distribution. The merits of multipath routing are shown through
extensive performance evaluation considering packet delivery ratio, average end-
to-end delay and routing efficiency, for both mobile and static scenarios.

The second aspect of the thesis addresses energy awareness. When a single
connection is considered, multipath routing can potentially consume more total
energy compared to its unipath counterparts because some traflic can traverse
longer (in terms of hop count) paths. On the other hand, unipath routing con-
centrates nodal traffic over the same single path; resulting in unfairness for the
intermediate hops and uneven energy consumption which, in turn, can result
in network partitioning. Here, it is argued that multipath routing extends the
network lifetime, because the routing protocol can make more sophisticated deci-
sions to avoid node exhaustion. Two novel energy aware routing schemes, which
select optimal paths to homogenise the energy map of the network, are pre-
sented. A range of performance evaluation techniques are employed to demon-
strate the merits of the proposed schemes, and it is shown that the approach of
homogenising the network energy map mitigates against the effects of inevitable
node outages cause by energy exhaustion and prolongs network lifetime.
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Chapter 1
Introduction

The introduction of both the mobile phones and wireless computer networks

in the late 20* century has significantly changed and enhanced our social and
work behaviour. Users are no longer tethered to a physical location in order
to make a voice or video call, perform some computing function or do both at
the same time. Mobile telephone users can travel for miles and still remain

connected as long as they remain within their area of coverage. The emerging
era. of mobile communications and mobile computing will usher in a vision of

pervasive computing in which our communications and computing needs are no
longer physically tethered to a particular geographic location or bounded to any
specific device or platform.

Fixed line telecommunications networks encompass significant construction
and maintenance costs when compared to their unwired counterparts. Installing
fixed communications links require substantial infrastructure (in terms of ca-
bling, conduits, and ducts) and complex right-of-way agreements. On the other
hand, fixed wireless networks require significantly smaller footprints in order to
achieve a communications network of comparable connectivity. However, the
continual evolution of platforms with computational and communications capa-

bilities surpassing present-day mobile communications devices are enabling the
development of wireless networks where no pre-planned infrastructure exists at

all.

For such scenarios, users form a network to communicate either among them-
selves or with another network through a gateway. These ad-hoc networks are
challenging and characterised by their lack of infrastructure and centralised ad-
ministration. The definition of an ad-hoc network can be summarised as [1):

“An ad-hoc network is a collection of wireless mobile hosts forming a
temporary network without the aid of any established infrastructure

1



or centralised administration. In such an environment, it may be
necessary for one mobile node to enlist the aid of other hosts in
forwarding a packet to its destination, due to the limited range of
each mobile host’s wireless transmissions.”

In ad-hoc networks, mobile hosts might appear and disappear without any
notice and the network must be able to cope with such events. Examples of such

networks could be a conference centre, where a limited number of base stations
are installed and all the attendees are equipped with laptops. The users that
are close to the base stations are able to access the Internet, but users distant

from the base stations may not be capable to access network resources. In such
a case, users can form an ad-hoc network to communicate among themselves

or use Internet resources. Users that are located outside the coverage area

can communicate with other users in an ad-hoc manner and use the Internet
resources via the users who are located within the coverage area. Of course, the
formation of such a network assumes that the users are willing to forward traffic

on behalf of other users.
Wireless Sensor Networks (\WSNs) represent a significant application for ad-
hoc networks. Recent advances in processing, storage, energy and communica-

tion technologies allow compact implementation of sensors, capable of detecting
and monitoring temperature, chemical contamination, seismic, auditory, light
activity and other desirable information of the environment. In addition to the
monitoring of an area, it is also necessary to facilitate the collection method of
the data to a point where it will be possible to perform further processing of the
data either by humans or automated software. Monitoring might be essential for
unexpected circumstances within hazardous fields, which lack inter-networking
infrastructures and the necessity of the network is temporary. Beside such catas-
trophic scenarios, sensor networks could be used in more peaceful applications
for the monitoring of wind farms for fault provisioning, vehicle traffic to improve
traffic conditions, natural habitats to understand wild life and many more.

1.1 Multipath Routing

Routing is the process of sclecting paths in computer networks, along which the
traffic is to be sent. In Mobile Ad-hoc Networks (MANETS) routing is particu-
larly challenging because hosts move or become inactive and this results in fre-
quent topological changes. Wireless ad-hoc networks are capacity constrained
and the high overheads of traditional wired routing protocols make their use

2



prohibitive. Additionally, devices are constrained in memory and processing ca-
pabilities and routing table maintenance for every node in the network is usually
not practicable. Reactive wircless routing protocols operate in an on-demand
manner and discover paths when necessary. This approach tends to reduce net-
work overhead for maintaining up-to-date routing information and scales better
than traditional pro-active routing protocols.

On-demand routing consist of two phases, a route request propagation where
the source node floods the network with requests to reach the destination of the
discovery, and a route reply phase where the destination replies to the the source
node indicating the route(s) available for communication. Unipath routing docs
not exploit the fact that the route request propagation phase has alrcady been
performed and does not discover multiple paths to the destination. This results
in a higher frequency of route discoveries, which in turn, increases network
congestion and energy depletion.

In terms of network congestion, multipath routing has the potential to in-
crease network performance by distributing the network load to multiple paths.
Multipath routing protocols in the literature modify the route request propaga-
tion process in such a way that network overhead is increased and subsequently
the benefits of multipath routing are counteracted by the increased overhead.
Other routing protocols in the literature attempt to maintain low route discovery
overhead, but the multiple paths discovered are not exploited simultaneously,
but instead, the alternative paths are used for reliability purposes. In this thesis,
a multipath routing scheme is proposed, which discovers multiple node-disjoint
paths to the destination. It is shown that the scheme offers higher packet de-
livery ratio, lower average end-to-end delay and increased routing efficiency for
static and mobile scenarios.

The second aspect studied in the thesis is energy awareness; traditional en-
ergy aware routing schemes attempt to prolong the network lifetime by selecting
paths based on the highest residual energy. The approach followed here is based
on the homogenisation of energy consumption in the network. Two novel routing
schemes are proposed that extend the network lifetime and maintain network
connectivity for longer. Finally, it is shown that there is a trade-off between
having knowledge with high precision to perform routing operations and the
overhead carried by the network to collect and maintain such high precision
knowledge.



1.2 Overview of the Thesis

The remaining of this thesis is organised as follows: Chapter 2 introduces the
common technologies and background information related to mobile ad-hoc net-
works. Chapter 3 discusses performance evaluation techniques used in this thesis
and the assumptions made throughout this work. The chapter also proposcs a
new multipath, node disjoint routing scheme and a simple scenario is used to
describe the methodology used. In Chapter 4, a comprehensive performance
evaluation of the proposed multipath routing scheme is performed for static
and mobile scenarios of variable mobile intensities and the merits of multipath
routing are illustrated over a unipath counterpart.

In Chapter 5, multipath routing is studied from the energy perspective and
the chapter proposes two new routing schemes, which prolong the network life-
time based on the homogenisation of the energy consumption in the network
as opposed to the more traditional approach where the paths are chosen based
on the highest energy. The proposed routing schemes assume that the resid-
ual energy of all other nodes in the network is available with no latency and
this assumption is removed in Chapter 6. Additionally, Chapter 6 proposes a
signalling mechanism which is used by network nodes to collect and maintain
energy related information. The precision of the information is varied and the
energy-aware protocols proposed in the previous chapter are examined to evalu-
ate their performance under partial knowledge with reduced precision and added
latency. Finally, Chapter 7 concludes the thesis, presents its contributions and
gives directions for future research.



Chapter 2
Background

This chapter introduces the concepts and technologies underpinning Mobile Ad-

hoc Networks (MANETS). Technologies such as ZigBee, Bluetooth, Ultra Wide-
band (UWB) are not always seen as directly related to multipath routing, but
they are crucial to understand the space and limitation of MANETs. The chap-
ter also describes common routing protocols used in wired networks and explains

why such protocols can not be used in the wireless domain. Finally, the chap-
ter presents a classification of routing protocols in the wireless ad-hoc network

environment and describes a series of Request for Comments (RFC) routing pro-
tocols in the Internet Engineering Task Force (IETF) MANET working group.

2.1 Ad-hoc Network Operating Principles

An ad-hoc network can be constructed without the need of pre-planed infras-
tructure. For example, consider a collection of nodes that are equipped with
wireless network interfaces. The minimum number of peers required for the for-
mation of an ad-hoc network (or any network in general) is two. Then, each
node beacons their neighbours and the communication between them can start.
The nodes communicate between themselves in a point-to-point fashion (single-
hop) or when the distance between peers is greater than the range of their
wireless interface then the aid for intermediate nodes is required to accomplish
the communication (multi-hop).

2.1.1 Single-hop communication

When two adjacent peers seck to communicate with each other, they tune their
wireless interface to the same frequency. In addition, the nodes must be within



each other’s range in order to achieve successful communication. Factors that
affect the successful single hop communication of the peers are described:

o Physical characteristics of the transceivers: Each of the nodes! is
equipped with a transmitter capable to transmit with a maximum power
P,. This power is one of the key parameters defining the maximum trans-
mission range. Additionally, each node is equipped with a receiver with a
particular receiver sensitivity. The receiver sensitivity describes the ability
of the receiver to sense activity in the channel. If the power of the received
signal is below the receiver sensitivity, then the receiver is not able to de-
tect any transmissions and assumes the channel to be idle. On the other
hand, when the received signal strength is above the recciver’s sensitiv-
ity, the receiver senses activity in the channel and attempts to decode the
received signal. When a message is propagated in the channel (air) it is
attenuated and distorted according to the characteristics of channel. In
brief, the amount of attenuation and distortion of the signal is affected by
the environmental conditions such as rain, fog, gas, pollution etc. Other
phenomena that might significantly affect the signal propagation are fad-
ing effects (small scale fading in short distance scenarios, multipath fading
in closed environments, etc.) and Doppler effects when transceivers are
mobile.

The metric that describes the quality of the received signal in commu-
nication systems is the Signal-to-Noise-Ratio (SNR)?, and is significantly
affected by the channel characteristics (environment), thermal noise of the
transceiver components and the modulation scheme in use. For a sys-
tem, where the SNR is known, it is possible to calculate the probability
of symbol error and hence Bit-Error-Rate (BER) [2, 3]. When the SNR
increases, the BER decreases and hence the probability of recciving a bit
in error decrcascs. Consequently, the probability of receiving a complete
message in error also decreases. However, even if the SNR is very high,
there is still a finite chance that a complete message can not be received
without error.

Finally, in communication systems, there are techniques to recover from
errors, such as Forward Error Correction (FEC), which have the penalty

'The terms node, peer, host are used interchangeably.

2There are variants of this ratio such as Signal-to-Interference-Noise-Ratio, and such terms
are used according to the context. For example, if interference exists in the environment, the
denominator of the ratio is the addition of the noise level and the interference level.



of transmitting longer messages. FEC introduces some redundancy in the

message, in order to allow recovery. It is sometimes necessary to introduce
this redundancy since it is more expensive to re-transmit the complete

message than to add a few redundant bits. However, such techniques are
not in the remit in this thesis and, hence, are not discussed further.

¢ Concurrent transmissions: Consider a node who transmits a frame to
another adjacent node. The transmission is successful only if, for the dura-
tion of the transmission, no other nodes initiate transmissions in the same
geographic region. If other nodes (within the geographic region) initi-
ate transmissions while another transmission is taking place, they provoke
interference to the first transmission and both communications fail, i.e.
transmissions collide. For this reason, the communication between peers
must be coordinated. Such coordination is managed by the MAC protocols
which are described in Section 2.3.6.

2.1.2 Multi-hop communication

When two nodes seek to communicate with each other and the one is not within
range of the other, then intermediate nodes are employed to establish commu-

nication between them; if such a set of intermediate nodes exists and are willing
to aid the communication. The multi-hop communication is constrained by all

the operating characteristics of each single-hop communication (as described in
Section 2.1.1), plus the functionality being available to allow the node to dis-
cover paths for the communication and forward traffic on behalf of initiator of
the communication.

Each node must be aware of the network topology either in full or partially.
There are different techniques to maintain such awareness and are discussed
further in Section 2.4. Assuming that the node is fully or partially aware of
the network topology, then it must decide which path to use to route its trafhic
to the destination of the communication. This functionality is handled by the
“so called” routing agent which is able to decide the optimum path for routing
the traffic to the destination. The path may be optimum in various respects
such as end-to-end delay, energy consumption, congestion and etc. Finally, all

intermediate nodes must be capable of forwarding the traffic to the next hop
along the path.



2.2 Propagation Models

The propagation model is an important component, when simulating ad-hoc
networks. The most common propagation models are described below.

2.2.1 Free (Friis) space

The free space propagation model [4] is the simplest model and assumes that
there is only one propagation path between transmitter and receiver, known as
the line-of-sight path. The received signal power is inversely proportional to

the square distance between transmitter and receiver. If the transmission power
is P, and the distance between transmitter and receiver is d, then the received

signal power P, is given by the equation:
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G: and G, are the antenna gains of the transmitter and the receiver re-
spectively and L the system loss (L > 1). Finally X is the wavelength of the
transmission (¢ = A . f where ¢ is the speed of light and f the frequency of

the transmission). For simulation purposes, the antenna gains G;, G, and the
system loss L are selected equal to 1 (Gi=G,=1and L=1) [5].

2.2.2 Two-Ray Ground

The two-ray ground propagation model gives more accurate prediction compared
to the Free Space model, for long distances only [5]. This model considers the
line-of-sight propagation path plus a ground reflection path. The formula for
the received signal strength is:
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where h; and h, the heights of the antennas of the transmitter and the
receiver respectively. L is also selected to equal to 1 (L = 1).

Equation 2.2 results in values closer to reality when long distances are con-
sidered, but for smaller distances the Free space model is more accurate. It is
necessary to define when cach of the two models is selected and this depends
upon the distance. Therefore, for a cross-over distance d, < d the two-ray
ground Equation 2.2 is more appropriate. On the other hand, the Free Space



Equation 2.1 is more appropriate when the cross-over distance d, is greater than
d (d. > d) . The cross-over distance is calculated using the equation:

4ﬂ'h¢hr
A

de = (2.3)

2.2.3 Shadowing Model

Both of the above mentioned models consider the communication range as a per-
fect circle and both use deterministic equations to calculate the received signal

strength. In reality, the received power is affected by fading multi-path effects
and therefore the communication range may vary. The Shadowing model uses
a random variable to determine the reception power of the signal and hence the

communication range does not form an idle circle. However, the random variable
is changed according to the environment which is simulated. For example, the
parameters of the random variable are different when an outdoor experiment is

performed compared to an indoor experiment.
The shadowing model consists of two parts the path loss model and the

variation of the received power. The first part calculates the mean received
power (P,(d)) as function of the distance d. The close-in distance dp is used as

a reference and P,.(d) is computed relative to the P.(dp) using the equation.

Pr(dO) —_ _fi_ g (24)
P.(d) do

B is called the path loss exponent and is empirically determined for the
environment of the experiment. For free space propagation # = 2. For outdoor
environments 8 lies within the interval (3 — 5). Larger values for § represent
environments with more obstacles and corresponds to a more rapid decrease In
the average received power as distance increases. The value of P,(dp) is computed

using the Free Space model equation 2.1. Since the path loss is usually measured
in dB, the equation 2.4 can be written as:

Pd)| _ d
Pr(dO)] ., = ~105log (do) (2:9)

The second part of the shadowing model represents the variation of the
reccived power at a certain distance. This random variable (X) is log-normal
and, when measured in dBs, the variable (Xgp) follows a Gaussian distribution
with mean zero (i = 0) and standard deviation o45. The o4p is also called the
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shadowing deviation and is obtained experimentally in a similar manner to S.
Therefore, the final cquation that describes the shadowing model is:

F(d)

Pr(dO)

= —-100log (;—-) + Xap (2.0)
0

db

Typical values for # and o4 are shown in Table 2.1.

Environment I6;
2
Outdoor Free Space
Shadowed urban area 2.7 to 5
Li f sight 1.6 to 1.8
In building —C €% 0
Obstructed 4to 6
Environment oqp (dB)
Outdoor 4 to 12

Office, hard partition 7
Office, soft partition 9.6
Factory, line-of-sight 3 to 6
Factory, obstructed 6.8

Table 2.1: Typical values for path loss exponent § and shadowing deviation
dgap (5]

2.3 Ad-hoc Network Architecture; Node Per-

spective

The network architecture could be described ecither in a distributive fashion,
where each layer of the protocol stack is described by a stand alone standard
or by using an integrated approach. For example, the IEEE 802.11 standard
describes the Physical and the Data Link Layers of the OSI model. Whereas
technologies such as Bluetooth [6] and ZigBee [7] specify the whole protocol

stack. Each of these two approaches has its own advantages and disadvantages
but any judgement of each approach is out of the scope of this text.
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The ad-hoc networks are characterised by their lack of infrastructure. The

formation of the network is performed over the same shared medium, the air.
The generic OSI layer model of source to destination communication is shown

at Figure 2.1.

Device C
Application Layer

Device B
Application Layer

Device A
Application Layer

Presentation Layer

Presentation Layer

Presentation Layer

Session Layer

Session Layer Sassion Layer

Transport Layer Transport Layer Transport Layer

Network Layer

Network Layer Network Layer

Data Link Layer Data Link Layer

Data Link Layer
Physical Layer Physical Layer
3 ] |4

Figure 2.1: OSI layer model.

Physical Layer
A

2.3.1 Physical Layer

The physical layer defines all the electrical and physical specifications of the
network devices. The specifications define the medium (air in ad-hoc networks),
transmission and reception characteristics of the transceivers, modulation tech-
niques used, bit rates and opcrational frequencies. There is a varicty of stan-
dards defined by the IEEE community which are discussed later in this text,
such as IEEE 802.11 (Wireless Local Area Network (\WWLAN)), IEEE 802.15.1
(Bluetooth), IEEE 802.15.4 (ZigBee).

2.3.2 Wireless LAN - IEEE 802.11 (PHY)

In 1997, the IEEE adopted the IEEE 802.11 standard - the first standard to
describe Wireless Local Arca Networks (WLANSs). The standard defines the

Physical Layer (PHY) and Medium Access Control (MAC) (Data Link) layer
of the protocol stack, regarding connectivity of Wireless Local Arca Networks

(WLANS) and is very similar to the IEEE 802.3 Ethernet [8). On the other hand,
IEEE 802.11 takes into account the uniqueness of the physical channel that is
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used in the WLAN operation, such as range limitation, unreliable medium,
dynamic continuously changing topologies and the inability of the devices to
“hear” every other device in the network. The IEEE 802.11 committee, taking
these issues to consideration, defined the standard [9).

The IEEE 802.11 standard defines five transmission techniques. The first is
Infrared (IR) method which operates at 300-428,000 GHz using Pulse Position
Modulation (PPM) and supports two speeds of 1 Mbps and 2 Mbps. The IR
method is considered to have a good sccurity level since it requires line-of-sight
positioning of the peers. However, IR communication is affected by sunlight and
offers comparatively low capacity.

The second method defined by the standard is Frequency Hopping Spread
Spectrum (FHSS). This method operates at the 2.4 GHz Industrial, Scientific

and Medical frequency band (ISM) where licensing is not required. The FHSS
operates at 79 channels 1 MHz wide each. A pseudo random number generator
with the same seed, is used in all station to coordinate the sequence of frequency
hopping and all the stations are synchronised in time. In addition, the time
that the network remains tuned to each frequency is known by all stations and
is constant. This time is referred to as dwell time. The standard defines that
dwell time should be adjustable, but below 400 msec [10].

Since all stations are using the same sced for the pscudo random number
generator and all peers know the dwell time, they can switch frequencies at the
same time and maintain connectivity.

FHSS operates in 1 Mbps or 2 Mbps rates and provides a fair allocation
of the unlicensed band. It also provides & moderate level of sccurity since the
radio frequency of communication is changed and the intruder needs to know the
seed of the pseudo random number generator plus the dwell time to eavesdrop
a communication. The disadvantage that of FHSS is the low capacity offered.

The third method specified is Direct Sequence Spread Spectrum (DSSS); it
also operates at 2.4 GHz ISM band and supports rates of 1 and 2 Mbps. In this
technique each bit is encoded using 11 chips called the Barker Sequence. The
modulation scheme uscd is Phase Shift Modulation. DSSS’s drawback is also
low bit rate support.

The fourth method is Orthogonal Frequency Division Multiplexing (OFDM).
Its operation is also known as IEEE 802.11a. It operates in 5 GHz ISM band and
uscs 52 frequencies with supported data rates up to 54 Mbps; 48 of these frequen-
cies are used for data transmission and 4 for synchronisation purposes. OFDM
splits the signal to many narrow bands and uses complex encoding schemes
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based on Phase Shift Modulation for speeds up to 18 Mbps, whercas the encod-
ing schemes used for speeds in the range of 18 Mbps to 54 Mbps, are based upon
Quadrature Amplitude Modulation (QAM). Finally, OFDM has good spectrum
cfficiency in terms of bits/Hz and good immunity to multi-path fading. An-
other advantage is that it is not affected by interference from microwave ovens,
cordless phones or Bluetooth (which operate at the 2.4 GHz band).

Finally, High Rate Direct Sequence Spread Spectrum (HR-DSSS) is known as
IEEE 802.11b. It operates at 2.4 GHz ISM band and uses 11 million chips/sec.
The modulation scheme used is Complementary Code Keying (CCK) and sup-

ports data rates of 1, 2, 5.5 and 11 Mbps. The range of IEEE 802.11b is 7 times
higher than the one offered by the OFDM (IEEE 802.11a) method.

In March 2000, the IEEE 802.11 committee created a new task group to
develop a standard that will operate at the 2.4 GHz band and be able to offer
speeds up to 54 Mbps. Finally, in June 2003, the IEEE 802.11g standard was
approved and combines characteristics from IEEE 802.11b and IEEE 802.11a
standards. It uses OFDM with CCK. The data rates supported are 1, 2, 5.5,
11 Mbps with CCK modulation (in order to maintain compatibility with the
IEEE 802.11b) and data rates of 6, 9, 12, 18, 24, 36, 48, 54 Mbps using OFDM
modulation [9].

Table 2.2 summarises the characteristics of IEEE 802.11a,b,g standards, in
terms of bit rates, operating frequency bands and modulation techniques uscd.

Standard Bit Rate Frequency Modulation
(Mbps)  (GHz) Scheme
802.11a 6-54 o OFDM
802.11b 1,2,55, 11 24 DSSS with CCK
802.11g o4 24 OFDM with
CCK

Table 2.2: Popular IEEE 802.11 standards.

In January 2004, IEEE announced the formation of the new 802.11 Task
Group n. The purpose of the group is to develop a standard for WLAN, where its

real data throughput (throughput without overhead) will exceed 100 Mbps and
that will offer better operating distances than current networks. 802.11n extends
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existing 802.11 standards and provides support for Multiple-Input-Multiple-
Output (MIMO) techniques to increase the range and data rates by exploit-
ing the spatial diversity. In 2004, six proposals were made for the cventual
802.11n [11]). However, two dominant, similar proposals have emerged, namely

TGnSync and Word-Wide Spectrum Efficiency (WWIiSE). Both proposals are
similar. The TGnSync gives more emphasis on increasing peak data rates while
WWIiSE emphasises spectral efficiency improvements. Both proposals support
operation in the legacy 20 MHz wide channel and optional operation in double-
width 40 MHz channels for additional throughput. Both 802.11n use a variety

of modulation schemes according to the bit rate, configuration of transceivers.
The modulation schemes are Binary Phase Shift Keying (BPSK), Quadrature

Phase Shift Keying (QPSK), two Quadrature Amplitude Modulations (QAMs)

(16-QAM, 64-QAM) and OFDM with a different number of bits encoded by each

subcarrier. All major manufactures have released ‘pre-N’, ‘draft-N’ or ‘MIMO-
based’ products.

2.3.3 Bluetooth - IEEE 802.15.1 (PHY)

Bluetooth technology was developed as a replacement for cables that connect
one device to another. The technology initiated originally by Ericson Mobile
Communications in 1994 with the aim to provide a low power and low cost radio
interface solution for the communication between mobile phones and their acces-
sories. Later, in 1998, Ericson Mobile Communications and another four com-
panies Intel, IBM, Toshiba and Nokia Mobile Phones formed a group called the
Special Interest Group (SIG) with the intention to develop a de-facto standard
for the interface of communication between different devices of different manu-
facturers of portable computers, mobile phones and other devices. In 1999, the
IEEE 802.15 working group (Wireless Personal Area Network (WPAN) group),
based on the Bluetooth standard provided by the SIG, started to develop a stan-
dard; IEEE 802.15.1 [12]. However, the Bluetooth standard defined by the SIG
and the IEEE are different. The Bluetooth SIG defines the whole protocol stack
from the physical layer up to the application layer, whereas the IEEE 802.10.1
refers only to the physical and data link layers. The rest of the protocol stack
is not relevant for the IEEE group.

For the physical layer, Bluetooth defines a typical range of about 10 meters,
with a possibility to extend to 100 m. The typical transmission power is between
1 to 100 mW and Bluetooth opcrates over the ISM band of 2.4 GHz [12]. The
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frequency band is divided into 79 channels with each channel occupying band-
width of 1 MHz. The modulation scheme used is Frequency Shift Keying (FSK),
with data rate of 1 Mbps; a lot of the spectrum is consumed by overhead. Blue-
tooth also uses FHSS with 1600 hops/scc and dwell time of 625 pusec. All the
nodes switch at the same time and the master node directs the hop sequence
(see Section 2.3.7.1)

As mentioned in Section 2.3.2, IEEE 802.11 operates at the same frequency
(2.4 GHz) with Bluetooth. Therefore, all 79 channels can be affected by WLAN
operation. However, Bluetooth has a dwell time of 625 usec while IEEE 802.11

has 400 msec and therefore it is more likely that Bluetooth transmissions will
dictate the spectrum use, since the frequency changes are faster and therefore

enforce occupancy of the spectrum [10).

Currently, there is no obvious solution for the interference created and both
working groups of IEEE 802.11 and 802.15 are trying to resolve this issue. One
solution would be to put the IEEE 802.11a network infrastructure in place since
it operates at 5 GHz band but this comes with the drawback of decreased opera-
tion range. The other solution will be to allow either IEEE 802.11 or Bluetooth
to operate at the same region. Both of these solutions have their drawbacks.

2.3.4 ZigBee - IEEE 802.15.4 (PHY)

IEEE 802.11 aims to deliver a standard capable of longer operation range and
higher data rates without significant concerns about energy efficiency. On the
other hand, Bluetooth aims to deliver services at the Wireless Personal Area Net-
work (WPAN) level, and its main concern is to provide Quality of Service (QoS)
guarantees, rather than energy efficiency. Bluetooth is capable of providing
medium data rate to services ranging from cellphones to Personal Digital Assis-
tant (PDA) communications and have the ability to operate with QoS guaranties
for voice applications.

In December 2004, IEEE 802.15.4 committee and ZigBee alliance approved
a new standard (known as ZigBee 1.0) that focuses on low-cost, low-power,
short-range, very small device sizes; data rate requirements do not dominate
their attention. The IEEE 802.15.4 concentrates at the two lower layers of
the protocol stack, physical and data link layers, whereas the ZigBee alliance
concentrates on layers above; network to application layers.

ZigBee 1.0 operates at the 2.4 GHz band which does not require licensing
worldwide. An additional band is allocated for America at 915 MHz, whereas in
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Europe this additional band is at 868 MHz. The data ratcs supported are 250
kbps at 2.4 GHz, 10 kbps at 915 MHz and 20 kbps at 868 MHz. ZigBce uses
DSSS with Binary Phase Shift Keying (BPSK) modulation at frequencics 868
and 915 MHz, and DSSS with Offset Quadrature Phase Shift Keying (OQPSK)
at 2.4 GHz.

There is a single channel allocated for the band of 868 MHz and 10 channels

for the band of 915 MHz. Specifically, the single channel of the 868 MHz band
occupies the spectrum 868-868.6 MHz whereas the 10 channels of the 915 MHz
band occupy the spectrum of 902-928 MHz. Finally, for the band of 2.4-2.4835

GHz there are 16 channels. This provides the ability for ZigBce to relocate within
this spectrum and hence avoid interference from Bluetooth, WLAN, cordless

phones, microwave ovens. Additionally, ZigBee standard allows dynamic channel
selection, which further aids colocation of technologies.

2.3.5 Ultra Wideband - ECMA-368 (PHY)

Ultra Wideband (UWB) is a radio frequency technology that transmits digital
data across a very wide spectrum. The concept of UWDB transmission systems
is not new. The first known U\B transmission made by Heinrich Hertz in 1887
and refined by Guglielmo Marconi in 1901. Use of ultra wideband does not
allow spectrum sharing and the Federal Communications Commission (FCC)
was forced to regulate the spectrum. Before 2002, UWB application was mainly
radar and used by military. However, in February of 2002, FCC authorised the
unlicensed use of the spectrum 3.1-10.6 GHz [13], which allows low power UWB
transmissions (-41.3 dBm). This increased the interest in Ultra Wideband tech-
nology as it allows faster short range wireless communications. A new IEEE
group formed, IEEE 802.15.3a, in an attempt to standardise the physical and
data link layers for ultra wideband systems in November of 2001. The IEEE
802.15.3a attempted to combine proposals by two industry alliances WiMedia
and UWB Forum, but the attempt failed to materialise and the Project Authori-
sation Request (PAR) withdrawn in January 2006. At the same time, WiMedia
Alliance request the European Computer Manufacturers Association (ECMA)

to standardise its proposal which was finally approved in December 2005 [14]

and it is known as ECMA-368.

The proposal of UWB Forum was based on Direct Sequence Ultra Wide-
band (DS-UWB) technique. In this scheme, narrow UWB pulses and time-
domain signal processing are used to transmit and receive information. The
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data modulation is BPSK and can achieve data rates of up to 1 Gbps [15).

ECMA-368 the physical layer (PHY) for wireless Personal Arca Networks
(PANSs) utilising the 3.1 to 10.6 GHz band with supporting data rates of 53.3,
80, 106.7 160, 320, 400, and 480 Mbps. The spectrum is divided to 14 bands,
528 MHz wide each. The first 12 bands are grouped to 4 band groups cach
consisting of 3 bands. The last 2 bands are grouped into a single band group.
All ECMA-368 compliance devices implement the PHY and MAC for the first
band group [14].

ECMA-368 uses Multi Band Orthogonal Frequency Division Modulation

(MB-OFDM)? to modulate and transmit the information. There is a total of 122
subcarriers. 12 pilot subcarriers which are used to allow for coherent detection,

10 guard subcarriers and 100 data carries. Coded data is spread using Time-
Frequency Codes (TFCs). The total number of logical channels in ECMA-368
is 30. The information modulation is dependant upon the rate. QPSK is used

for the rates 53.3 to 200 Mbps and Dual Carrier Modulation (DCM) is used for
rates 320 to 480 Mbps.

2.3.6 Medium Access Control protocols - Data Link Layer

The MAC protocols are used to coordinate the nodes sharing the same medium,
the air. There are a variety of ways to share the channel among the multiple
users. On one hand, there are fixed assignment channel access methods, such
as Time Division Multiple Access (TDMA), Frequency Division Multiple Access
(FDMA), Code Division Multiple Access (CDMA), and Space Division Multiple
Access (SDMA). The alternative mechanisms are random access methods; such
a protocol is IEEE 802.11.

For the first type of MAC protocols, each user is allocated a slot and its
responsibility is to transmit only within this slot. For example, in TDMA-like
protocols the user is allocated a time slot, while for FDMA-like protocols the

user is allocated a frequency slot, for CDMA the users transmit simultaneously
on time and frequency but each uniquely encodes its data using a code. Their

unique code is their allocated slot. Finally, for SDMA the receivers use smart
antennas to distinguish the direction of a particular transmitter. The multi-
path phenomena and the interference of the other transmitters are cancelled.
Usually in these scenarios, transmitter arrays are used but further discussions
fall outside the scope of this document.

JComparison of DS-UWB and MB-OFDM approaches is out of the scope of the thesis.
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For the sccond category of MAC protocols, access to the channel is achieved
randomly. When a node seeks to send traffic to another node, it first listens to
the channel and, if the channel is idle, the node then starts data transmission.
However, there is the possibility that other nodes, whose operation ranges over-
lap, seek to transmit data at the same time having sense the channel as idle. In
this case, a collision occurs. Consider Figure 2.2 where nodes are arranged in
a chain topology. Each node is only within the transmission range of adjacent
nodes (chain topology).

0 . 2 3 4

' "z ‘ Propaiation Delay
5”“ FramelDuration

Figure 2.2: Collision scenario in a simple CSMA MAC.

Sensing channel occupancy is known as Carrier Sense Multiple Access (CSMA).
The use of the carrier sense will certainly reduce the number of collisions com-

pared to an unpoliced protocol but will not guarantee a collision free environ-
ment. Most collisions occur in a CSMA scenario are due to the inability of the
transmitters to “hear” what the receiver “hears”.

There is a well known problem called the hidden terminal problem (Fig-
ure 2.3). In the wired networks, this problem does not exist because the trans-
mitter node and the receiver node are attached to the same piece of cable; not
the case in the wireless world. One technique to reduce such collisions is the

use of the pre-transmission handshaking messages such as those used in the

IEEE 802.11 [9] and MACAW [16], (i.e. Request-To-Send (RTS) and Clear-To-
Send (CTS)).

18



I ZIN
S

Figure 2.3: Hidden terminal problem in wircless systems using simple CSMA.

2.3.7 WLAN - IEEE 802.11 (MAC)

IEEE 802.11 and IEEE 802.3 (Ethernet) have common characteristics, but at the
data link layer, IEEE 802.11 has some distinct differences compared to Ethernet.

With Ethernet, a station who seeks to transmit a data frame, first, senses the
channel and, if it is occupied by another station, it then waits for the channel
to become idle and then transmits its frame. At the same time, the station
listens to the channel and it should receive its own message. If the received
data is not the same as that sent, it is assumed that a collision has occurred

caused by another station attempting to transmit at the same time. The station
then backs off for a random interval of time and a new transmission attempt
starts, repeating the same procedure. This technique is known as Carrier Sense
Multiple Access with Collision Detection (CSMA/CD). In the wireless world,
the transmitter does not have the ability to detect the collision, because the
collision occurs spatially on another geographic location where the destination
of the transmission is located; the hidden terminal problem described before.
Such collisions occur because not all stations are within radio range of each other
and, hence, they sense the channel as idle, when in actual fact it is occupied by
another station, i.e. transmissions which occur in a part of the cell may not be
received by stations located in another geographic region of the cell.

To avoid the hidden terminal problem, IEEE 802.11 operates using two
modes. The first is Point Coordination Function (PCF), which uses a base
station to control the activity in the network area, and the second is Distributed
Coordination Function (DCF), which does not use any central management
(like the PCF mode), but instead the channel access is achieved in a distributive
manner. The IEEE 802.11 standard decrees that all IEEE 802.11 compliant de-

vices must support DCF, while PCF is optional. When the network operates in
PCF mode, the base station polls the other nodes in the network to determine
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if they have any data for transmission and then coordinates the transmissions
accordingly. PCF mode is out of the scope of this document since ad-hoc net-
works are the subject of this study, and the lack of any fixed infrastructure is
assumed. The other operation mode (DCF) can either use the standard Carrier
Sense Multiple Access (CSMA) or an enhanced version of it; known as Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CA). In the latter,
pre-transmission handshaking is used to avoid collisions from simultaneous data
transmission. According to IEEE 802.11, devices can be configured to use pre-
transmission handshaking either always, never or only on frames longer than a

specified length. The parameter attribute that controls the devices behaviour is
“dot11RTSThreshold”. In the first case, the RTS/CTS is not performed at all

and any device seeking to transmit data in the channel first senses the channel
and, if the channel is free, the device starts its transmission immediately.

A typical acknowledged pre-transmission handshaking sequence is shown in
Figure 2.4a.
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(a) Successful communication (b) An example of an unsuccessful oper-
ation.

Figure 2.4: CSMA/CA operation scenarios.

If a node is configured to operate using pre-transmission handshaking (either
always or only when frames are longer than the specified length) it will execute
the following steps. When a node seeks to communicate with another node, it
first senses the channel; if the channel is idle then the node must transmit a
Request-To-Send (RTS) frame which is implemented as a broadcast frame (Fig-

ure 2.4a). The RTS is a short frame containing information about the source,
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destination and duration of the transmission. Upon reception of an RTS frame
from the other nodes, only the node for which the transmission is intended gen-
crates a Clear-To-Send (CTS) frame; implemented again as a broadcast frame.
All other nodes that have received the RTS frame sct a back-off timer known as

the Network Allocation Vector (NAV) and are not permitted to transmit for as
long as the timer remains active. As soon as the originator of the request receives

the CTS frame, it starts sending its data to the desired node. All other nodes
that have received the CTS frame also set their NAV timer. All the nodes that
have an active NAV timer are not permitted to transmit until their NAV expires.

If the data frame transmitted requires acknowledgement; the destination node
upon successful reception of the data frame issues an Acknowledgement (ACK)

frame back to to the transmitter to indicate successful reception. In the mean
time, the NAV timer of all nodes that received the RTS or the CTS frames ex-
pires and they are then allowed to initiate new connections (Figure 2.4a). This
approach of pre-transmission handshaking reduces the probability of collisions
since the RTS and CTS frames are short?.

If a collision occurs during the RTS or CTS frame, the communication pro-
cedure starts from the beginning. For example, in Figure 2.4b, the CTS frame
sent by node 2 collided with an RTS frame sent by node 0. Consequently node
1 did not set its NAV timer appropriately. Later, node 1 decides to initiate
communication sending an RTS frame which collides with the data send by
Node 3. Such collision scenarios are possible even with the pre-transmission
handshaking in place. However, the duration of these RTS/CTS frames is small
and hence the probability of collision much lower. When the data frame length
is small, then the probability of collision is low even when the frame is trans-
mitted without pre-transmission handshaking. On the other hand, usage of

pre-transmission handshaking when data frame length is small may introduce
unnecessary congestion to the channel. When devices are expected to operate in
a lightly loaded environment, this value should be set to a maximum (i.e. disable
pre-transmission handshaking), and when the devices are expected to operate in
a heavily loaded environment the attribute should be set to a minimum (i.e. use
pre-transmission handshaking for all frames). An alternative proposal would be
to have a dynamic “dot11RTSThreshold” attribute [17)].

Finally, IEEE 802.11 provides four types of Interframe Spacing (IFS). Dis-
cussion of when each interframe spacing is used is out of scope of this document
and more details can be found in Section 9.2.3 of the standard [9).

“The RTS and CTS frame lengths are 20 octets and 14 octets long respectively.
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o Short Interframe Spacing (SIFS); most notably used between RTS/ CTS/
DATA/ ACK scquences.

o Extended Interframe Spacing (EIFS); most notably used in DCF mode
when the last transmission did not result in correct reception.

e Point (coordination function) Interframe Spacing (PIFS); most notably
used to obtain channe] access. The medium is sensed for PIFS in PCF
mode before the device starts its back-off window.

e Distributed (coordination function) Interframe Spacing (DIFS); most no-
tably used to obtain channel access. The medium is sensed for DIFS in
DCF mode before the device starts its back-off window.

2.3.7.1 Bluetooth - IEEE 802.15.1 (MAC)

The basic network structure in a Bluetooth network is a piconet. When two

Bluetooth devices come within range of each other, a piconet is formed. One
device acts as a master node while the other acts as slave nodes. Each piconet
can have up to 7 active slave nodes and supports up to 255 parked nodes.
Parked nodes are those who are part of a piconet but are in sleep mode. Multiple
piconets can exist in the same region. Interconnection of the piconets is achieved

via a bridge node and such networks are known as scatternets.

In a piconet, the master node coordinates the channel access that is achieved
in a traditional TDMA manner. The only communication allowed in a piconet is
between the master and slave nodes. When a slave node secks to communicate
with another slave, then the master of the piconet is used as a relay. This
means that the source slave node sends its traffic to the master node, who then
forwards the traffic to the destination slave. Therefore, the master node has
higher capacity demands as a result of its responsibility to act as a relay.

The master node coordinates the channel access and divides the time into 625
usec time slots with each time slot able to carry 625 bits. The master node uses
all the even numbered time slots for its transmission needs. The odd numbered
time slots are allocated to the slave nodes for their communication towards the
master node. The master node coordinates also the frequency hopping sequence
of the piconet. The frequency hoping is organised in frames of 1, 3 or 5 time slots.
For a frame of 1 time slot, the number of bits available for data transmission
can be calculated as follows. A frequency hopping settling time of 250-260 psec
is required®, in order to allow the radio circuits to stabilise. Subtracting this

SHigher cost circuits can settle faster than that.
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time from the duration of the time slot; the time remaining corresponds to time
equivalent for transmitting 366 bits. From the 366 bits another 126 bits are used
for the access code and header information and only 366-126=240 bits are left
for actual data transmission.

When 5 slots are combined together to a frame, only one settling time is
required. Therefore, the actual bits transmitted are 5x625=3125 bits in five time
slots, with 2781 being available to the baseband layer. Therefore, contiguous

(longer) frames are more efficient than single slot frames.

2.3.8 ZigBee - IEEE 802.15.4 (MAC)

The network organisation in ZigBee is as follows. The devices can either be Full
Function Devices (FFDs) or Reduced Function Devices (RFDs). Each network
must include at least one FFD which acts as the network coordinator (usually
referred as the Personal Area Network (PAN) coordinator). Because of the re-
duced functionality, RFDs should only be used for simple applications. An FFD
can communicate directly with other FFDs or RFDs, while an RFD can only
communicate with other devices only via an FFD. The network topologies can

vary from star, to cluster tree and mesh as shown in Figure 2.5. A comparison

of RFDs and FFDs is shown in Table 2.3.

Figure 2.5: ZigBee topologies.
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Reduced Function Device (RFD) Full Function Device (FFD)

Limited to star topology Can function in any topology

Cannot become network coordinator  Network coordinator capability

Talks only to network coordinator Talks to any network device
Simple implementation design More sophisticated design
Usually battered powered Usually mains powered

Table 2.3: Comparison of RFDs and FFDs in a ZigBee network.

The IEEE 802.15.4 defines two type of networks; beacon-enabled and non-

beacon-enabled networks. The PAN decides the network type and, in a beacon-
enabled network, sends periodic beacons in predetermined intervals, that are
multiples of 15.38 msec up to a maximum of 252 sec. When non-beacon oper-
ation is enabled, the PAN will not send any beacons. One reason for selecting
a non-beacon network type may be because the PAN wishes to save energy and

enter sleep mode.

For beacon-enabled networks, the IEEE 802.15.4 defines the superframe
structure. The duration of the superframe is equal to the time between two
successive beacon frames (see Figure 2.6). The superframe has an active period
and an optionally inactive period. During the inactive period the coordinator
may go to low-power (sleep) mode. The active portion of the superframe consists
of 16 equal width time-slots. The superframe is then divided to two periods.
The first period is called the Contention Access Period (CAP) and the second is
the Contention Free Period (CFP) (Figure 2.6). Nodes use slotted CSMA/CA
to access the channel during the CAP. The CAP period is greater or equal to 9
slots (CAP > 9 slots) and the remaining time slots (up to 16) are left for CFP
(CFP < 7 slots). The transmissions during the contention access period must

end before the beginning of the contention free period or the next beacon frame®.

Packet Acknowledgement (ACK) are optional and when an ACK is required it
is specified within the packet header.

®When the CFP is zero slots wide.
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Figure 2.6: IEEE 802.15.4 superframe.

The CFP consists of Guaranteed Time Slots (GTS) for various nodes in the
network. The GTS are allocated by the PAN coordinator and this information is
contained within the beacon frames. The above described operation is a TDMA

access method during the CFP where the PAN decides who is accessing the
channel. During the CAP, the channel is accessed using slotted CSMA/CA
method. This method is somewhat different from the CSMA/CA mechanism
that is used by IEEE 802.11 DCF (Section 2.3.6). The back-off time in this
mechanism is defined in terms of slots and aligned with the start of the beacon
transmission. Every time a device seeks to transmit data frames during the CAP
it locates the next back-off slot and then waits for a random number of back-off
slots before trying to transmit its data. If the channel is idle during the attempt
to transmit, then the device can start transmitting its data frame. If the channel
is busy, then the device will wait for another random number of back-off slots.
The only time when CSMA/CA shall not be used is when sending beacons or
Acknowledgement (ACK) frames.

If the PAN coordinator decides that the network type will be nonbeacon-

enabled network, it does not transmit beacons. Devices access the channel using
the traditional CSMA /CA mechanism like the one described in Section 2.3.6.

2.3.9 UWB - ECMA-368 (MAC)

ECMA-368, unlike Bluetooth and ZigBee does not force distinction to devices,

such as piconet master and slave nodes or full and reduce functionality devices.
All devices operate independently and have the same capabilities. However,

ECMA-368 forces a timing structure known as the superframe. The superframe

length is 65,536 usec and is divided to 256 Medium Access Slots (MASs). Each
MAS is 256 psec long. ECMA-368 requires that devices are synchronised with
adjacent devices with a tolerance of +1 usec. Figure 2.7 shows the superframe
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Figure 2.7: ECMA-368 superframe structure.

structure.

Devices are required to transmit beacon frames at the beginning of every
superframe. The remainder of the superframe is used by devices for data com-
munication. The beginning of the superframe is known as the Beacon Period
(BP) and the remaining section of the superframe is known as the data period
(DP). The BP is variable and its length depends upon the number of devices in
the region of the network.

Each MAS during the beacon period is further divided to 3 beacon slots.
Each beacon slot is 96 usec long”. The length of the beacon period is measured
in slots and must be no longer than 8 slots (maximum extension window) after
the last occupied slot and no longer than 96 slots in total.

All devices, upon joining the network, attempt to get a random slot in the
beacon period extension. If the beacon slot is “grabbed” successfully, the device
transmits its beacons in that slot until a beacon collision is detected by the
device. In that case, the device attempts to choose a new slot at random from
the extension window. In order to minimise the beacon period length, ECMA-
368 employs a contraction mechanism; again out of scope of this document. The
data period is also variable, and devices exchange data using contention based
and contention free methods. These access methods can be mixed, unlike ZigBee
where the contention based and contention free methods are separated.

"3 slots, 96 usec long result to 255 usec. Which is not equal to 256 usec, which is the
duration of the MAS.
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The beacon frames transmitted at the beginning of the superframe aid the
devices to synchronise and exchange information. Information can be in the
form of broadcast or responscs to probe requests. For cach type of information,
an Information Element (IE) is defined. There are currently 19 information
elements defined within the ECMA-368 specification which, amongst others,
provide means to negotiate resources, probe device capabilities, monitor link
quality.

Two logical group of devices are defined in ECMA-368; the Beacon Group
(BG) and the Extended Beacon Group (EBG). These groups are defined with
respect to an individual device. If the individual device is labelled with A,
then the beacon group of devices A is the group of devices belonging to the
neighbourhood of device A. The extended beacon group is the group of devices
that belong to A’s neighbourhood and the device belonging to A’s neighbours
neighbourhood.

An ECMA-368 compliant device employs the Distributed Reservation Pro-
tocol (DRP) to negotiate resources with devices in its beacon group. Devices
can make hard, soft or Prioritised Contention Access (PCA) reservations.

Hard reservations guarantee exclusive channel access (contention free) to
the reservation owner. If the reservation owner does not use all of its reserved
channel time, it must relinquish any unused channel time thus allowing other
devices to compete for the released channel time.

Soft reservation is a contention-based access but the device owning the rescr-
vation has a smaller back-off window than other contestants and hence has higher
probability of accessing the slot.

For the final reservation type, PCA, no device has preferential access and all
devices compete for the channel with the same success probability.

2.4 Routing - Network Layer

In traditional inter-networking terminology, the routing process can be described
as the method of resolving a path for a data packet to travel from a specified
source to a specified destination. By consensus, routing functionality is located
logically within Layer 3 (also known as the Network Layer) in the standard OSI
Layer Model [18]. In general, routing operations are performed by communi-
cation devices called routers. Routers can sclect paths based on a variety of
cost-based criteria, i.e. length of a path, user priority, etc. Firstly, in this scc-
tion, the wired network routing concept is introduced. The latter part of this
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scction will then proceed to classify wireless ad-hoc routing protocols: the main
focus of this thesis.

2.4.1 Routing in wired networks

Routing in wired networks can be categorised as being cither static or dynamic.
In static routing, fixed paths are used to route packets to their desired destina-
tion. In IP networking, the destination is selected on a hop-by-hop basis, rather
than computing the entire path in advance. Each node, upon reception of a
packet, consults a statically-constructed routing table and forwards the packet

appropriately to an adjacent node. Of course, such an approach demands that
the node has a consistent view of how to reach all destinations in the network.

In static routing, a system administrator constructs the routing tables for each
node. The chief advantage of static routing is its simplicity and it is appropri-
ate for small networks; with larger networks it is likely that such routing table
maintenance is not feasible. For example, consider static routing in a network
with 200 segments and 12 routers: in this scenario it is necessary to compute

each next hop neighbour for each segment, which results in approximately 2,400
routes [19]. In static routing the price of simplicity is paid by the lack of scala-

bility, since big routing tables are difficult to construct and maintain manually.
The routing tables must be edited manually by the system administrator in
order to adapt to such changes.

On the other hand, in dynamic routing, route maintenance is more convenient
when large routing tables are considered; the mechanism by which routing tables
are maintained is through the use of protocols responsible for exchanging routing
information between routers thus human interaction in the routing process is
not required. Supporting dynamic routing allows networks to grow larger, more
quickly, and the routers are able to adapt to topological changes made, when
failures or configuration changes® occur. This is particularly true in the wireless
domain, where nodes can move at will and changes in the network topology
are very frequent. In dynamic routing, each router announces to its neighbours
the destinations it can reach. The other routers, upon reception of these routing
tables, can capture any useful information found in the advertised routing tables;
and then update their own routing tables accordingly.

However, the improved scaling propertics of dynamic routing are offset by an
increased cost of implementation complexity. This increased complexity requires

SFrom the routing protocol’s point of view there is no real difference between a fallure and
a configuration change.
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more sophisticated hardware for the router implementations. Such sophisticated
implementations are feasible in the wired domain but this is usually not true
for ad-hoc networks where the hardware capabilitics of the nodes are limited
duc to their low cost. In addition to the higher hardware complexity, dynamic
routing applies higher load to the network resources (transmission capacity),
which essentially reduces the capacity available to the uscrs. This is particularly
important in the wireless domain where capacity is more precious. Independent
of the domain (wired or wireless) a well designed dynamic routing protocol
will attempt to minimise the routing overhead carried by the nctwork as far as

possible.

A third category is the hybrid routing scheme where both static and dynamic
routing schemes are employed in different parts of the network. One common
scenario is the deployment of static routing in the access network and dynamic
routing within the core network. Under such a scenario, static routing is used
for access network; communications devices used in access networks must be
cost-efficient and thus lack the ability to support complex routing operations.
Additionally, capacity available within an access network is usually lower than
within a core network and therefore usage of the capacity for exchanging routing
information impacts the performance of the network. By contrast, in the core
network, the number of connections is very high with many topological changes,
rendering static routing infeasible.

2.4.1.1 Distance Vector vs Link State

Dynamic routing protocols can be classified according to the way routing infor-
mation is exchanged betwecen routers; Distance Vector and Link State.

In Distance Vector (Figure 2.8) each router periodically sends updates to its

adjacent neighbours. Each update packet contains information on all the nodes
reached by that router along with their respective distances?. Additionally,
the packet contains a picce of information regarding the direction of the path
towards each route. On receipt of the updates from the adjacent nodes, the
router aggregates the received table with its routing table which, enables the
node to sclect the next hop over which traffic can be forwarded towards the
appropriate destination. This method of exchanging routing information is less
resource demanding since the message exchange happens only between neighbour

routers rather than each router broadcasting its routing table throughout the

This is not necessarily the physical distance between nodes, but any kind of cost criteria.
For example, queue occupancy, delay, congestion, etc.
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network like Link State (sec below). On the other hand, the routing decision is
made on per hop basis with each router having a partial view of the network
and this endangers loop free routing. Loops may occur because the distances
may change during the propagation of the traffic towards its final destination.

2 3
54
O &,

Node 5 Routing Table

Destination Distance Direction

Figure 2.8: Distance Vector Routing Protocol exchange demonstration.

In Link State routing protocols (Figure 2.9) each router, using flooding, sends
to all other nodes in the network, their neighbour list along with the “state”
of each link (cost, which might be available capacity, delay, distance, ctc.).
On receipt of these broadcast tables, each router is able to form a (dynamic)
representation of the complete network. In an idecal system, all nodes would
have the same global picture of the network. However, in practice this is not
possible simply because the transmission (and hence reception) of updates is
autonomous and not coordinated. One also has to allow for the time it takes for
updates to propagate throughout the network. Each node in the network is then
able to compute a set of paths to all known destinations in the network. In link
state routing, each link in the network is associated with a cost, and the purpose
of the router is to determine which path is more cost efficient and sclect this
path to route its traffic. In the wired domain, the weighting/cost may be based
upon the hop count, available capacity, delay or any other metrics reported in
the broadcast tables.
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Figure 2.9: Link State Routing Protocol flooding.

2.4.1.2 Common Wired Routing Protocols

This section briefly introduces routing protocols commonly used in wired net-
works.

e Routing Information Protocol (RIP) is a distance vector routing pro-
tocol and the routing metric in use is the hop count. The maximum number
of hops allowed with RIP is 15. Each router using RIP transmits full up-
dates every 30 scconds which can result in high network traffic, espccially
in capacity constrained networks. A mechanism called split horizon pro-
hibits a router from advertising a route back to the interface from which it
has learnt the route. Split horizon is a common technique used by distance
vector routing protocols in order to avoid routing loops.

e Open Shortest Path First (OSPF) is a link state routing protocol
which uses Dijkstra’s shortest path algorithm to calculate the individual
routes from a node to all other destinations. It is more sophisticated pro-
tocol compared to RIP, with the major drawback that is highly processing
intensive. OSPF does not suffer from the limitations of RIP such as the
limited hop count. Additionally, OSPF has better convergence time than
RIP because routing changes are propagated instantaneously and not pe-
riodically. Finally, OSPF allows the creation of logical networks and the
routers can be divided into areas. This limits the explosion of link state
updates over the whole network; instead link state updates are propagated
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RIP OSPF IGRP

Type distance-vector link-state distance vector
Convergence Time slow fast slow
Bandwidth Consumption high low high
Resource consumption low high low
Multi-path Support no yes yes
Scalability poor good good

Table 2.4: Common routing protocols comparison (19].

only to those routers really affected.

e Interior Gateway Routing Protocol (IGRP) is a distance-vector
routing protocol developed by Cisco Systems Inc. in the mid-1980s. IGRP
developed to overcome the shortcomings of RIP namely maximum hop
count, and a single routing metric. IGRP supports multiple metrics for
cach route, including bandwidth, load, delay, and reliability. These met-
rics are combined into a single metric via a user defined cost function and
then compares two routers according to this single metric making the rout-
ing protocol more sophisticated and flexible. The maximum hop count of
IGRP-routed packets is 255.

Table 2.4 presents a tabular comparison of these protocols.

2.4.2 Routing in Ad-hoc Networks

Routing in ad-hoc networks is subject to different constraints than those of
its wired counterparts and, thus, different metrics are used when determining
routes. Static routing is simply not feasible in ad-hoc networks; by definition
such networks are dynamic in nature and any pre-computed routing table would
cither date too quickly or simply be too large to be of any use. Additionally, an
ad-hoc environment demands that all the nodes in the network act as routers;
not the case in wired network routing. In wired routing, there are dedicated de-
vices that handle the routing functionality of the network. It must also pointed
out that capabilities of the hosts in an ad-hoc network may be lower than those
in a wired network due to the low cost implementation of the hosts; consider
applications such as wireless sensor networks. In the next section, the classifi-
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cation of ad-hoc routing protocols is presented and their general characteristics
are discussed.

2.4.3 Classification of routing protocols

Routing protocols can be classified according to a range of criteria. One such
classification is whether the protocols operate in a centralised or distributed

manner. A second classification is made upon whether they operate in static or
dynamic manner. The final way to classify protocols is based upon the mecha-
nism and time when the routing information is discovered. In this final classifi-

cation, routing protocols can be classified to Flooding, Proactive, Reactive and
Hybrid. All three classifications can be summarised:

1. Centralised and Distributed

2. Static and Dynamic

3. Flooding , Proactive, Reactive and Hybrid

2.4.3.1 Centralised and Distributed

The efficiency of a routing protocol depends on the characteristics of the network.
The deployment of ad-hoc networks is based upon the assumption that nodes
are willing to contribute to the routing function of the network and they must
forward traffic on behalf of others, when the routing protocol demands so.
Based on this assumption, it will be unwise to choose a centralised approach
because this will reduce the reliability of the network, since partitioning might
occur and the partition (which is not connected to the central point) will not be
able to operate without routing functionality (single point of failure). Sccondly,
network nodes close to the central coordination node will be heavily congested
forwarding control packets for updating topological information; required when
mobility is considered. A centralised approach does not scale to large networks
and distributed protocols will be more suitable since the bottleneck of the central
routing administration is avoided. Taking into account these considerations,
distributed routing protocols are preferred, although in principle there is nothing
to prohibit development of centralised counterparts. Finally, centralised routing
requires just a single highly sophisticated node, whereas distributed counterparts
demand more nodes capable of handling the processing demands required by the
protocol. This is acceptable in ad-hoc networks since nodes in such networks are

33



cquipped with micro-controllers which are able to cope with the computation
requirements of the routing protocols.

2.4.3.2 Static and Dynamic

A protocol is called dynamic or adaptive when its behaviour changes according
to the status of the network [20]; a state change may be a corruption of a link or
a node failure that results from a lack of energy or an unexpected failure. This
possibility becomes more probable when mobility is introduced into the network.
Static protocols on the other hand, have a pre-defined behaviour regardless of
the state of the network. Therefore, the use of static routing protocols in such
an unexpected environment, where nodes or links might disappear or appear in
the network, is also generally not thought to be suitable, although in principle
there is nothing to prohibit static protocol implementations.

2.4.3.3 Flooding, Proactive, Reactive and Hybrid

e Flooding: In flooding-based protocols, when wishing to transmit a packet
to another node, the node transmits the packet to the next node who then
forwards it to all adjacent nodes; such an operation continues until all

the nodes have received the packet (broadcast approach). On receipt of
the packet, nodes to whom the received packet is not intended, discard
the packet while the correct final destination node processes the packet
appropriately. As in the wired case, flooding is extremely inefficient and
heavily uses the network capacity as residue packets continue to be carried
by nodes long after the first packet was received by the destination node.
Scoping [21] can be employed to limit the overhead but one should still
regard any flooding based routing scheme as exerting a potentially onerous
load on the network.

e Proactive: Routing protocols that maintain a table of routes towards
all the possible destinations are referred to as global. The routes are pre-
computed even if there is not a need for the route. These routing protocols
perform quite well when the topology of the network is static, i.e. node
mobility is not a factor or when the node mobility is very low. These
protocols are also referred in the literature as Proactive [22]. Most of Dis-
tance Vector Protocols and Link State protocols use precomputed routing
tables to route the traffic. Proactive routing protocols are also dynamic in
nature and compute routing information in advance for all possible desti-
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nations in the network. When a node in the network sccks to communicate
with another node, it consults its routing table and finds the appropriate
route for the intended destination. Hence, the node is not required to take
any further action in finding a route to the desired destination other than
scarching through its routing table. In this respect, such routing protocols
are called proactive, which means that they compute the paths in advance,
even if most of the information they capture is not currently nceded by
the node. Proactive routing protocols usually have very good performance
in terms of the delay involved when establishing a connection between
a pair of nodes, since all the routing information has been evaluated in
advance. On the other hand, such routing protocols can exert high load
in the network since routing tables are updated continuously throughout
the network in order to adapt to possible topological changes that might
have occurred since the last update. Finally, there is a trade-off between
the frequency of the updates and the routing protocol cfficiency. If the
frequency of updates is too high then a high routing load is applied to the
network impacting the energy efficiency and capacity usage. Whereas if
the frequency of updates is low, then routing tables contain dated infor-
mation.

e Reactive: Another popular class of protocols that operates well in net-
works with large node population are the protocols which operate in a
reactive fashion; also referred to as on-demand [22]. In reactive schemes
there are no pre-computed routes for source destination pairs. However,
when a node seeks to transmit information towards another node, it first
sends a route request and routes are discovered “on-the-fly”*°. The net-
work tries then to resolve the appropriate route between the arbitrary
source-destination pair. The advantage of this approach is that the node’s
memory can be reduced since the node does not need to store information
about routes to all destinations. Furthermore, processing associated with
scarching a node’s database in order to find the appropriate routing entry
is minimised. Another advantage of on-demand routing protocol is that
any new routes they discover are up-to-date, compared to the dated infor-
mation cached by proactive counterparts. These protocols tend to scale
well in large networks and in networks where the mobility is very high;

9Multipath routing protocols are capable of discovering multiple routes on-the-fly and such
plurality of paths is highly likely when the source and destination devices have multiple neigh-
bours.
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the overhead packets that are sent to nodes for routing updates are also
minimised as these routing updates are done on demand. Examples of
reactive protocols are Dynamic Source Routing (DSR) (23], Ad-hoc On-
Demand Distance Vector (AODV) (24] and Temporally-Ordered Routing
Algorithm (TORA) [25]). On the other hand, on-demand protocols can
not guarantee quality of service and the latency associated with estab-
lishing the connection increases because the time required to discover a
route is unknown and variable. Figure 2.10 summariscs and compares the

proactive and reactive protocols.

MANET Routing
Protocols

HReactive

- On-demand

- Route discovery on global
search

- Latency in route discovery
- Efficient utilisation of
network capacity to

Proactive
- Table driven

- Continuously evaluate
routes

- No latency in route
discovery

- Large Network capacity for
keeping routing information
updated

- Most routing information
may never be used

- High storage requirements
for the routing tables

maintain routing information
- Low storage requirements
for the routing tables

Figure 2.10: Proactive and reactive characteristics.

e Hybrid - Hierarchical: The final class of routing protocols considered is
the hybrid case which makes use of both proactive and reactive techniques
resulting in a more efficient approach. An example of hybrid routing is
the zone routing [26]. In this form of hybrid routing, nodes close to the
source node are grouped together to form zones and within these zones pre-
computed routes are used. For nodes further away from the zone, routing
information is not so precise and on-demand techniques are employed. An
example of such a scheme is Fisheye State Routing!! [28].

Another hybrid scheme is the Hierarchical State Routing [28] (HSR), where

the network is partitioned in clusters. Each cluster “elects” a cluster head
and each node then reports to the cluster head. In such a way, the first

!Kleinrock and Stevens proposed the “Fisheye” technique to reduce size of information

required to represent graphical data [27]. The eye of the fish captures with high detall the
pixels near to the focal point. The detail decreases as the distance from the focal point
Increases.
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Figure 2.11: An example of physical/virtual clustering. Source: [28].

layer of cluster heads is created. The cluster heads of the first layer then
form other clusters and then “elect” their own cluster head. Therealfter,

when a node seeks to transmit a packet to another node, it first passes
the packet to its cluster head who is then responsible for forwarding the

packet to an appropriate next-layer cluster head until the packet finds the
cluster head that can reach the destination node (Figure 2.11).

Such a technique is advantageous since it reduces the routing informa-
tion stored in each node’s database, but it can not cope particularly well
with mobility because the election of cluster heads must be continuously
updated in response to topological changes.

The next sections of this chapter introduce three commonly used routing
protocols developed by the Internet Engineering Task Force (IETF): Dynamic
Source Routing (DSR), Ad-hoc On-Demand Distance Vector (AODV) and Opti-
mised Link State Routing (OLSR). Finally, IETF is developing another routing
protocol which is a descendant of the design of previous MANET reactive rout-

ing protocols (AODV and DSR) called Dynamic MANET On-demand (DYMO)
Routing [29].
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2.4.4 Dynamic Source Routing (DSR)

The DSR routing protocol is a reactive routing protocol where the routes are
evaluated on-demand. DSR operates in two phases. In the first phase, when a
node (source) seeks to send traffic to another node (destination), it first searches
through its route cache. If the node finds a route in its cache, the packet can
then be transmitted in a unicast manner by sending the packet to the link layer.

T'he lack of a path in the node’s cache may be due to the fact that previ-
ously cached routes have become invalid, i.e. mobility link breakage. A node
may learn of a broken link when it receives a Route Error packet (as discussed
below) or through the link-layer retransmission mechanism reporting a failure
in forwarding a packet to its next-hop destination. If the source node fails to
find any route for the desired destination in its cache, the routing agent of the
source node enters the second state; it initiates the route discovery mechanism.

In the route discovery mechanism (Figure 2.12), the source node 1s now
referred to as the “initiator” of the route discovery and the destination node as
the “target”. The initiator node creates a Route Request (RREQ) packet which,
implemented as a broadcast packet, is received by all nodes within the wireless
transmission range of the initiator node. When IEEE 802.11 is considered as

the MAC layer protocol, the node waits until it finds the channel idle and then

transmits the broadcast packet without any pre-transmission handshaking. This
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Figure 2.12: Routing discovery process of DSR.
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RREQ packet contains a locally unique ID of the route discovery (which is also
referred to as the request number) as well as the source of the route discovery,
f.,e. the node ID of the initiator node and the node ID of the target of the
discovery. RREQ packets are therefore uniquely identified by the global unique
couplet of the initiators node ID and the request number unique ID assigned to

the packet by the route discovery instigator.

When intermediate nodes receive RREQs, examine the packets to determine
the target of the discovery. If the nodes are not the target, the nodes append
their node IDs to the RREQ and keep a record in their cache of the unique
identifier of the RREQ. If the RREQ was previously processed, an existing entry
will be found in the cache and the nodes discard the previously processed RREQ.
If the RREQ was not processed before the RREQ is forwarded to adjacent
nodes. In such a manner, duplicate RREQs are discarded and infinite flooding
is avoided.

When the RREQ packet reaches the target of the discovery, then the target
generates a Route Reply (RREPLY) packet to inform the discovery instigator.
The RREPLY utilises the reverse path recorded in the received RREQ packet.
The transmission of the RREPLY packet is implemented at the link layer as a
unicast transmission. In the case when IEEE 802.11 is considered, the full pre-

transmission handshaking of the IEEE 802.11 takes place; CSMA/CA. Upon
receipt of the RREPLY, the initiator caches the route and subsequently forwards
in a unicast manner any packets residing in its send buffer along the route that
has just been discovered.

If the initiator has not received a RREPLY within a pre-defined period, it
initiates a new discovery process with a new unique ID. However, there is the
possibility that the target of the route discovery was actually unreachable as a
result of network partitioning. For this reason it is necessary to specify the max-
imum number of attempts that the source node can make before considering the
destination to be unreachable. By specifying the maximum number of retrics,
the non-uscful traffic that is carried by the network is minimised.

The source node when it starts sending packet to the destination, appends
the route over which the packet will travel to reach its final destination, in the
DSR header. Intermediate nodes determine the next hop neighbours of a data
packet by consulting the header. Appending the route towards the destination
in every packet has a major drawback that uses significant network capacity
to transmit repetitive information; i.e. route to the destination. For example,
consider the scenario that a source node has 100 packets to transmit towards a
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destination. Also consider the route available to the source node being 10 hops
long and a node ID occupies 32 bits in the header. In this scenario, the header
size of the routing information alone is 32 10 = 320 bits for every packet. This
multiplied by 100 packets results in a routing overhead of 32 . 10% bits. This
overhead can be reduced significantly using a DSR enhancement known as Flow
State.

Flow state operates in the following manner: The source node transmits the
first packet towards the destination; the packet contains in its header a path to
the destination node. In addition, the node includes in the packet’s header a
locally unique ID known as the flow ID. The next node in the path, as soon as it
receives this packet, consults the header to find the next hop neighbour towards
the destination node. This information can be found in the routing header
because the source node has included the full path of the connection. Once
this information is extracted from the packet header, the node knows where to
forward the packet; having kept track of the destination node ID and flow ID
(which both of them together globally identify the flow), in addition to the next
hop to which the packet should be forwarded. This process is repeated at all
subsequent hops until the packet reaches its destination.

Subsequent packets sent by the source node towards the same destination
do not include the whole path, but instead the source node includes the flow ID
which previously had been assigned for the same connection. When intermediate
nodes receive the packet and notice that the full path to the destination is not
included in the packet header, they search their cache for the destination ID,
flow ID pair (previously recorded) to determine the next hop neighbour. The
same procedure is followed until the packet reaches the destination node. If a
node can not find any entries in its records associated with this flow, it sends
a flow error to the source node and the flow must be re-established. The flow
state essentially is a forward pointer technique. The advantage of using such
technique is that the overhead carried by the network is minimised since the
packets no longer contain in their header the full path of the connection but
instead store only the destination ID and the Flow ID.

If the 10 hop-100 packet scenario described previously is considered again;

when flow state is enabled; the first packet carrics an overhead of 32-10 for the full
path of the connection plus 16 bits for the flow ID resulting to 32-10+ 16 = 330.
The subsequent 99 packets contain an overhead of 32 bits for the destination
node ID and 16 bits for the flow ID, giving an overall of 48 bits. For all 99 packets,
the overhead carried is 48 - 99 = 4752 bits. Therefore, when transmitting 100
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packets using flow state, the overall routing overhead is 336 + 4752 = §, 088
bits which is significantly lower than the 32,000 bits overhead carried by DSR
with flow state disabled. This means that, in this scenario, DSR with flow state
disable carries 6.289 times more overhcad compared to the flow state cnabled
DSR. Of course when the path length of the connection is smaller the rating
reduces.

Another way to make the routing protocol more energy efficient, is to en-
able an enhancement known as piggybacking [23]. In this enhancement, nodes
capture routing information from forwarded or overheard packets and integrate

extracted information in their cache. When the nodes forward a packet, they
simply capture the information from the packet header and integrate it to their

cache. In the overhearing scenario, the nodes enable their receiver and process
packets which are not destined to them. For example, consider three nodes A, B
and C. Consider also that node A sends traffic to node B and node C is within

the transmission range of node A. There are then two possible scenarios for
node C while the transmission of A to B takes place. It can either go into sleep
mode to save energy for the transmission’s duration, or it can listen to the packet
that A transmits to extract any useful information and then discard the packet.

Even if node C is not involved in such communication it can still capture useful
information. However, studies have shown that a significant amount of energy
can be wasted when overhearing packets [30]. Therefore, in some scenarios a
piggyback approach may result in an effect that is opposite to the one desired,
i.e. energy dissipation rate increases.

Another enhancement is to allow nodes to reply to any RREQ, using data
stored in their cache. Here, any flooding that is created by the discovery mecha-
nism will be limited further, since nodes do not forward the RREQ packets but
reply to the initiator of the discovery. Essentially the enhancement exploits ex-
isting routes as stored in node caches and limits the number of RREQ) overhead
packets that must be dealt with by the network. This results in a major energy
saving. However, it is likely that the nodes, as a result of say mobility, may
have cached paths that no longer exist. Any invalid routing information will re-
quire the node to re-initiate the discovery mechanism and perhaps, increase the

overhead (time, energy expended etc) associated with the route establishment
as compared to traditional scheme.
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2.4.5 Ad-hoc On-Demand Distance Vector (AODV)

The Ad-hoc On-demand Distance Vector routing protocol effectively replicates
the operating principles of DSR. In terms of route discovery, AODV evaluates

the routes on “per-needed basis” using similar route discovery process to DSR.

On the other hand, AODYV differs from DSR in the way that the protocol handles
the information in its cache. In an AODV capable node, the cache is organised as
in a traditional table-driven routing protocol. Traditional table-driven routing
protocols can result in high memory demands with large networks and therefore
AODV uses timer based states for each node regarding the utilisation of indi-
vidual entries in the routing tables [24, 31]. When a routing table entry is not
recently used it “expires”. On the other hand, DSR uses source routing, where
the node organises its caches by storing a path to a destination as a linked list
and therefore does not occupy memory for undiscovered destinations [32]. DSR

does not use the timer based approach and keeps the routing entries for as long
as it has free memory. If the memory becomes full then a mechanism known as
salvaging is used to free up memory [23].

In AODV, when a source node seeks to communicate with a destination
node, it first checks its cache to see if it already has a valid route to the desired

destination. If not, then the data packets are queued and the route discovery
mechanism is initiated. The source node broadcasts the RREQ packet to its
neighbours, which they then forward to their neighbours, and so on, until the
route request reaches either the destination node or a node which has a “fresh
enough” route to the desired destination (Figure 2.13a). In either case, the node

that will respond to the RREQ, generates a Route Reply (RREP) packet to the
initiator of the discovery (Figure 2.13b). The RREP is transmitted as a unicast

packet and the path that is used to reach the initiator of the route discovery is
the reverse of the one used for the transmission of the route request.

Thus, when the destination receives the RREQ, it generates a RREP that
uses the back pointers established by the respective RREQ. Intermediate nodes
that have not received a RREP within a specified time erase the back pointer
in order to allow further reverse paths for any future RREQ to be established.

AQODV, in order to assure loop-free routing, uses destination sequence num-
bers. Each node must maintain, for every routing table entry, the scquence
number of the destination. This sequence number is updated whenever the
node receives new information about this destination. Such information may be
obtained by an RREQ or an RREP. A node increases its own sequence num-
bers in two circumstances. The first case is immediately before a node initiates
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Figure 2.13: Operation of the AODV routing protocol.

a route discovery; required to avoid conflicts with previous reverse routes to the
originator of a RREQ. The second situation occurs before a destination node
generates a RREP in response to a RREQ).

Each node, upon reception of the RREQ packet, first checks through its
records to determine whether the RREQ has been processed previously by com-
paring the source’s sequence number with the last recorded sequence number
associated with the source node. If the sequence number is equal or smaller to
the one cached in its routing table, then the RREQ has been previously pro-
cessed and 1s discarded. If the sequence number is greater, then the node must
process the RREQ and forward it to its immediate neighbours. Before forward-
ing, the node first sets up a back pointer for this RREQ in order to allow the

reverse path to be established for any respective RREPs generated by uplink



nodes.

Since every node maintains scquence numbers for every destination in its
routing table, it is trivial to distinguish freshness. The node simply compares
the destination sequence number of the control packet that it has just received
with the number cached to its routing table. If the number cached in the table
1s smaller than the number obtained on reception of the control packet the node
updates its cache. In the event of the node not having a corresponding entry in
its routing table, a new entry is created.

The AODYV supports resilience via the HELLO messages broadcasted by
each node. If the node notices that a neighbour is no longer available having
not received a HELLO packet within a predefined interval, then it no longer con-
siders this “neighbouring” node as being adjacent (link breakage Figure2.13c).
Consequently, the node generates a Route Error (RERR) packet to update all
nodes that are using paths containing the recently expired node (Figure 2.13d).

The link breakage can be also detected using link level acknowledgements, if
available. Finally, a new route is used to facilitate communication between the
source and destination as shown at Figure 2.13e.

2.4.6 Optimised Link State Routing (OLSR)

Optimised Link State Routing is a proactive routing protocol for mobile ad-
hoc networks (33]. Its operation is based upon periodic message exchange that
contain information about the topology of the network. As the name suggests,
OLSR is an optimised version of the link state routing protocol used in wired
networks as described at Section 2.4.1.1. In a traditional link state protocol,
control messages are broadcast (flooded) to the network in order to update
the topological information. Such an approach is affordable in wired networks
because cable capacity is usually large, however, in the wireless domain, links
tend to be capacity limited. Additionally, the topology of the network changes

rapidly in wireless networks, while these changes are relatively rare in wired
networks. Thus, it is necessary to optimise the way that topological updates are

transmitted in a wireless network.

The OLSR protocol uses Multipoint Relays (MPRs) to optimise the inherent
flooding. Each node sclects a subset of its neighbours to act as relay points and
the nodes selected are then required to retransmit the traffic on behalf of the

node. The remaining neighbours who receive the message simply use it to update
their own knowledge of the network and they are not required to broadcast
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(forward) the routing packets. Therefore, routing information is flooded only
through the selected relay nodes, which in turn reduces network congestion.
Finally, the size of the control packets is also reduced since they contain only
information regarding links that are connected to MPRs (scctors of network)
rather than the full set of network links. Because the number of nodes that
are involved in the broadcast are reduced, the number of collisions, and hence
retransmissions, in the network are also reduced [33].

The criteria by which a candidate node can be selected to act as a multipoint
relay is simply if it supports a bidirectional link. Nodes with unidirectional links
are not eligible to be selected as multipoint relays. The source node selects a
subset of these nodes M, excluding the set of nodes (U) that have unidirectional
links.

MC (NNU)

The motivation behind the use of the MPRs is to minimise the transmis-
sions within a region of the network. Thus, the set Af can be equivalent to
the set (NNU) (M = (N NU)) but this is essentially the same operation as
the traditional link state routing. Instead, any MPR selection scheme should

attempt to minimise the population of the set M as far as possible, in order to

maximise the benefits of the MPRs. The set of suitable candidates for MPRs
are nodes with bidirectional links and nodes must cover all the 2-hop neighbours
(see Figure 2.14). This selection is autonomous for each node (algorithms for
selecting MPR are described elsewhere [34, 35]). Consequently, each 1-hop node
maintains a list of the “MPR selectors”. This list is updated regularly by the
HELLO messages sent by each node. The HELLO messages contain the infor-
mation about the neighbour nodes and the status of the links with its neighbours
(link state). These HELLO messages have maximum hop count equal to unity
and will be only received by 1-hop neighbours.
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Figure 2.14: Selection of Multipoint relays from a node.

Once the MPR nodes are selected, then each node broadcasts a Topological
Control (TC) message to all the network in order to inform the rest of the nodes

about its neighbours. The TC messages are sent at regular intervals in order
to maintain up-to-date cache information. If the MPR selectors list changes, as
time progresses, then the nodes re-broadcast appropriate TC messages to inform
nodes of this change. However, this is done only if the minimum interval timer
between TC transmissions has expired. Otherwise, the TC update can depart
immediately. If it has not observed any changes to its MPR Selector list, then
the node transmits the TC messages at normal regular time intervals.

Upon reception of the TC message from a node, the information contained
in the path is cached by building a descending list of connected pairs, in the
form (last hop, node) [36]. “Last hop” refers to the next hop neighbour towards
the destination and “node” will be the destination node.

2.5 Summary

This chapter introduced the basic concepts involved in ad-hoc networking. Wire-
less ad-hoc networks are substantially different when compared to wired counter-

parts due to the nature of the wireless medium (air). Wireless networks are also
differ from ad-hoc networks as the latter lacks infrastructure, which the former
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provides, hence making sophisticated designs and algorithms not feasible.

In more detail, this chapter used a bottom to top approach to describe the
various characteristics of wireless ad-hoc networks; following the OSI layer model
it presented common propagation models used in the research community for
simulating signal attenuation within a channel. The discussion then continued
with technologies and standards evolved within the last decade; namely WLAN,
Bluetooth, ZigBee and UWB. These technologies were described in terms of
their Physical and Link layer characteristics.

The second part of this chapter discussed routing techniques uscd in wired
networks and how they fit within the wireless ad-hoc domain. The discussion
presented the different requirements of ad-hoc wireless routing and classified ad-
hoc routing protocols. In the last three sections, key routing protocols that are
possible candidates for this work were discussed.

Chapter 3, introduces the candidate methods for performance evaluation.
Among those candidates, a combination of simulation and analytical models
are used. The chapter discusses the simulation model, the assumptions made

and proposes a routing scheme that distributes the load to multiple paths. The
simulation model implementation of the proposed routing scheme is validated

using a low complexity scenario where analytical calculations are used to verify
their validity.
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Chapter 3

Simulation Modelling

3.1 Evaluation Techniques

A number of approaches can be adopted to evaluate the system performance
and can be classified into the following categories:

e Measurements
o Analytical Modelling

e Simulation

The first approach would be to design and implement the complete system
and evaluate its performance based on actual measurements. Such approach,
however, incurs a high risk and high costs, while tuning of system parame-
ters becomes complex in addition to long development times. For example,
for evaluation of the routing protocols studied in this thesis, hardware could
be deployed to measure protocol performance. A possible hardware architec-
ture for the routing protocols evaluation could be portable notebooks equipped
with wireless network cards, but the cost per node makes such approach finan-
cially prohibitive. Other hardware architectures with lower costs per node could
be mirco-computers such as those produced by Gumstix Inc. [37] or low-cost
wireless sensor nodes (also known as motes) produced by Crossbow Technology
Inc. [38] and the formerly Moteiv Inc. and now Sentilla Corporation [39, 40].
The latter hardware architectures reduce significantly the cost per node but in
order to evaluate large topologies a bulk number of devices is required and over-
all financial cost is still high. Finally, Harvard University offers a public Sensor
Network Testbed [41, 42] deployed in the Maxwell Dworkin Laboratory called
MoteLab. MoteLab has 190 TMote Sky senor motes, deployed in three floors.

48



While this facility has negligible costs, the network topology is fixed and the
nodes are mains powered, and therefore it is not suited for studying mobile and
energy aware networks.

Assuming, that there is sufficient financial budget to build such network,
this approach is still prohibitive within the research environment. Multi-hop
wireless networks require a significant floor space to deploy and test. For ex-
ample, the thesis considers scenarios where the floor space is 500 x 200 square
meters. Even if the floor space requirement is overlooked, there is still difficulty
associated when measuring performance of mobile scenarios; difficultics such as

“how”, “when” and “how accurately” the nodes will move. In general, even if
measurements seem to be the more accurate method to evaluate the system'’s

performance, in reality the performance metrics observed are heavily dependant
on the environment [43]. It is difficult to identify the environmental factors af-
fecting the system. Systems are usually studied in isolation to understand their
behaviour and then are applied to controlled environments to identify the factors
affecting the performance. For such reasons, a physical network implementation
is not considered due to the numerous resources required, in addition to the
difficulties associate with testing and tuning the routing protocol parameters.

The second evaluation technique is analytical modelling which has the min-
imum cost. In general, analytical models represent the system behaviour using
mathematical relations and calculation based on the system equations. Analyti-
cal models tend to require many simplifications and assumptions. Conscquently,
the appropriateness of the results heavily depends upon the assumption and sim-
plifications made when the model is developed.

The final evaluation technique is computer simulation. Simulation models
can be developed in relatively moderate time scales while the cost remains rel-
atively low, i.e. a computer can be used to execute the simulation runs. The
appropriateness of the results tend to be higher than those obtained by analyti-
cal models simply because simulations incorporate more details of the system’s
behaviour and impose fewer restrictions. Additionally, simulations can lead to
more accurate conclusions than that of the measurements technique which are
affected by the environment and the experimental procedure. Computer simu-
lations provide a platform to perform consistent repeatable results.

Raj Jain [43] summarises the criteria for selecting the appropriate evaluation
technique in a table shown in Table 3.1.

What it important to note is that all these techniques have pitfalls related
to the appropriateness of the results and the evaluation of the system’s perfor-

49



mance. For this reason, more than one technique should be used and combined
validate each approach. If more than one technique is used and the observa-
tions do not match, then differences between the evaluation techniques must be
identificd and re-evaluated based on these observations.

Criterion Analytical Simulation Mecasurement
Modeclling

Stage Any Any Postprototype

Time Small Medium Varics

required

Tools Analysts Computer Lan- Instrumentation

guages

Accuracy Low Moderate Varies

Trade-off Easy Moderate Difhcult

evaluation

Cost Small Medium High

Saleability Low Medium High

Table 3.1: Criteria for selecting an evaluation technique [43].

For the purposes of this thesis and for the reasons explained, the evaluation
techniques used to carry out this work are a combination of simulation models

supported by analytical models to underpin their validity.

3.1.1 Simulation Types

The simulations can be classified to four main categories; Emulations, Monte
Carlo, Trace Driven and Discrete Event Simulations.

3.1.1.1 Emulations

Emulation is a type of simulation that uses system architecture to replicate the
behaviour of another system. For example, a processor emulates the behaviour
of another processor with a different instruction set. Within networks, one or

o0



more computers can be used to emulate the behaviour of a network. For ex-
ample, it might be difficult to change the physical topology of a real network,
while emulators provide more flexibility and can be reconfigured to any logical
topology. In the same way, the analyst can quickly change other network at-
tributes such as latency, jitter, packet loss and bandwidth to behave like the
real system, and enable the users to experience the performance and behaviour
of different application in the emulated environment. Emulators usually involve
higher cost than other simulation techniques and the emulator design issues are
mostly hardware related and, hence, not the method chosen in this thesis.

3.1.1.2 Monte Carlo Simulations

The second category of simulations is Monte Carlo. Monte Carlo simulations
are used to model probabilistic phenomenons that do not change characteristics
with time [43]. The key steps involved in a Monte Carlo simulation are:

1. Identifying the domain of all possible inputs.

2. Generate random inputs from the identified domain and compute deter-
ministic outputs.

3. Aggregate the results from the individual runs of step 2 to a final result
using statistics.

Monte Carlo simulations are suitable in static models where the behaviour
of the system does not change with time. This kind of simulation does not fit
the phenomena considered in this thesis.

3.1.1.3 Trace Driven Simulations

In this category, a time-ordered list of events are recorded from a real system,
usually called the trace file. This trace file is subsequently used as an input
to the simulation which models different algorithms. This technique is usually
used to evaluate resource management algorithms. In networks, such techniques
are used to identify realistic inputs to the simulation. Finally, trace driven
simulations assume that the real systems exists, which is not the case for the
work carried out in this thesis. For example, mobility and traffic traces could
be used as an input to the simulation model to evaluate the performance of a
mobile ad-hoc networks. Such traffic traces are unavailable to carry out this

work and instead, the traffic and mobility scenarios are generated as described
in Sections 3.10 and 3.11.
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3.1.1.4 Discrete Event Simulations

Discrete event simulations use discrete state variables to describe the state of
the system at any particular time. The term discrete does not apply to the time
values used in the simulation but the system state variables. For example, in

a queue model, the queue length can take only discrete integer values but the
length of the queue can change at any time. The most basic components in a

discrete event simulation are:

e Simulation Clock: Keeps track of the current simulation time. The simu-
lation clock is essentially a counter that is used to represent logical rather
than real time intervals between events.

e Events: A structure generated by a simulation entity (object) to occur at
the specified time in the future (activation time). The structure contains a
function pointer (call-back function) which is known as the Event Handler.

e Event Handler: The call-back function that is called when the simulation
clock is equal to the event’s activation time.

e Event List: The list of events that have previously been scheduled and
their activation time has not yet reached. The event list is sorted in order
of activation time, i.e. the event with the earliest activation time is on the
front of the list.

¢ Time-advancing routine: The method by which the simulation clock is
increased.

There are two key approaches for the time-advancing mechanism. The first
approach is to increase the time by a small time unit and then scarch the events
list to find any events with activation time equal to the simulation clock. If such
events exist, then the event handlers are executed, otherwise the simulation
clock is increased by an additional small time unit, and the event list scarch
is conducted again. The process is repeated until the simulation clock reaches
the activation of the first event in the list. This approach is wasteful because
resources are spent to check the first event in the list until the simulation clock
reaches the activation time. The alternative approach is called event-driven and
the simulation clock is immediately increased to the activation time of the next
earliest event, since there are no other events scheduled between the current
simulation time and the earliest event activation time.

The flowchart of Figure 3.1 illustrates the execution flow of a simulation [44].
When the simulation begins, a list of the initial events are scheduled (i.e. new
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events arc appended in the events list) and simulation starts. The exccution
enters a loop which iterates until no events remain in the events list or the stop
criterion is met.

Add initial
events

Execute Sﬂﬁ:ﬁiee nstts YES ~Any Events
selected events l Clock I activation . Pending?

Figure 3.1: Discrete Event Simulation Execution Flow.

Within the loop, the first task is to identify the event(s)! with the earliest
activation time. Then, increase the simulation clock to the earliest activation
time of the event(s), execute the event(s) handlers, then start the process from
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