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ABSTRACT 

The work presented in this thesis consists of two 

parts. The first part deals mainly with the problems 

associated with flow patterns, pressure drops, settling 

lengths, void fractions, and their prediction. The second 

part describes methods evolved to define flow patterns from 

the characteristics of the pressure and void fraction 

f luctuat ions. 

A test rig was designed and constructed from 

transparent tubing with the main test section horizontal. 

The working fluids were air and water, at pressures and 

temperatures close to atmospheric, and the test conditions 

covered a range of air and water superficial velocities 

respectively of 

0- 28 m/s and 0 --" 5.1 m/s in a 127 mm nominal bore tube. 

0 --. P-8.6 m/s and 0 -" 1.7 mf s in a 216 mm nominal bore tube. 

The experimental observations indicated asymmetric 

flows in general with a stratification effect superimposed 

on the normal flow patterns. Comparison with existing 

flow pattern maps showed an effect of tube diameter. The 

inadequacies of flow pattern maps are discussed. 

The experimental data relating to pressure drops and 

void fractions showed a strong flow pattern dependency, 

and correlations are presented for three main groups of 

flow patterns. These groups are (i) Annular Flows - 
incorporating annular, annular mist, rough wavy, etc. 

(ii) Intermittent Flows - incorporating bubble, plug and 
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slug, (iii) Separated Flows - incorporating stratified and 

smooth wavy. 

Transition equations, defining the changes from 

one flow pattern group to another, were developed to enable 

predictions of flow. patterns for particular sets of 

conditions to be made. These were essentially based on a 

wave stability criterion. 

Comparisons were made between the experimental 

friction pressure drop and void fraction data and several 

well known correlations available in the literature. These 

showed poor agreement, in general. 

Pressure and void fraction probes were developed 

and tested with the object of obtaining more objective flow 

pattern measurements. These were used in conjunction with 

a high speed data acquisition system with a view to relating 

the statistical behaviour of the pressure and void fraction 

fluctuations to flow patterns. The results confirm the 

usefulness of these probes for this purpose. 
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CHAPTER 1 INTRODUCTION 

Many gaps exist in the present state of knowledge 

of fluid mechanics, particularly in areas such as turbulence 

and two-phase flow. Apart from scientific curiosity, 

there are strong technological demands for information in 

these areas and this has resulted in a rapid expansion 

in research over the last two decades, particularly in two 

phase flow. 

Typical applications where two phase flow problems 

are encountered include boilers, condensers, water-cooled 

nuclear power reactors, chemical process plants, oil 

pipelines, etc. 

Early work on two phase flow produced many 

correlations, often empirical, to produce a quick answer 

to industrial needs for design. Many were based on 

simulations of well established techniques used in single 

phase flow especially for items such as pressure drop and 

heat transfer evaluation. 

However, the unsatisfactory nature of general 

correlations has been illustrated on several occasions. 

For example, Dukier et al (D1) compared several well known 

pressure drop correlations and found that an early one 

by Lockhart and Martinelli (L 1) was as good as any 

although the agreement with experiment was still not 

satisfactory. A similar situation arose in correlations 

involving heat transfer coefficients. Perhaps this is 

not too surprising, since it is unreasonable to expect 
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that the parameters which might be important in 

correlating, say, the heat transfer coefficient in a 

disturbed or turbulent two phase flow, such as bubbly 

flow, would also be important when the two phases flowed 

separately, such as a stratified type flow. 

The inherent weaknesses of such techniques have led 

workers in the field to recognise the logical physical 

divisions between the various flow configurations 

encountered. For horizontal flows these could range from 

a perfectly stable, stratified flow at low liquid and 

gas flow rates to a homogeneous dispersion of one phase in 

another as in bubbly flow (high liquid and low gas flow 

rates) or droplet flow (high gas and low liquid flow 

rates). Between these flow pattern extremes, a variety 

of geometrical configurations are encountered which 

combine, to various degrees, the two properties of 

stratification and homogeneity. 

Once the existence and variety of two phase flow 

patterns were recognised, it became obvious that they played 

a determining role in the heat, mass and momentum transfer 

behaviour of the flow. In addition, the occurrence of 

certain flow patterns under certain conditions posed 

serious problems to the design engineer. For example, 

slug flow is undesirable in a line where sudden changes in 

the flow direction cannot be avoided. The slug impact 

due to the high momentum at the point of flow direction 

change, can seriously fatigue equipment. Also the 
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formation of a dry surface in a heated horizontal tube 

as in wavy or stratified type flows, could result in tube 

overheating and failure. 

This recognition of flow pattern differences and 

the consequent physical effects led to the requirement for 

prediction of the range of occurrence of the various flow 

patterns and their transition boundaries. Once the flow 

pattern was known, or specified, attention could be 

devoted to the development of the conservation equations 

for that system based on a realistic physical model that 

accounted for the predominant transport mechanisms of 

that specific pattern. 

A number of flow patterns maps and correlations were 

constructed, mostly as a result of experimental and visual 

observations (e. g. Si, G1, Cl), with seldom any attempt 

made to justify the map coordinates used. In general, 

none of the existing maps proved satisfactory over a wide 

range of two phase flow conditions and there was poor 

agreement between them (Sl, Cl). This is hardly 

surprising since at least 78 different flow patterns have 

been labelled in the literature on the basis of visual 

observation - an indication of the subjectiveness of the 

process of identification. This uncertainty in predicting 

flow pattern is probably the main reason why empirical 

type correlations are still in wide use, despite their 

proven inadequacy. 

A flow pattern should not be completely characterised 

by its visual appearance only, since, even if the f low 
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structure may look different, the pressure drop behaviour, 

for example, may be the same. Hence an attempt should be 

made to identify such similarities and, accordingly, 

divide the complete flow field into a reasonable number 

of patterns, or regimes. A study of the flow field 

fluctuations, e. g. pressure or void fraction, could be a 

starting point which, when coupled with the average 

pressure gradient or void fraction, could provide the means 

of identifying the flow regimes, and their boundaries. 

Indeed this constitutes one of the main objects of this 

project. 

Most of the overall correlations for pressure drop, 

void fraction and flow patterns were derived from 

experimental data taken in small diameter tubes, usually 

less than 50 mm diameter. The engineer is often faced 

with designs involving much larger diameter tubes, etc. 

and, because of lack of data and correlations for such 

tube sizes, scaling up is usually adopted. This is a 

doubtful procedure since, for example, bubbles do not 

scale up with the tube size. Also, there is more scope 

for gravity forces to produce more separated type of flows 

such as stratified or wavy. However, no other methods 

are available, at present, and -large errors cannot be 

avoided. The need for data in large diameter tubes is 

thus obvious, if only to check the accuracy of the existing 

correlations and techniques (C2). This constitutes 

another aspect of this project. 

Settling length data in two phase f low are also 
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scarce. A figure of 60 diameter, which is often quoted 

as being the maximum settling length necessary, was based 

on a few visual observations only and was probably 

influenced by the single phase value of ý, 50 diameters. 

Indeed, the few data available in the literature suggest 

longer lengths, depending on the flow rates of the 

individual phases (Kl, S2). More data on settling lengths 

are required and part of this project involves such 

measurements. These include the settling lengths 

necessary after a double horizontal 900 bend and after an 

air-water mixing device. 

Finally, it is hoped that this work will mako some 

contribution towards a better understanding of the 

heterogeneous character of two phase f lows in general, and 

large diameter tubes in particular. 
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CHAPTER 2 LITERATURE REVIEW 

2.1 GENERAL 

The literature on two phase flow is enormous as 

evidenced in a number of 'surveys published (Si, Gl, G2, 

C3, W1, T2, HI). Thus, because of the diverse problems 

investigated in this project, it is unrealistic to carry 

out a complete survey within the size of this report. 

However, an attempt will be made to discuss the various 

problems (concentrating on physical phenomena and behaviour) 

and various stages of development in the field and citing 

the necessary references. The chapter is divided into 

four parts. The first part deals with flow patterns and 

their predictions. The second and third parts discuss 

the problems of pressure drop and void fraction predictions 

and with existing correlations. The fourth part deals 

with the problems of entrance effects and settling lengths. 

2.2 FLOW PATTERNS 

When two phases, gas and liquid are brought together 

and allowed to flow in a pipe, they tend to distribute 

themselves in a variety of geometrical configurations 

called flow patterns. A flow pattern is normally 

identified by its visual appearance and this is subject to 

errors of individual interpretation of such broadly defined 

terms as plug, slug, froth, etc. Flow pattern 

designations in gas-liquid flows have not yet been 

standardised. and, as a result, a confusing variety of 
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classifications exist in the literature (Al, A2, C2,04, 

C5,112, K2, K3, K4, M1, S3, W2, etc. ). Similar names 

are used to describe different flow conditions, and 

different names are used to describe essentially the same 

flow configuration (Sl). A reasonably accepted 

classification for horizontal flows is that of 

Hoogendoorn(H2) which is given in Table 2-1. 

The ability to predict the flow pattern present in 

a conduit at a given flow condition has been the target 

of a large number of investigations, most of which have 

used empirical methods to present their data and normally 

in the form of a flow pattern map. 

2.2.1 FLOW PATTERN MAPS 

These are two dimensional plots of some chosen 

variables assumed to represent the occurrence of the f low 

patterns and their transition boundaries at the specific 

conditions of the experiment. An area is assigned for 

each flow pattern according to the experimental and visual 

observations. Few authors give physical explanations or 

reasoning for using particular combinations of dimensionless 

numbers or flow variables as the map coordinates (C6, E2, 

Ql, Ti, ti'Wi). 

The importance of a particular force, or combination 

of forces, dictates the occurrence of a given flow pattern. 

For example, Wallis (Wl) suggested that the balance 

between the inertia force of the gas and the buoyancy force 

may scale up stratification in horizontal flows. Different 
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Flow Pattern Description 

Plug Flow (EB) The gas moves in bubbles or plugs 

along the upperside of the pipe. 

Stratified Flow (ST) The liquid flows in the lower part of 

the pipe and the air over it with a 

smooth interf ace. 

Wavy Flow (W) Similar to stratified flow, except for 

a wavy interface due to a velocity 

difference between the phases. Some- 

times the gas velocity is so great 
that a certain amount of atomisation 

takes place. 

Slug Flow (SL) Splashes or slugs of liquid 

occasionally pass through the pipe 

with a higher velocity than the bulk 

of the liquid. Pressure fluctuations 

are typical for this type of f low. 

Mist-Annular The liquid is partly atomised in the 

Flow (A) gas phase and partly flowing in an 

annular film along the pipe wall. 

Froth Flow (B) The gas is dispersed in fine bubbles 
through the liquid phase. 

Table 2-1 Flow Pattern Classification According 

to Hoogendoorn (112) 
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mechanisms are involved in the different transitions and 

hence it is difficult to imagine that a single set of 

coordinates could represent adequately the conditions 

at which the different flow patterns or their transitions 

exist. 

Al-Sheikh et al (A3) used the AGA-API data bank to 

test more than ten sets of correlations. They concluded 

that no single correlation can predict to any acceptable 

degree the boundaries of all flow patterns. The best 

correlations were the mass flow rates (Mg, Mf) and the 

Reynolds numbers (Reg, Ref) . 

The coordinates of gas volume fraction against the 

mixture superficial velocity used by some authors (112, 

H3, K2, Ml) is not convenient because an important range 

of flow behaviour tends to be squeezed into a small area 

of the plot. On the other hand maps with coordinates 

based on mass flow rates (A3, B2, Jl, El), or mass 

velocities (C6, G3, SP2) without incorporating a gas 

density correction term lack the possibility of using it 

at pressure conditions different from those upon which 

the map was constructed. Volume flow rates are probably 

better but they are not general as far as tube diameter 

is concerned. Superficial velocities are a reasonable 

choice (Al, Gl, M2, S4), although such terms as 

superficial velocity, superficial mass velocity, etc. 

could obscure or distort diameter effects. 

Baker (B3, B4) used the data of Kosterin (K2), 

Berglin and Gazley (B2) and Alves (Al) to produce a flow 
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patterns map for horizontal flows. The map is shown in 

Fig. 2.1 with the lines of the Schicht (S5) map -super- 

imposed. Considerable discrepancy exists between the 

Backer transition lines and the data (B4). The Alves (Al) 

data show definite entrance effects (he was unable to 

obtain stratified flow because of a vertical bend in the 

line), and the wavy-slug transition line has a positive 

slope when plotted on Baker's map contrary to most data (Cl). 

Baker used the parameters 7, and "ILJ combined with 

the mass velocities of the phases as the map coordinates 

in the form 

ý' ' Ordinate 9 Ur 
''9 , Abscissa 

ff 'is f 
iA fg u 

sS 

where 
'! 3 

A 23 ý62.3ý2 
U- f 

(2.1) 

The ordinate of the map is not dimensionless and 

does not have any physical meaning apart from the fact 

that it contains the term 
2 

Us, which represents the 

inertia of the gas. Wallis (171) suggested that a 

dimensionless group of the form 

Usg 
fg z 

Df fig vs (f, 
g D) Pý « ff 

may scale up stratification effects in horizontal flows. 

The abscissa is more complicated but can be arranged in 

ý"- 

the form 
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K (U-ý) (ff) 
/f f) 13 

K- constant USg ý'ý Q' 

The first term exerts the major influence and is 

similar to the Martinelli parameter X if the friction 

factors for the gas and liquid flowing alone in the pipe 

are assumed equal. 

Scott (S6) widened the transition boundaries to 

improve somewhat the agreement with Hoogendoorn (112) 

and Govier and Omer (G3) data. 

Reid et al (R2) observed slug flow only in their 

101.6 mm (4") and 152.4 mm (6") lines while, according to 

Baker's map, they should have been in the annular flow 

region. 

Schicht (S5) flow pattern data, from a 101.6 mm 

(411) line using air-water mixtures at atmospheric pressure 

(shown in Fig. 2.1), agreed with the observations of 

Reid et al (R2) and the transition from slug to annular 

flow was shifted to higher gas mass velocities and wavy 

flow occupied a bigger area. 

The Travis and Rohsenow (T3) results for condensing 

flows in small diameter pipes (7.6 mm) suggested that the 

slug to semi-annular (assymetric annular) occurred at 

lower gas mass velocities. The observations suggested 

that pipe diameter does influence the accuracy of a map 

drawn to Baker's coordinates. 

Deganse and Atherton (D2) pointed out that the 

Baker map coordinates are linearly dependent and that the 
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slope of any operating line* on the map is always near -1. 

Although this may be true for isothermal flows, it is 

certainly not correct for diabatic flows (boiling and 

condensing) since this may obscure some of the patterns 

that occur naturally. 

The Baker map is still widely used in industry with 

the recommendation to work away from the transition 

boundaries (A4). The main reason for its publicity, so 

to speak, is probably the inherent flexibility of the 

coordinates in spite of the fact that there is no evidence 

that the mass velocities, or the parameters 7 and 
Y 

are 

the correct scaling factors. 

Hoogendoorn (112) carried out an extensive study on 

flow patterns and pressure drops in horizontal two phase 

flows and presented his results in terms of a flow pattern 

map, and flow pattern dependent pressure drop correlations. 

In general, the effects of diameter and liquid viscosity- 

were found to be small, but noticeable on a Kosterin 

diagram (vs Us f+ USg) . 

Hioog! endoorn and Buitelaar (113) found that such a 

diagram was not seriously influenced by the gas density 

in the range 1-12 Kg/m3, except that atomisation occurred 

at lower mixture velocities for higher densities. 

* The operating line is defined as follows: - As the two 
phases flow in the conduit, temperature, pressure and 
consequently all the physical properties change. Hence 
the map coordinate can be calculated for every physical 
situation along the conduit. By plotting these points 
on the map, an operating line is produced. 
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Eaton at al (E2) carried out experiments in 50.8 mm 

(2") and 101.6 mm (4") horizontal pipelines using mixtures 

of either water, distillate or crude oil as the liquid 

phase with natural gas as the gas phase. The map 

coordinates were developed-using dimensional analysis and 

were a form of two phase Reynolds and Weber numbers. 

Govier and Aziz (Gl) suggested a revised version of 

the map originally produced by Govier and Omer (G3) drawn 

to superficial velocity coordinates. 

A completely different method of flow pattern map 

comparison was presented recently by Mandhane et al (M2), 

who included the general flow pattern map for use in 

horizontal flows as shown in Fig. 2.2. Their comparison 

was made using a data bank of 5935 flow pattern observations 

which included the AGA-API Two Phase Flow Data Bank 

material augmented by data from other sources, and was 

statistically based. Existing flow pattern maps were 

evaluated-using two parameters A and B defined as follows 

A. no. of points predicted to lie in flow pattern ix 100 i no. of points which were observed in flow 
pattern i 

i. e. percentage success of a given flow pattern map with 

respect to particular flow regime. 

and total no. of observations correctly predicted 
Bp to lie in their respective flow patterns 

x 100 
total no. of observations 

i. e. the overall percentage success for a given 

flow pattern map. 
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All the data were analysed, but in addition a 

separate examination was made of air-water data only (for 

which there were 1178 data points). In addition to their 

own flow pattern map, those of Baker (B3), fioogendoorn 

(112) and revised Govier and Omer (G1) were selected for 

comparison. The results are given in Tables2-2 and 2-3 

for air-water data and all data respectively. Also shown 

in Fig. 2.3 are the lines of Baker and Hoogendoorn 

superimposed on Riandhane et al map. These results 

favour the Hoogendoorn (H2) map as the best of those 

considered (apart from Mandhane et al map) and indicate 

that flow patterns in air-water flows are much better 

predicted than flows in general. However, the proposed 

map gives the best performance which is hardly surprising 

since it was constructed to fit the Data Bank requirements. 

This author has reservations about such methods of 

comparison especially when the data cover a wide range 

of physical parameters and properties which are not 

equally, or at least fairly, weighted. For example, it 

would be difficult to distinguish a diameter effect if 

only 100 large diameter data points were used against 5000 

small diameter ones. In fact, some deterioration in 

performance was observed for large diameter tubes data.. 

The shaded area in Fig. 2.2 is enlarged and the 

results of other investigators for the transition 

boundaries of slug-annular flows are superimposed and shown 

in Fig. 2.4. The scatter is large and highlights the 

problem of flow pattern maps. 
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Recently, Choe et al (CG) presented a flow patterns 

map based on coordinates of mass velocity of each phase, 

using their air-water data in 12.7 mm (1"), 25.4 (1") and 

50.8 mm (2") diameter pipe. Visual observations were 

supplemented by traces of pressure drop fluctuations which 

were used to identify slug flows. The map, shown in 

Fig. 2.5, is effectively a superposition of three maps, 

each for a given diameter, and highlights the inadequacy 

of the coordinates for scaling up diameter. The slug- 

annular boundary is shifted to higher gas mass velocities 

with increasing diameter in accordance with the observations 

of Reid et al (R2) and Schicht M). Fig. 2.6 is a 

comparison between the DMandhane et al (M2) and Choe et al 

(C6) maps for a 25.4 mm (1") pipe and for air-water 

mixtures at atmospheric pressure and 15°C. The striking 

feature of the comparison is the disagreement in the 

prediction of slug-annular boundary. 

Taitel and Dukler (Ti) presented a map based on the 

dominant force criteria. Unfortunately the most important 

transition i. e. slug-annular was empirically assumed to 

occur whenever the equilibrium liquid level in the pipe 

was half the tube diameter and that the flow conditions 

were such that slug flow would develop. Lower liquid 

level would result in annular flow, otherwise slug flow 

would develop. This disagrees with some experimental 

observations (R2, S5, C6). 

Gould et al (G7) presented a flow pattern map f, or 

horizontal, vertical and inclined (450) pipes based on 
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two dimensionless numbers which were liquid property 

weighted superficial velocities, i. e. 

U iýf ) and u (Ef) 
sg ff- sß cr- 

Good agreement was obtained with Hoogendoorn (H2) 

map if froth and slug flows, bubble and plug flows were 

grouped in two areas only. Their experimental results 

showed no significant effect of inclination on the slug- 

annular boundary and bubble-slug boundary, while the 

slug-wavy boundary was drastically affected. 

Sakaguchi et al (S4) investigated steady state and 

transient behaviour of air-water two phase flow in 

horizontal pipe and proposed a flow pattern map for both 

cases. The tests were carried in 40 mm acrylic tubes 

and covered low air and water flow rates. The transient 

state was initiated by a step increase in either flowrate. 

They observed that f low patterns transition occur at 

lower flowrates in transient condition than in steady 

state condition. 

In diabatic two phase flows, the flow is always 

transitional and a flow pattern never develops in the 

sense of adiabatic flows. When boiling flows are compared 

to adiabatic flows, the local existence of a given flow 

pattern is dependent on other factors such as, the heated 

length, heat flux, inlet subcooling temperature, etc. 

Hence one would expect that the flow pattern maps based on 

adiabatic flows data are not adequate for boiling flows. 

This is confirmed by the experimental results (S7, B5,114). 
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Hosler (H4) and Zhan (Zl) pointed out that the Quandt (Ql) 

map, based on the dominant force criteria, predicted the 

largest fraction of the data as compared to Baker (B3) 

and Kozlov (K5). Flow patterns maps for boiling flows 

were developed, usually with the coordinates of mass 

velocity versus quality (S7, B5,114, Z1) and results showed 

that such factors as pressure (114, B5), heat flux (S7) 

heated length (S7, B5) and inlet subcooling temperature 

(B5) influenced the flow pattern boundaries to a certain 

extent. Bergles et al (B5) suggested that many of the 

trends in the heat flux data can be related to the flow 

pattern instability caused by slug flow. They also found 

that bubbly to slug and slug to annular transitions shift 

to lower qualities as pressure or mass flux increase and 

heated length or inlet temperature decrease. 

Condensing flows, on the other hand, have only 

recently received some attention but the data are too 

sparse to draw any definite conclusions. As in boiling 

flows, other factors influence local flow patterns, factors 

such as cooling rate, inlet superheat and the condenser 

length. Soliman and Azer (S3, S8) could not observe 

stratified or bubbly flows and concluded that Baker's map 

was not adequate for condensing flows. Instead they 

developed a new flow patterns map to the coordinates of 

liquid velocity against gas to liquid volume fraction. 

They pointed out that with such coordinates they were able 

to correlate their data for the three diameters tested 
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(5-15 mm) and for the two refrigerants R12 and R113. 

Other coordinates such as Usf vs Usg, Fr vs 9, G9 vs Gf 

and Gt vs x failed to correlate. On the other hand, 

Travis and Rohsenow (T3) pointed out that the modified 

Baker map recommended by Scott (S6) did represent their 

flow pattern data fairly well. More work is needed in 

this area. 

In conclusion, it can be said that no two flow 

patterns maps are identical and this lack of agreement 

may be due to one or more of the following: 

(i) Personal judgement and lack of subjectiveness in 

distinguishing between flow patterns. The multiple 

reflections, refractions, and the limited response 

of the human eye tend to obscure the actual 

appearance of the flow structure. 

(ii) Not enough length allowed for the flow to develop 

and settle. 

(iii) The transition from one flow pattern to another 

is gradual, making the judgement based on visual 

observations alone uncertain. 

(iv) Flow patterns are subject to hysteresis effects 

(D2, Fl, Ri). The development of a flow pattern 

at a given part of the conduit is not only a function 

of the physical conditions there, but also of the 

history of the flow. The flow patterns boundaries 

observed with increasing flowrates may not match 
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those observed with decreasing flow rates, because, 

at the transition boundaries, instabilities of one 

kind or another can be present and persist over a 

band of -flow rates. 

A more realistic method of defining flow patterns 

may be to draw a map for each flow pattern transition, 

using the appropriate coordinates (Si, C3). 

2.2.2 --CALCULAffIONAL 
METHOD 

A1-Sheikh et al (A3) proposed a complicated method 

of £lcw pattern prediction which required a maximum of 

--twenty parameters to be calculated per test point. The 

-method was unique in that 

(i) a line separating two flow patterns was not drawn 

but rather the entire flow area considered for 

each pattern 

(ii) different correlations were used to separate any 

two flow patterns 

(iii) the analysis was based on a large number of data 

points utilizing the AGA-A. PI Duklei" data bank. 

The prediction procedure utilised two major 

correlations i. e. 

If f vs Al9, and Ref vs Reg 

in conjunction with another 8 auxiliary correlations. 

The authors claimed accuracy-of better than 5%. 

The method had deficiencies in that most of the data used 
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were taken in small diameter pipes !. 25.4 mm ID) and this 

probably explains why one of the major correlations used 

was based on mass flowrates. 

2.2 FLOW PATTERNS CHARACTERISATION 

The transition from one flow pattern to another is 

gradual and hence a large number of names can be used if 

visual appearance alone is the discriminating criterion. 

A survey carried out by Strathclyde University Multi- 

Phase Flow Group (Si) quoted over 60 flow pattern lables 

for horizontal flow alone. This is hardly advantageous 

to the design engineer. A change in the spatial 

distribution of the two phases does not necessarily mean 

a change in the basic mechanisms by which heat, mass and 

momentum are transferred. It was suggested that flow 

pattern identification be linked to other physical and 

statistical phenomena of the flow through the effects it 

produces on such parameters as heat and mass transfer 

coefficients, pressure gradient and pressure fluctuations, 

void fraction and its fluctuation, etc. This would lead 

to a reduction in the number of flow patterns by grouping 

flow pattern names under a given category and make 

comparison of data from different laboratories possible with 

minimum uncertainty. 

2.3.1 PRESSURE DROP 

An early paper by Martinelli et al (M12), reporting 

experiments using air-water mixtures, showed that a lowering 

of the surface tension by adding Nekal BX resulted in 
different flow patterns. They indicated, however, that the 
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effect of flow pattern variation on pressure gradient, using 

the additives, was not significant. Hence they concluded 

that the two phase pressure drop data (in terms of friction 

multipliers) could be correlated without introducing flow 

pattern dependency. However in the discussion of a 

subsequent paper (L1), Gazley and Berglin pointed out that 

the two phase flow multiplier showed a mass velocity 

dependency and that sharp changes in the slope were related 

to changes in the flow pattern present. Armand (A2) also 

found horizontal flow data, when plotted as 0f vs (1- Q(), to 

fall into three distinct regions. 

Baker (B3), Hoogendoorn (112), White and Huntington 

(W2), Beattie (B6), etc. reported peculiar trends which were 

recognised as being associated with certain f low patterns. 

Beattie (B6) pointed out that the two phase friction 

data in general could be plotted as straight lines on the 

log (jo f0- 1), log (x) plane. A transition from one flow 

pattern to another was indicated by a step change in the 

slope of the lines which could be expressed in the form 

Of 
01+a xb (2-2) 

where 'x' was the quality and 'a' and 'b' were representative 

of the different slopes. Three groupings were i. dentified: 

(i) 'b', a multiple or 1/6 

i) 'a', equal to (O 1) and xý (x/xo)b(G) with xc, 

(ßfo-l)o defining a common point in the plot through 

which all lines of different. mass velocity passes. 

(iii) 'b', slightly less than unity. 
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Plug, slug and froth flows were correlated by 

1+ax5/6 fo (2.3) 

where 'a' could be a function of diameter, physical 

properties and mass velocity. Iioogendoorn (112) gave an 

expression very close to 

U2 °I+230x5%6 fo (2.4) 

Wave and stratified flows could be correlated by 

Ufo 1+ ax916 (2.5) 

Annular flows showed trends that could be correlated 

by a form of group (iii). For high flow rates, Beattie 

calculated the acceleration component using the homogeneous 

flow model. 

Baker (B3, B4) suggested similar expressions for 

the behaviour of the gas two phase multiplier with flow 

pattern, i. e. 

ou K(G f) xn (2.6) 

where n<1 depending on the flow pattern present, K(G) 

was some function of liquid mass velocity. A remarkable 

change in the slope of one of the curves was attributed 

to transition from annular to slug flow in large tubes 

(also discussion on C7). 

Hoogendoorn (H2) found that some flow patterns 

showed identical pressure drop behaviour and hence were 

correlated by one equation. These were 
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(i) plug, slug and froth 

(ii) stratified and wavy 

(iii) mist-annular. 

Rooney et al (R3) suggested the presence of a flow 

pattern effect on the liquid two phase multiplier although 

no visual observations were made since the tests involved 

steam-water mixtures at high pressures. Based on the 

Baker map, three flow patterns should have been covered 

by the data, namely bubbly, slug and annular. 

showed two trends approximately correlated by, 

.3f° --1 -0G oC <. 5 
cl-a) 1 

and 

C2 
ýi f ----- 

) l"2 *55 <al.. 9 
QC) Z (1- 

The data 

(2.7) 

(2.8) 

where Cl, C2 were constants and nl and n2 functions of 

single phase factor and diameter. 

Eaton et al (E2) claimed that no flow pattern effect 

was observed on their energy loss correlation. However, 

close examination of their curvesuggested such a dependoncy. 

The mass velocity correction factors suggested by 

Baroczy (B7) vary with mass velocity in a rather unusual 

way suggesting a possible flow pattern dependency. 

Similar trends could be seen in the correlation proposed 

by Hughmark (H? ). 

Johannessen (J2) examined the stratified flow 

pattern, based on a separated flow model, and arrived at a 
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set of equations for the void fraction and pressure drop. 

His results could be correlated by C-2 in the equation 

originally suggested by Chisholm and Laird (C7), i. e. 

1 (2.9) ýf 1 +X+ 
X 

For bubbly and froth flows, the parameter C was 

given by 

C (. 
ff)2 

+ (P2 'O) 

ý'g Pf 

Collier (C3) presented a modified Baker's map with 

the lines of constant C superimposed, as shown below to 

highlight its connection with flow patterns. He suggested 

Gg 

2t 

wA easýr ý\\ 
C \C\CC ý. 

DB 
IN. 

SL 
eq. (2.10 

ST 
C= 2E 13 ,B 

Gf' 

that C2, rather than C, may prove more convenient. 

Chisholm and Sutherland (C8) presented an expression 

relating C and C2, 
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C+ (C - -A) ( f9)2 [(&) + (ýf )ý (2.11) 
2 

, 
Pf fg 

where 
?k-0.5(22-n 

- 2), and n was defined by a 

Blasius type friction factor equation. 

Flow pattern effects on pressure drop in vertical 

flows are easier to notice (G4, R4). 

Comment: the important groups of flow patterns are 

(i) Plug, Slug and Froth 

(ii) Wavy and Stratified 

(iii) Annular. 

2.3.2 VOID FRACTION 

The recognition of the effect of flow pattern 

transitions on void fraction is quite old, although perhaps 

not very clear. Johnson and Abou-Sabe (J1) attributed 

a change in the behaviour of their liquid volume fraction 

data to such effects. 

Chisholm (C10) developed a correlation for predicting 

void fraction for the flow of gas-liquid mixtures in a 

horizontal pipe. The data, plotted as the slip ratio 

against the ratio of volumetric flow rates, were found 

to lie in three distinct flow regimes. No information was 

given about the flow patterns, however a flow pattern 

effect cannot be ruled out. 

The hold up data of Govier and Other (G3) showed 

strange changes in slope when plotted against superficial 

gas velocity (G1). These were attributed to transitions 

from one flow pattern to another, namely stratified and 

ripply flows to wavy and annular flows. 
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Zuber and Findlay (Z2), in a well presented 

theoretical analysis, arrived at expressions relating the 

weighted average gas velocity to the total average velocity 

of the mixture through a distribution parameter C0 and a 

weighted mean drift velocity term. Zuber et al (Z3) 

observed a flow pattern effect on the distribution 

parameter Co. For annular flows, Co = 1.0, while for 

slug flows, Co = 1.2. Bubbly flows showed values in the 

range 1.2 - 1.5. Most of their data wore in vertical 

flows. 

Graskovich et al (G5) observed that a plot of 0< vs 

for horizontal flows showed an S-shaped structure with 

a big scatter. This was due to transition from slug to 

stratified type of flow. 

Count : the important flotiw., patterns affecting 

void fractions are 

(i) Stratified, Ripply 

(ii) Annular and probably Wavy-misty 

(iii) Slug and probably Bubbly. 

2.3.3 PRESSURE WAVE PROPAGATION 

It is known that the speed of acoustic waves is 

dependent on the density of the medium in which the wave 

is propagated. A two phase mixture in the simplest 

approach can be looked at as being a medium of variable 

density whose value depends on the flow structure present. 
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Henry et al (115) analytically derived the following 

relations for the propagation velocity of the pressure 

waves Ctp in two phase horizontal flows. 

For bubbly flow 

(Ctp)2 
ý2 

+ 
OC (1- OC) 

_ý)f 
-1 

(2.12) 
C9 f9 

For stratified, annular and droplet dispersed flows, 

c2 
() =1+äý (2.13) 

gf 

and for slug flow 

Ai) Cf 

c9 cf+ -oc cý (2.14) 

Good agreement was found with the experimental 

results covering bubbly, slug and stratified flows. The 

suggestion that equation (2.13) was valid for annular 

flows is doubtful, because of the phase discontinuities 

present in the core. Evans et al (E3) found that, in 

their annular-mist, semi-annular and slug flows, the axial 

density in homogeneities in the core structure governed 

the propagation phenomena. 

Comment; the important flow patterns affecting 

wave propagation are 

(i) Bubbly 

(ii) Stratified, Wavy 

(iii) Probably Annular 

(iv) Slug. 
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2.3.4 HEAT AND MASS TRANSFER COEFFICIENTS 

Two phase heat transfer coefficients are usually 

several times larger than the single phase ones. The 

introduction of gas in a flowing liquid stream causes an 

increase in the liquid velocity, and also an increase in 

the level of turbulence. 

Grothuis and Hendal (G6) found that the occurrence 

of maxima in their two phase heat transfer coefficient 

was connected to transition from froth or slug flow into 

mist-annular flow. 

Degans and Atherton (D4) pointed out that the 

variation in heat transfer coefficient can certainly be 

attributed to the flow pattern present as whether bubbly, 

slug, annular or mist flows. 

Collier (C3) quoted the results of experiments 

carried out by Kodirka (K6) on the air-water heat transfer 

characteristics in vertical flows. Changes in the 

behaviour were found to coincide with transitions in flow 

patterns, namely bubble to slug or froth, and to annular. 

Apart from a few papers, e. g. Lunde (LI), most two 

phase heat transfer problems were tackled by assuming 

models based on some particular flow pattern present 

(Ol, 1112). 

The mass transfer coefficient may be expected to 

behave in a similar manner because the transfer mechanisms 

depend largely on such factors as the distribution of the 

phases, the interfacial interactions, etc., and hence on 
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the flow pattern present. Cichy and Russel (C9) 

emphasized such effects and attempted to develop a 

theoretical model based on flow patterns models. 

Jepsen (J4) carried out mass transfer measurements 

in 25.4 mm (1") and 101.6 mm (4") horizontal pipelines 

near the annular-slug boundary. The data showed two 

distinct trends which could be attributed to flow pattern 

effects. Only one of the trends showed a clear diameter 

effects. 

Comment; the important flow patterns affecting heat 

and mass transfer are 

(i) Annular 

(ii) Slug, Froth 

(iii) Probably Stratified, Wavy. 

(iv) Bubbly. 

It is clear that flow patterns do influence the fluid 

mechanics, heat and mass transfer, etc. of two phase flow, 

and that only few major patterns, or group of patterns, 

appear to have such remarkable and distinguishable effects. 

2.4 THE FLUCTUATING NATURE OF TWO PHASE FLOW 

The presence of one phase or the other at a given 

point in a steady state two phase flow field fluctuates 

randomly, and sometimes near periodically. Accordingly, 

one might expect the flow variables, e. g. pressure, void 

fraction, mass flux, etc. to fluctuate in a similar manner. 

The magnitude of the fluctuations and the frequency of the 
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presence of each phase at a given point is dependent on 

the location of the point in the flow field, geometry, 

flow pattern, etc. 

2.4.1 PRESSURE FLUCTUATIONS 

It has long been recognised that certain flow patterns 

(e. g. slug) are accompanied by unusual, and sometimes severe, 

pressure pulsations. ' Ishiagai et al (Il) indicated the 

importance of studying the varying component of pressure 

and void fraction in describing the heterogeneity of two 

phase flow. 

Hubbard and Dukier (H6) attempted to relate the 

pressure fluctuations to the flow pattern present in a 

horizontal air-water, flow line. The character of the 

pressure trace was distinguished by two variables: the 

amplitude of the fluctuations and their frequency of 

occurrence. A flow pattern could then be characterized 

in terms of how the amplitude of the fluctuations was 

distributed among the existing frequencies. This involved 

the calculation of the power spectral distribution of the 

wall pressure fluctuations defined as the Fourier 

cosine transformation of the autocorrelation function, or 

S(f) ß(`t) Cos 2TCfZ dt (2.15) 

where f is the frequency and R(t) is the autocorrelation 

function of the pressure pulsations assumed random which 

is given by 
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+T 

R. (ý) Lim J 

T --i-00 -T 

P (t) P (t+Z) dt (2, I6 ) 

In equation (2.16), P(t) is the pressure at time t, 

T is the sampling time and Z is a time lag between two 

pressure signals which for statistical reliability should 

not exceed 5-10% of the sampling time (using what is 

known now as Blackman-Tukey method). With the aid of 

visual observations the flow patterns were grouped into 

three general classes, 

(i) Separated flows: The distributions were centred 

about zero frequency with the amplitudes dropping off 

rapidly with increasing frequency. These correspond 

to stratified, wavy and cresting flow patterns. 

(ii) Dispersed flows: The spectra showed more or less 

uniform distribution of power density over the 

entire frequency band. Bubbly and dispersed 

patterns lay in this grouping. 

(iii)Intermittent flows: The spectra displayed sharp 

energy peaks at frequencies other than zero. Slug 

and plug were identified as belonging to this 

category. 

Nishikawa et al (Ni) studied the pressure fluctuations 

in vertical upward concurrent flow of air-water mixtures. 

The frequency distribution of static pressure showed 

normal distribution (single peak) for bubbly flow and 

nearly normal distribution for annular flow. Froth flow 

showed double peaked distribution while for slug flow both 
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normal and double peaked distributions were detected, 

depending on whether low or high air flowrates were involved. 

Definite discrimination was not possible between bubbly 

and annular flows. 

Akagawa" et al (A5) studied the pressure fluctuations which 

accompanied slug flow in vertical pipes. They showed 

quantitatively that the fluctuations of pressure drop were 

due to void fraction fluctuations. 

Davis (D8) studied the pressure fluctuations in a 

heated channel using two pressure transducers. Cross- 

correlation technique was employed and the results 

indicated that the pressure fluctuations travelled at a 

convective velocity of 1.4-1.6 times the mixture velocity. 

No flow pattern observations were made. 

Kutateladze et al (K7) studied the flow field 

fluctuations in vertical two phase flow using an 

electrochemical method for measuring the frictional wall 

shearing stress. They concluded that bubbly, slug and 

annular flows could be characterised by the spectral 

density behaviour of the fluctuations. 

Comment ; More effort is required to collect and 

analyse information on pressure pulsations to arrive at 

more precise and definite conclusions. Generally speaking 

the flow patterns which can be identified are 

(i) Wavy, Stratified 

(ii) Slug, plug 

(iii) Bubble and Dispersed 

(iv) Annular 
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2.4.2 VOID FRACTION FLUCTUATIONS 

Void fraction fluctuations were studied by different 

workers in connection with different aspects of two phase 

flow. Among these are Neal and Bankoff (N2), Lanchme 

(L3) and Akagawa et al (A6). Although these studies 

showed the inherent unsteadiness of the flow field, no 

real attempt was made to'relate these fluctuations to 

flow patterns. 

Jones and Zuber (J3) were more objective when they 

attempted to use void fraction fluctuations to characterise 

three main flow patterns in vertical upward two phase flow. 

Such characterization depended on the behaviour of the 

probability density function (PDF) of the fluctuations in 

void fraction, defined as 
K 

1K 
p (OC) - ýý Iý (aC) K no. of runs taken 

K-1 
(2.17) 

where N 
1 

Lnj 
pl (cs) = Lim 

015 N (2.18) 
ý-> 

b, °Cý'O J-1 

and N is the number of sampling intervals per run. pl (Ot) 

is the probability that the void fraction lies inside the 

given interval A O(1. 

For bubbly flow it was expected that the PDF would 

show a low void peak, while a high void peak was expected 

in annular flow. Slug flow would show both low and high 

void peaks because at one instant a given section of the 

pipe is full of water with some entrained bubbles and 
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would show a PDF characteristic of bubbly flow. The 

next instant the major bubble would be filling the same 

section of the pipe presenting a thin film on the wall and 

a centre core free of liquid. The result is a PDF 

characteristic of annular flow. 

No such work was carried out for horizontal flow 

although the above argument could be extended to include 

stratified and wavy flows. 

Comment : 

The flow patterns which could be detected through 

void fraction fluctuations are: 

(i) Bubbly 

(ii) Slug, Plug 

(iii) Annular 

(iv) Stratified, Wavy 

2.5.1 FLOW REGIMES IDENTIFICATION 

It was shown in previous sections that the number of 

acceptable flow patterns could be reduced by grouping the 

patterns that show similar trends or behaviours into one 

flow area. 

Gould et al (G7 ) recommended that the flow patterns 

be identified as 

(i) liquid phase continuous (bubbly) 

(ii) gas phase continuous (annular) 

(iii) alternating phases (slug) 

(iv) both phases continuous (wavy and stratified) 

independent of pipe inclination. However, the 1st and 
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3rd patterns are common in that the phases are mixed with 

undefined and complex interfaces. A homogeneous model 

with the correct weighting of the properties may be used 

for such flows. 

It is suggested that only two flow regimes manifest 

themselves in vertical two phase flows, vis. 

(i) Homogeneous type flow 

(ii) Annular type f low 

For horizontal flows various attempts were made to 

reduce the number of acceptable flow patterns. Armand 

(A2) suggested the groups 

(i) slug, plug, bubble 

(ii) wavy, stratified 

(iii) annular 

(iv) annular-mist 

Knowles (K4) suggested only three stable flow patterns. 

His classification was, 

. 
(i) Stratified type 

a- Laminar stratified b- wave one 

c- wave two d -- ripple one 

(ii) Slug types 

a- slug one b- slug two 

c- slug three 

(iii) Homogeneous 

a- stratified mist b- full mist 

c- segregated froth d- full froth 

Mandhaue et al (M2) grouped bubble and plug flow into 

one area, also annular and annular-mist. 
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Dukler (D9) extended the results of Hubbard and 

Duller (IiG) to include annular and froth flows. Annular 

flow was grouped with stratified and wavy flows (both 

phases continuous) in what he called segregated flows. 

Froth flow was included in the category of homogeneous 

flows which was called distributed flows. The grouping 

of annular flow in the same area as stratified and wavy 

flows certainly needs examination. 

It is suggested that only three flow regimes manifest 

themselves in horizontal two phase flows, vis 

(i) Separated type flow 

(ii) Homogeneous type flow 

(iii) Annular type flow 

This is in line with the recommendations of Simpson 

et al (Si), Choe et al (C6) and the findings of Iloogendoorn 

(H2). 

2.5.2 GENERAL CRITERIA FOR FLOW REGIMES TRANSITIONS 

As a starting point the flow regimes boundaries could 

be determined from the existing flow patterns maps by 

grouping the flow patterns into their respective flow 

regimes. In the literature, more information is given 

about the transition boundaries in terms of expressions 

based on either theoretical or empirical analysis. These 

are given in Table 2-4. 

In two recent papers, Taitel and Dukler (Ti) and 

Choe et al (CG) presented expressions based on experimental 

and/or theoretical analysis for the transitions from one 
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Table 2.4 Flow Pattern Transition Correlations 

Transition Correlation Reference 

bubble to min. water flow e-, -j4882 
=2- 

mS 
plug and for onset of bubble flow. H8 

slug bubble to plug 0.2< 
ß<3.3 

plug to slug > 3.3 

Onset of dispersed bubble 

Gf ... 4296 kg 
7 M2 

sm 

Onset of homogeneous flow 

Gt of 'ý' 2 712 
k2 

C6 
sm 

Bubble flow when -. 
ý 

1-X Ql 

Gtot 
Dispersed bubble 

13f, + (l-ý) 
f 

4-6 m/s K2 

Stratified Usf Pg 
to wavy fun( gg f- P 

US S11 
g gD 

Wavy to (U - Uf)2 
Pf 

g1 
g 

plug and gy+0.45 y 
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K- wave number 

hg depth of channel occupied 

by gas 
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Transition Correlation Reference 

1.3 5 Uc 
_l = K9 

ghe Jf. - 
Tg 

Uc - average velocity at the 

wave crest 

he = distance from wave crest 

to top of channel 

Stratified 1/3 3 
to plug 

) Fr =a (g D 
1- ý3 y2 

and slug f 

a= 2.42 x 10 4- 2.33 x 10 4 

U11 2 Ml 
Fr °-- -, 
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95 

viscosity 
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gf0.5 C X W3 Pg 

wavy to fg Usg2 Usf 
fu ( 
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ýD Y 
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(Us 
f+tý 

22 
slug to Fr = ýll 

>T 
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f= single phase friction factor 

for 1-ß0.06 

( , 
° 
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Contd. 

Transition Correlation Reference 

growth coeff. in velocity 

potential 

rm = radius to mean position 

of liquid-vapour 
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wavelength 
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Contd. 

Transition j Correlation I Reference 

For 50 c( Re f <1125 

Ref = 0.474 Ga0" 38 Fr0.68 T3 

-1.02 ýF (Xtt 

For Ref "' 1125 
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Uf ilm - mean film velocity. 
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A- 

f US 
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Contd. 

Transition I Correlation l Reference 

For Red > 1635 

J U5 
g 

--- > Nu0' s Nu < 1/15 
ýj Pf 

> 0.11.4G , 
Nu > 1/15 

12 Nu 

g (ff - -fg 
is a viscosity number. 

Ref a 
14 r 

Vf 

liquid volume flow rate 
per unit wetted perimeter 
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flow regime into another. These are given in Table 2-5.. 

2.6 PRESSURE DROP PREDICTIONS 

Previous work on pressure drop predictions can be 

grouped into three categories 

(i) Theoretical approach 

(ii) Overall empirical and semi-empirical approach 

(iii) Flow pattern approach. 

2.6.1 THEORETICAL APPROACH 

Progress in the derivation of basic theoretical models 

has been slow mainly because of the complexity and 

unsteadiness of the. flow field and the difficulty in 

defining boundary conditions. An added difficulty is the 

lack of knowledge about interfacial interactions and their 

contribution to the transfer processes. 

One simple way to tackle the problem was to regard 

the mixture as a continuum of average properties, i. e. a 

homogeneous model, and the predictions of such models are 

largely dependent on the weighting precedures used. The 

general conservation equations are (S9, S10), 

continuity 
PM 

+ (G + Gi) 0 (2.19 ) a9 

momentum 
aL 

- 
Z- 

g fmcos0°Ä (; ýZ9U9+ MßUf) + 

Öt 
(Mg + Rif) (2.20) 
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Table 2-5 Flow Regimes Transition Correlations 

Transition Correlation Reference 

U ý' 
Separated Fr 2C- 

TIT-If 
to Ti 

homogeneous x>1.6 

U 
Fsgg 

cos 6') 

Ny 

d1- 
(2hf - 1) 

l2s 
' 

f 
h 

hf 
- dimensionless 

liquid level 

D( j 

+ 0.03 0c 
I 

or 4.7 O( + 0.015 
C6 

Separated U2 21gf 
to Fr 

dA 
>;, 

g Ti annular 
X<1.6 

dAf 
F), f, , and hf are defined above 

fi 

fg 2 
I--, --12 (1 ) 
Usg = 2.5 e 

+ 0.03 
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Contd. 

Transition Correlation Refefence 

Annular provided that 

to 2U2 dA 1 F g_ i1 
z homogeneous x dh C f 

Ti 

transition occurs at 

Xd1.6 

onset of annular flow 

Gg - 10 G°'285 ( 1D 
)0.38 C6 

C 

Dc - 1.5 inch 
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energy 

Q-W - 
[Mghg 

+ I- Mg +M fhf +I Mf Uf] + 

(Alf + Mg)g cos 8+ rf Ag g+ 
, 

-12 f 'gAg U+ 

L 

-f 
Aß f+2 ff Af ITf 

1 (2.21) 

where h refers to enthalpy. 

For steady state, no slip condition 

G= fm UHom = constant (2.22) 

and 
g fm cos A+HG2+ G2 (-ý) dx 

BZ ?m fff 
dl) d'ý 

1+ G2 (x +p (2.23) 

For steady state, with slip condition 

G °O(J Ug + (l- 0() 
, 
f'ýf Uf tonst. (2.24) 

and 
2)p 

gp cos G +? 
l G2 

+ G2 dx [2 
( xý 

-1-x JmD f'm d- 
(1-a) , Pf 

do( x2 (1-x)2 
dx (ý-ý- - (1-()2 

(2.25) 

G+ (1-x)2 dfý doC 
p .1 -0(. dp gyp` 

x2 (1-x)2 

(1-0o, f 
f 

and requires a void fraction correlation. 
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The above equations highlight the complexities 

normally encountered even after simplifications. For 

horizontal two component flow, neglecting compressibility 

and slip effects, eqs. (2.23) and (2.25) reduce to 

-°- 
GZ (2.26) UZ 2" PM 

which is equivalent to a single phase pressure drop 

relationship for a fluid with density 
, 
fm 

and friction 

factor %, 
i. The mean density can be expressed in 

various ways. In terms of input volume fraction, 

fm Arg+ (1-f-') f (2.27) 

whereas in terms of quality x, 

I=x+ 1`ýx 

mfg , 
>f (2.28) 

The viscosity of the mixture is also required to 

enable calculating Some common expressions for 

are (M3), 
ým 

1 
_, x+ 1-x 

m /4,4 /f 

and (D10) 

(2.29) 

(2.30) 

Levy (L4) indicated that eq. (2.30) underestimated 

the mixture viscosity and resulted in lower pressure 

drop predictions. This was confirmed in a recent 

publication by Weisman and Choe (W4) for homogeneous flows. 
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The steam-water data of Rooney et al (R3) at 

la-70 bars were predicted reasonably well by the 

homogeneous model when compared to that of Martinelli 

correlation (M). The model also predicted well the 

data of Baldina and Petersen (B9). 

More sophistication is included by adopting a 

separated flow model whereby each fluid may be treated 

separately, possibly with suitable matching or slip 

conditions at the interface. Here, each phase maintains 

its identity and properties and velocity profiles are 

completely independent. Separate equations are written 

for the conservation laws and solved simultaneously 

together with rate equations describing how the phases 

interact with each other and with the channel wall. In 

most cases, simplifying assumptions were introduced and 

still the resulting model gave encouraging results, 

Smith (S12), Johannessen (J2), Turner and, Wallis (T4), 

Taitel and Dukler (T5), Agrawal et al (A9), etc. 

A completely different approach was suggested by 

Levy (L4) and Beattie (B10) based on the application of 

Prantdl mixing length theory to two phase flows. 

It is encouraging to see that the well established 

single phase flow techniques can be used to tackle some 

two phase flow problems, however, it is doubtful, 

considering the complexities of such flows, that such 

'lumped model' approaches will give a satisfactory general 

solution. 
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2.6.2 EMPIRICAL AND SEMI-EMPIRICAL APPROACH 

One of the earliest and now well established methods 

of correlating the frictional pressure drops in two phase 

flow system is by means of friction multipliers. If the 

pressure drop which would occur if either fluid was 

allowed to flow alone in the pipe can be calculated, then 

the two phase friction multipliers are given by 

2 (dP/dZ) 
tp ýf 

Pf 

(dP/dZ) 
tp 2a 

g 
(2.31) 

where subscripts f, g and tp stand for fluid, gas and 

two phase respectively. 

This method was originally suggested by Martinelli 

and co-workers (LI). They empirically correlated the two 

phase friction multipliers based on their data (taken in 

pipes up to 25.4 mm I. D. ) in terms of the variable X 

(known now as the Martinelli parameter) defined as 

(Z2,2-n 
n (dP/dZ) f) 

% Gf ýA pg G. 5 
X ýý () () (-ý- ) (2.32) 

gg Jf 

where n is the power of Reynolds number in a Blasius type 

friction factor relation. 

Since the single phase pressure drop can be calculated 

from laminar or turbulent flow theory, for both gas and 

liquid, four different combinations are possible. The 

above definition of the two phase friction multipliers, 

however, cannot be used in one component flows because 

of the mass transfer between the phases. Instead, 
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Martinelli and co-workers (M4) used a more general 

definition based on either phase flowing alone with a 

mass flowrate equal to the total mass flowrate of the 

mixture, i. e. 

(dP/dZ) (dP/dZ) 

I Z) 
Ufo 

dP f. o' 
ogo `hic /dz) (2.33) 

go 

Armand (A2) assumed a separated flow model (annular) 

with a 1/7th power law applicable to the liquid film and 

arrived at 

H1 
(2.34) (ä 

z) to 
(dz) 

1 (1-))2(1-tß P) 7/4 

where Hl is a constant. 

Good agreement was obtained with data (26 mm ID pipe) 

for o(, >0.8, as being the region of occurrence of annular 

flow on which the model was developed. He further 

suggested that the entire region of flow could be 

correlated by an equation of the form 

dP dP H2 
(2.35) 

with the constants 11 2 and n being a function of o( , or 

n H2 range of pC 

1.42 1.0 6< O(< 0.65 

2.2 0.478 0.65 <cc < 0.9 

1.64 1.73 0.9 ` O(ý 0.999 

The void fraction was calculated from the input 

volume fraction 13 as 
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«° 0.833 ß A<0.9 (2.36) 

For higher values of ,6, Armand recommended a more 

complicated expression. 

Chenoweth and Martin (Cli) developed an empirical 

correlation for their air-water data in horizontal pipes 

(38.1 mm and 76.2 mm ID). They presented the two phase 

friction multiplier in graphical form against the liquid 

volume fraction, with k as a parameter, or 

.0 f3 = fun k- 
(dPfdZ)go 

(2.37) 
° (dP/d Z) f 0 

Most of the predicted data were within 50% of the 

measured ones. 

Chisholm and Laird (C7) and, later, Chisholm (C12, C13) 

proved analytically that the friction multiplier was 

related to Martinelli parameter by 

o1++ 
-ý (2.38) 

with the following values of C predicting the Martinelli 

correlation curves fairly accurately 

Liquid Gas 

turbulent turbulent 

viscous 

turbulent 

viscous 

turbulont 

viscous 

viscous 

Values of C 

20 

12 

10 

5 

However, these values are only true for mixtures 

with gas-liquid density ratio equal to that of air-water 

mixtures at atmospheric pressures. 
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Turher and Wallis (T4) used a separate cylinder model 

with no interaction and no gravity effects (horizontal) to 

show that 

II 

(x)11 + 
-1ýn 

1,2n .ý3.5 (2.39) 
of ý9 

Wallis (WI) pointed out that good agreement with the 

Martinelli tt curve was obtained for n=4. 

Levy (L5) introduced a momentum exchange model based 

on separate phase equations and showed that the frictional 

and head losses of the liquid phase must equal the 

frictional and head losses of the vapour phase. 

Experimental results showed some deviations from the 

predictions of the model and were explained as due to 

non equilibrium effects. 

Muscettola (M5) compared his steam-water data in 

horizontal pipes at pressures of 70 Kg/cm2 with Levy's 

model and also with the Martinelli correlation. The 

former model predicted the data to within 15% for x <0.2, 

while the latter always overestimated the data. 

Bankoff (B8), by assuming the local gas and liquid 

velocities to be identical but with a gas concentration 

and velocity profiles that peaked at the centre of the 

tube, arrived at the following expression for the two 

phase friction multiplier 

2 ý' ff 7/4 
y5 f1 0( (1 - 

rf) [1_x(1__)I 
(2.40) 

o9 

and the average void fraction 
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oC=ký3 (2.41 

Using k=0.89, reasonable agreement was obtained 

with the Martinelli correlation (M4) for qualities up to 

0.6. Armand (A2) suggested a value of 0.833 for 

values less than 0.9. 

Thom (T6) modified and extended the Martinelli 

calculational procedure for the three pressure drop 

components for steam-water mixtures by including the 

density term and a constant slip factor for a given 

pressure. 

Hughmark (H7) proposed a pressure drop correlation 

for horizontal and vertical two phase flow for pipe sizes 

up to 254 mm (10"). The correlation was based on 1379 

data points but with only 163 points taken in pipes 

greater than 50.8 mm (2") ID. When compared with its 

own large diameter data, the correlation did not perform, 

better than that of Chenoweth-Martin (Cll), with the 

performance becoming worse on increasing diameter. 

Dukler et al (Dl) compared the predictions of Baker 

(B3), Bankoff (B8), Chenoweth-Martin (Cli), Lockhart- 

Martinelli (L1) and Yagi (Yl) correlations against some 

5000 data points carefully selected from the literature. 

The Martinelli correlation gave the best performance. 

The same group developed a semi-empirical method for 

pressure predictions based on a similarity analysis 

approach. Their results with slip (knownas Dukler case 

II) were written as, 
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2= 
--.. 

f (2.42) 
f fm 

<)2+ PL C<2 (2.43) 
fm 

fm ° p< fg + (1 "a) 
ff (2.44) 

%1 
"- 1 

1.281 - 0.478y + 0.444y2 - 0.094y` + 0.00843y 

and 

yý-ln(O() 

(2.45) 

Using Hughmark (1I9) void fraction correlation the 

above method gave better predictions than did the 

Martinelli correlation. However, the weakness of the 

method lay in its dependency on a void fraction correlation. 

Recently, Van Thanh and Spedding (V1) re-exai ined 

the assumptions made by Dukler and showed it to be true 

for symmetrical systems. 

It has long been recognised that the two phase 

friction multipliers showed a mass velocity dependency, 

whether two component flow (AS, B2) 112, J1, Ll, P1, etc. ) 

or one component steam-water 11ow (S13, M5). 

Baroczy (B7) proposed a general correlation which 

could be used for different fluids over a wide range of 

nass velocities. The two phase liquid multiplier was 

expressed as a function of quality and a property index, 

i. e. (PfI Pg)°' 2 (, /Sf), for a mass velocity of 1356 

Kg/m2S (106 lb /ft2 hr). A correction multiplier could 

be obtained for mass velocities other than this value, 
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again in terms of quality and property index. The 

correlation is widely used in the American literature 

although only 129 points were used to develop the 

correlation which covered five different sets of data, 

mostly taken in small diameter tubes. 

Eaton et al (E2) presented a pressure drop correlation 

based on data for crude oil-natural gas mixtures flowing 

in 50.8 mm (211), 101.6 mm (4") and 431.8 mm (17") ID 

pipelines. The correlation was based on the total energy 

balance equation obtained by adding the separate energy 

equations of the two phases in addition to an energy loss 

factor correlation. An iterative procedure was suggested 

which required a hold up correlation in case of appreciable 

acceleration effects. 

Chisholm (C13. ) suggested the following design equation 

for evaporating flows, viz. 

with 

2-n 2-n J 2+( F-2 _ 1) 
[B 

x 
-2- 

(1-x) 
-72` 2-n 

0 

n 
off 0.5 /". 7 

T ! ý-f 
ýff0.5 it 

smooth tubes 

rough tubes 

(2.46) 

The parameter B was given in terms of total mass 

velocity and a property index r, 
viz. 
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G (I g/m2s) B 

9.5 .ý 500 4.8 

500 <G<. 1900 2400/G 

1.900 55/GO. 5 

9.5<r<28 . 600 520f(("G0.5) 

X 600 21/ 1 

28 15000/ ((ý 2G0.5) 

These values were chosen as a compromise between 

Baroczy (B7), Martinelli (L1) and Chisholm and Laird (C7) 

such that the greatest estimate of pressure gradient was 

obtained. However, one of the shortcomings of this 

procedure is the discontinuities at r-9.5 
and r- 28. 

Borshansky et al (Bil) pointed out a shortcoming in 

using the two phase multipliers as defined by Martinelli 

and co-workers (114), 

02 . 
(dPfdZ)tp 

fa VITd Z) 7- 
0 

At zero vapour content (x a 0), the multiplier converges 

to a value equal to 1 independent of the flow variables. 

However, this is not true for the other extreme, i. e. zero 

liquid content (x - 1). In this case 

n 
Ofo = ('-) () smooth tubes 

g 

and 

¢f () rough tubes 
gL 

where n is the exponent of Reynold's number in a Blasius 

type friction equation. 
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The dependence of the multiplier at the extreme 

condition of zero liquid content on system pressure for 

steam-water mixtures is given below 

Pressure 1 30 70 100 150 
(atm) 

rough 1650 56 21 12.8 6.5 
2 n=0 0 
fo 

smooth 745 35 14 9 4.9 
n=0.25 

The authors suggested the following definition for 

the multiplier 

pt QP 
fono- 

Lý Pf 
o (2.47) 

fo 

which gives 

ýf =0 atx=0 
0 

¢2 =1 at x1 f 
0 

Alves (A4) reviewed experiences in the prediction of 

pressure drop in large diameter steam strippers (190 mm 

and 400 mm ID) and transport lines (300 mm and 4 mm ID). 

The pressure drop components-were calculated using the 

Martinelli correlation (L1) for the frictional term, 

IIughmark and Pressberg (H10) for the static head term and 

Andeen and Griffith (A7) for the acceleration term. The 

calculated pressure drop was between -13% to + 3% from 

the actual one, almost too good to be true (C2). 
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Lawson and Brill (LG) compared the predictions of 

several correlations for vertical two phase flows against 

729 data point from the literature on oilfields tests or 

tests on experimental wells only. The correlations 

tested were those of Poettman and Carpenter (P2), 

Baxandell and Thomas (BI), Duns and Ros (Dll ), Fancher 

and Brown (F2), Hagedorn and Brown (1111) and Orkiszewski 

(02). Each of these correlations was proposed specifically 

for predicting pressure losses in vertical oil. well tubing 

for the upward flow of multiphase well fluids. No 

correlation performed well over the range tested, however, 

the Haltedorn and Brown correlation performed best. 

2.6.3 FLOW PATTERN APPROACH 

With the increasing doubt about the ability of the 

overall correlation technique to predict reasonably 

accurately the required design parameters, e. g. pressure 

drop, attention was diverted to the more sophisticated 

approach of using flow pattern models. The theoretical 

approach is still in its infancy, but steady progress has 

been made over the past twenty years. Empirical 

correlations based on flow patterns approach were used 

even at early stages, Baker (B3), Hoogendoorn (H2). 

In this complicated approach, the two phases are 

considered to be arranged in one of three or more definite 

prescribed geometries. These geometries are based on 

the various configurations or flow patterns found when 
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gas-liquid mixtures are allowed to flow together in a pipe. 

The basic conservation equations are solved within the 

framework of each, of these idealised representations. 

Obviously, the progress in this direction is linked to 

that of being able to develop a sound flow patterns map 

which will enable accurate predictions of the transition 

boundaries of each flow pattern. 

In the following paragraphs, a brief indication of 

the state of the art is given in addition to a discussion 

of the flow mechanisms involved in each pattern. 

(a) Separated Flows : 

In such flows, interfacial interaction may be small 

or even negligible (stratified) with a smooth interface, 

or it may be appreciable giving rise to wave and ripple 

formation (wavy). Berglin and Gazley (B2), and Gazley 

(G9) presented the earliest extensive studies of such 

flows. 

Ellis and Gay (E4) found that the air velocity profile 

near the interface were distorted supporting the 

suggestion that a rippled liquid behaves as a rough solid 

surface. Gazley (G9) also arrived at a similar conclusion 

and found that the onset of wave formation showed a sharp 

increase in the interfacial gas phase friction factor. 

Cohen and Hanratty (C14) on the other hand pointed 

out that gas velocity profiles obtained over a wavy 

interface were different from what had been reported for 
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roughened solid surfaces, because of the existence of a 

direct exchange of mechanical energy from one phase to 

another in the former case. 

The pressure drop is wholly frictional and yet errors 

as much as 200%o were observed using the Martinelli 

correlation (Li, A9). Berglin and Gazley (B2, Ll) 

suggested that this discrepancy was due to the presence of 

a hydraulic gradient in stratified flows (liquid layer 

decreases downstream). 

Hoogendoorn (112) recommended the following 

2 

( dP )-cGt X1.45 
.9C 

^' 0.022 (2.48) 
tp 2D jg 

for wave flow. The parameter C was found to depend 

slightly on pipe diameter and liquid viscosity. 

Johannessen (J2) assumed a simple separated flow model 

and solved for the friction multiplier and void fraction. 

His results predicted the data well, except at low values 

of the Martinelli parameter. This was attributed to the 

strong interaction between the phases (wavy flow) which 

was not accounted for in the theory. 

The more recent theoretical analysis of stratified 

flows were carried out by Govier and Aziz (G1), Agrawal 

et al (A9), Russel et al (R5) and Taitel and Dukler (T5). 

The first two models used empirical correlation for 

the interfacial shear stress and were almost identical 

except in the definitions of the hydraulic diameter of 

the liquid phase. Agrawal et al (A9) was found superior 
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to those of Martinelli (Ll), Dukler no slip model (DlO), 

Govier and Aziz (G1) and Etchells (E5) using data taken 

near atmospheric and in 25.4 mm (1") ID transparent. tube. 

Russel et al (R5) developed a model for the laminar 

liquid flow only. The conservation equations were 

written for both cases (laminar and turbulent gas) and 

solved by an iterative pr. ocedure. The model gave better 

predictions than those of Martinelli (L1) and Agrawal (A9) 

for data taken in tubes 25.4 mm, 38.1 mm and 50.8 mm 

(1", 1.5" and 2") diameter using air-water and air- 

glycerine. 

Taitel and Dukler (T5) used a simple stratified 

model and, by assuming that Uf <CUg, arrived at the 

following relationships for the two phase multipliers, 

f U2 
990 (Sg + ti Si) (2.49) 0g - 

o S9 A9 9 

Of 1 Uf ff 
f f0 A sf 

0-1 /10 

r fi Aß 2 Si 
Sf 

59 > Ag x. 
(2.50) 

where the tild stands for dimensionless numbers, viz. 

.,, 
Ui . ., 

A,,, S. 
3 Ui U' 

Aj '-2 , Si 
D sj D 

letter S refers to circumferential distance and subscripts 

i, s, to interfacial and superficial respectively. 

The authors recommended that fi= fg. However 

Davis (D12), Smith and Tait (S14) and Kordyban (K10) found 

that fi> f9 always. To test the dependency of the model 
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on f i, the following relationship was used 

1 "t- 4 
by 

(2.51) 

i. e. the interfacial friction factor increases linearly 

with the liquid level hf. The results are plotted in 

Fig. (2.7) and clearly show such a dependency. An exact 

solution of the model was carried out (Appendix P) which 

showed the predictions to be dependent on the mixture 

properties. The solution was obtained by an iterative 

technique using a digital computer. 

Recently Weisman and Choe (W4) compared the 

predictions of different correlations for separated flows 

and found that the correlation of Hoogendoorn (H2) and 

Agrawal et al (A9) performed best and recommended the 

earlier one for its simplicity. 

All the models discussed so far have ignored the 

presence of hydraulic gradients in such flows. Although 

this effect could probably be ignored in small diameter 

pipes (frictional pressure drop is high compared to the 

hydraulic gradient), it may be more significant as the 

diameter increases and should be accounted for in the 

momentum equation. 

(b) Annular Flows: 

One of the earliest models for such flows was that 

of Armand (A2). Levy (L7), however was the first to 

present a rather complete analysis of the horizontal 
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annular two phase flow problem but his predictions always 

fell below the Martinelli correlation (GI). 

Baker (B3) recommended 

. 
09 - (4.8 - 0.3125D) X0.343 - 0.021D (2.52) 

where D is the diameter in inches. 

With an average deviation of N± 1%, Hoogendoorn 

(112) suggested the following 

G1.75 dP 9 (ýL) 0.06 
D' 

30 CG 
fL 200 (2.53) 

tp M -s- 

The experimental findings when compared to the 

Martinelli predictions showed under prediction by the 

correlation in contradiction to Levy's analysis (L7). 

It is interesting to note that the above correlations 

showed clearly the influence of diameter on such pattern. 

Wicks and Dukler (W5) carried out experiments in 

horizontal 25.4 mm diameter tube and presented their 

entrainment results in a form of graphical correlation in 

terms of the Martinelli multiplier. 

McManus (MG) carried out measurements in horizontal 

annular flow in pipe sizes 25.4 mm, 50.8 mm and 76.2 mm 

(1", 2" and 3") and presented his results of mean film 

thickness, maximum wave height, etc., in graphical form. 

These results showed clearly the importance of such 

parameters as film thickness and entrainment concentration 

in the flow mnechanism. The gravity forces on the film 
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distort the uniformity of the film thickness and resulted 

in a thicker film at the bottom of the tube than at the 

top. This is expected to be even more observable in 

bigger pipes. 

Turner (T7) based his treatment on application of the 

momentum equation and used Prantdl,: mixing length concept 

to relate the shear stress to the velocity profile. His 

result-. for the tt case alas (Wl), 

8/7 sr 
c<)_ 

Vöý )"J7 
yýý (1 +7 r_-ý' 0.817 

Pg 5/7 /f 1/7 -7/8 
1-( ff (7) (2.54) 

Levy (L8) derived a model using mixing length 

concepts and presented a semi-empirical correlation based 

on CISE group data. The model predicted reasonably well 

the data of Wicks and Dukier (W5) for horizontal flows, 

also that of McManus (M6) in 25.4 mm (1") pipe at high 

pressure drops. However, the comparison was poor with 

McManus 50.8 mm (2") ID pipe data where the pressure drop 

was low and considerable asymmetry existed. 

Russel and Lamb (R6) used salt tracer with electrical 

conductivity probes to measure the film and core velocities. 

The time average film flow was downwards (in their 25.4 mm 

and 50.8 mm ID tubes) and the film velocity at the top 

of the pipe was loss than that at the bottom. 

Hewitt (H13) observed the disturbance waves associated 

with vertical annular two phase flow and found two distinct 
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types, namely 

1. 

2. 

Waves with amplitude several times. the mean film 

thickness. These had milky appearance and were 

the main source of entrainment. " 

Ripples occurred in the region between the disturbance 

waves and are of smaller amplitude and are 

continuously regeneräted as the disturbance waves 

traverse the surface. 

Anderson and Russell (AlO) studied circumferential 

droplet interchange between film and core by reducing the 

film thickness (suction through porous wall) and then 

observe the film growth. The interchange was found to 

be a monotonically increasing function of circumferential 

position (angle is 00 at the top of the pipe). The ratio 

of the value at the bottom of the pipe to that at the 

top was e---110. These findings are in agreement with 

those of Hutchinson and i"Whdlley (H20) who showed the 

entrainment flux from an interface to increase rapidly 

with the group 
05L 451C-) where 

9 
is the film thickness, 

interfacial shear stress and is surface tension. 

Butterworth and Pulling (B12) carried out visual 

studies with the help of a dye tracer and suggested the 

following mechanisms for the film formation 

1- secondary flow due to circumferential variation 

in roughness 

2- net entrainment deposition. 

3- wave mixing 

ý- wave spreading 
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In general a net downward flow in the film was 

observed. 

Moeck and Stachiewicz (K7) proposed a droplet inter- 

change model between the film and the core and its 

associated momentum transfer which agreed well with Wicks 

and Dukler (WV5) entrained data. 

Hughmark (H14) presented an empirical correlation 

to determine the film thickness, entrainment and pressure 

drop in upwards annular flow, in terms of dimensionless 

film thickness, based on phase shear velocity and kinematic 

viscosity. The correlation was based on data with tubes 

up to 40 mm ID and viscosities up to 5cp. 

Ishii and Grolmes (12) suggested the following 

mechanisms for entrainment formation 

1. shear of roll waves 

2. wave undercut 

3. bubble burst 

4. liquid impingement 

Based on the first mechanism, they developed a 

criteria for the inception of droplet entrainment in 

annular flow. 

Fisher and Hopley (F3) presented axial view studies 

of air-water mixtures in horizontal, vertical and at exit 

of a 900 vertical bend. Excellent photographs were given 

supporting some of the mechanisms mentioned earlier. 

Weisman and Choc (VA) found that out of the correlations 

they compared, the Martinelli correlation predicted the 

compiled annular flow data reasonably well which is rather 

interesting. 
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(c) Homogeneous flows: 

Such flows cover all the intermixed flow patterns 

e. g. slug, bubble, plug, etc. However, slug flow was 

treated separately in the literature and mostly on a 

mechanistic approach. 

(al) Slug Flows 

Because of the inherent instability of such flows and 

the lack of axial symmetry, a mechanistic approach becomes 

difficult and complicated. 

Hoogendoorn (I12) suggested the following empirical 

correlation 

G 0.84 fZ 
0+ 230 ( 9) 

[0.00138 fJ (2.55) 
af fg 

G 0.5 G 1.3 
Z 9.5 (G )- 62.6 (G9) (2.56) 

Hughmark (H15) proposed a graphical correlation for 

the liquid hold up, Rf, and used it to calculate the 

pressure gradient as though the pipe was carrying the 

liquid only (a form of homogeneous model) at the average 

actual liquid velocity, i. e. 

2f ff U 
(dZ)t 

p' 
Sf (2.57) 

D Rf 

Gregory and Scott (G10) have shown that the Hughmark 

correlation underpredicted their data (carbon dioxide and 

water mixtures) by 15-20%. 
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Kordyban (Kll) was the first to propose a mechanistic 

model for slug flow in horizontal pipe. He assumed that 

part of the liquid flowed along the bottom of the pipe 

whereas the remainder of the liquid flowed as truncated 

disc-shaped slug which alternated with the gas bubble in 

the upper part of the pipe. The model was an over- 

simplified approach and the results were not satisfactory. 

Hubbard (H16) and Hubbard and Dukier (H17) presented 

another model based on their visual and quantitative 

studies. The basic difference from that of Kordyban (Kll) 

was the assumption that the fast moving liquid slug 

extended over the full area of the pipe, picking up and 

shedding liquid from and to the liquid film, also that the 

model provided for gas saturation in the liquid slug. 

However, the model required information on such parameters 

as slug frequency and slug density. 

Gregory and Scott (G11) presented data on slug 

velocity and frequency for the system carbon dioxide-water 

in 19 mm (i') ID tube. The slug velocity was correlated 

reasonably well by 

Uslug /ý, - 1.35(U 
S9 + Us f) 

(2.58) 

A form of slug Froude number correlated the slug 

frequency data for 19 mm and 35.1 mm (i" and 13ý") ID 

tubes, viz. 

0.0226 (Nfr) 
1.2 

sec-1 (2.59) 

slug 



77 

U 
{Nf Sf r19.75 r gll U+ USe + US f 

sf 

( 

Vermeulen and Ryan(V2) proposed a simple model for 

horizontal and inclined pipes. The model also required 

a slug frequency correlation and for the inclined case a 

hold up correlation to determine the gravity head. The 

frequency was measured mostly visually and used in the 

calculation of the pressure drop. 

Greskovich and Shrier (G12) presented a graphical 

correlation for slug frequency based on mixture Froude 

number with the input liquid volume fraction as a parameter. 

They used this in conjunction with the holdup correlation 

of Greskovich et al (G5) combined with Hubbard and Dukler 

(1112) to calculate pressure drop. In general this method 

overpredicted the pressure drop data by sometimes as much 

as 100`%'0. 

Weisman and Choe (WV4) found that the Martinelli 

correlation gave reasonable predictions when compared to 

other correlations tested, such as Baker (B3), Hoogendoorn 

(H2) and Hughmaxk (H15). 

(c. 2) Bubbly Flows : 

For such flows a homogeneous model with the correct 

weighted properties should provide reasonable predictions. 

Bankoff 's model (B8) is one of those approaches. He 

assumed the local velocity and local void fraction to 
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follow power low distributions and that the liquid and 

gas velocities were equal at any point. In mathematical 

form, 
1 

C>< 2Y n 
() (2.60) 

max 
1 
m 

U 
, __, _ (D) (2.61) 

Assuming the one seventh velocity profile (m s 7), 

the following relation emerged for the friction multiplier, 

?f4 
Hbf -1- O((1 - ýPý-) 1- (1 - 

. 
f) (2.62) 

0 Jf 

l[x 

, 
fig 

For the average void fraction, 

C, < = kß (2.63) 

where 

k2 (m +n+ mn) (m +n+ 2mn) 
n+l 2n+1) m+l 2m+1 

The exponents m and n are the two unknowns in the 

model. 

Moussalli and Chawla (M8) suggested that m-7 -10 

and analytically arrived at the following expression for n 

I 

n�0.66711 + 
J(0 

)2 + (0.40083) 2 (2.64) 

Qf 
ft ýQ 

Weisman and Choe (W4) recommended the following 

weighting procedure for the mixture properties for the 
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whole range from bubble to mist, viz 

1x+ 1-x (2. G5) 
22 Jm f9 if 

for p< > 0.5 

1)3 (2.66) 

36 ý'ýf 

for OC c 0.5 

m= 
/-'-f exp (1 2.5 

S °c 
) (2.67) 

U 

The Chisholm correlation (C8) provided results which 

were nearly as good as the above approach if C was taken 

to be equivalent to a truly homogeneous flow, 

ff 0.5 p 0.5 
c (. -) + (ý-) (2.68) 

f9 - 
as suggested by Chisholm. 

2.7 VOID FRACTION PREDICTIONS 

In two phase flow systems, void fraction and pressure 

drop are inter-related through the conservation equations. 

In general, discussions on pressure drop predictions also 

involve void fraction predictions. The author has 

attempted to separate the two subjects in this chapter 

because of the large number of literature items available 

and the diversity of methods of approach which could have 
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caused some confusion. Void fraction data can also be 

divided into three categories similar to the pressure 

drop predictions. 

2.7.1 THEORETICAL APPROACH 

For a homogeneous model, where the two phases are 

assumed to move with identical velocities, we have 

Q 

gx 

On the other hand for a two phase flow with 

slip 

CX (2.70) 

1+ 
xx)-- fS 

where S is the slip factor defined by 

S. 
1 -4C 

Üsg 
(2.71) 

a sf 

For homogeneous flow, S-1 and eq. (2.70) reduces 

to eq. (2.69). Generally the slip factor and void 

fraction awe inter-related and either could be used to 

describe t,.: - relative movement of the phases and hence be 

used in a pressure drop correlation. 

Separated flow models, however, are ' expected to 

produce more sophisticated relationships depending largely 

on such parameters as "the geometry of the model, the 

degree and mechanisms of interaction between the phases, 

etc. 
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Levy's (L4) approach through mixing length theory 

predicted reasonably well some of the published void 

fraction data. Beattie (BIO) also used the mixing length 

concepts and arrived at expressions for the void fraction 

profiles -oi! bubbly and droplet flows. Good agreement 

with the data in the region of bubbly and dispersed 

annular flows was obtained. 

2.7.2 EMPIRICAL AND SEMI-EMPIRICAL APPROACH 

One of the earliest attempts to correlate void 

fraction' data probably were those of Armand (A2) and 

Martinelli (LI). Both correlations showed clearly the 

inter-dependency of void fraction and pressure drop. 

However, the Martinelli correlation was presented in 

graphical form while Armand suggested for B>0.9, 

4+ý 
O( °ß (2.72) 

5+ m(+ 
s 
-. t) 

with 

1/8 G f) 
m4ar -ý) 

a 0. G9 + (1 -" 
ý) (4 + 

Mf--) 

I'ýo 

Mo-4.35 Kg/hr. 

For smaller values of 
ý, 

O(- 0.833 
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Johnson and Abou-sabe (J1) produced a graphical 

correlation for liquid holdup (air-water in 25.4 mm ID 

pipe) which consistently fell below that of Martinelli. 

On the other hand, Bakers (B3) data in large diameter 

pipes were higher than the Martinelli predictions. 

Isbin et al (13) presented a comprehensive survey on 

void fraction data and showed that neither Martinelli (Ll) 

nor the homogeneous model proved satisfactory in 

correlating the available data. They also stressed the 

inter-dependency of friction multipliers and void fraction. 

Chisholm and Laird (C7) indicated that they were able 

to correlate their data in rough and smooth tubes by an 

equation 

1? 1+1 

ý1_aýn X (2.73 ) 

where K, and n are constants whose values were respectively 

0.8,1.75 for smooth tubes and 1.0,2.0, for rough tubes. 

Yagi (Yl) recommended the following correlation 

for upward vertical flow of air-water and air-oil mixtures 

near atmospheric pressure 

Usf 0.88 
lä 

= coast. (Ü ) Gf ýý0.3 (2.74) 

S9 

Iioogendoorn (112) and Hoogendoorn and Buitlaar (113) 

correlated their data by the equation 

C)(- 
Us f 0.85 

const. Us 85 (1 - I=-oý -Ü) (2.75) 
9 s9 
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Levy (L5) arrived at complex expressions for the 

void fraction in terms of quality which reduced to 

JD, 5 

if 
C (2 o() 0' 5 

1 -o< 
(2.76 ) 

for small qualities. 

U 
Sý 

f 

The slip factor was given by, 

0.5 
(f) (2 O()0.5 (2.77) 

g 

Bankoff's (B8) variable density model produced the 

following relationship for the slip factor in terms of 

the average void fraction, 

S. mean gas velocity 1-a (2.78) 
mean liquid velocity -CK 

and 

OC ýK ý3 

The flow parameter K was assumed to depend on the 

pressure in the form, 

KA0.71 + 0.0001 P (2.79) 

where P is the system pressure in psia. 

Hugmark (119) suggested a correlation based on the 

equation derived by Bankoff (B8), viz 

1=1- 
ff 

(1- K) (2.80) 
x fg oc 

With the flow parameter h empirically correlated in 

terms of the quantity Z defined by 
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DG 
1/6 US 

f+ 
US 

1/4 

( l' 

(2.81) 

Hugmark " recommended this correlation for both vertical 

and horizontal flows and indicated that the deviations 

observed at high pressures were comparable to those 

observed in the original pressure dependency model of 

Dankoff. 

Chisholm (ClO) developed equations for the prediction 

of the phase velocities during the flow of two phase 

mixtures in horizontal tubes (25.4 mm ID) and over a wide 

range of liquid viscosities. Three distinct flow regimes 

were observed, viz. 

/f 1f 
Regime I S=1.27ý- ) 

0.22 
+0.22( ) 

0.2ý 
(r 

rr 
Fr 

0.5 ýf 0.22 
Regime IIS-2.1(-. ) + 0.155 (ý- r 

r 

-1/3 f 0.5 
Regime III S- 258 Ref 3.5 

uQf 
where S and gxf 

f Qf -x g 

(2.82) 

(2.83) 

(2.34) 

The regime boundaries were given by the intersection 

of the above equations. 

Dukler et al (D1) compared the correlations of 

Hoogendoorn (H2), Martinelli (Ll) and Hughmark (119) against 

some 700 data point and concluded that the Highmark was 

the best. 
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The CISE group (All) summarised the results of an 

extensive study on liquid volume fraction in adiabatic 

two phase vertical upflow, and were able to correlate the 

in situ liquid hold up, in terms of input liquid volume 

fraction and other. variables, in the form 

ný 
I-o(= (I-ý) 1+ 1.35 f 

(ý) (2.85) 

LI+0.335 GD 2 

U' 
n 0.9+0.05cr 

and Q'" is the surface tension. 

Zuber and Findlay (Z2) showed analytically that 

Us9 
a 

Co Usmix + 
ýaUgh> 

<ý 7 
(2.86 ) 

where 

i Ä 

JO<Ujx 
dA 

C 
( JOCdA) ( lj1: Lx 

dA) 
= distribution parameter 

(2.87) 

Linear relationships were obtained when US9 
,% O< was 

plotted against Usm for most of the data tested, which 

indicated that Co was constant. However, Zuber et al 

(Z3) observed a flow pattern dependency. In general 

Co Profile 

=1 concentration profile is uniform. 

>1 concentration at centre line is 

greater than that at the wall. 

C1 concentration at centre line is 

smaller than that at the wall. 
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Nothing was said about horizontal flows although 

one would expect the same argument to hold. 

Baroczy (B13) used air-water and mercury-nitrogen 

mixture data and an upper limit for the liquid volume 

fraction (calculated assuming critical conditions) to 

arrive at a general correlation for the liquid hold up. 

It was expressed graphically in terms of a property index, 

C and the Martinelli parameter, X, i. e. 

0.2 
C= f) (-i ) 

g Jf 

f if O. 9 

tig 

0.5 f 0.1 

g 
(2.88) 

Smith (S12) assumed an annular type flow with a 

homogeneous core such that the velocity heads (i. e. f U2) 

of the mixture in the core and that of the liquid film were 

equal. An empirical factor K, where 

K' mass of liquid flowing in homogeneous mixture 
"total mass of water flowing 

appeared as an important parameter in the correlation. A 

constant value of 0.4 produced good agreement with the 

data tested and indeed performed better than Martinelli (M4), 

Bankoff (B2), Levy (L4), and Thom (T6) correlations. 

However an underprediction of more than 50% was observed 

at low voidages (O(&0.2). 

Simpson and Rooney (S19) proposed an empirical 

correlation in terms of input volume fraction and the 

quantity UR/Uhm, where 
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Ug - no-slip mean velocity + relative velocity aU +UR 

and 

UR king 
p2 
. 1f 

(2.89) 

Good agreement was obtained (± 5%) over a fairly 

wide range of natural circulation conditions. 

Chisholm (C15) used homogeneous model considerations 

to arrive at a simple relationship for the slip factor S 

which he showed to be valid for ý<0.99 

s ý. 
Pi 2l+ 

x(ýf - 1) (2.90) 

. 
ým 

to 

The conditions were that the liquid was no more 

viscous than water and that in horizontal flow the phases 

were not stratified. 

Gregory (G15) tested four holdup correlations for use 

in inclined pipelines against data from the literature for 

pipe sizes up to 50.8 mm (2"). The commonly used 

correlations of Baker (B14, B4) and Flanigan (F4) were 

found to be subject to large errors whilst the Martinelli 

(Li) correlation for horizontal flows provided reasonable 

predictions over a wide range of flow rates for inclined 

pipes. The Guzhov (G16) correlation was recommended for 

hold up values down to 0.25 and the Martinelli correlation 

for lower values. 

Recently Greskovich and Cooper (G17) proposed a new 

holdup correlation based on data in large diameter tubes 
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(up to 79.4 mm). In mathematical form 

T----- ) 1+0.6 71 (Sin U0.265 

rm 

over the range 

0.1 . 11 F<4.0 
r m 

and 

o. i< i- /3 < o. 7 

]0ý 1O0 

(2.91) 

The correlation predicted the data reasonably well 

(5-10%) for the ranges quoted above. However the 

correlation was based on air-water data only and extra- 

polation to different mixtures should be made with caution. 

2.7.3 FLOW PATTERN APPROACH 

This approach is still in its early stages of 

development. This lack in progress is largely due to 

the deliberate neglect of flow pattern effects as in the 

case of pressure drop. Indeed as shown above these two 

variables i. e. pressure drop and void fraction are inter- 

related and that a lack in progress in one is directly 

reflected in the other. No further review is given as 

this will largely be a repetition of section 2.6.3. 

2.8 SETTLING LENGTHS AND BIND EFFECTS 

In single phase flows, the distance from an entrance 

required for the development of a stabilised flow has 

been found to depend on the nature of the motion upstream 
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of the entrance, the nature of the entrance and whether 

the final flow is laminar or turbulent. The theoretical 

analysis of McComas (big) for laminar flow predicted that 

0.026 Re 15 (2.92) 

Experimental results (M9,110) showed the constant 

to be ranging from 0.03 to 0.035. As can be seen for 

Re . 2300 (transition to turbulent flows) ; L%D . 60. 

No exact theoretical solution is available for 

turbulent flow but settling lengths are in general smaller 

than that of laminar flow. Knudsen and Katz (K12) and 

Schlichting (S15) quote experimental results which show 

the distance to be, 

D 50 - l00 (2.93 ) 

Obviously much higher lengths are expected near the 

transition zone from laminar to turbulent flows. 

In two phase flows one would expect the inlet devices 

to have similar effects on the resulting gas-liquid flow 

pattern and pressure drop and hence dictate the length 

required for their development and stabilization. 

Unfortunately the data in these areas are scarce and one 

has to depend largely on few scattered individual and 

accidental observations. 

Alves (Al) found that stratified flow was not possible 

in his horizontal pipe with a vertical return bend and 

that such a bend caused slugging in the pipe preceded by 
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the bend. Later on Alves (A12) pointed out that the 

length necessary for the establishment of a flow pattern 

could be over 100D. 

Hoogendoorn (H2) suggested that beyond a length of 

64D, the influence of the inlet device (mixer) on the flow 

pattern was negligible. However, near the transition 

from one flow pattern to another (wave to slug) he was 

able to produce either of them by changing the mixing 

device only. 

Wicks and Dukler (W5) used a tee shaped Mixer in 

their study of entrainment and pressure drop in annular 

flow. They found that the entrainment was higher and 

the pressure drop lower with air on the run of the entrance 

tee at given flow conditions (water introduced at right 

angles to flow direction). 

Gill et al (G13) used two different injectors; the 

multijet and the annular or slot injector. A difference 

of pressure readings of up to 40% was recorded by inter- 

changing the injectors only. 

Sekoguchi et al (S2) conducted what was probably the 

only systematic study of inlet effects. In addition to 

visual flow pattern observations the pressure distribution 

along the test section was recorded for pipe sizes 18 mm, 

25.7 mm and 34.8 mm diameter. It was found that at any 

given water flowrate an increase in gas flowrate generally 

caused an increase in the inlet settling length sometimes up 

to 150D. The outlet or exit settling lengths could be as 

high as 100D. In general the larger diameters required 

f 
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smaller settling length ratio (L/D). 

The same authors conducted a study on the effect of a 

900 horizontal bend and found that the bend did not change 

the flow pattern, but rather changed the mode of flow, 

particularly downstream the bend. Settling lengths of 

up to 150D downstream and 35D upstream the bend were 

recorded. 

Gardner and Neller (G14) studied the effect of a 900 

bend situated at the exit of a vertical pipe 76 mm in 

diameter. Visual observations showed that the bend acted 

as an effective agglomerator of bubbles and that where 

spray was present, it might be effective in separating the 

spray at the bend wall to form larger water masses. 

Anderson and Hill (A13) carried out measurements of 

film thickness, entrainment and pressure drop in annular 

two phase air-water mixtures in 25.4 mm diameter tube. 

They concluded that the film thickness was always relatively 

high on the inside of the bend due to lower interfacial 

shear stress and drainage of the film. Deposition of 

entrained droplets kept the film on the outside of the 

bend supplied with liquid. They also noticed that the 

secondary flow in the gas, so noticeable in single phase 

flow in a bend, appeared to be hindered by the presence 

of the second phase once the tube wall was completely 

covered with liquid, although it remained a very 

significant feature of the flow pattern. 
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Maddock et al (Mll) conducted measurements of different 

flow parameters in air-water annular flow at the exit of 

bends of different radii (21' to 10") and different angles 

(300 to 90°) . These parameters included local film 

thickness and flowrate, static pressure and the 

distribution of local gas and water velocities over the 

exit cross-section of the bend. On the basis of these 

measurements a flow structure was suggested for the 

developing region of a bend. 

Coney and Fisher (C4) and Fisher and Iiopley (F3) 

carried out visual and photographic (using axial view 

technique in the latter one) studies on the effect of a 

vertical 900 bend. Their results supported the phase 

separation effect of the bend in accordance with the 

observation and measurements mentioned above. 



CHAPTER 3 

EXPERIMENTAL APPARATUS AND INSTRUMENTATION 
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CHAPTER 3 EXPERIMENTAL APPARATUS AND INSTRUMENTATION 

3.1 INTRODUCTION 

The experimental work in this project involved 

the measurements of gas and liquid flow rates, void 

fractions, pressures, pressure distributions and visual 

and photographic studies of the flow pattern. 

In the latter part of the test program flow pattern 

sensors were developed and used whereby pressure and void 

fraction pulsations were recorded at comparatively high 

speeds in an attempt to identify flow patterns more 

objectively. 

To allow comparison between the flow pattern 

observations and recordings, the test section was trans- 

parent and took the form of acrylic resin (perspex) tubes. 

Still photographs of the flow patterns were taken with 

the help of a specially constructed viewing box, while 

cine films were used to record the effects of a 900 bend 

on the flow structure. 

Air and water were used as the components of the 

two phase mixture under test for reasons of availability 

and comparatively low costs; also for reasons of safety 

(non-toxic) and fire hazard (non-inflammable). Tests 

were carried out at near atmospheric conditions using 

tubes of different diameters, namely 127 mm (5") and 

215.9 mm (8.5") nominal bore. Almost all of the 

measurements were taken manually except for the pulsations 
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data where a fast response data acquisition system was 

used. 

3.2 EXPERIMENTAL CIRCUIT 

The layout of the experimental circuit is shown 

diagrammatically in Fig. 3.1 and in photographs illustrated 

in Figs. 3.2 and 3.3. Water flowed from the separation 

tank into a centrifugal pump (type Worthington-Simpson, 

35 IIP) where it was pumped around the circuit. The 

water f low rate was controlled by the valves 'V1' and 

'V3' through the by-pass arrangement shown. Valve 'V2' 

was normally kept fully open except when starting or 

closing the pump. 

The water flow rate was measured in terms of the 

pressure difference across a 76.2 mm (3")ý, diameter orifice 

plate situated at a distance of ^-., 4m (32 pipe diameter) 

downstream of valve 'V2' and bend 'A'. Details of the 

orifice plate are given later. The water then entered 

the mixing device 'M' via the control valve 'V3' which 

was located N 3m (24 pipe diameter) downstream of the 

orifice plate. At the mixing chamber, air was injected 

and the emergent air-water mixture flowed through the 

transparent tc. t section after traversing two 900 bends, 

'B' and 'C'. The air entering the mixing device was 

metered by rotameters (low flow rates) or by a 41 mm 

(1.625") diameter orifice plate (high flow rates). 

Transparent viewing lengths were inserted into, the 

circuit : 

(i) immediately after bend 'A' in order to ensure no air 
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carry-over from the separation tank. 

(ii) before bend 'B' to check the flow pattern in the 

line before entering the 900 bend. 

(iii) between bends 'B' and 'Cl to observe the effect of 

the 900 bend on the flow pattern. 

The test section was 16m (52 it) in length, 

completely transparent and manufactured from 127mm (5") 

nominal bore perspex tubing (phase 1 and Phase 2-tests) or 

215.9mm (8.5") nominal bore perspex tubing (Phase 3 tests). 

Bosses containing 1.6 mm (1%16") pressure tapping holes 

were located at intervals of 1m along the centre line of 

the test section, and connections made to a manometric 

device through transparent plastic tubing. The air-water 

mixture was discharged from the test section, via the 

valve 'C4' into the separation tank where its temperature 

was measured. 

In Phase 2 and Phase 3 tests, the mixing device 

was situated at the start of the test section, just after 

bond 'C'. Appendix L details the differences in the 

experimental arrangement between the three phases. 

3.2.1 SEPARATION TANK 

Details of the separation tank are shown in Fig. 

3.1. The tank was constructed from 6.35 mm (p') steel 

plate and was open at the top. It contained a series of 

vertically offset baffles to lengthen the mixture flow 

path and hence encourage separation of the air. Two 

wire mesh filters were inserted after the baffles to trap 

air bubbles carried over. The. baffles and meshes were 
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jointly supported and fixed to the tank walls. Pieces 

of hardboard were attached to the sides of the tank to a 

height exceeding 1.8 m (6 ft) above the top of the tank 

to prevent water splashing to the surroundings. 

3.2.2 MIXING SECTION 

In designing the mixing section (see also Fig. 3.6) 

the main object was to thoroughly mix the air and water 

before leaving the unit, thus allowing the flow conditions 

to determine the flow pattern. 

Water entered the mixer via a series of circum- 

ferential holes drilled in a length t+f flow pipe (blocked 

at the end) protruding into the vol, uiiie chamber of the 

device. The total c/s area of the holes was made about 

twice the tube c/s area to avoid excessive head losses. 

The air entered the mixer via four injection lines equally 

spaced around the volume chamber with, again circumfer- 

ential holes drilled in the injection pipes to break up 

the air jets and promote mixing. The mixing of the air 

and water was further assisted by wire mesh packing in 

the volume chamber and near the exit. The chamber took 

the form of a convergent circular channel made from 

6.35 mm (111) thick steel plate, the exit diameter being 

equal to the main tube diameter. 

3.2.3 MANUFACTURE AND ASSEMBLY OF TEST SECTION 

The test section was made from 8 pieces of porspex 

tube 2m in length (for the 216 mm tube, the pieces were 

1.2m long). The tubes were cut to the required length 
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and machined flanges cemented to each end (Tensol cement 

No. 7 was used). The cemented parts were annealed for 

24 hrs. for stress relief. The flanges were designed to 

avoid using rubber joints which could introduce 

disturbances to the flow; instead, a circular groove 

was cut in one flange of each pair and an O-ring used to 

seal the connection. This also allowed the tube ends to 

be joined with a minimum of offset. 

The tubes were supported by wooden stands with 

thin sponge rubber strips separating the tubes from the 

stands and acting as a vibration dampers. Great care 

was taken in the assembly of the test section to ensure 

matching of the tube inside diameters at joints and to 

ensure that the test section was strictly horizontal and 

straight. Spirit levels and theodolite were used in the 

alignment. 

Near the tube exit, the valve, bend and the exit 

pipe were bolted to the tank and supported from the 

ceiling. The exit pipe had a blocked end (to safeguard 

the tank base) but was circumferentially perforated, the 

area of the perforations being more than four times the 

pipe c/s area tp minimise losses and exit effects 

disturbances. Double layers of 9.5 mm x 9.5 mm 

(3/8" x 3/8") mesh was wrapped around the pipe to promote 

separation of the phases. 

3.2.4 PRESSURE TAPPING POINTS 

The pressure tapping points consisted of 1.6 mm 
(1/16$? ) holes drilled in perspex bosses welded to the 
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test tube. Careful examination was made to ensure that 

no burrs existed at the inside edges which could disturb 

the flow. 

Further comments and the background to the design 

used are given in appendix A. 

3.3 INSTRUMENTATION AND CALIBRATION 

A schematic diagram of the instrumentation used is 

shown in Fig. 3.4. In the following sections the 

calibration and operation of each unit is discussed. 

3.3.1 ]VATER FLOW RATE MEASUREMENTS 

A stainless steel sharp edged orifice plate, 

76.2 mm (3") in diameter, was used for measuring the 

water flow rate. The plate was designed and manufactured 

according to B. S. 1042 with D and D/2 pressure tappings. 

The plate was inserted in the line far from any upstream 

disturbances (Figs. 3.1 and 3.5). For low water flow 

rates, an air-water manometer was used to measure the 

pressure drop across the orifice; for high flow rates 

a water-mercury manometer was used. Transparent 

reinforced polythene tubings were used as the pressure 

connecting lines to facilitate purging. The orifice 

plate was calibrated in situ with the pipework in a 

standard test facility in the Department of Hydraulics 

laboratory. Further details are given in Appendix B. 

3.3.2 AIR FLOW RATE MEASUREMENTS 

For low air flow rates, : L-0. Up to ^-,. 04 m3/sec. , 
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four rotameters (type 'Metric 35') were used to meter 

the air flow, one for each air injection point. The 

arrangement is shown in Fig. 3.6. For high air flow rate 

an orifice meter was used. 

In the rotameter system, the operating pressure 

was measured in the manifold at the inlet to the rotameters 

using a Bourdon gauge of range 0-6 bar (frequently checked 

using a Budenberg dead weight gauge tester). With the 

orifice meter, the pressure was measured upstream of the 

orifice plate. For both systems the air temperature was 

measured upstream of the orifice plate using a calibrated 

copper-constantan thermocouple. Corrections for 

temperature and pressure deviations could then be 

obtained. 

Full details of the design, installation and 

calibration of the flowmeters are given in Appendix B. 

In the interest of safety, a perspex shield was 

built around the rotameters and a safety valve inserted 

into the inlet manifold as shown in Fig. 3.6. 

3.3.3 PRESSURE AND PRESSURE DIFFERENCE MEASUREMENTS 

The pressure distribution along the test section 

was measured using sixteen pressure tapping points, 

distributed at 1m intervals along the test section and 

connected to a multi-tube, manometer-piezometer system. 

This is shown schematically in Fig. 3.4. The manometer 

and purging system are shown in Fig. 3.7. The pressure 

tapping points were located initially at the tube centre 
line since the tube diameters were comparatively large 
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and gravity right have had some effect. 

To avoid the possibility of air being forced into 

the connecting lines and trapped there, the lines were 

purged continuously using water from the mains. The 

purging flow rate was metered using a rotameter and was 

kept below 1% of the lowest water flow rate in the test 

section. The purge lines were pressurised sufficiently 

to force the purging water into the test section even 

when the pressure in the test section was comparatively 

high (max. N 12 psig). Further discussion on purging 

is given in Appendix C. The pressure lines were made 

of 6.35 mm (4") bore transparent plastic tubing. The 

piezometers were made of 4 mm bore glass tubes and 

connected to the pressure lines through needle valves. 

The top of the glass tubes were connected to a common 

header by plastic tubing. Provisions were made for 

pressurising the header (through a nou-return valve) using 

an air foot pump, and for measuring the pressure using an 

air-mercury, U-tube manometer. Valves were installed 

at each branch point from the header and these, in 

conjunction with the valves at the inlet to the piezometers, 

allowed flexibility and isolation of any of the pressure 

lines without affecting the whole unit. The pressure 

pulsations on the manometer-piezometer unit were throttled 

using clamps on the plastic tubing at the inlet to the 

piezometers. 

Small pressure differences (< 10 mm 1120) were 

measured at two points only using an inverted U-tube air- 
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water inclined manometer as shown in Fig. 3.8. The 

upstream tapping was located at approximately 8m from 

the bend and the pressure difference was' measured over 

a6m length of test section. The angle of inclination 

was measured by an inclinometer with checks made against 

a vertical air-water manometer at an angle of 250. No 

corrections were required. For each test the zero 

reading was noted for correction purposes. Fig. 3.9 

shows a special arrangement which was found necessary to 

obtain pressure drop measurements in the gas phase when 

stratified type flow existed in the 216 mm (8.5') 

tube. 

3.3.4 VOID FRACTION MEASUREMENTS 

Void fraction measurements were made at a point in 

the test section n. 12 m from the inlet, where the flow 

conditions were generally settled. 

The measurements were obtained using the gamma ray 

attenuation technique and the apparatus consisted of a 

radioactive source, a large ionisation chamber, two lead 

collimators, an electrometer unit and, an amplifier/ 

indicating unit arranged as shown in Fig. 3.11. 

The technique is based on the principle that the 

attenuation of a beam of gamma rays in passing through a 

medium (in this case an air-water' mixture in a tube) is 

dependent on the density (or void fraction) of the medium. 

Thus, by measuring the intensity of the beam after passing 

through the tube, the degree of attenuation can be 

obtained which enables the mean density, and hence the 
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void fraction, to be obtained. 

The radioactive source used was Cs137 of strength 

125 mC and half life 33 years. The lead collimators were 

arranged such that the divergent beam of gamma rays 

emitted from the source scanned the total tube contents 

before passing into the ionisation chamber. 

The ionisation chamber took the form of a hemi- 

spherical ended cylinder 185 mm dia, 400 mm long, filled 

with argon gas at a pressure of 20 bar. It contained two 

electrodes maintained at different potentials so that 

the gamma rays which entered the chamber, ionised the gas 

and set up a small current flow between the electrodes. 

The current was detected in terms of a voltage across a 

high resistor, passed to a vibrating reed electrometer 

for conversion from d. c. to a. c., then suitably amplified 

and displayed by an indicating unit. 

Fig. 3.10 shows the experimental arrangement for 

the 127 mm (5") tube. Fig. 3.11 illustrates the principle 

and gives an abbreviated version of the underlying theory. 

The apparatus was calibrated in-situ before each 

day's testing under conditions of 

(a) tube containing air only, i. e. density r -l Kgfm3. 

void fraction =1 

(b) tube containing water only, i. e. density -1000 Kg/m3, 

void fraction = O. 

For each condition, the intensity of the gamma ray beam 

after passing through the tube 'Ih' was measured in terms 

of a millivoltage on the display meter. To improve the 
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accuracy of the measurements, the difference between the 

readings obtained from (a) and (b) was kept as large as 

possible and the difference measured on the most possible 

sensitive scale of the indicating unit. This was made 

possible by introducing a back (or negative) emf to the 

meter of approximately the same value as the milli- 

voltage obtained from (b), or from (a), or in between 

depending on the void fraction measured. 

From the calibration readings, a straight line 

calibration characteristic was obtained for analysing 

subsequent readings. The co-ordinates of the 

calibration characteristic were 

(i) Loge IX versus O(- if the two phase flow being 

analysed was uniformly distributed, or if the 

gamma ray beam was shone normal to the piano of 

phase separation in an asymmetrical two phase 

flow. See Fig. (i) below. 

(ii) IX versus Oe - if the gamma ray beam was shone 

parallel to the plane of phase separation in an 

asymmetrical two phase flow. See Fig. (ii) below. 
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In this project a horizontal gamma ray beam was 

used for the Phase 1 and Phase 2 tests (127 mm bore tube) 

and a vertical upwards gamma ray beam for the Phase 3 

tests (216 mm bore tube). 

Further details of the principles, procedures, 

calibrations etc. are given in Appendices D and E. 

The background radiation in the working area, beyond 

the lead shielding around the apparatus, was continuously 

monitored, for safety reasons, and a zero reading on the 

indicating unit was frequently checked for background 

effects and drift. 

3.4 PHOTOGRAPHIC MEASUREMENTS 

Still photographs of the flow structures obtained 

during some of the tests were taken at a point eJ 12.5 m 

downstream of the test section entry. The camera used 

was an EXAKTA type (SLR) with a maximum speed of 1/1000 

sec., loaded with high speed KODAK film (400 ASA), and 

a fine grain paper was employed in the printing. 

In order to minimize reflections and refractions 

caused by the perspex tube surfaces, a perspex box 

610 mm x 305 mm x 305 mm was made to encase the test tube 

at the viewing station. The box was filled with water 

and the surfaces covered with black paint or cardboard 

except for suitable viewing and lighting apertures, as 

shown in Fig. 3.10. 

Full details are given in Appendix F. 

A few cincý-photographs were also taken using a 

tine camera running at 16 frames per second and covering 
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a range of flow patterns. 

3.5 FLOW PATTERN SENSORS 

In an attempt to obtain more objective flow 

pattern measurements (other than visual), some effort was 

expended in the development of flow pattern sensors. Two 

types were considered (i) a pressure sensor, (ii) a void 

fraction sensor, each being developed on the possibility 

of relating fluctuations in the pressure or void fraction 

readings to a particular flow pattern type. Both sensors 

depended on a fast rate of data collection and this was 

made possible by the use of a high speed data acquisition 

system (up to 100,000 pieces per second), located in the 

thermodynamics laboratory, which had a mini-computer 

associated with it. 

In general, the system involved 

(i) Inserting pressure transducers into the test tube 

and a void fraction apparatus (u-ray) around the 

tube, and obtaining from each of these an electrical 

signal output. 

(ii) Transmitting the signals from the experimental 

apparatus to the data acquisition system which was 

housed some 100 m away. 

(iii) Conditioning the signals for acceptance by the 

data acquisition system and mini-computer. 

(iv) Develop a time base generator to actuate the 

collection of relevant data at required time 

intervals. 
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These items are briefly dealt with below. More 

detailed information being given in Appendices D, E, G, 

H and J. 

3.5.1 CONVERTING PRESSURE FLUCTUATIONS INTO ELECTRICAL 

SIGNALS 

Two flush mounted diaphragm type pressure transducers 

(Bell and Howell type 4-312) were used to measure 

variations in pressure and convert these into electrical 

signals. They had a frequency response of range 0-5 kHz 

which exceeded the test requirements. The signal from 

each transducer was conditioned and amplified to produce 

0-5 V over the range 0-50 psia by a Bell and Howell 

transmitter type 1-375. One transducer was located 

e""8m downstream from the test section entry and the other 

n'14 m from entry. This encouraged short time pressure 

signals to die out before reaching the second transducer 

and also afforded the opportunity of cross-correlating 

the two signals. The 6m distance between the trans- 

ducers was an arbitrary choice. 

Further information on the transducers, particularly 

the calibration, are given in Appendix G. 

3.5.2 CONVERTING VOID FRACTION FLUCTUATIONS INTO 

ELECTRICAL SIGNALS 

The gamma ray attenuation technique using a 

scintillation counter and NaI crystal was used for the 

void fraction measurements. 

This method has not been used before for flow 
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pattern sensing although Jones and Zuber (J3 ) used an 

X-ray void fraction measuring technique. The main 

limitation of the void fraction method is the low response 

time of the instruments (minimum time constant 0.1 sec) 

but this disadvantage is partly offset by the fact that 

the void fraction value itself gives some indication of 

probable flow patterns (e. g. bubble flow at low voidage, 

annular flow at high voidage). 

The arrangement of the apparatus was such that a 

CS 137 
radioactive source shone a thin pencil beam of gamma 

rays vertically upwards through the centre line of the 

test section tube into the NaI crystal, which was affixed 

to the scintillation counter. The dimensions of the beam 

were controlled by lead collimators, on either side of 

the test section tube, having holes of 12.5 mm diameter. 

The apparatus was locatedrv 11.5 m downstream of the 

test section inlet, and is shown in Fig. 3.10. 

Details of the principle of this method with 

instrumentation involved are given in Appendix D, which 

also defines methods for obtaining optimum operating 

conditions. 

An electrical signal, which could be related to the 

void fraction, was available from the scintillation 

counting ratemeter. This covered the range 0-5 V and 

corresponded to full scale deflection of the ratemeter 

for any particular scale chosen. 

3.5.3 TRANSMITTING THE SIGNALS 

Co-axial cables enclosed in an earthed metal conduit 
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were used to transmit the signals from the apparatus to 

the data acquisition system . The effectiveness of this 

shielding and the degree of attenuation of the signal were 

checked by inputing a known signal at the apparatus end 

and monitoring the output at the data acquisition system 

location. No noise or attenuation of signal was 

detected for frequencies up to 1 kIiz. 

3.5.4 CONDITIONING THE SIGNALS 

The analogue to digital converter (ADC) in the 

data acquisition unit could only accept signals in the 

range ±1V, thus the output signals from the pressure and 

void fraction sensors had to be brought down to within 

these limits. This was done after transmission, i. e. at 

the input to the data acquisition system as follows : 

(i) The void fraction signal ranged from 0-5V, hence 

a simple potential divider (Fig. 3.12) was used 

to reduce the signals. 

(ii) The pressure signals ranged from. ' +1 V at zero 

pressure to +5 V at a higher pressure than the 

maximum operating pressure of the apparatus. 

Hence a back emf in conjunction with a variable 

potential divider (see Fig. 3.13) was used to 

condition these signals. 

3.5.5 TIME BASE GENERATOR 

This unit was essential to the data collection. 

The computer responds to a given triggering pulse and 

reads the values of the signals at the input channels; thus 
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pulses must be supplied at the appropriate times. This 

was done by a time base generator which took the form of 

a crystal oscillator circuit incorporating a 100 kIiz 

Quartz crystal. Different frequencies of data collection 

could be obtained by using different combinations of 

dividing counters (multivibrator integrated circuits) as 

explained in Appendix H. The frequencies were checked 

with a calibrated oscilloscope and found to be exact. 

3.5.6 COMPUTER CONTROLLED DATA ACQUISITION SYSTEM 

A photograph of the data acquisition system is 

shown in Fig. 3.14. The main constituent being a 

Hewlett- Packard 2100 mini-computer with a 16 K memory. 

In addition, 1000 K of back up store from a cartridge disc 

system were available. The peripherals to the mini- 

computer were standard Hewlett-Packard or Tektronix items. 

The speed of operation was limited by the speed at which 

the analogue signal from each channel was converted to 

digital form. The analogue to digital converter (ADC) 

was rated at 108000 signals per sec with a sensitivity of 

±2 mV (i. e. 1000/512 ). A schematic diagram of the 

hardware is shown in Fig. 3.15. As can be seen, analogue 

signals were allowed to pass through the multiplexer unit 

and the ADC to the computer core by the 'Direct Memory 

Access' and then stored in the core. This enabled about 

5000 words of store to be allocated to each of the three 

channels. The data was then transferred to a permanent 

store in the cartridge subsystem as explained in Appendix J. 
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The stored data could either be: 

(i) Printed on the teletype to provide a permanent 

hard copy in digital form. 

(ii) Displayed on the visual display unit (VDU) in 

either digital or graphical form (which could be 

photographed to provide a permanent record). 

(iii) Presented in graphical form by graph plotter. 

(iv) Transferred to paper tape for processing on a 

larger computer. 

The system was checked out using known input signals 

and found to be completely satisfactory. 

More detailed information is given in Appendix J. 



CHAPTER 4 

TEST PROGRAM AND PROCEDURE 
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CHAPTER 4 TEST PROGRAM AND PROCEDURE 

4.1 RANGE OF CONDITIONS 

The flow conditions investigated covered the complete 

range of air and water flow rates up to the maximum 

possible values of 0.33 m3/s and 0.065 m3/s respectively. 

The flow field was divided into four major areas to 

coincide with the flow rate instrumentation required. 

These are detailed below. In addition each area was 

divided into a grid of air and water flow rate test 

conditions. The tests were conducted in the following 

order: 

(i) Series 'A' Tests - high water flow rates, low air 

flow rates. 

Water flow rates measured using orifice plate and 

Hg-H20 manometer. 

Air flow rates measured using rot ameters . 
(ii) Series 'B ` Tests - low water flow rates, low air 

flow rates. 

Water flow rates measured using orifice plate and 

air-1120 manometer. 

Air flow rates measured using rotamet ers . 
(iii) Series 'C' Tests - low water flow rates, high air 

flow rates. 

Water flow rates measured using orifice plate and 

air-1120 manometer. 

Air flow rates measured using orifice plate and 

air-H-I20 manometer. 
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(iv) Series 'D' Tests - high water flow rates, high air 

flow rates. 

Water flow rates measured using orifice plate and 

Hg-H20 manometer. 

Air flow rates measured using orifice plate and air- 

H20 manometer. 

Figs. 4.1,4.2 and 4.3 show the overall range of 

conditions for Phases 1,2 and 3 respectively and Tables 

4-1 and 4-2 give further details. 

4.2 TEST PROCEDURE 

At each test condition, i. e. each setting of air 

and water flow rate, measurements were taken relating to 

air and water flow rates, void fraction, pressure 

distribution (16 tapping points) and mixture temperature, 

in addition to visual observations and comments on the 

flow structure. Fig. 4.4 shows the 'data sheet' used to 

record these raw data, together with a sample of such data. 

The test procedure involved setting the water flow rate to 

the required value and then adjusting the air flow rate. 

The detailed procedure was as follows: 

(i) The purging rate was adjusted and the sixteen 

piezometer zero readings (mm 1120) and purging rates 

(gal/hr) noted. 

(ii) The water flow rate was set to the required value 

and measured using the appropriate instrumentation 

detailed earlier. 

(iii) Tube full of water readings of the void fraction 
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apparatus were taken which involved 

(a) an electrometer reading (mv) 

(b) a potentiometer reading (mv) 

(iv) Air was then admitted to the mixing chamber and the 

flow rate adjusted to the required value. 

When using rotameters, the measurements involved, 

(a) float height in each of the four rotameters (cm) 

(b) operating pressure of the rotameters (bar, gauge) 

(c) emf of thermocouple (mv) 

When using the orifice plate, the measurements 

involved, 

(a) head difference across orifice (cm H20) 

(b) upstream pressure (bar, gauge) 

(c) emf of thermocouple (mv) 

(v) The mixture temperature was taken as that of the 

water in the separation tank and was measured by a 

thermometer (°C). 

(vi) To obtain measurements of the static pressure along 

the test section, the following readings were taken 

(a) the water level in the sixteen piezometer lines 

(mm H20) 

(b) the manifold pressure (mm Hg, gauge). 

When the pressure drop across the test section was 

more than 2.5 m H2O (i. e. greater than the height of 

the piezometer tubes), only the first ten piezometer 

readings were taken. After this, the last ten 

readings were taken so that the two sets of readings 

.I 

overlapped over more than three piezometer readings 
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to determine the normalising factor accurately. 

(vii) Visual observations and comments on the flow pattern 

and its settling length were recorded. 

(viii)The air flow rate was changed keeping the water flow 

rate constant, and steps (ii) to (vii) repeated. 

When collecting the pressure and void fraction 

pulsation data, the same general procedure was followed 

with the exception that steps (i) and (vi) were omitted. 

In addition, the process involved setting the instruments 

and checking the signals at the computer end. The 

procedure followed was : 

(i) The ratemeter 'pulse per second' switch was set to 

the appropriate value to obtain a reasonable 

reading within the scale of the meter movement. 

the 'pps' switch position was noted. 

(ii) The signals were monitored at the input to the 

computer using a calibrated oscilloscope. 

Adjustments of the back off voltages were made to 

bring the pressure signals to within 
±1 

volt. 

(iii) The required speed of acquisition was set by 

selecting an appropriate frequency from the crystal 

oscillator. 

(iv) The acquisition binary tape was loaded into the 

photoreader and run in accordance with the procedures 

outlined in the HP2100A computer manual. 

(v) The data was then transferred to the disc and stored 

in a pre-selected tracks (3 tracks per test). The 

track numbers were noted. 
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(vi) To check that the whole process was successful; 

the stored data was displayed on the VDU, and if 

necessary steps (iv) to (vi) repeated. At this 

stage communication with the mini-computer was made 

through the DOS-M system, by feeding in the DOS-M 

binary tape. 

Each test condition. was identified by a six 

character 'Test Run Number', composed of, from left to 

right the test number (2 characters), day (2 characters) 

and month (2 characters) respectively. 

4.3 CONVERSION INTO MEANINGFUL DATA 

The number of readings collected per test was 

comparatively large and the conversion into meaningful 

and useful data involved repetitive calculations such as 

those detailed in Appendix (M). 

Over 1000 test conditions were examined and in 

order to eliminate manual conversion, a computer program 

was developed to convert the measured quantities into 

meaningful results. This reduced the manual procedures 

to: 

(i) A plot of the static pressure distribution along 

the test section (to determine the pressure gradient 

and settling lengths). 

(ii) A conversion of the head difference across the water 

orifice into units of cm H2O when the Hg-H20 

manometer was used at high water flow rates (density 

difference was taken as 12.55). 
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(iii) A calculation of the static pressure in the settled 

part of the test section, in units of cm H20, for 

property corrections. 

More detailed information on the computer program 

used is given in Appendix (N). 

Air and water properties were determined from stand- 

and tables of properties for dry air and distilled water 

respectively. Measurements of water properties before, 

and after four hours of testing showed no significant 

difference from those given in the standard tables as can 

be seen from table 4-3. 

4.4 ESTIMATED EXPERIMENTAL ACCURACY 

The accuracy of the water flow rate measurements was 

dependent on the manometer head readings and the calibration 

characteristics. From Fig. B5, the calibration 

characteristic was consistent to within 
± 2% of the data 

points (and was 3% higher than the characteristic obtained 

by calculation using B. S. 1042). The in-situ calibration 

involved errors in manometer readings, hence the estimated 

accuracy of the flow rate readings is ± 2%. 

For air flow rates, the rotameter float height 

reading and the orifice head difference reading were 

measured to the nearest mm, and the accuracy is estimated 

to be within 
± 2%. 

The manometers and piezometers used in measuring the 

test section pressures and pressure differences could be 

read to the nearest mm water (relative to inclined or 

vertical manometers). Since the minimum pressure 
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difference over the settled length of test section was 

80 mm water, this gave the maximum error of pressure 

gradient measurement as approx. 1%. Since a number of 

pressure readings were used to determine the gradient, 

this is conservative and most errors are likely to be 

much less than 1%. The errors due to purging were 

estimated to be less than 1% making a total possible error 

in the measurement of less than 2%. 

It is difficult to assess the errors associated with 

void fraction measurements, but from previous tests 

carried out on a larger diameter (18") steel pipe, they 

were found to be within ± 10%, except perhaps at very low 

void fractions (Fig. 4.5). In this project a modified 

in-situ calibration was also employed which should improve 

the accuracy of stratified flow values. 
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CHAPTER 5 EXPERIMENTAL RESULTS 

5.1 PRESSURE DROP DATA 

The first step in the conversion of the raw data (a 

sample was given in Fig. 4.4) into useful information was 

to plot the static pressure distribution along the test 

section, as shown in Fig. 5.1. The slope of the linear 

part of the graph determined the pressure gradient, whilst 

deviations from linearity determined the region where the 

flow was unsettled. Families of these graphs are given 

in Appendix R for Phases 1,2 and 3. The pressure drop 

data for particular air and water flowrates, under settled 

conditions, are given in Appendix S with a specimen shown 

in Fig. 5.2 which corresponds to the raw data shown 

previously in Fig. 4.4. 

5.2 SETTLING LENGTH DATA 

The settling length required, whether after a return 

U-bend (Phase 1) or after a mixing chamber (Phases 2 and 3), 

at inlet to the test section was obtained from 

(i) the static pressure distribution graphs given in 

Appendix R, 

(ii) visual observations of the flow pattern stabilising. 

The settling lengths required at the test section 

exit were also determined from the static pressure 

distribution graphs and these, together with other useful 

data, are also presented in Appendix S with a specimen in 

Fig. 5.2. 



137 

0 
0 0 

0 q 0 It) 

C 
C 

E 
0-, c 

C 
C 
C 

FrG. 5"1 STATIC PRESSURE 
DISTRIBUTION PLOT 

ö 1z 76 
Z (meter) ----- 



138 

Z 
K 

s cu Uº N N N N N N N N fJ N N N N 

W 

G ti º" M W- N P C7 Kl oc' N r1 1ý 
4 CO t1 M fT M Vi oC O .O 1- C. ": M 
[Y r I,. r .1 i r r M I- C. P V C7 \ r CO. 4'1 F" Lý ý" N !ý W 11 CP ) 1. 

1- -0 9- Jj 
C4 u 
ý- "' N N M a"" r N r n, M r N M 

OC O N 

dj 7 V1 
a "1 
t- :s Q 
ul ° 11 £ JJ 

U1 41 IA IJ1 V1 1n \0 Ill ': 1! + j' ýe 
tý s 

Jo 

vi 1 !1 N N c{ " F' N rI N N C1 N 1 ý c "ü J 
t9 F- 

° n 
/ý 11'; 

tý {ý' 
ý'ý 1ý 

cl 
yý 1ý 1! 1 Vl 

1 
M 

y 
J ( Iti f; tl` fv 

cT Co 1"' M Y1 M M t. M M " M M CL. 

W 
w cl its º. S M V lA lp 1(1 k, 1 Ill 

NJJ N Vý M ý N N ý' ly (! 1 Z ýA C1 ý tL 
It: u- N N N 

in ry %A In UN %A %r Ir In Ir 
-J q4 ci C*4 C4 

M C' 4 to co A N M -i In ö -T mal' 8.4 . 

a. Iv 
F' M 41 U G ""' O" v) M W "t' 1.1 ýY v! ýy " ce F. :s .o r M Ir In n º, % oc C% 00 .R 4 N, 1- 941 P 4L 4. N T "1 1.1 w" O P " p.. d0 Yl ý7 "O r" 60 "O h 41 "0 N M H h d 

on, o r r r r r r r r r r r r r 
eY 

HKM M Q M 
M 

N . 
to 

/fl 1 1 N vor y j 

K CD 
1') :iY 

R" 
P 

P 
P 

P 
0ý 

P 
P 

O" 
P 

G 
( 

P P O. 01 O' P P T P P P O. P P P 

3 
O Lº 

h 
11 

Cj 
L. 

.O 
W 

N 
r 

N 
v3 

CO 
r 

V. ) 
l- 

P 
1- 

r 
1ý 

90 
N 

N y % 

.JW:. Y !" 0L7 KI U M EQ W3 Ou M I- 
W 
Nl 

"I 
kJ 

V 
N M. HN ". j P- P h r OV N O. T- p" n" N. .. y 

40 
d\ P. C* I- V/ vt 10 P M 'O 00 M .7 W W OL tic M ": J U r r "J U O O U U U .? ýl J 64 

' d LJ q V O U O Q 
"O 

zi u U J t9 

s x 
O .y "O N CO N 3` M 41 Cý Vl "+ yt . 4- J Ju N "+' Jý N V. N V- G "Ll t7t .q 00 N r k tu Vl N r M N ü 4.1 U f7 "tf w "+ `", hN ýtl W Il Yl C C" C Ih IA of, P 07 O. KC\ "+Y w w 41 Vl U1 b% Yl try (Al art W1. N 1.1 tC 1.1 c. ) J 4ý 6" V Ld (J :. 7 C1 y fJ LJ 

' d O C1 U l C ý, a tý O O .7 O C7 C7 1'a O 

. Z. 111 r .@ V. L, T in %U V- V 
0 

Cý M L: q w co N p" 1ý, 
t 

1 n. "! 7 
j v 

w ""+ ý) IA 1. .O r7 -Q t! 1 Vt M w9 L% M 4A M K 
i LL G) U f7" U d' {J J 

J. 
41 C) 

J 
yl 

owl w r b r N r V1 w u" co ".. w) 
W 
W N r- M V O tý M "Y fU U. 0 N IT M G . 

al hl N "' .U r h In .ß U q" Y N M ýf ýý N M .y N M "k' M " .@ vt dx r r r r w r r r r r r " "". r. 
N 

0. " In kA 0 C" W Y1 67 O In J M1 
VI V M' Y) G, 7 M N :t E0 N """' P w p. ' Iy u' 
!" r r N (Y r r r r r r r ý N 

" 
N N N N N N N N N N N N N >'- 

w: 0 C) 
"y 

c 
w c+ 

w 
c- 
-Y 

. - 
'. :i 

w ý"' 
r_ 
1 

1- a c, c, 
111 7z N N. N N N N N :1 Pl %t N 

in 
N w 

N ' o IL 
P. CC' N M "" W A. N Q. r fv 11 r 

N 
N 

N 
in 



139 

5.3 FLOW PATTERN DATA 

The flow patterns observed visually in the settled 

part of the test section are also given in Appendix S in 

terms of one of the six flow pattern types (on their 

transitions) detailed in Table 5-1. Flow pattern data 

are also shown in Figs. 5.3,5.4 and 5.5, for Phase 1,2 

and 3 respectively, on a nominal co-ordinate system of 

superficial water velocity versus superficial air velocity. 

These co-ordinates are used simply as a means of 

presentation and to facilitate comparison with some of the 

existing flow pattern maps. Photographs of some of the 

flow patterns encountered are shown in Figs. 5.6 to 5.9, 

these covering some of the pressure and void fraction 

pulsation data given in Table 5-2 and plotted against time 

in Figs. 5.10 to 5.13. 

5.4 PRESSURE AND VOID FRACTION PULSATION DATA 

The pressure and void fraction pulsation data 

collected were stored on two magnetic discs, one for the 

Phase 2 tests and the other for the Phase 3 tests. These 

discs are stored in the Department of Thermodynamics and 

Fluid Mechanics, University of Strathclyde. 

Specimen results are shown in Figs. 5.10 to 5.13 

the remainder being given in Appendix Y. These curves 

are shown plotted to a base of time, on each figure. 

These are, reading from top to bottom, local void fraction, 

pressure near the end of the test section (. r---, 14 m from 
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Table 5-1 

Flaw Pattern 

Bubbly 

Code Descript ion 

1 The gas is dispersed in fine bubbles 

through the liquid phase such that 

the bubble concentration near the 

top of the tube is much higher than 

anywhere else. 

Plug 6 The gas moved as long bubbles or 

plugs along the upper side of the 

tube. The plugs could be of fair 

size and length. 

Slug 2 At moderate liquid and low gas f low 

rates, the slug front appears -to 

roll on the wavy liquid ahead feeding 

bubbles to the liquid slug. The air 

plugs could occupy up to j of tube 

diameter. At low gas and liquid 

flowrates, a wave grows and blocks 

the pipe to form a slug which traverse 

the whole tube leaving a thin 

stratified-wavy layer. The layer 

thickness builds up until slug is 

formed. At high flowrates, the slug 

frequency increases, and the slugs 

become very frothy and milky in 

appearance making it difficult to 

distinguish the flow structure. 
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Flow Pattern Code Description 

Stratified 3 Liquid flows in the lower part of the 

pipe and the air on top with a smooth 

interface. A hydraulic gradient 

exists such that the liquid level 

decreases downstream. 

Wavy 4 Same as above but with wavy interface, 

and with the hydraulic gradient less 

obvious. The waves range from small 

to long wavelengths, small amplitude 

to large ones, and, at high air flow 

rates, three dimensional waves appear 

(rough interface). Higher air flow- 

rates cause atomisation indicating 

the start of transition to annular 

flows. 

Annular 5A film is sustained around the inside 

of the tube, much thicker at the 

bottom, with a frothy appearance. The 

core is foggy and at high flowrates 

the structure becomes milky and foggy 

making visual identification of the 

flow structure difficult. 
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mixer), pressure near the inlet to the test section (d--j 8m 

from mixer). Table 5-2 details the ranges covered and 

Fig. 5.15 locates these points on the flow patterns map 

for the Phase 2 tests. The zero signal readings for 

both transducers are shown in Fig. 5.14. 

5.5 PHOTOGRAPHIC OBSERVATIONS BEFORE AND AFTER A 900 BEND 

The effects of a 909 bend on the flow pattern of an 

Air-Water mixture was recorded photographically using a 

tine camera running at a speed of 16 frames/sec. The 

films are stored in the Department of Thermodynamics and 

Fluid Mechanics, University of Strathclyde. The effect 

of the bends on the flow structure depended largely on 

the type of flow pattern present. Bubbly, annular and 

wavy were clearly affected as follows: 

(a) Bubbly Flow: A swirl effect was observed which tended 

to throw the bubbles towards the bottom of the pipe, 

i. e. promoting mixing. In the Phase 2 tests, less 

bubbly flow points were observed compared to Phase 1 

(two 900 bends) and were developed at lower water 

f lowrates in the latter case. 

(b) Wavy Flow; At low flowrates whore long wavelengths 

and high amplitude waves appeared, the bend 

encouraged slugging and in some cases it occurred at 

the bend itself . At high air flowrates where some 

atomisation occurred, the bend separated the droplets 

which appeared as a thin film at the bend exit and 

disappeared soon after the bend. 
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The effect of phase separation was (c) Annular Flow. 

very clear whereby droplets were agglomerated into 

larger liquid masses. At higher liquid flowrates, 

slugging occurred and a burst of milky structure 

traversed the pipe. Slugs were found to form after 

the first or second bend although the flow before 

the bend was completely annular. Thus less annular 

flow points were observed in Phase 1 tests when 

compared to Phase 2 tests. Annular flow developed 

at lower air flowrates in the latter case. 

5.6 TEST SECTION FRICTION CHARACTERISTICS 

The single phase friction characteristics for the 

two test sections (127 mm and 219 mm ID), obtained by in- 

situ calibration using water as the flowing fluid, are 

shown in Figs. 5.16 and 5.17. As can be seen from Fig. 

5.16, the data for the 127 mm (5") pipe cannot be 

represented over the complete range of Reynolds numbers by 

a single relationship of the f arm 7' 
-K no. Hence 

the data is represented by two equations, namely 

0.212 Re 0.222 

4 
ln%ý= '2 an(ln Re)n 

n=O 

Re > 105 

where ao = 1084.06 

a2 "3 50.261 

a4 - 0.0648 

Ill p-381.55 

a3 - -2.946 

and for laminar flow 
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64 
Re Re 2x 103 

For the 219 mm (8.5") pipe, however, the following 

equation represented the data reasonably vweil. 

?`=0.1963 Re 0.2073 

and for laminar flow 

64 

Re >15x 103 

Re 2x 103 

It is worth emphasising that because of the scatter 

in the values observed at low Reynold `s numbers, 

extrapolation of the correlation outside the range tested 

is not recommended; also the variations of `. with Re 

must be taken into account when evaluating the different 

friction multipliers later. 

5.7 VOID FRACTION DATA 

The void fraction data for Phases 1,2 and 3 are 

given in Appendix S together with the other information 

shown previously in the specimen table shown in Fig.. 5.2. 

The effects (previously mentioned) of phase 

disposition and the direction of the Y 
-ray beam on the 

accuracy of the void fraction measurements are shown 

quantitatively in Figs. 5.18,5.19 and 5.20. The figures 

correspond to the case of stratified type of flow. As 

can be seen, the results support the recommendations 

presented earlier about the use of different equations to 

determine the void fraction depending on whether the rays 
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are normal or parallel to the plane of phase separation. 

The results also show that, for such conditions, the 

equations originally derived for the ideal case of parallel 

rays in rectangular channels (Appendix E. 2) apply 

reasonably well to a round tube geometry and for reasonable 

beam divergence. The results for the 219 mm (8.5") pipe 

do show some deviation, even when the recommended equation 

is used, and this could be due to the large divergent 

beam needed to scan the tube. 



CHAPTER 6 COMPARISON OF EXPERIMENTAL RESULTS 

WITH EXISTING CORRELATIONS 
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CHAPTER 6 

6.1 PRESSURE DROP 

COMPARISON OF EXPERIMENTAL RESULTS 

WITH EXT STING CORRELATIONS 

To facilitate comparison with some existing 

correlations, the pressure drop data were converted into 

the two phase friction multipliers, X2 and 02 (i. e. 
00 

the ratios of the two phase friction pressure drop to the 

corresponding single phase friction pressure drop 

calculated on the basis that the total mass flowrate was 

water or air respectively). The total pressure gradient 

was taken as the friction pressure gradient since check 

calculations based on the homogeneous flow model revealed 

the momentum component always less than 1%0 of the total. 

The two phase friction multipliers were predicted 

using six well known correlations available in the 

literature, these being 

(i) Homogeneous Flow Model - simplest to use. 

(ii) Lockhart-Martinelli (Li) - earliest correlation 

allowing for slip - widely used. 

(iii) Chenoweth-Martin (C11) - suitable for "large 

diameter" tubes. 

(iv) Baroczy (B7) - general correlation allowing for 

property and mass velocity variations. 

(v) Chisholm (C13) - extension of Lockhart-Martinelli 

and Baroczy which allows for mass velocity effects 

and dispenses with graphical procedures. 
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(vi) Dukler Case II (DIO) - suit able for separated flows 

but requires a void fraction correlation. 

Details of these correlations are given in AppendixT 

with a sample calculation in Appendix U. The determination 

of these multipliers involved repetitive calculations and 

hence a computer program was developed whereby the 

graphical plots or tables used in the correlations were 

expressed in polynomials of the form 

Y= f(x) = 

n=0 

an xn 

as explained in Appendix K. 

Appendix V. 

The program is listed in 

Comparison between the experimental and deduced 

values of the two phase friction multipliers are given in 

Appendix W for Phases 1,2 and 3 respectively with a 

specimen shown in Fig. 6.1 (corresponding to the data 

sample shown in Fig. 5.2). Comparisons between the 

experimental and predicted two please friction multipliers 

were plotted as follows: 

(i) Experimental versus homogeneous model predictions 

for Of - Figs. 6.2 to 6.4. 
0 

(ii) Experimental versus homogeneous model predictions 

for 02 - Figs. 6.5 to 6.7. 
0 

(iii) Experimental versus Lockhart-Martinelli model 

predictions for 
.02- 

Figs. 6.8 to 6.10. 
0 
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(iv) Experimental versus Lockhart-Martinelli model 

predictions for 
. 
02 

9 - Figs. 6.11 to 6.13. 
o 

(v) Experimental versus Dukler model predictions for 

02 - Figs. 6.14 to f 6.16. 
o 

(vi) Experimental versus- Chisholm model predictions for 

02 - Figs. 6.17 to f 6.19. 
0 

(vii) Experimental versus Baroczy model predictions for 

f- Figs. 6.20 to 6.22. 
0 

(viii )Experimental versus Chenoweth-Martin model 

predictions for 
jO f - Figs. 6.23 to 6.25. 

0 
Each set of 3 graphs represents Phase 1, Phase 2 and 

Phase 3 comparisons. 

The data plotted in Figs. 6.2 to 6.25 were identified 

in terms of different flow patterns to detect any flow 

pattern effects present and to facilitate comparison. 

It was not considered necessary to indulge in the usual 

statistical commentaries and comparisons involving mean 

errors, standard deviations etc., but to confine the 

comments to general points and impressions since the- 

predictions are generally poor. 

The results of the comparison cannot be considered 

satisfactory. The scatter is appreciable and suggests, 

that either the existing correlations are inadequate 

for predicting the friction pressure drop in large diameter 

tubes or that the comparisons are unfair, or perhaps 

both. However, this conclusion, although rather 

disturbing, is perhaps not too surprising if one remembers 

that 
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(i) many of the correlations compared were developed 

from data taken in small diameter tubes and/or 

for other fluid combinations and sometimes with no 

mass velocity effects corrections. 

(ii) for a given mass or volume flowrate, the friction 

pressure drop in these large tubes is much less than 

in smaller tubes, hence large differences do not 

necessarily constitute large pressure drops in 

absolute terms, and hence small uncertainties in 

the correlation could be amplified. 

(iii) there is more scope in large diameter tubes for 

flow separation and stratification and hence for 

variations in liquid level along the tube. 

Item (iii) is very important since, if variations in 

liquid level do exist, questions arise as to whether the 

measured pressure gradient equals the friction pressure 

gradient and whether the comparisons with other correlations 

in terms of friction multipliers are fair. This mostly 

applies to stratified and wavy type flows. This 

stratified effect however, could affect other flow 

patterns, e. g. annular, where the film thickness at the 

bottom of the tube is so thick as to give the effect of a 

stratified type flow superimposed on a symmetrical annular 

flow. 

The Dukler case II correlation gives the best 

overall agreement (although large differences with 

experiment still exist) and is generally conservative, 
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i. e. the predicted pressure drop is higher than the 

experimental. It should be pointed out that this 

correlation is the only one requiring a void fraction 

correlation and that experimental values of void fraction 

were used in the analysis. However, any bias towards the 

Dukler correlation in using these experimental void 

fraction values could be insignificant compared with the 

magnitude of the differences in the . if term between the 
0 

various correlations and experiment. The relatively 

bad performance may be attributed to the empiricism 

introduced into the correlation in evaluating the '% 
2 term 

(Appendix T). 

In relative terms of general agreement, perhaps the 

Lockhart-Martinelli and homogeneous flow correlations come 

next to Dukler, appreciating that differences between 

theory and experiment of over 1007. are common. The 

Lockhart-Martinelli predictions are generally conservative 

whereas the homogeneous flow model often underpredicts 

f, which is undesirable, keeping in mind that less 
0 

points were examined by the Lockhart-Martinelli correlation 

(as explained later). 

The Chenoweth-Martin, Baroczy and Chisholm 

correlations all give poorer general agreement although 

the latter is fairly good at low friction multipliers. 

The Chisholm correlation requires the exponent of the 

Reynolds number in a Blasius type friction factor equation. 

This was taken as 0.222 for Phase 1 and 2 tests which 
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should introduce some (but fairly negligible) uncertainty 

at low liquid flowrates where a higher value (-,,, 0.4) 

fitted the single phase friction characteristic data 

better. 

Before commenting further on the relative merits of 

the various correlations tested, it is perhaps worth 

stressing that an appreciable amount of stratification and 

phase separation occurred in these large tubes, whereby the 

air was displaced off centre towards the top of the tube. 

This tended to produce lower slip factors (slip <1 in 

some instances) than a flow symmetrically disposed about 

the tube centreline, due to the low velocity regions at 

the top of the tube being almost permanently occupied by 

air. 

This combination of inhornogeneity and low slip may 

explain why the homogeneous model compares more favourably 

with experiment than do some of the correlations with slip 

built into them. 

The Lockhart-Martinelli model admits to separated 

or inhomogeneous flow but was developed from small tube 

diameter data and is deficient in respect of, not accounting 

for either interfacial effects or mass flow effects. The 

Chisholm correlation does account for these items and it 

is perhaps disappointing that it did not give better 

agreement. However, this correlation is very dependent 

on the values of the 'B' factor used, which were not 

obtained from large diameter tube data. 
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The Chenoweth-Martin correlation is based on data 

obtained from "large diameter" (40 mm and 78 mm) steel 

pipes, but since the uncertainty between their correlation 

and data was ^- 
± 60; ßo for the 78 mm tube, perhaps an 

extrapolation of the tube diameter exaggerates the error. 

The comments in their paper suggest a diameter effect does 

exist and indeed that a pressure effect exists, since 

tests at 100 psi produced uncertainties of the order of 

+ 250%, i. e. overpredicted . 
02 values similar to those 

0 
shown in Figs. 6.23,6.24 and 6.25. 

The Baroczy correlation was based on data obtained 

from different experiments over a range of fluids and 

conditions. These data included the air-water data of 

Johnson and Abu-Sabo (J1), which were obtained from a 

22 mm horizontal tube and are thus subject to previous 

comments regarding extrapolation to larger tube diameters. 

The data base for this correlation was biased towards 

steam-water mixtures and may give better agreement in 

that field of application. 

The comparisons between experiment, homogeneous 

flow and the Lockhart-Martinelli correlations in terms of 

the gas friction multipliers , 
ßb2 are reflections of the 

20 Of comparisons as can be seen from Figs. 6.2 to 6.13. 
0 

The unsatisfactory performance of the correlations 

reflect the disagreement among them and, possibly, the 

different void fraction behaviour in large diameter tubes. 

This can be seen in Fig. 6.26, which is a plot of the 

i 
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results of Chisholm correlation against Dukler case II 

correlation for Phase 2 data with flow pattern and air 

and water flowrates effects shown. The agreement is poor 

and the comparison changes from underprediction by 

Chisholm of the Dukler values at low voidages and for 

mixed flows (bubbly, plug and slug) to overprediction at 

high voidages and for annular type flows. 

In general, less data points appear in the Lockhart- 

Martinelli comparisons, Figs. 6.8 to 6.13, than in the 

other comparisons. This is because the evaluation of 

the Lockhart-Martinelli multipliers required evaluat ion 

of the parameter X which in turn required values of the 

single phase friction factor %7 
. It was considered 

unwise to extrapolate the experimental values of a outwith 

the turbulent flow range tested and shown in Figs. 5.16 

and 5.17. 

Considering the measured pressure gradient equal to 

the friction pressure gradient inherently assumes that 

the gravity and acceleration contributions to the pressure 

gradient are zero, and that the pressure is constant over 

the tube cross-section at any axial position. The latter 

effect was found negligible and for one dimensional flow, 

the gravity component in a horizontal tube should be zero. 

However, for an asymmetrical two phase flow such as 

stratified flow, if there is a variation in the liquid 

level along the tube, this could be reflected in different 

pressure gradients being obtained depending upon whether 
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the pressure tapping points were located in the liquid 

or the gas, i. e. the pressure is not constant over the 

tube cross section at any axial position. This is 

indeed what was observed clearly during Phase 3 tests and, 

to a lesser extent, in Phases 1 and 2 tests (fewer 

stratified conditions encountered). This effect will 

be much more apparent with large diameter, tubes (where 

the scope for variation in liquid level is large whilst 

the friction pressure gradient is small) than with small 

diameter tubes (where the scope for variation in liquid 

level is small and the friction pressure gradient is much 

larger). Hence the often quoted assumption in the 

literature on friction pressure drop evaluation that 'the 

pressure is constant over the tube cross-section' is 

unreasonable with asymmetrical two phase flow in large 

diameter tubes. 

A quantitative assessment of the effect of using 

pressure tapping points in different circumferential 

locations may be obtained from Figs. 6.27 to 6.32 (Fig. 

6.33 locates these repeat tests on the flow pattern map) 

where the experimental friction multipliers are deduced 

from, 

(i) pressure tappings on top of tube, i. e. in air. 

(ii) pressure tappings on bottom of tube, i. e. in water. 

As can be seen the difference is appreciable 

especially at low 
.0f values (low f lowrates) and indicates 

0 
significant changes in liquid level. Figs. 6.27 to 6.32 
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can also be compared with Figs. 6.4,6.10,6.16,6.19,6.22 

and 6.25 where the experimental friction multipliers were 

deduced from centreline pressure tappings. It is to be 

expected that in the stratified (and some wavy) type of 

flows where the liquid level is always above the tube 

centreline the pressure gradients obtained from bottom and 

centreline pressure tappings will coincide; where the 

liquid level is always below the tube centreline the 

pressure gradients obtained from top and centreline 

pressure tappings will coincide, but where the liquid level 

is such that one centreline tapping is above the liquid 

level and the other is below it, then the centreline 

tapping measured pressure gradient becomes virtually 

meaningless. 

This suggests that centreline tappings should not 

be used for friction pressure drop evaluation and loaves 

the question as to whether top or bottom pressure tappings 

are best. The data shown in Figs. 6.27 to 6.32 certainly 

suggest bottom tapping points should be used as they give 

higher pressure drop. 

The problem is perhaps less relevant to other flow 

patterns and situations, e. g. where the pressure drop is 

large, or variations in liquid level are negligible. 

The effect of increasing tube diameter is not clear 

(comparing Phases 2 and 3), however, the inadequacy of 

the correlations appears to be exacerbated with the larger 

diameter tube in Phase 3, although this might be duo to 
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there being many more test conditions in the stratified 

and wavy flow patterns when compared to Phase 2. 

For almost all of the correlations tested, the 

failure to predict annular and near annular (e. g. wavy 

misty) data points is. a common factor. This could be 

attributed to a flow pattern effect which is probably 

more apparent in large tubes. 

The slug, plug and bubble points are scattered 

around the zero error line with probably a bias towards 

either overprediction or underprediction. 

In conclusion, it seems unlikely that any one 

correlation could predict the pressure drop data over 

the entire range of conditions covered without taking into 

consideration the flow pattern effects mentioned earlier. 

At least three different flow pattern groups should be 

identified, 

(i) stratified and wavy (separated flows) 

(ii) bubble, plug and slug (mixed flows) 

(iii) annular and wavy misty (annular) 

Further analysis of the pressure drop data will be 

pursued in this direction. 

6.2 SETTLING LENGTHS 

An attempt to correlate the settling length data 

after a return U-bend (Phase 1), or after a mixing device 

(Phases 2 and 3) was made by plotting the settling lengths 

obtained from the pressure distribution data in the form 
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of an L/D ratio against mass velocity for each flow 

pattern. These are shown in Figs. 6.34,6.35 and 6.36 

for phase 1,2 and 3 tests respectively. No coherent 

relationship appears to exist. Another attempt was 

carried by plotting the settling length data for Phase 2 

against superficial air velocity as shown in Fig. 6.37, 

with superficial water velocity as a parameter. Again no 

coherent relationship was obtained, however, there appears 

to be a strong dependency on flow pattern and tube diameter 

effects. 

The following remarks are worth mentioning, 

A- Phase 1 Tests: 

(i) the maximum settling length encountered was 81 tube 

diameter and occurred under slug flow conditions. 

All except 3 test conditions out of over 350 

settled within 70 tube diameters. 

(ii) slug flow required the longest settling lengths. 

(iii) bubble flows required much shorter settling lengths, 

the maximum being 34 tube diameters. 

(iv) annular flows settled comparatively quickly although 

only a few points were observed. 

B- Phase 2 Tests: 

(i) longer settling lengths were required for all flow 

patterns compared to the results after the return 

bond (Phase 1). 
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(ii) in 2 of the test conditions, a settled flow 

was not obtained, slug flow again producing the 

most adverse conditions. 

(iii) only few bubble flow points were observed and some 

required settling lengths up to 60 diameter. 

(iv) annular flows settled quickly, although some 

required settling lengths up to 60 diameters. 

C- Phase 3 Tests: 

(i) around 40J% of these tests involved stratified or 

wavy flow conditions where the pressure distribution 

settled to a uniform pressure gradient very quickly. 
This conclusion is based on visual observation only. 

(ii) plug flows required settling lengths of under 10 

tube diameters. 

(iii) some slug flows did not settle within the test 

section length of 74 diameters. 

(iv) at certain flowrates, the liquid level built up 

downstream, probably due to the short length of test 

section. These were considered transitional, and 

occurred near the expected slug-annular boundary. 

Whilst these observations are empirical, they can 

be compared with the values obtained from single phase 

liquid flow tests carried out during phase 1. These 

indicated a maximum single phase settling length, after a 

double 900 bend, of 28 diameters although most of the data 

were much less than this. This suggests that in general 
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much larger settling lengths are required in two phase 

flows . 

There is a considerable difference in the settling 

length required for the various flow regimes and this 

emphasises the need for adequate flow pattern identification 

for any given set of conditions. Stratified and (slightly) 

wavy flows appear to be the most stable types in terms of 

settling very quickly after a bend or a mixer. Bubble, 

plug and annular flows seem relatively stable and settle 

in a reasonable length. On the other hand, slug type 

flows are most unstable and can require very long settling 

lengths which characterise this type of flow as a 

generally undesirable operating regime. 

6.3 FLOW PATTERNS 

The flow pattern data were compared with four flow 

pattern maps in common use; Baker (B3), Hoogendoorn (H2), 

Mandhane et al (M2), and a recent publication by Choe et al 

(C6). In making the comparisons, the author is not 

recommending the use of the flow pattern maps, nor the 

map coordinates employed for comparison. Indeed, it is 

difficult to appreciate how a two co-ordinate map can 

adequately represent the variety of the physical processes 

and instabilities involved in the different transitions. 

However the superficial velocities of the individual 

phases were used as a vehicle for comparison and 

accordingly the flow pattern boundaries of the different 

maps were transferred to these coordinates. 
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The comparisons with the Baker map are shown in 

Figs. 6.38 to 6.40, with the Hoogendoorn map in Figs. 6.41 

to 6.43, with the L andhane et al map in Figs. 6.44 to 6.46 

and with the Choe et al map in Figs. 6.47 to 6.49, for 

Phases 1,2 and 3 respectively. 

Consider first the 127 mm pipe data (Phase 1 and 2). 

Comparing the experimental data with the boundaries 

suggested by the four maps considered, it can be seen 

that on the whole, and considering the disagreement between 

the maps themselves, the predictions are not too bad. 

In all cases the boundaries between stratified and 

plug, wavy and slug flows are low and, perhaps more 

disconcerting, the boundary between slug and annular type 

flows is the least adequately represented, even between 

the maps themselves. The plug to slug boundary on the 

Hoogendoorn map shows poor agreement with experiment. 

The slug to annular boundary on the Baker map appears to 

have the wrong curvature while the Choe et al map has a 

negative slope. 

It should be remembered that the transition 

boundaries are not lines but bands of which the lines are 

representative. Comparing the results for Phases I. and 

2 (also Fig. 6.50) shows that for Phase 2 

(i) annular flow occurs at lower air flowrates 

(ii) bubbly flow occurs at higher water f lowrates 

(iii) the wave-slug boundary is shifted to relatively 

higher water flowrate (i. e. slugging occurred at 

lower liquid level in phase 1). 
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(iv) the slug-plug boundary is shifted towards lower 

air flowrates. 

The 216 mm pipe data confirmed the above comments, 

however the tests conditions did not include any annular 

flow pattern tests. The boundaries between stratified 

and plug, wave and slug flows occur at much higher water 

flowrates, and Baker's map suggests that the test should 

have covered some annular flow points. Drawing lines 

(they should be bands) to indicate the trans tion 

boundaries between the various flow pattern, maps, the 

transition bands between the flow patterns for Phases 1, 

2 and 3 tests are compared in Fig. 6.50. The displacement 

of the boundaries of Phase 2 compared to Phase 1 are not 

significant except perhaps for the plug-slug and slug- 

annular transitions, but it does show an effect of inlet 

conditions. 

The effect of increasing tube diameter on the flow 

pattern transitions can be obtained by comparing Phases 

2 and 3 results. In general, increasing tube diameter 

seems to move the transition boundaries to higher 

superficial water velocities and lower air velocities, and 

widens the wavy flow region, hence stressing the inadequacy 

of the coordinates Us f, U5g to scale up diameter. 

The inadequacy of current flow patterns maps to 

predict these large diameter tube results is not surprising 

since they were based largely on data taken in smaller 

ducts, as indicated in Chapter 2. 
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6.4 VOID FRACTION 

The void fraction data are plotted in Figs. 6.51, 

6.52 and 6.53 for Phases 1,2 and 3 respectively. The 

basis for this plot was explained in Chapter 2 and is 

also found in Ref. R3. . In order to facilitate 

comparison, the data plotted were identified in terms of 

the different flow patterns encountered. 

Let us consider first the 127 mm pipe results shown 

in Figs. 6.51 and 6.52. Here the data is interesting 

in that for volume fractions up to about 0.5, oC 

which means that the slip factor < 1, i. e. the mean 

air velocity is less than the mean water velocity. For 

volume fractions greater than 0.5 approximately, the 

relationship changes to OK <, B making the slip factor 

>p1. This indicates that at the lower air flowrate and 

particularly in the bubble and plug flow regimes the air 

is concentrated mostly in regions of low velocity (in 

this case the top of the tube). This agrees with the 

experimental observations of bubble and plug flows being 

disposed towards the top of the tube and can be attributed 

to air buoyancy effects. At higher gas flowrates, and 

particularly in the slug and annular flow regimes, the 

gas is concentrated more in the higher velocity regions, 

i. e. the centre of the tube, and once again this agrees 

with experimental observations. However this argument is 

not general as can be seen from the results relating to 

the 216 mm tube (Fig. 6.53) which were taken using a 
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vertical ' -beam. The 127 mm data, however, were taken 

using a horizontal '- beam (i. e. parallel to the plane 

of phase separation) which overpredicted the average void 

fraction for stratified type flows. The low data 

covered bubbly, plug and slug flows which all showed some 

degree of stratification, and hence O. could have been 

overpredicted a little. Fig. 6.54 shows Phase 2 results 

with o< calculated using the stratified layer calibration 

relationship. As can be seen, most of the data fell 
. 

below the homogeneous flow line, although it is expected 

that the actual 0< value will lie between the two 

extremes (shown in Figs. 6.52. and 6.54), which still 

suggests a small -ve slip, as might be expected. 

Superimposed on these figures is the Armand (A2) 

relationship, O(= o. 83313 which was obtained from the 

horizontal flow of air-water mixtures in small diameter 

tubes. It is not too surprising that the Armand 

correlation does not hold for large diameter tubes 

particularly at low air flowrates, since bubbles, plugs 

and slugs cannot be scaled up as can the tube. Thus a 

larger bubble/tube or plug/tube diameter ratio will 

exist in small tubes and the air bubble or plug will be 

less concentrated in the low velocity region. A tube 

diameter effect on void fraction may be expected, 

therefore, at the lower air flowrates. 

The behaviour of the Phase 1 data is closer to the 

homogeneous predictions with more scatter at low ýj and 
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less scatter at high .6 values. This is attributed to 

the mixing and instabilities introduced by the U- bend 

especially near the slug-annular boundary. The mixer was 

such as to promote less smooth transition from slug to 

annular in contrast to the bend in the phase 1 tests, and 

hence more scatter was obtained in the phase 2 data. 

For the 216 mm pipe most of the data fell on or 

below the homogeneous line, except for the stratified 

flow data, indicating the gas velocity equal to or greater 

than the mean liquid velocity, i. e. slip factor >j 1. It 

is interesting to note that most of the slug flow points, 

fell well into this region which was not the case with 

the 127 mm pipe results. This could be explained by a 

lack of mixing in the bigger pipe whereby the phases 

tended to behave independently giving rise to more 

stratified type of flows. In the smaller pipe, 

(relatively) more mixing was present which resulted in a 

more entrained liquid slug. The slug frequency observed 

in the bigger pipe was relatively small which could have 

affected the accuracy of the measuring device in terms of 

errors introduced by averaging the electrometer readings. 

The stratified flow points are interesting for 

several reasons, 

(i) many of the data indicate slip factors (1 

(ii) there seems to be less randomness about the data 

which appear to lie on a family of curves each 

representing a particular air flowrate. 
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(iii) at any particular void fraction level (this 

corresponds approximately to a particular water 

flowrate) increasing the air flowrate, i. e. 

increasing S, produces changes from slip factor KI 

to slip factors > 1. This last point is of 

particular significance since it suggests that the 

liquid flow is unaffected by changes in the air 

flowrate under stratified type flow conditions in 

large diameter tubes. This in turn suggests that 

the liquid behaves in a manner similar to open 

channel flow and that the conservation equations 

for stratified flow should account for this. 

It is apparent that stratified and wavy flows 

cannot be represented by an CK versus 3 plot. Once 

stratified flow was established for a particular water 

flowrate, increasing the air flowrate did not significantly 

alter the void fraction but merely increased the inter- 

facial effects to produce wavy flow eventually. 

The void fraction data in general showed a fair 

amount of schtter even with the same flow pattern range 

and especially with the larger diameter tube. This 

suggests that on the o( versus B plot, a secondary 

affecting parameter (such as air or water flowrate) may 

be necessary to correlate the data. Since the basis of 

the correlation is p(a kfl, where k is a concentration 

of air factor, this means that k will be a function of 

e. g. water flowrate and hence flow pattern. 
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The result as a whole suggests that void fraction 

should be correlated in terms of flow patterns. At least 

three different flow pattern groups should be identified, 

(a) bubble, plug and slug flows (mixed flows), 

(b) stratified and wavy flows (separated flows) 

(c) annular flow. 

This fits the pressure drop requirements outlined 

earlier. 
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CHAPTER 7 PRESSURE AND VOID FRACTION FLUCTUATIONS 

AND THE RELATION TO FLOW PATTERNS 

For horizontal two phase flow systems in general, the 

presence of either phase at a given point fluctuates 

randomly, or sometimes. near periodically, depending on such 

factors as the location of the point in the flow field, flow 

pattern, etc. When integrated over the whole cross section 

of the pipe, the net effect appears as an unsteadiness in 

the void fraction which due to the different properties and 

interfacial interactions between the phases, is reflected 

in the static pressure behaviour. Accordingly, one might 

expect severe pulsations in void fraction to be accompanied 

by severe pulsations in pressure (e. g. slug flow) and small 

variations in void fraction to be accompanied by calmer 

pulsations in pressure (e. g. stratified flow). 

The character of a pressure or voidage signal is 

distinguished by two variables, the amplitude of the 

fluctuations and the frequency. Each flow pattern, therefore, 

could perhaps be characterised by the distribution of the 

fluctuations among the existing frequencies. If this is 

so, an important first step has been made in obtaining a 

more objective method of observing and defining flow patterns. 

An inspection of the pressure and local void fraction traces 

given in Chapter 5 (also in Appendix Y) strongly support 

this conclusion. Although the local void fraction traces 

were not as clear as the pressure traces (low response of 

the ý -ray detecting unit plus the fact that the scale is 
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limited to 0 --'- 1), nevertheless some general trends were 

obvious. For stratified (and some wavy) flows, the 

amplitude and frequency of the pressure -pulsations were 

greatly influenced by the transducer background noise, 

whilst for plug flow, they were higher and more defined. 

Slug flows showed the most distinct characteristic of all, 

where large, wide pressure pulses were observed with a 

reasonable periodicity. Annular flow, however, showed 

lower amplitude, but with higher frequency components. 

Once the differences between flow patterns are 

established, the next problem is one of characterising the 

two variables, i. e. the amplitude and frequency of the 

pulsations. The nature of the records immediately suggests 

the use of statistical methods of analysis. 

7.1 TIME SERIES - CONCEPTS AND ASSUMPTIONS 

A time series is a collection of observations made 

sequentially in time, and is considered discrete when the 

observations are taken at specific times, usually equi- 

spaced. If a time series can be predicted exactly it is 

'deterministic' or periodic. However, most time series 

encountered in practice are random or 'stochastic', in that 

the future is only partly determined by past values. Exact 

predictions are impossible and must be replaced by the 

concept that future values have a probability distribution 

which is conditioned by knowledge of past values. 

Broadly speaking, a time series is 'stationary' if 

there is no systematic change in the mean (no trend), no 

systematic change in the variance and if strictly periodic 
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variations have been removed (C16) i. e. a displacement in 

the time origin leaves its statistical properties unaffected. 

Hence given the sampled values of a stationary process, 

one would expect to be able to calculate the mean of the 

process by a straightforward integration. However it is 

not as simple as it may appear and the justification for 

such procedure constitutes the statistical 'ergodic' 

theorem (1121) whereby ensemble averages may be replaced 

by time averages. 

In the following analysis, unless otherwise stated, 

the random processes are assumed stationary and ergodic. 

It is often desirable to think of given physical 

data in terms of a combination of static component and 

dynamic or fluctuating component . The static component 

may be described by the mean value which, for a record of 

length T sec, of a process x (t ), is by definition 

T 

Jx(tdt 
0 

(7.1) 

The dynamic component may be described by the 

variance which is simply the mean square deviation about 

the mean. By definition, 

T2 
cTJ [x(t) 

- x] dt (7.2) 
0 

The root mean square deviation about the mean, known as 

the standard deviation is the square root of equation 

(7.2) or simply (T . 
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For a random process, the precise value of x (t) at 

any future time to cannot be exactly determined. The best 

we can do is to find the probability that x (to) will. l:. e 

within certain limits. Given a sample time history or 

record of the process, then the probability that x(t0) 

assumes a value within the range between xo and x o+L. x 

may be obtained by taking the ratio t/T, where t is the 

total amount of time in which x(t) falls inside the range 

(xo, xo + /Sx) during the total observation time T. This 

ratio will approach an exact probability description as T 

approaches infinity, or 

Prob [xo <x (to) < xo + jNx3 Jim 1 (7.3) 
T -.. co 

1 

the probability density function is, by definition 

n(x) lim 1 (1 im (7.4) 
ýx -aº OT -º co 

and is always a real valued, non-negative function. 

The probability that x (t) falls inside the range 

(xl) x2) is given by 
x2 

p(x2) - p(xl) = prob C xl (x (t) x2 
1 

p(x)dx 

xi 

The function p (x) is known as the probability distribution 

function and is bounded by the values 0 and 1, such that 

00 
Prob -- Cd <xP 

J(x) 
dx -P (x - o°) J 

_co 

For many naturally occurring random processes, the 

plot of the probability density function p(x) versus instan- 
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taneous value approximates a well known bell-shaped 

distribution. In fact the central limit theorem asserts 

that this distribution will result quite generally from 

the sum of a large number of independent random variables 

acting together (B17), the equation describing the 

distribution being of the form 

n(x) _-- 
0- 2TZ 

)2 (x -7 (7.5) 

where the random variable x is said to have a normal or. 

Gaussian probability distribution. The above equation 

suggests that for a Gaussian noise, the probability laws 

governing the process are completely defined by its mean 

and variance. 
[Another 

useful distribution, known as the 

exponential distribution could describe some phenomena 

which are not normally distributed, such as the variance 

distribution over a given band. The probability density 

function in this case is given by 

Pýxý = 52 @- 
X"X 

X0 (X - O) 

Ao xO 

and the distyibution is defined completely by the mean 

value x. I 
. 

However, knowing the probability laws does not provide 

insight into the probability model which generated the data 

e. g. the interdependency of the data values at one time to 

that at another time. Such information is provided by an 

important function known as the autocorrelation function. 
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If Z' t, a displacement in time or lag, then the auto- 

correlation coefficient is obtained by taking the product 

of the values of the variable x at time .t and t+ Z. and 

then averaging over the observation time, or 
T 

RX 1im lJx (t) x (t +Z) dt (7.6) 
T -roo 0 

The autocorrelation function constitutes a set of 

these coefficients calculated at different lags or time 

displacements. In general there is little point in 

calculating RX (t) for values of t greater than T/4 [R. (T ) 

is a declining function of lag tý 
.A plot of RX (Z ) 

against lag Z' is known as the correlogram which is a 

useful aid in interpreting the data. 

In many scientific problems, one is interested in 

the relationship between one variable, X (t) and another 

variable y (t) 
. As an example, consider the case where a 

radioactive trace is injected into a flow in a pipe and 

detected at two separate locations downstream along the 

pipe. By cross-correlating the information from the two 

stations, one is able, for instance, to determine the 

average velocity of the flow, and hence the name cross 

correlation technique. For the two processes x(t) and 

y (t ), the cross correlation is defined by 

n (t) = 1im 
T 

T-- 00 

and 

Ryx(t) - him 
T 

T 
f 

x(t) Y (t+V) dt 

0 

T 
1( 

y(t) X(t+z) dt 
TJ 

0 

(7.7) 

(7.8) 
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There is an extensive literature on statistical 

analysis of time series and the reader is referred to them 

for further details, e. g. Bendat (ßI7), ilannan (1123. 
_), 

Chatf field (C16), Otnes and Enochson (05). 

So far we have looked into some of the techniques 

used to analyse time series in the time domain. However, 

some of the characters of the series may be better interpreted 

when studied in the frequency domain. Such an approach 

requires a knowledge. of Fourier analysis which will not be 

considered in detail in this chapter. However Appendix (X) 

gives a simplified version of the technique and is 

intended to be helpful in explaining some of the results 

quoted in this chapter. 

Given the autocorrelation function Rai (Z") of a process 

x (t), the Fourier transform S, (f) and its inverse are 

defined as, 

OQ 

SX (f) 2� JR(Z) 
e3WZdt 

00 

2 
a 21"< JR(Z) cos wr dt 

0 
(7.9) 

04 J Sx(f) ejtvZ: dw 

_w 

(7.10) 

and 

wa2 7C f 

SX (f) is called the (auto) spectral density of the 

process x(t) and gives the frequency composition of the 

data which in turn bears important relationships to the 

basic characteristics of the physical system involved. 

times the word power is added, i. e. the power spectral 

Some- 
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density, which derives its name from the engineers use of 

the word in connection with the passage of an electric 

current through a resistance. For a sinusoidal input the 

power is directly proportional to the squared amplitude of 

the oscillations. The cross spectral density is given by 

a similar expression, namely 

00 

SXy (f) 2ý 
R (t) e-' 

j Wt dt (7.11) 
j 

xy 2 

and DO 

Syx(f) 
2ý 

Ryx(t) e JWZ dt (7.12) 

_40 

An important relationship is now obtained by applying 

the correlation theorem explained in Appendix (X) to the 

cross correlation function, i. e. 

00 
V 

xy(L) 
e jw dt= X(f) Y(f)* (7.13) 

-00 

or in words, the Fourier transform of the correlation 

function of two functions X (t) and y (t) is equivalent to 

the complex multiplication of the separate Fourier transforms 

of the functions. The star (*) stands for complex 

multiplication. 

But from equation (7.11), for the definition of 

Sxy (f), we get, 

SXy(f) a X(f) Y(f)* (7.14) 

or the power cross spectral density of the two processes 

X (t) and y (t) can be calculated by first calculating the 

Fourier transform of each process and then performing a 
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complex multiplication. For the (auto) power spectral 

density, a similar relation is evolved, namely 

Sxx(f) X(f) X(f)* (7.15) 

This means that there are two methods available for 

calculating the power spectral density, 

(i) Indirect Method: First calculate the auto (or cross) 

correlation then Fourier transform the results. This 

is known now as the Blackman-Tukey method. 

(ii) Direct Method: Fourier transform the data then per s'uu. m 

a complex multiplication to calculate a modulus which is 

proportional to the power density estimate. This method 

employs a special computational procedure known as the , 

Fast Fourier Transform (abbreviated FFT) and is known as 

the FFT method. 

The advantage of using the FFT (discovered in 1965) 

is the great savings in computing times especially for large 

data records. The common form of the FIST (used in the 

analysis here) requires the number of data points to be a 

multiple of 2. This may be achieved by either adding zero 

at the end of the data or by truncating the record such 

that the total number is a multiple of 2. For more detailed 

information a large number of books and papers are 

available, e. g. Otnes and Enochson (05), Newland (N4), 

Brigham (B16), Bingham et al. (B19), etc. 
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7.2 PROBLEMS ARISING FROM ANALYSING DIGITISED TIME 

SERIES OF FINITE LENGTH 

Time histories in general have a number of constraints 

imposed upon them by the nature of their origin and by the 

methods of observation and recording. Four main limitations 

are 

(i) Record length is finite. 

(ii) Range of data is restricted (recording 

instruments are sensitive only within a 

certain range). 

(iii) Data are sampled. 

(iv) Data are discrete (digitised to a finite 

precision). 

Conditions (ii) and (iv) are mostly caused by the 

type of instruments being used, and although their 

recognition is important, their effects can be reduced to 

a negligible degree for most practical applications. For 

example in our case, the data acquisition system accepted 

signals within the range 
±1 

volt, i. e. condition (ii), and 

also the signals were digitised to within 2 mv, i. e. 

condition (iv). More series problems arise because the 

function is not continuous, but sampled at discrete 

intervals, i. e. condition (iii), and also because the 

record length is finite, i. e. condition (i). These effects 

are normally known as aliasing and leakage respectively. 

7.2.1 SAMPLING THEOREM 

This theorem states that if the Fourier transform of 
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a function x (t) is zero for all frequencies greater than a 

certain frequency fc and if it exists for lower frequencies, 

then the continuous function x(t) can be uniquely determined 

from a knowledge of its sampled values if the sampling 

interval Lt is such that 

a1 

2 at 
(7.16) 

The frequency fc is known as the 'Nyquist' or folding 

frequency. Failure to satisfy this condition will result 

in false peaks in the power spectrum, i. e. aliasing. 

These false peaks are actually higher frequency components 

in excess of fc present in the signal x(t) which appear as 

lower frequency components in the fundamental frequency 

band (-fc <f <fc) due to the fact that the sampling 

interval is not fine enough to describe these high frequency 

components. This is demonstrated in the sketch below where 

fl is the high frequency being sampled at the indicated 

equally spaced points and f2 is the apparent (or aliased) 

frequency detected by this sampling. 

A moro rigorous definition of aliasing is: in equally 

spaced data; two frequencies are said to be aliases of one 

another if sinusoides of the corresponding frequencies 

cannot be distinguished by their equally spaced values. 
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This condition occurs when 

fl a± 2k fc ± f2 k-1,2,3' -- (7.17) 

These frequencies are aliases of one another, f2 being the 

principal aliase. 

In some cases visual inspection of a pilot sampled 

signal could give a rough idea about the frequency range 

possible. However, in other cases the only way to be 

certain that no aliasing will be present, may be to filter 

the time series (using a low pass filter at fc) to remove 

intentionally all frequency components higher than fc before 

collecting the data. 

7.2.2 LEAKAGE 

This is the most serious problem encountered when 

attempting to frequency analyse sampled time series and 

is caused by the way in which time domain truncation is seen 

from the frequency domain. Unfortunately, it will be 

present, one way or another, in all power spectral estimates. 

The power in the spectrum instead of being concentrated at 

a single point (impulse of zero width), is spread out over 

a much broader frequency range giving contributions of 

power to other frequencies present in the signal. The net 

result is a modification in power and hence a false power 

spectrum. Visualise an infinite process x(t) which has an 

autocorrel at ion function Rx (r). The actual power spectral 

density SX(f) is 

f) - ItX (T) eJwC. dZ- oo f °O 
foo 

Sx ( 
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However, the process X (t) is only observed over the finite 

interval (-T, T) and hence the predicted power density is 

T 
sXif) 

J fX(Z) e jwd dý -T <( c(T (7.19) 

-T 

where the hat (A) stands for predicted or estimated value. 

When viewed from the frequency domain, this truncation 

is equivalent to multiplying the actual estimates by a 

sin z/z function (Appendix X), i. e. 

DO 

S (f) -2S (f ') Sin 2 << T (f-f 'df (7.20) 
X 

00 2Ti T (f - f' 

It is apparent that the actual estimates are 

different from the predicted ones, such that instead of an 

impulse (delta function) being detected at the frequency f, 

a sin z/z function is centred on each impulse and 

contributions of power (+ ve or -ve) from a large number of 

components of other frequencies are added. The function 

size z/z is shown below 

To make this clearer, let the function, assumed 

periodic, for the sake of argument, be sampled over a time 

which is a multiple of the period. Then the zeros of the 

"0 "" 16 .o 
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sin z/z function will coincide with the sample values which 

are separated by the reciprocal of the truncation time To 

(record length). In this case the discrete and continuous 

(actual) spectra are identical (i. e. no modification in 

spectrum). However, if the truncation time is not a 

multiple of the period (as is normally the case), then the 

frequency impulses will not coincide with the zeros of the 

sin z/z function and a false power is detected at frequencies 

other than the period. The power is said to have leaked 

to other frequencies through the infinite side lobes by an 

amount proportional to the area under each side libo as 

shown in the sketch above. 

Half of the lobes are negative and could result in a 

negative estimate, (sometimes very ]arge, depending on the 

spectrum), particularly since the height of the first two 

negative lobes is about one fifth of the main lobe. 'TThis 

is unsatisfactory since the average power is positive by 

definition. 

7.2.3 LEAKAGE REDUCTION 

To suppress the leakage problem, it is necessary to 

modify the box car (Appendix X) type of weighting in the 

time domain (or its equivalent Fourier transform in the 

frequency domain) so as to broaden the main lobe and 

decrease the effects of the side lobes. When leakage 

reduction procedures are carried out in the time domain, 

they are called windowing and when carried out in the 

frequency domain are called smoothing. 
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Some of these procedures are discussed now. Let 

Sk denote a calculated estimate at the harmonic, then 

a better estimate is (B18), 

So D1 So + 2Do S1 

Sk a DoSk-1 + D1k+ Dok+l 

Sm D1Sm + 2DoSm-1 

k-O 

k 1,2, ... , m-1 

km 

(7.21) 

where 

Hanning 

Do 0.25 

D1 0.50 

Hamming 

0.23 

0.54 

What we have done is smooth, or average, the power 

estimates using certain weighting constants and hence the 

word smoothing. The same results may be obtained if 

(Nanning procedure) the function 

uH (z) =2 cl + cos 
r L' L 

m In 
(7.22) 

uH(Z) 0 ýýf >T-m 

where Z'm is the maximum lag to be calculated, is operated 

on the autocorrelation function (or the sampled data if N and 
Vm are replaced by t and T) before calculating the raw 

estimates. The function uH (2) is called a 'lag window' since 

it can be thought of as a window of variable transmission 

through which the process is observed and hence the word 

windowing. At both ends of the record the function is brought 

I 

to zero, reducing potential discontinuities in the time domain. 
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Comparing the Manning and the rectangular windows 

(see figure below) indicates that for the first window the 

main lobe is broader (twice the boxcar) and the side lobes 

are much smaller as is expected. The half power width 

for the Hanning and Hamming windows is (1/'Cm), where zM 

is the maximum lag. 

I1 
1ý 

1 
I 

BOXCAR 

Ref( 05)1 nº 

HANNING 

, 

(1t111111(1 

-3 '2 023 
To To To TO T. Tc 

Parzen (P3) suggested a similar technique, but his 

window had the advantage that it did not give -ve estimates, 

i. e. the side lobes were always positive. This is a great 

comfort for engineers who are squeamish about seeing 

negative power estimates. The half power width is increased 

to (1.3/t. ) i. e. resolution is reduced, and correspondingly 

the statistical variability is reduced. 

Bingham et al (1319) suggested tapering the original 

sampled time series at both ends using a cosine taper over 
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1/10th of the data, at each end of the record. The 

smoothing filter shape is roughly triangular with the main 

lobe width being widened and the side lobe leakage suppressed, 

when compared to the Boxcar window. This procedure is 

recommended for use with the Fast Fourier transform 

technique mentioned earlier. One physical advantage of the 

tapering procedure is that only 20% of the data is modified 

while other procedures such as Hanning, Hamming, etc., 

modify the whole data to the extent that the resultant 

modified data hardly resembles the actual data as shown 

below. 

NO 
WINDOW 

INPUT 
SIGNAL 

WITH 
WINDOW 

7.3 STATISTICAL RELIABILITY OF P01M SPECTIUThI ESTIMATES 

Statistical errors are defined as the uncertainty in 

the power estimates due to the amount of data gathered, the 

underlying probability nature of the data and the method 

used in deriving the desired parameters. It is very 

difficult to calculate an exact measure of the errors 

involved, however those based on white (uncorrelated) 

Gaussian noise analysis may be taken as guide lines since 

most random processes approach these conditions. 

One way of discussing such errors is in terms of the 
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normalised standard error CO. For the direct method 

procedure, the normalised error is (05), 

62 =1 for large N 

i. e. the standard deviation of the estimate is greater than 

or equal to the quantity being estimated. This means that 

the raw power densities are not consistent estimates of the 

actual value. The standard error is defined as the 

normalised error divided by the number of variables used to 

calculate a given estimate, or 

E2 
° 'a 7G zo 

for the direct method, since two quantities (real and 

imaginary terms) are used to calculate a given power density 

estimate. However this problem can be overcome in practice 

by a sacrifice in resolving power, where M raw estimates 

are averaged to give a single but more reliable estimate. 

The standard error is reduced to 

2b2 
(7.23). 

and the band width of each estimate is broadened from 

(1/N L1 t) to (M/N 1t), where At is the sampling time, and 

N is the total number of points per record. 

A general expression for the normalised standard error 

in terms of the bandwidth, Be (half power value) is 

ö21T- record length (7.24) 
e 

For the correlation procedure (i. e. indirect method) the 
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band width 

Be Q (7.25) 

where m is the maximum number of lags. 

Hence 

1ý7o -Fj (7.26) 

which explains why the maximum lag (ii) is recommended not 

to exceed 5-10% of the record length (N). 

Another way of discussing the statistical errors is 

by considering the components of the power spectrum 

estimates (square real and square imaginary terms) as a 

x2-variable (Appendix X) and to make use of that distribution 

to find a confidence interval for the estimate. If Sx(f) 

is an estimate of the power density around the frequency f, 

then the confidence limits take the form, 

Prob 
IA <SX(f) <B3 °q 

where q is a fixed confidence level, normally 0.8,0.9 or 

0.95. 

The above equation is interpreted as ; with (1009, )% 

confidence the true value of S., (f) lies between A and B. 

Let us define a quantity h, such that 1i = l-q, then the 

parameters A and B known as the confidence limits are given 

by 
N 

n SX(f) n Sx(I) 

x. ý. 2... """ B° . z---ý------ (7.27) 

n, h/2 )(11,1-11/2 

'n' is the equivalent number of degrees of freedom, and is 
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the number of variables used to calculate a given power 

estimate. For the direct Fourier transform calculations, 

n=2. 

The ýCZ distribution function is plotted in Fig. 7.1 

as a fraction of the estimated value against the equivalent 

number of degrees of freedom, which shows clearly that 

increasing the number of degrees of freedom narrows the 

uncertainty band. This suggests that in order to obtain a 

reliable estimate using the FFP method, smoothing is 

necessary to increase the equivalent number of degrees of 

freedom (at the expense of resolution). If hi estimates 

are smoothed (averaged) to produce only one estimate, the 

equivalent number of degrees of freedom becomes 

n= 211 (7.28) 

'n' can also be expressed in terms of the band width of 

the estimate, Be as 

n2 Be T (7.29) 

Obviously, Be = (1/Nd t) for the FFT method without 

smoothing and Be A (M/N L t) when smoothing over 11 estimates 

is carried. 

For the correlation procedure, the band width of the 

estimates depends on the number of lags in, used to calculate 

the autocorrelation function, then 

2N 
m (7.30) 

Again the reason for restricting m to 5-10% of N is 

clear ; it is to produce a higher equivalent number of 
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degrees of freedom, and hence higher stability. 

7.4 SCOPE OF PRESENT ANALYSIS AND METHOD OF DATA COLLECTION 

All the calculations were carried using the 

Strathclyde University ICL 19045 comnputer. Appendix X 

outlines the digital form of the equations and procedures 

used and also a listing of the different programs developed 

for these calculations. 

For the void fraction data, the calculations involved 

determining 

(i) the probability density function over a strip band 

AO(= 0.02, as a function of the average void fraction 

in the band. 

(ii) the power spectral density function as a function of 

frequency. 

For each of the two sets of pressure measurement data, 

the calculations involved determining 

(i) the probability density function of pressure over a 

strip band P- 10 my as a function of the average 

pressure in the band. 

(ii) the probability density function of the quantity 

(p-p)2 over a strip &P2 (equal to 100 mv2) wide as 

a function of the average value of (p-p) 2 
in the 

band, or 

1 (Pi - Ä)2 

i=1 

which is a form of variance. 

(iii) the power spectral density as 1 function of frequency. 
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(iv) The cross power spectral density and the cross 

correlation function as a function of frequency and 

time lag respectively. 

A problem associated with the void fraction measure- 

ments was the low time constant of the void fraction sensor 

(0.1 sec). Hence the majority of the data were collected 

at a rate of 40 readings per sec which is ný 4 times the 

time constant of the unit with the hope that better results 

in terms of resolution would be obtained. However, the 

probability density function analysis carried on each single 

point of the record, and then on every 4th point showed 

almost identical results. In any case, the relatively 

high data collection rate was necessary for the analysis of 

the pressure signals. 

Previous work on two phase pressure pulsations showed that 

the major frequencies detected were comparatively low, i. e. 

less than 5 Iiz in general. For the purpose of this project 

it was thought that the highest frequency components would 

be within this limit too. However, to be on the safe side, 

the limit was taken up to 20 IIz which then determined the 

Nyquist or folding frequency fc. The sampling time was 

thus 

Q t. - _n sec. 

or 40 readings taken per sec. This choice was supported 

by preliminary visual examination of some pilot records 

(displayed on V DU) and can also be seen by inspecting Figs. 

5.10 to 5.14, which show the appropriate signals displayed 

on a time axis indicating- that the major components are slow. 



264 

However, a few runs were carried out at a rate of 

100 readings per sec (sampling interval 0.01 sec), or 

fc - 50 Iiz to help detect any higher components especially 

in the annular flow region where velocities are higher and 

accordingly higher. frequency pulsations are more probable. 

However, power density analysis for such runs showed no 

additional higher frequency components and the highest 

significant frequency components detected were less than 

5 Hz. 

For these reasons, it was decided to use the sampling 

interval of 0.025 sec (rate of 40 readings per sec) which 

was considered reasonable when limitations of data storage 

and analysis computing time were taken into consideration. 
[Hubbard 

and Dukler (H6) took data readings at intervals 

of 0.032 sec but used intervals of 0.064 sec in their 

analysis I"A total of 4800 data points were collected 

per record corresponding to a 120 sec record length. 

Three channels were used (two for pressure and one for 

voidage) giving a total of approximately 15 K of store per 

run. 

At the start of the power density calculations, an 

attempt was made to use the Blackman-Tukey method employing 

either Hanning or Hamming windows. Difficulties were 

experienced concerning negative power predictions which 

were severe in some cases. Thus it was decided to use the 

direct FAT method with the help of a fast Fourier transform 

subroutine given in Ref. (B16). Both, the power and cross 

power spectral density estimates were calculated using this 
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technique. A tapering window suggested by Bingham et al (B19) 

was applied to the data before performing the Fourier 

transformation. The raw spectrum estimates were then 

averaged over 10 estimates (M - 10) giving a total number 

of equivalent degrees of freedom of 20. The 80% confidence 

limits were calculated from Fig. 7.1 as follows: 

q O. 8, h 1- q=O. 2 

the confidence limits are 

n 
Ll nn S(f) 

x2 xý n, h/2 n, 0.1 

nS 
%n, 1-h/2 

S(f) 

xn, 0.9 

From Fig. 7. If for n= 20 we get 

A 0.7S(f) , B=1.6S(f) 

then with 80% confidence, the true value of the power 

spectrum is within the following range, 

0.7 s(f) < S(f) . 1.6 s(f) 

After developing the program, it was chocked by input ing 

two cosine functions of the form 

xr cos 
2ND r kl + cos 

2N` r k2 

and studying the resulting spectrum estimates. The power 

spectrum showed two peaks at (kl/N4t) and (k2/N t% t) with 

negligible leakage indicating the ability of the program 

to resolve the frequencies of the input signal. 
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For the cross correlation results, the calculations 

were based on implementing the direct definition of the 

function Rxy, : i. e. 

N-1 
1I Rxyk a sk xi yi+k 

i=0 

k-0,1,000 m (7.31) 

A similar result could have been arrived at (having 

calculated the unsmoothed raw cross power density with no 

tapering or windowing), by using an inverse Fourier transform 

on the raw power spectra. Sande (S22), however showed that 

the usual correlation function was not obtained by this 

procedure but rather a circular cross correlation function 

defined by 

Ac N-k rRxyk " RxY 
kN+ Ryx (N-k) (7.32) 

The author found it easier to employ the direct 

definition (equation 7.31) of the correlation, which gives 

the positive part of the correlation only (i. e. time lag > 0). 

Further calculations are needed to arrive at the negative 

part, and was done using the equation 
N-1 

A 
Ryxk aN 

T- 
yi Xi+k k°0, i, ... m (7.33) 

i°0 

since 

RXy(-C) ßyX(C) (7.34) 

where 
C is a time lag. 

7.5 CJ1ARACTFRIZATION OF FLOW PATTERNS 

t 

f 

In the following section the results of applying these 

discriminating criteria to the different flow patterns are 
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discussed separately. Because of the large number of 

graphs which resulted from the analysis, only few specimens 

are given in this Chapter (Figs. 7.2 to 7.7); the others 

are shown in Appendix Y. 

7.5.1 ANALYSIS OF PRESSURE AND VOID FRACTION TRACES 

The characterising criteria for the (local) void 

fraction and pressure signals are the shape of the trace, 

the size of the fluctuations and the frequency components 

present. However, the average value of the local void 

fraction measurement (0 to 1) adds to the diagnostic powers. 

It is worth mentioning here that in symmetrical systems, 

the local void fraction determined using a pencil beam 

normal to the tube centre line is equal to the overall mean 

void fraction at the measuring station. This is not the 

case for asymmetrical systems. However, in many of the 

asymmetric conditions encountered here, the difference 

" between the average local void fraction and the overall 

, mean void fraction (measured by the ionisation chamber, 

single shot method), was not great. In the data presented 

in Figs. Y1 to Y28, values of the overall mean void fraction 

o are indicated for comparison with the local void 

fraction values floc' 

Since the frequency response of the local void fraction 

unit is low, it is worth mentioning that this could result 

in a false indication being obtained when the pulsations 

are too fast for the instrument to detect. 

Fig. Yl shows the three signals for an empty tube 

condition, i. e. the zero readings of the pressure sonsors 
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and the mazximurn reading of the void sensor. It is 

obvious that transducer P8 (originally 5v output at 

100 Asia) is less stable than transducer Pl4 (5 v output 

at 50 psia) which, probably is caused by the increase in 

the transducer amplifier gain of P8 to produce an identical 

signal to that of P14 (i. e. 5v output at 50 psia). This 

background noise will modify the actual pressure signal 

whenever the signal level is comparable in magnitude to 

that of the noise. This is clear by examining Fig. Y2 

and Y3 for stratified and wavy flows plotted to the same 

scale of Fig. Yl. From visual observation, also from 

Fig. 5.15 which gives the location of these points on the 

flow pattern map, the wavy flow condition is identified as 

belonging to the smooth, long wavelength type of wavy flow. 

The behaviour of the local void fraction signals and their 

average values are identical for both records. 

The other wavy flow conditions (Figs. Y4 and Y5) show 

somewhat different trends in that the signals contain 

bigger and more defined pulses, also the local void fraction 

levels are much higher. These signals belong to the rough 

wavy conditions prior to the development of annular flow. 

Figs. Y7 and Y10 display more or less identical signals 

in that they all show triangular shape pulses with high 

frequency components superimposed, also the local voidage 

level is high which is symptomatic of annular flow 

conditions. 

Figs. Y12 to Y14, also Fig. Y16 show a distinct 

character is that the slow components of pressure are 
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predominant and appear in a form of square wave or a hump 

like shape. These correspond to slug type of flow as one 

would expect, with the slug formation being represented by 

a hump structure in the pressure and local void fraction 

traces. The pressure traces of Fig. Y15, on the other hand 

show some similarity to the annular flow traces, although 

the local void fraction traces are different and show 

clearly a slug type structure. Fig. Y17 was also identified 

visually as slug flow, but shows a somewhat different 

character, probably due to the higher slug frequency evident 

from the traces (void sensor is too slow to respond). 

However this run corresponds to the high air and water 

flow rates conditions where the flow structure becomes very 

milky in appearance, and difficult to distinguish. 

It is interesting to note that in Figs. Y12 and Y13 

there is almost no, or very little, time lag between the 

two pressure signals, which is rather strange considering 

the relatively low frequency of the pulses (c. f. Figs. Y14 

and Y16). In addition, one might expect the local void 

fraction trace to show more visible and distinguished 

variations similar to those of Figs. Y14 to Y16. A 

possible explanation is that the slugs must have formed 

after the local void fraction measuring station (i. e. ) 121n 

from inlet). Visual observation supports this conclusion 

where the slugs were reported to have been formed at >º12m 

from inlet (i. e. within 4m from exit). 

Bubbly flows (Figs. Y19 and Y20) show both high and 

low frequency components and also display some similarity to 

annular flows (Figs. Y8 and Yi0) and some slug flows (Fig. 

Y15), however they are different by virtue of the low local 
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voidage readings. 

Plug flows (Figs. Y21 and Y22) also show high frequency 

components and some trends in their pressure signals are 

similar to that of annular flows. Their low local voidage 

level signal, however, show a slug type behaviour, as 

expected. 

Fig. Y23 shows the condition corresponding to water 

flowing alone in the pipe at a superficial velocity of 

about 1.4 m/sec. The presence of high frequency components 

is very clear and probably explains their presence in plug 

flow traces of Fig. Y22 ( ^' 1.3 m/sec) and, to a lesser 

extent, in Fig. Y21 (^' 1 m/sec). 

Figs. Y24 to Y27 show traces of some repeat tests 

detailed in Table 5-2 taken at the higher rate of 100 

readings per sec whilst Fig. Y28 shows a repeat test taken 

at a lower rate of 10 readings per sec. These figures 

display the same features discussed earlier. 

The above discussion demonstrates the usefulness of 

careful inspection and examination of the pressure and local 

void fraction pulsation traces and their magnitude in 

identifying the different flow patterns. At instances 

where the pressure signals failed to give a clear picture, 

the local voidage signal did so and vice versa. 
In conclusion 

(i) the stratified and smooth wavy f lowvs show identical 

pressure and local voidage behaviour. 

(ii) the rough wavy flows show more similarity to annular 
flows, than to stratified or smooth wavy flows. 
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(iii) Most slug flows display distinct trends and 

characteristics in both pressure and local void 

fraction behaviour as might be expected. Plug flows 

show similar local voidage behaviour. 

7.5.2 PROBABILITY DENSITY ANALYSIS RESULTS 

The basic approach here is based on characterising the 

magnitude of the pressure and local void fraction pulsations 

which, for the pressure sensing, is dependent on flow 

parameters (other than the flow pattern) such as fluid 

properties, system pressure behaviour and the level of 

pressure operation, etc., and hence is not as powerful as 

the local void fraction. In fact, similar flow patterns 

could show a wide range of pulsations (e. g. slug flow 

discussed above). Nevertheless the results presented in 

Section 7.5.1 suggest that a probability density approach 

based on both pressure and local void fraction signal should 

prove useful. 

Figs. 29 and 30 show the zero pressure reading 

probability density results for the two transducers which 

again reflects the higher background noise level of the P8 

transducer. The main features in these and other results 

for the two pressure records are almost identical, and hence 

only the results for the more stable transducer are 

discussed. Fig. Y58 shows the tube empty condition 

probability density results for the local void fraction 

sensor together with the power density plot which will be 

discussed later. The results show some randomness, as 

expected at this '' -ray intensity, however the lower the 
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local voidage (smaller intensity of the ' 
-ray beam) the 

higher the random errors will be which reach its maximum 

at zero local voidage. This is clearly seen from Fig. Y80 

which gives the results for the tube full condition, i. e. 

zero local void fraction. The results indicate finite 

probabilities even at ± 0.1. 

Fig. Y31 and Y32 show narrow probability distributions 

similar to those of Fig. Y30, indicating small pressure 

fluctuations. The local void fraction (Figs. Y59 and YG0) 

behaves in a similar fashion with its average value falling 

near 0.4. These belong to stratified and smooth wavy flows. 

Rough wavy flows show relatively narrow probability 

density distributions for pressure (Figs. Y33 and Y34), but 

display different local void fraction behaviour (Figs. Y6. 

and Y61) with an average value greater than 0.7. 

Annular f lows (Figs. Y36 to Y39) show a wider pressure 

probability band and, expectedly, the variance starts to 

show the familiar J-shape distribution which tails off 

comparatively quickly. The void fraction results (Figs. 

Y64 to Y67), however show narrow bands concentrated at 

OK -;; 70.7, corresponding to the range of occurrence of 

annular flows. 

Figs. Y41 to Y43 show a very distinct characteristic 

where the pressure probability band is quite wide. 

Expectedly the variance does not die down quickly, 

corresponding to slug typo flows. Figs. Y44 to Y46, 

although belonging to slug flow, show probability band widths 

similar to those of annular flows. 
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The local void fraction probability graphs for slug 

flows might be expected to show a two hump distribution, one 

corresponding to the liquid slug and the other to the air 

plug. As mentioned above, if the slug frequency is high, 

the sensor is not able to respond to these effects. Also 

if the slug is frothy, then the flow structure becomes more 

homogeneous. 

Figs. Y69 to Y71 show comparatively wide bands with the 

results of the first two graphs showing only one bump. This 

was probably due to the slugs forming near but after, the 

void fraction station as explained earlier. The conditions 

of Fig. Y71 nearly produced a two hump structure while those 

of Figs. Y72 and Y73 show clearly such a behaviour. These 

figures correspond to the conditions of Figs. Y44 and Y45 

where pressure behaviour showed trends similar to that of 

annular flow. The results in Fig. Y74 show a comparatively 

narrow band at voidage level less than 0.4, similar to those 

of stratified and smooth wavy flows. 

The results in Figs. Y48 and Y49 show relatively 

narrow pressure probability bands, but the local void 

fraction results (Fig. Y76 and Y77) show wide probability 

bands concentrated near a1oc. ° 001. These wore identified 

visually as bubbly flows. 

The results in Figs. Y50 and Y51 were identified as 
belonging to plug flows and these show trends similar to 

wavy flow, i. e. relatively sharp bands. However, the 

corresponding local void fraction results show identical 

behaviour to that of slug flow. 
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The results given in Figs. Y53 to Y57 for pressure and 

Tips. Y81 to Y85 for local void fraction belong to the 

repeat tests and are identical to their sister graphs 

discussed above. 

Generally speaking, although the results of the pressure 

probability graphs do not always agree with those of the 

local void fraction, both seem to compensate for each other 

and in fact more information could be gained about the 

system. However, the local void fraction sensor appears 

to be the more powerful tool, especially when local effects 

are important. For example, while the pressure pulsations 

for some tests showed a slug type behaviour, the local void 

fraction did not. The range and size of the local pressure 

fluctuation at a point is influenced by the overall pressure 

behaviour of the system, and not local effects only. 

In conclusion the results of the probability density 

study confirms the comments given at the end of section 

7.5.1. 

7.5.3 POWER SPECTRAL DENSITY ANALYSIS RESULTS 

The local void fraction results given in Figs. Y58 to 

Y85 are discussed first bearing in mind that the usefulness 

of the technique is limited due to the following factors, 

(i) the slow response time of the apparatus. 

(ii) the superposition of a random noise on the actual 

signal. 

Condition (ii) suggests that if the variations in local 

void fraction are small or random then the resulting power 
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density distribution will show similar trends to that of 

noise. Of all the flow patterns encountered, one would 

expect slug and plug flows and perhaps smooth wavy flows 

(i. e. big changes in 0< ) to show different trends, if the 

variations in the local void fraction are within the 

response time of the apparatus. 

Fig. Y58 shows the results for the tube empty condition 

(o< - 1) and here the spectrum is due entirely to random 

noise. Fig. Y80 gives the results for the tube full 

condition (c= 0) and again the spectrum is due to the 

random noise. The spectrum of a random noise is flat by 

definition but, due to the limited time of observation, the 

above result approximates to such a condition with Fig. Y80 

being flatter due to the higher noise level. 

Fig. Y60 shows a high power near zero frequency, 

suppressing all the noise components present in the signal. 

This corresponds to smooth wavy flows. Stratified flow 

results (Fig. Y59) also shows a high power near zero 

frequency, but are not large enough to suppress the power 

due to the random noise at other frequencies. 

Figs. Y61 and Y62 produced identical results to that 

for the tube empty condition, i. e. random noise with 

comparatively higher power being given to lower frequencies. 

These correspond to the rough wavy flow conditions where 

the local void fluctuations are expected to show small 

variations, not enough to suppress the noise bands. 

Annular flow results (Figs. Y64 to Y68) show similar 

trends since the fluctuations are expected to be small too. 
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Figs. Y69 and Y70 indicate a clear depression in the 

power at high frequencies (spectrum tails off quickly) with 

more power being given to low frequencies. This is a 

reflection of the bigger variations in local void fraction 

as is seen from the width of the probability density results 

in the same figures. These correspond to the conditions 

where the slugs were formed near, but after, the local void 

fraction sensor. Figs. Y71. to Y73 display a wide range of 

structures characterised by severe depression in power at 

high frequencies and a band like spectrum, corresponding to 

slug flow conditions. 

Fig. Y74 displays an almost flat spectrum corresponding 

to a noise-like signal. This was identified as slug flow 

but, as can be seen from the probability density results, 

the variations in local void fraction are small and do not 

approximate to the expected two hump structure. 

Figs. Y76 and Y77 produce similar trends and correspond 

to bubbly flow conditions. 

As expected, plug flows (Figs. Y78 and Y79) show 

spectra with more defined structures, characterised by 

severe suppression of power at high frequencies, similar to 

those of slug flows. 

The results of Figs. Y81 to Y85 for the repeat tests 

supports the conclusions that signal like data produce 

power spectral results that tail off very quickly, i. e. very 

little power at high frequencies. For other flow conditions 

the spectrum declines relatively slowly giving more power to 

high frequencies. This means that such a technique is 

useful for characterising slug and plug type of flows, and 
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probably smooth wavy flows too. 

We next turn to discuss the power spectral density 

results for the pressure signals. In each figure, the 

bottom plot gives the P8 transducer results, while the top 

ones give that for P14. 

Fig. Y86 shows the power spectral density results for 

the two transducers background noise. The P8 transducer 

has ' 34% of the power concentrated near zero frequency 

indicating that a zero impulse will be detected whenever 

the noise level is comparable to the signal. For the P14 

transducer the power observed is 7%. It is worth 

mentioning that a zero impulse will also be detected if, 

(i) the transducers start to drift such that the 

apparent signal is a superposition of the actual 

signal and a term bt, where b is a constant, and t 

stands for time. In this case the constant b could 

be determined (from the slope of the signal plotted 

versus time) and the trend then removed. 

(ii) the signal is modulated by a low frequency component. 

To remove this, a rough estimate of the low component 

period is obtained from the original trace, then the 

record is divided into several sections, (equal 

nearly to the period) and the average value of the 

signal calculated in each and removed from the data 

in that particular section. 

average'. 

Hence the name 'moving 

(iii) the power leaks from higher frequencies. 
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Visual observation of the traces showed that (i) and 

(ii) were negligible for most of the data and the leakage 

reduction technique was employed in the calculations to 

reduce (iii). Another important factor affecting the 

accuracy of the analysis is the frequency response function 

of the whole unit, i. e. from the sensing element to the ADC 

unit of the data acquisition system, which must be flat. 

However, there is no easy way by which one can perform such 

a check. The manufacturers claims that the unit is 

feasible up to 5 kHz, and the cutoff frequency of the 

co-axial cables carrying the signal were found experimentally 

to be in excess of 1 kHz, with a flat response below that. 

Stratified flow results (Fig. Y87) reflect the 

transducer characteristics (Fig. Y86), since the size of 

the pressure pulsations are comparable to, the noise. 

The results for the smooth wavy flow condition (Fig. 

Y88) reflect the features of stratified results, however 

they also show peaks near ti 3 Hz and ti 10 Hz. The 

presence of the peaks suggests that up to 10 waves pass the 

transducer per sec, which contradicts visual observations. 

The author cannot ignore the fact that the 10 Hz component 

could be due to aliasing of the 50 Iiz mains signal which 

is superimposed on the actual data,, or 

falise ±2k fc± 5040k± 50Hz, k- 1,2,3,.. 

10 
Ilz 

This could have been caused by some bad earthing 

corresponding to that particular record, and will be ignored 

in the discussion. 
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Fig. Y89 shows more power at the high frequency side 

of the spectrum especially for the PM results. Fig. Y90 

show some power at high frequencies with most of the power 

being concentrated at the low frequency side. The author 

cannot discount the probability of having some exit effects 

interference as one might guess by inspecting the results 

given in Fig. Y89 for the P14 transducer. 

Annular flow results in general show some high frequency 

components and display a wide variety of structures, such as 

a broad band (Fig. Y92), a narrow band (Fig. Y93), or even 

a inult iband (Figs. Y91, Y94 and Y95). 

Slug flow results (Figs. Y97 to Y1O1) are characterised 

by a more defined spectra which tails off quickly producing 

almost negligible power at high frequencies. The only 

exception is probably the results of Fig. Y99. 

The results of Fig. Y102 indicate a large zero 

frequency components which suppress all other frequencies. 

This is caused by the presence of some low frequency 

components superimposed on the signal which can be seen by 

inspecting the original pressure traces (Fig. Y17), 

especially for the P8 transducer. The reason for the 

presence of such low frequency component is unknown, 

however it was observed only in this test which corresponds 

to the highest air and water flowrates. 

Fig. Y103 which corresponds to transition from bubbly 

to frothy slug shows spectra which cannot be distinguished 

from annular flow ones. 

The spectra displayed by bubbly f lows (Figs. Y104 and 
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Y105) are similar to those of slug flow in that negligible 

power is present at high frequency components, however the 

power is more uniformly displayed among the frequencies in 

the band (Fig. Y105). 

Figs. Y106 and Y107 show the results for plug flows 

which display trends found in both slug and annular flows. 

Fig. Y107 shows a r--110 Hz component. 

Fig. Y108 is the pressure spectrum for the water 

flowing alone in the pipe at Usf = 1.4 m/sec and also shows 

a rN 10 Hz component. These could be due to aliasing of 

the mains signal which is superimposed on the actual data 

as explained earlier. 

The repeat test results (Figs. Y109 to Y113) support 

the above comments. In conclusion 

(i) stratified and smooth wavy flows show similar trends 

(ii) rough wavy flows show high frequency components and 

behaviours similar to annular flows 

(iii) bubbly and slug flows produce negligible power at 

high frequencies. 

7.5.4 CROSS POWER SPECTRAL DENSITY RESULTS 

This analysis isolates only those common frequency 

components present in the two pressure signals and the 

equivalent of such procedures in the time domain produces 

what is known as the cross correlation technique. The 

cross power density results are shown in Figs. Y114 to Y141 

in terms of the modulus (bottom plot) and the phase angle 

(top plot). 
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The transducer background signals show ev 6 of the 

power being concentrated near zero frequency (Fig. Y141). 

The stratified and smooth wavy results (Figs. Y115 

and Y116) also show high power concentrated at very low 

frequencies. The peak near 10 Hz (Fig. Y116) is ignored 

as explained earlier. 

Fig. Y117 shows considerable power at high frequencies 

while Fig. 118, although displaying some high frequency 

components, shows most of the power concentrated at low 

frequencies. These belong to rough wavy flow conditions. 

Most of the annular flows show a wide range of spectra, 

from single peaked (Fig. Y121) to multipeaked Figs. Y120, 

Y122 and Y123) concentrated at low and mid frequency. With 

the exception of Fig. Y120, most of the peaks are relatively 

broad. 

Slug flows are mostly single peaked (Figs. Y125, Y126, 

Y128 and Y129), or sometimes double peaked (Fig. Y127) 

mostly at low frequencies. The only exception is Fig. Y127 

which displays comparatively high power at mid frequencies 

similar to those of Fig. Y121 for annular flows. 

The results of pig. Y130 reflect the problems that 

could arise in frequency analysis especially after examining 

the original traces (Fig. Y17) where the presence of a high 

frequency component is obvious. 

Bubbly flow results may display similar trends to those 

of slug flows (Fig. Y132), or broader low frequency bands 

(Fig. Y133) approaching the condition of flat spectrum. 
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Fig. Y134 shows a slug character while Fig. Y135 shows 

a bubbly character and both belong to plug flows. 

The repeat tests results (Figs. Y137 to Y141) produced 

consistent trend to the original test data. 

In conclusion, whilst certain flow patterns show 

similar trends there appears to be some which show 

different characteristics. Nevertheless, some general 

conclusions can be drawn as follows. 

(i) Stratified and wavy flows show similar trends with 

the power mostly concentrated near zero frequency. 

(ii) Annular and rough wavy flows produced a wide range 

of frequencies and were the only flows to show high 

frequency components. Most of the spectra were 

mult ipe aked . 
(iii) Slug, plug and bubbly flow in general produced low 

frequency components other than zero which could be 

a narrow band (most slug flows) or two or more broad 

bands (plug and bubbly flows). 

7.5.5 CROSS CORRELATION ANALYSIS RESULTS 

Before starting the discussion of these results, it 

must be borne in mind that the cross correlation function is 

a continuous function of time, and the author took the 
. 

liberty of connecting the points plotted in Figs. Y142 to 

Y170 by a smooth curve. This is a standard procedure 

(unless there are reasons to believe the opposite, as shown 

in one example later on). 

Fig. Y142 gives the results of correlating the two 

transducers' noise record which show an Oscillating 
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character similar to that of a sin z/z function, and hence 

the process is a band limited one (Appendix X). This is 

indeed the case as was shown earlier (Fig. Y114), where 

around 90Jo of the power was concentrated in the band 

0-0.05 Hz. 

The results plotted in Figs. Y143 and Y144 also show 

similar trends, but to a lesser extent, reflecting the 

tendency of such patterns to produce the equivalence of a 

relatively narrow band process. 

The rough wavy results (Figs. Y145 and Y146) show 

symmetrical correlations which indicate that the pressure 

time histories detected by the two transducers are identical. 

They also show that the pressure signal at P14 leads that 

at P8. The positive correlations indicate that an increase 

in P14 causes an increase in P8. 

Annular flow data (Fi gs. Y147 to Y151), show symmetrical 

positive correlations at low water flow rates and symmetrical 

negative correlations at high water flowrates. They also 
indicate clearly that the pressure signal at P14 leads 

that at P8, which means that the signals collected were 

largely due to the system pressure behaviour rather than 

local effects; and that the pulsations of the system 

pressure were caused by the exit. 

In slug flows, however, the local pulsations are high 

compared to exit disturbances, and also the discontinuities 

in the phase when more than one slug is present, attenuate 

pressure propagation phenomena. One would not expect such 
flows to produce symmetrical correlations because more than 
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one slug could exist in the pipe at one time, and besides 

a slug could form anywhere. Accordingly, a multipeaked 

structure might be expected as shown in Figs. Y155 to Y157. 

Figs. Y153 and Y154 show symmetrical correlations and 

indicate that the pressure signal at P8 leads that at P14, 

or is in phase with it. This means that the slugs could 

have formed between the local void fraction station (i. e. 

12m from inlet) and the P14 station (i. e. 14m from inlet) 

or even after it. The results of Fig. Y158, showed a 

multipeak structure, but the effect of a sin z/z function 

cannot be eliminated due to the relatively high power 

found near zero frequency (Fig. Y102). 

Bubbly flows show symmetrical correlations, both 

negative (Fig. Y160) and positive (Fig. Y161). Also both 

showed that P14 leads P8, but with a comparatively larger 

time lag than that of annular flows indicating lower sonic 

velocity in the latter case. 

Plug flows also show both negative (Fig. Y162) and 

positive (Fig. Y163) correlations, multiple or single 

peaked but less symmetric. However the way in which Fig. 

Y162 is plotted actually filters out the higher frequency 

component which otherwise would have appeared as shown in 

Fig. Y164. This component corresponds to f e--' 10 Hz and 

this was present also in the pressure record for water 

flowing alone in the pipe at nearly the same superficial 

velocity. However mains interference as explained earlier 

cannot be excluded. 

d 
w 

Fig. Y165 gives the results for water flowing alone in 
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the pipe which shows . -symmetrical positive correlation 

with P8 leads P14 by small time lag as expected. 

The results given in Fig. Yl66 to Y170 for the repeat 

tests confirms the comments mentioned earlier. 

It is interesting to estimate the pressure signal 

propagation velocity (which is, at least, related to the 

velocity of sound) which can be obtained from the ratio of 

the distance between the two sensing points and the time 

lag between the signals. The time lag can be obtained from 

the cross correlation graphs (where symmetrical character- 

istics were obtained) as the displacement of the peak from 

the zero time axis. A normal procedure would be to fit a 

quadratic equation to the curve near the peak and use this 

to determine the exact location of the peak. However, for 

the purpose of this exercise, it was thought sufficient to 

estimate the time lag directly from the graphs. 

(i) Single Phase Water Flow; 

Here it is to be expected that the pressure 

signal propagation velocity is close to the value of 

the sonic velocity in water and, from Fig. Y165, the 

average time lag of 0.005 sec gives a sonic 

velocity > 1198.6 m/sec, which confirms this (water 

velocity is taken as e-- 1.4 m/sec). 

(ii) Bubbly Flows: 

In two phase flows, in general, the sonic velocity 

is much less than that in either phase, this being 

partly caused by the phase discontinuities in the flow 

structure. From Figs. Y1G0 and Y1G1, the average 
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time lag - 0.075 - 0.085 sec and hence the corresponding 

pressure propagation velocity is ^- 74.6-84 m/sec (mean 

mixture velocity is taken as 4 m/sec). 

By considering bubbly flow as a fluid with average 

rgcg, properties, i. e. homogeneous flow and for P fc f2 )) 
2 

and f ]>fg (i. e. air-water mixture near atmospheric 

pressure), we have (Ref. WVl), 

c2 
Pg C9 

tp Pf oc 1-a) 
(7.35) 

Substituting the values from Table 5-2, for test runs 

code E and D, we get 

Ctp - 48.8 - 52.6 m/sec 

where C9 is the sonic velocity in air taken as 331.4 

m/sec. 

The slightly higher values obtained from the 

experimental graphs can perhaps be explained by the 

f act that the bubbly flow observed experimentally was 

not completely homogeneous (as required by equation 

7.35) but had much less bubble concentration near the 

bottom of the pipe. 

(iii) Annular Flows: 

For annular flows (and indeed for all separated 
flows) it is difficult to visualise the propagation 

phenomena, nevertheless one can estimate the pressure 

signal propagation velocity using the same procedure. 

From Figs. Y166 to Y168, the average time lag of 
0.012 - 0.016 sec gives a pressure propagation 
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velocity relative to the mixture of fý: n 375-500 in/sec 

(with an, air velocity of . "-j 25 m/sec). This is 

higher than the velocity of sound in air alone and the 

following comments are relevant in explaining this. 

Henry et al (115) found that, in stratified flow, 

the velocity of pressure wave propagation was equal to 

the sonic velocity of air, no matter whether the 

pressure pulse was initiated in the gas or the liquid 

phase. However their simulated slug flow data (air- 

water mixture) showed velocities always greater than 

the sonic velicity in air and approaching. that of 

liquid at low voidages. Evan et al (E3) found that 

in annular flows, the propagation was primarily through 

the core, and that the axial inhomogeneities there 

produced a wide variation in the measured acoustic 

velocity. 

In spite of these difficulties, it can be seen that the 

pressure pulsation data also offer possibilities in the 

field of sonic velocity measurements in addition to flow 

pattern determination. 

In conclusion, and apart from its usefulness in 

estimating pressure signal velocities, the following flow 

pattern effects were noticed. 

(i) stratified and smooth wavy flow showed a superimposed 

oscillatory function indicating a strong band limited 

process behaviour. 

(ii) annular and rough wavy flows showed symmetric 

correlations with small time lags. 
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(iii) slug and plug flows showed less symmetrical, but more 

mult ipeaked correlations. Bubbly flows, whilst 

showing a symmetrical correlation, had time lags much 

greater than those for annular flows. 

The analysis of results presented in sections 7.5.1 

to 7.5.5 showed that certain flow patterns did show similar 

trends in general and can be grouped in one category. 

However there were few exceptions, where results did not 

tie in with the general character of the respective flow 

pattern. In addition there were problems associated with 

the stability of the P8 transducer and the low time constant 

of the local void sensor. Nevertheless, when the local 

void fraction and pressure results were combined, produced 

a powerful tool which identified flow patterns adequately. 

In general the following groups of flow patterns showed 

much of a similarity within themselves. 

(i) stratified and smooth wavy. 

(ii) annular and rough wavy. 

(iii) slug, plug and probably bubbly. 
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CHAPTER 8 THEORETICAL ANALYSIS 

The experimental results presented earlier in 

Chapter 6 clearly showed the effects of flow pattern on 

the friction multiplier and void fraction data obtained. 

It was also apparent that only three main groups of flow 

patterns required to be considered and identified in order 

to define the different effects. (These findings were 

consistent with the 'preliminary' results obtained from 

the flow pattern sensors, presented in Chapter 7. ) 

In this chapter these three main groups of flow 

patterns are defined, or characterised, on the basis of 

discontinuities or transitions in the experimental pressure 

drop and void fraction characteristics, the groups being 

(i) Separated Flows, (ii) Intermittent Flows, (iii) Annular 

Flows. 

Thereafter, the transition regions, or boundaries 

between the groups are defined on the basis of a wave 

stability model. The ability to identify the particular 

flow regime obtaining under a particular set of conditions 

then allows flow pattern dependent pressure drop and void 

fraction correlations to be developed and compared with 

experimental data. 

8.1 CHARACTERISATION OF FLOW PATTERN GROUPS OR REGIMES 

In order to characterise the individual flow patterns 

into flow pattern groups, several different plots of the 

experimental data were made (with the individual flow 

patterns identified) and these are shown in Figs. 8.1 to 8.5. 
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Fig. 8.1 shows a plot of the homogeneous two phase 
22 friction multiplier Ufo versus the experimental Ufo value 

with the effects of liquid and gas flow rates identified. 

As can be seen, for each particular water flow rate the 

characteristic is divided into two separate parts, e. g. 

'A' and 'AA', 'C' and 'CC', etc., connected by a hypothetical 

dotted line for convenience of identification. One part 

of each characteristic contains particular flow pattern 

data e. g. 'A' contains stratified and smooth wavy data, 

while 'AA' contains rough wavy and annular data. 'C' 

contains plug and slug flow data whereas 'CC' contains only 

annular flow data. 

These characteristics suggest the f low pattern 

grouping for the data covered should be 

(i) Separated Flows: i. e. stratified and smooth wavy 

(ii) Intermittent Flows: i. e. bubble, plug and slug 

(iii)Annular Flows: i. e. rough wavy and annular. 

This flow pattern grouping is conf irmed in Fig. 8.2 

where the experimental two phase friction multiplier pst fo 
is plotted to a base of mass dryness fraction and in Fig. 

8.3 to 8.5 where the void fraction p< is plotted against 

volume fraction g or air volume flowrate Qg" In all 

cases, transitions or discontinuities are obtained with 

the various parts of the characteristics being flow pattern 
dependent. 

It is worth mentioning that some slug f low points 
appear in the part of the characteristics attributed to 

annular and rough wavy flows. On checking these points 
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(which were identified visually as slug flows), the flow 

had the appearance of thick clouds of droplets rather 

than slugs of liquid. This emphasises the subjectiveness 

of flow pattern identification by visual means. 

Another point worth noting is that at very high 

water flowrates the transition between intermittent flows 

and annular flows is not nearly so sharp and the shapes of 

the respective parts of the characteristics are fairly 

similar, e. g. '0' and '00' in Fig. 8.1 and 'p' in Fig. 8.4. 

It was mentioned in Chapter 5 that some differences 

in the flow patterns obtained from the Phase 1 and Phase 

2 were observed, this being attributed to the difference '\n 

entry conditions produced by the double 900 bend and the 

mixing device respectively. Consequently, in the 

subsequent analysis, the Phase 2 and Phase 3 data are mainly 

used (mixing device at test section entry) since these 

produced the more stable flow conditions. 

8.2 PREDICTION OF FLOW PATTERN TRANSITIONS 

In this section the transition boundaries between 

the three flow pattern groups are defined and evaluated on 

the basis of a simple wave stability model. These 

boundaries are 

(i) Intermittent - Separated Flow boundary 

(ii) Intermittent - Annular Flow boundary 

(iii) Separated - Annular Flow boundary 

At this stage it is worth mentioning some features 

observed visually regarding the mechanisms involved near 

the transition boundaries, which might help in the 
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development of the theoretical model. 

8.2.1 VISUAL OBSERVATIONS AT THE TRANSITION BOUNDARIES 

(A) Intermittent - Separated Flow Boundary: This boundary 

normally occurred at comparatively low air and water flow- 

rates. Sometimes a large wave was observed to traverse 

the whole length of test section without blocking the air 

passage. However an increase in air flowrate would cause 

slugging and, once a slug was formed, the liquid level 

remaining in the pipe was very small but built up with the 

continuous supply of water until the combination of liquid 

level and air velocity necessary for wave growth was met 

again. In this case the water level, and hence the water 

flowrate, was relatively low. At much lower water flow- 

rates, the slug flow pattern was by-passed into rough wavy 

and annular flows. Thus it appeared that a minimum liquid 

level was required for the formation of a slug, provided 

other conditions were satisfied. 

On the other hand, when the liquid level was high 

(i. e. at relatively high water flowratcs) only small 

disturbances (or small amplitude waves) were needed to block 

the air passage and form a slug or plug type of f low. 

In general the slug could have formed at any point 

along the test section, the important parameters apparently 
being air velocity and liquid level in the pipe. 

(B) Intermittent - Annular Flow Boundary : This transition 

normally occurred at much higher air f lowrates and over a 
wider and higher range of water flowrates. Consider the 



304 

case of a developed slug flow in the pipe at low air and 

water flowrate conditions. It was observed that, on 

increasing the air flowrate, the slug started to form further 

and further downstream from the mixer. After the mixer, a 

rough wavy (probably misty-wavy) flow prevailed with a fast 

moving liquid layer at the bottom of the pipe. As the 

liquid moved downstream its depth increased (liquid level 

became higher) and its velocity decreased causing relatively 

higher amplitudes waves to appear on the surface until a 

slug was formed. When the air flow was increased further, 

the point where the slug was formed moved downstream. This 

indicated that a certain combination of water level and 

air velocity was required before a slug could form. 

A point was reached where a slug was not able to 

form in the available length of test section. The flow at 

this stage was wavy-misty indicating the start of annular 

flows. 

At higher water flowrates, the waves were sheared 

by the flowing gas to form a thick cloud of droplets, 

normally in the second half of test section. At even 

higher water flowrate conditions, the. above mechanisms were 

less apparent due to the difficulty in identifying the flow 

structure which had a very foggy and milky appearance. 

8.2.2 THEORETICAL MODELS 

The experimental observations mentioned above suggest 

that a realistic model could be based on a wavy flow 

situation with a wave stability criterion. Such a model 

is developed and discussed with respect to the different 
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transitions. The model is developed for flow in a 

rectangular channel to avoid the complexities involved with 

a circular channel, at this stage. 

Consider the presence of a solitary wave in a 

rectangular channel as shown below. No limitations are 

imposed on the shape of the wave or on the mechanism of its 

ih 

h -' 

format ion. 
OQ 

Consider also two sections 1 and 2, with 

section 1 clear of the wave disturbance and section 2 at the 

wave crest; the gas and liquid velocities at these sections 

are then unidirectional. Now consider two points at the 

interface at sections 1 and 2, one on the gas phase side 

and the other on the liquid phase side of the interface. 

Assume that the local velocities UlocP can be related to 

the mean phase velocity U (i. e. across the part of the C/S 

occupied by the particular phase) through a factor k, i. e. 

(Ui) 
loc 

° kf Uf (8.1) 

(Ug) 
loc 

=kg Ug (8.2) 

where Ufs and U9 

If the wave velocity is neglected (this will be true 

at least for low liquid levels) then the following equations 
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can be written 

(i) Bernoulli's equation for the liquid phase 

P1 + hfl (k 
fl Ufi)2+ f ghl P2 +2 ßf2 (kf2 Uf2ý' + ýf2gh2 

(8.3) 

(ii) the phase continuity equation for the liquid phase 

h1 Uf 
1 

ff 
1= 

h2 Uf 
2ff2 

(8.4) 

(iii) Bernoulli's equation for the gas phase 

P, +äf (kglUgl) 2Q 
P2 +I P02 (kg2Ug2)2 (8.5) 

(iv) the phase continuity equation for the gas phase 

(h - h1) f1 u= (h - h2) f' U9Z (8.6) 
93L 92 

From equation (8.3) and since 
ffi ff2 

= 
f, 

2U2 
kf Uf 

2 
Z- 

1+P 
h2 h 

PI- P2 
ckf1f (ý---U--, 

f h( T1- - -I1-) \11 

(8.7) 

From equation (8.5), 

k 

1 P k2 TJ2 
g2 (ig1iý; ) g2U02 2- 

g1 g1 01 
(8.8) 

Substituting in equation (8.7) yields 
fk 

g2 g 2) 
U2 

f91 ýýg1 
91 

2` 
Üw1 

ýfkf U 
g1 91 91 11 

k fU f2h 
-- --, -1+2 gh (8.9) Cf f 11 
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Let us assume that the wave becomes unstable and develops 

into a slug when the air gap between the wave crest and 

the top of the channel wall reaches a critical value, he ; 

also that the liquid level is sufficient to supply the 

necessary amount of liquid. to form the slug. The value 

of he is then expected to depend on the equilibrium air gap 

in the channel, as was shown experimentally by Kordyban 

(K9). 

Thus from equation (8.6), and since he -h- h2, 

h 
h(1- h) 

5' Ug- he ?Ug112 
g2 

hence 
Ug2 _g 

1a 
Ugl fg2 OCc 

(8. lo) 

where pC - 
he 

and 1-0(. 
hl 

for the rectangular channel. c ff, Ti 

Also from equation (8.4), 

Uf2 hl 1 _a 
f2V, 

C 
(8.11) 

Let k 
kg2 

and k 

kf 

then substituting in go 91 
f0 f 

equation (8.9) gives 

fg1 
kgg 

f' 
g1 

k (a )2 1ik2f Uf 
11 g2 8o c11 

kj %5)2-1+2 
ýgh( c<- o <) (8.12) 

0 

Dividing by Pfgh, and rearranging, gives 
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U2 
22 1- o< 22 

ýg1 

h kf 
1 

kf 
0 

(r' }-1, gý kg 
?f 

pgl 

k2 (« )2 -1-2(a- OC ) 
c pg2 90 c 

But since U 
Usf1 Usgl sf 

f1=l -c , Ug a, Fr f gh 

UZ 
1 

and Frg =g then the above equation can be written as, 

k2 k2 ? 
f12 1- CK 2 g1 g1 2 o2? 9 Fr f "__. ) 2 

[kf 
(1 

- oc 
)-1= Frg --ý go 

(ýC) ` 

- 2(o(-c ) 

Rearranging again 

(1 -oc )2a( 1x2)2 (1 -0 
S) 

_K (kg l)2 
ßg1 

f1- 
k2 ( CK )2 

kf « 0ý3 ' 
fo 1-ac 

--- 
Z k2 (lcýl )2-1 (8.13) 

'ßg2 go °<c 

The experimental results of Kordyban (K9) indicated 

the existence of a relationship between hg, the mean 'air 

channel' depth, and hw, the wave height necessary to cause 

slugging. In addition, for air gaps greater than a 

particular value (i. e. liquid level too low) no slugging 

was observed. His relationship was linear and could be 

expressed in the form, 

hw k (h - h1) where k<1 

hw 
or --=k oC (8.14 a) 
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where k is a constant. 

But hg m h-hl - he + hW 

hw 

. -g- °DK -a (8.14b) 

From equation (8.14a), 

pxc = (1-k) o(= kI oC 

where k1 - 1-k 

(8.14c) 

Substituting equation (8.14c) into equation (8.13) gives 

2 p( 2 kg 2 pg Fr 
Fr f 

(1-0() k 2) (1-k1) -()( 
1) 

1-k2 (1 
oC 2 fl fl ff OC 

fo 1-kl« 

r''g1 
kgo 2 

p 
(k1 )-1 (8.15) 

g2 

which is the equation determining the condition of stability 

of the wave. 

To simplify equation (8.15), certain assumptions 

regarding the kf 
0 

(i. e. kf 
2 

/kf 
1) 

and k 
go 

(i. e. k 
92 

/k 
gl 

) 

factors (introduced earlier to relate the local velocities 

at the interface to the mean phase velocities) are required. 

It is reasonable to assume the velocity profiles in the 

liquid and gas phases at section 1 are identical to the 

respective profiles at section 2, which then sets kf and 
0 

kg to unity. A precise definition of the phase velocit 
0 

profiles is needed to evaluate kf 
1 

and kgl, which are 

expected to be constants. 

The term outside the brackets in equation (8.15), 

-o 
kg to unity. A precise definition of the phase velocity 

0 
profiles is needed to evaluate kf1 and kgl, which are 

expected to be constants. 

i. e. 
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f (a, o 
cl a2 

äß a 
i 

is fairly complex and a simpler expression might be 

(8.16) 

obtained by calculating the term, for different kl values, 

over the possible range of O( values as detailed in Table 

8-1 below. 

k1 
f (o() in equation (8.16) 

kl 

0.9 0.8 0.7 0.6 0.5 1- 0( 

0.1 3.71 1.88 1.276 0.972 0.79 .9 
0.2 2.66 1.38 0.951 0.738 0.61 .8 
0.4 1.19 0.65 0.471 0.382 0.329 .6 
0.6 0.394 0.235 0.184 0.158 0.143 

.4 
0.7 0.184 0.118 0.096 0.086 0.08 

.3 

k=1-k1 0.1 0.2 0.3 0.4 0.5 

Table 8-1 Range of f (p() for different k and oC values. 

Fig. 8.6 shows a plot of f (o() versus (1- O() and, 

as can be seen, the term f (c() can be expressed by an 

equation of the form 

f (a) (1 -o( )2 «ß (k) (1 - o( )2n 
1-a )2 

t1 

z-=-ßiä 
2.72 < 2n < 2.12 

Equation (8.15) then becomes 
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k2 lg Fr 
Fr f-f (1<) (1 - «)2n (k 22 (1 - k1) -ý (-f 1) 9 

f1 ßl f 

f--1 
(1 )2 -1 (8.17) 

g2 

which is the criteriapfor wave stability. 

8.2.2.1 INTERMITTENT - SEPARATED FLOW TRANSITION 

The problem of determining this boundary is reduced 

to that of being able to predict the occurrence of slug 

(or plug) flows, as explained in section 8.2.1. If the 

liquid level is sufficient to supply the amount necessary 

to form the slug, then equation (8.17) can be used to 

determine the transition. The term inside the R. H. 

square bracket is fairly complicated; however, a close 

examination reveals that one of the terms contains the 

factor ? 
-/Yff which is very small for the air-water system 

being considered and could perhaps be neglected. To 

check this point, information about the terms inside 'the 

bracket are required, which include the void fraction, gas 

Froude number, etc. Table 8-2 gives the experimental 

transition boundary results for Phase 2 and Phase 3 deduced 

from Figs. 8.7 and 8.8. 

At the transition it was difficult to measure the 

void fraction because of the highly fluctuating nature of 

the f low, hence the data collected just prior to the 

transition (i. e. separated flow points) were used and 

these are shown in Table 8-3 and plotted in Fig. 8.9 on 
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Us f (m/s) US 
9 

(m/s) p< 

Slug Boundary 
(A) Phase 2 

0.55 0.10 0.846 0.154 
0.48 0.30 0.615 0.220 
0.40 0.80 0.333 0.320 

0.30 2.0 0.131 0.460 

0.23 4.0 0.054 0.570 
0.20 5.5 0.035 0.610 

'(B) Phase 3 

0.74 0.10 0.881 0.150 
0.. 67 0.30 0.691 0.190 
0.58 0.60 0.492 0.260 
0.50 1.0 0.335 0.320 
0.41 2.0 0.170 0.430 
0.33 4.0 0.076 0.530 
0.26 6.0 0.042 0.610 

Separated Bound ary 
(A) Phase 2 

0.50 0.10 0.833 0.160 
0.42 0.30 0.583 0.230 
0.33 0.80 0.292 0.345 

0.22 2.0 0.099 0.500 
(B) Phase 3 

01,70 0.10 0.875 0.145 
0.60 0.30 0.667 0.200 
0.50 0.60 0.455 0.270 
0.42 1.0 0.296 0.340 
0.33 2.0 0.142 0.450 

Table 8-2 Transition boundaries determined from 
the flow pattern maps for Phases 2 and 3. 
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the basis of (1 -c'() versus (1 -, B). Most of the data 

points correspond to wavy flow conditions, and hence the' 

measured void fractions could overestimate the (actual) 

Test No. I 1- O( I 1- 6 

(A) Phase 2 

052101 0.546 0.160 

112101 0.778 0.560 

(B) Phase 3 

032806 0.785 0.687 

022906 0.884 0.859 

130807 0.700 0.360 

040907 0.756 0.510 

011507 0.653 0.215 

Table 8-3 Experimental test points prior to slugging. 

equilibrium liquid level in the pipe required by theory. 

However, it is thought that the use of these values is a 

fair approximation. The data in Fig. 8.9 show a 

reasonable linear relationship which can be expressed as 

(1 - 0{) - k3 (1 -ý )m (8.18a) 

and this relationship was used to evaluate the void fractions 

for the transition boundaries given in Table 8-2. 

Calculations were carried out to evaluate the two 

terms in the R. H. square bracket of equation (8.17) 

assuming kI =0.75 (using Kordyban results), Ic k-1, f1 1'1 
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and f 
g1 Z 

These calculations are shown in Table 8-4 

and show that the second term is generally negligible 

compared to the first. Hence equation (8.17) can be 

written in the more compact form 

Fr -f (R)k2 (1 - (X) 
2n (8.19) 

where k2 (k 2)2 (1 - k1) = 0., 5 
fl 

In view of equation (8.18a), the above equation 

becomes 

Fr 
f 

If [(k)k2k31 (1 -A) 
mn (8.20) 

Fig. 8.10 shows a plot of Fr f versus (1 - ß) for 

the data given in Table 8-2. As expected the transition 

zone occurs over a band of conditions; on one side 

separated flow exists and on the other intermittent flow 

exists. The relationships are linear on the log plot and 

can be expressed as 

Fr 
L 

0.50 (1 - 
ß)0.31 Intermittend flow (8.21a) 

side of the boundary 

ý 
Fr f 0.47 (1 - ß)0.39 Separated flow side (8.21b) 

of the boundary 

and are the transition equations recommended for the 

Separated-Intermittent transition. 

From equation (8.21a) for the condition of definite 

transition to intermittent flows, 

mit = 0.31 (8.22) 
and by using the results of Fig. 8.6 for the range of 

realistic values of 'n', i. e. 
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1.36 <n`1.06 (8.23) 

the range of values 'm' can take is, from equation (8.22), 

0.228 <m<0.292 (8.24) 

Using the results of Fig. 8.9, equation (8.18a) can be 

rewritten as 

(1 -0() ° 0.88 (1 -ß)O. 
24 (8.18b) 

or m=0.24 (8.25) 

which agrees with equation (8.24). From equations(8.22) 

and (8.25), we get 

n 1.29,, and 2n =. 2.58 (8.26) 

and from Fig. 8.6, this value of '2n' corresponds to 

k-0.20 which compares favourably with the Kordyban (K9) 

results which showed a value of k10.25. 

Whilst most of the work found in the literature 

involved a gas Froude number type of correlation (e. g. 

Wallis and Dobson, W3), most of the experimental data 

published (shown by the flow pattern maps given in Chapters 

2 and 6) showed the separated-intermittent transition to 

be more sensitive to the liquid Froude number. Nevertheless, 

the gas Froude number dependency is also implied in 

equations (8.21) since the quantity (1 -ß) = Fr f/ (Fr f+ Frg) 

if the Froude numbers are based on superficial velocities. 

8.2.2.1 SEPARATED - ANNULAR FLOW TRANSITION 

The wave stability model gives the conditions at 

which the wave becomes unstable and tends to grow. However, 
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if the liquid level is not high enough to supply the 

necessary amount of liquid require-. to form the slug, 

then, although the wave is probably unstable, the slug 

cannot form. Instead, air drag causes rough wavy flow 

to appear indicating the start of the annular regime. 

Little data was available to check this criteria 

and in fact only those of Phase 3 could be used since few 

test points were taken near this transition. Because of 

the subjectiveness of visual identif ication, the changes 

in the void fraction characteristics shown in Fig. 8.5 

were used as an indication of the transition and, as can 

be seen, the transition is fairly gradual. Table 8-5 

gives the experimental data at the start of the transition, 

also the quantityi (see Table 8-4). 

Test No. 1 -c( 1-0 Usg(rnjs) U, (m/s) 
S \P 

051207 . 229 . 0132 6.35 
. 085 0.039 

041307 . 339 . 0287 5.0 . 148 0.038 

111307 . 433 . 0548 3.59 . 208 0.031 

021407 . 529 . 093 2.6 . 266 0.029 

091407 . 573 . 114 2.431 
. 314 0.034 

Table 8-5 Experimental test points from Phase 3 data 

at the smooth-rough wavy transition predicted 
from Fig. 8.5. For the meaning of 

* 
refer 

to Table 8-4. 
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check calculations similar to those carried out in 

section 8.2.2.1 showed the term inside the R. H. square 

bracket of equation (8.17) to be a constant. The results 

of Table 8-5 plotted in Fig. 8.11 on the basis of (1-0( ) 

versus (1-ß) indicate that the conditions at the transition 

can be approximately expressed by an equation of the form 

(1 - c) k4 (1 -13) 
P (8.27a) 

Equation (8.17) can then be written in a form similar to 

equation (8.20) or 

Fr 2f (k) k2k4 2 (1 -, 6 )nn (8.28a) Cý 
Using the results of the data plotted in Fig. 8.12, i. e. 

liquid Froude number versus (1 -/), the above equation can 

be re-written as 

Fr2 - 0.71 (1 - )0.56 (8.28b) 

or pn - 0.56 (8.29) 

The results of Fig. 8.11, indicate that equation (8.27a) 

may be re-written as 

(1 -o() 1.5 (1 -p ) 0.43 (8.27b) 

1. e. p=0.43 (8.30) 

Hence from equation (8.29), we get 

n-1.3 , and 2n - 2.6 (8.31) 

which is within the values of '2n' suggested by equation 

(8.23), i. e. 

1.36 4n1.06 (8.23) 
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Equation (8.28b) determines the condition for the 

transition from smooth wavy (separated regime) to rough 

wavy (annular regime) flows, and the solution of this 

equation and equation (8.21b) for the separated-intermittent 

transition will determine the conditions below which slug 

flow will not exist. This is given by 

1- 16C, 0.09 or Fr f2e0.18 
(8.32) 

A similar result could have been arrived at using 

a simple physical criteria for the minimum liquid level 

necessary for the slug to form. It might be expected that 

the minimum liquid level (corresponding to 1- 0( ) would 

require to be half the channel height. This can be 

explained as follows; when a finite amplitude wave begins 

to grow, as a result of aerodynamic suction over its crest, 

liquid must be supplied from the film adjacent to the wave. 

If the wave is approximated by a sinusoid, then, when the 

level is above the centre line, the peak of the wave will 

reach the top before the trough reaches the bottom, and slug 

flow can develop. When the liquid level is below the 

centre line, the inverse will happen and slug development 

is less possible. 

This sinusoid simulation is perhaps too idealised, 

however it does seem to agree with the findings of equation 

(8.32), i. e. (I -ß) = 0.09, as can be seen from Fig. 8.9 

where this value of (1 - ß) corresponds to a (1 - Co value 

of r- 0.5. 
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8.2.2.3 INTERMITTENT - ANNULAR FLOW TRANSITION 

The experimental observations presented in section 

8.2.1, together with those presented in Chapter 2 indicated 

that various complicated mechanisms could be present at 

this transition, such as droplet formation by wave shearing, 

film formation by droplet deposition or other mechanisms. 

In general, the data in the literature suggest that this 

transition would be more sensitive to a gas Froude number, 

rather than a liquid Froude number, type of correlation 

(steep boundary lines on Us f versus Usg co-ordinates). 

However, while this could be true, a simple hypothetical 

experiment would indicate that the liquid Froude number is 

also important. Visualise a situation where annular flow 

exists in a horizontal pipe at given gas and liquid flow- 

rates. Then by decreasing the gas flowrate, keeping 

liquid flowrate constant, one might expect the film 

thickness (at the bottom of the pipe) to increase until 

a condition is met where waves on the surface become 

unstable and develop into slugs. 

The importance of the liquid Froude number in this 

transition could have been arrived at by dimensional analysis 

(at least for our test conditions) as follows. The 

development of a given flow pattern is dependent on such 

parameters as liquid and gas flowrates, properties of the 

phases, pipe diameter, inclination, etc. However, for 

our test conditions the properties were kept constant, and 

although the flows were in horizontal pipes, the gravity 
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component was important as was found in section 8.2.2.1 for 

the separated-intermittent transition. 

possible combinations emerge 

Uf=f (Ug, D, 9) 

or Uf - f(Usg g) 

or In'r f-f (Fr9 ) 

Hence the following 

(8.33a) 

(8.33b) 

(8.33c) 

Other possible correlations could involve ?3 or 

1- j9 since, 

ß 
Fr Fr 

and 1f 
Fr Fr' Fr2 + Frz 

gffg 

where the Froude numbers are defined on the basis of 

superficial velocities. 

One form could be 

Frf=f(1-f) (8.34) 

To facilitate plotting a general flow pattern map 

for the air-water system being considered here, the form 

of correlation shown in equation (8.34) will be used here. 

In doing so it is recognised that, in general, a dependence 

on fluid properties may have to be superimposed on top of 

this. 

Because of the subjectiveness of visual observations 

in determining this boundary, the transition in the 

characteristics of Fig. 8.2 for the pressure drop multiplier 

and Fig. 8.4 for the void fraction were used to determine 

the transition band. These data are given in Table 8.6 

and plotted in terms of (1 -Of) versus (1 -0) in Fig. 8.13, 
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using only the pressure drop measurements before and after 

the transitions in the characteristics of Fig. 8.2. Fig. 

8.14 also shows these data, together with those of the void 

fraction transition in Fig. 8.4, plotted to the co-ordinates 

suggested by equation (8.34). The stable annular flow 

boundary and the stable slug flow boundary may, approximately, 

be correlated by equations of the form 

Frfi - 5.2 (1 -ß)0"? 
2 

annular flow side (8.35a) 
of the boundary 

Fr 4.2 (1 - 
O. 89 

f ý3 ) slug flow side (8.35b) 
of the boundary 

It is important to note that these equations are only 

applicable to the system considered here and that 

extrapolation should be done with care. 

As mentioned in section 8.1, the transition between 

intermittent and annular flows becomes less sharp on 

increasing the liquid flowrate. At the highest water f low- 

rate conditions (onset of bubbly flows) no discontinuity 

appeared in the characteristics of Figs. 8.1 to 8.4, 

indicating no change in flow mechanisms, i. e. annular flow 

did not develop, but rather a homogeneous type flow 

prevailed. This was observed to occur at superficial 

liquid velocities ti 4 m/s and hence the value is taken as 

the condition for the onset of homogeneous flows. This 

corresponds to the 127 mm (5") ID pipe only and extrapolation 

to higher diameters should be done with caution. 

A general flow regime map can now be plotted for the 

separated-intermittent-annular transitions based on the 
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Table 8.6 

Test No. Diagnosis USf (IJs) US0 (m/s) 1- p( Pattern 

070901 P1, V1 2.2837 2.6576 . 431 2 
080901 I V2 2.2708 3.3487 . 491 2 

150901 P1 2.5959 1.971 . 523 2 

160901 Vi 2.6016 2.6496 . 481 2 
170901 V2 2.5818 3.184 . 542 2 

061201 Vi 3.0977 2.2583 . 561 2 

071201 Pl, V2 3.1142 3.0298 . 553 2 
152301 Vi 1.0858 3.7007 . 24 2 
072601 Vi 1.253 3.632 . 263 2 

162601 Vi 1.3709 3.9826 . 281 2 
022801 Vi . 4184 5.8205 . 158 2 
013001 P1, Vl, V3 . 4254 9.042 . 20 2, 

010502 P2 . 4389 17.393 . 172 5 
020202 Vi . 5918 7.1062 . 176 2 

030202 P1, V2 . 5918 10.5206 . 203 2 

040202 V3 . 5918 15.2002 . 218 52 
010602 P2 . 5868 16.9269 . 188 5 
080202 Pl, V1 . 7716 6.3477 . 194 2 
090202 V2 . 7791 8.5405 . 262 2 
100202 V3 . 7828 11.2775 . 274 25 
110202 P2 . 7753 14.8669 . 220 5 
010302 Pi . 945 4.511 

. 220 2 

020302 V1 . 9325 6.9035 . 211 2 
030302 V3 . 9388 10.3016 . 309 2 
040302 P2 . 9357 14.3691 . 235 5 
060302 PI, V2 1.0804 4.351 

. 246 2 
080302 V3 1.0801 9.5064 

. 332 2 
090302 P2 1.0912 13.306 

. 271 5 
010402 P1, V2 1.22 4.4624 

. 271 2 
030402 V3 1.2342 9.1942 

. 364 2 
040402 P2 1.2413 11.. 9488 . 317 52 
060102 P1, V2 1.3794 4.0187 

. 290 2 

080402 V3 1.3666 8.3617 
. 385 2 
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Contd. 

Test No. Diagnosis Us f (m/s) U5g (m/s) 1- O( Pattern 

090402 P2 1.3666 10.4346 . 336 25 
011802 P1, V1 1.4826 3.7801 . 313 2 

021802 V2, V3 1.4675 6.521 . 370 2 

041802 P2 1.4922 12.4797 . 302 25 

081802 P1, V1 1.9252 3.9988 . 359 2 

091802 V3 1.9061 6.0507 . 492 2 

101802 P2 1.9099 8.4298 . 392 2 

012002 V3 2.2773 4.2071 . 483 2 

022002 P2 2.2708 6.683 . 448 2 
012302 V3 2.5733 3.6751 . 512 2 

022302 P2 2.5618 6.1726 . 482 2 

112302 P2 3.1072 5.5719 . 497 2 

Table 8-6 Phase 2 results for the siug/annular 
boundary deduced using transition points 
indicated by Figs. 8.2 and 8.4. 

Key 

P1 : Last possible pressure drop measurement in slug f low. 

P2 : First possible pressure drop measurement in annular flow. 

Vi : Last possible void fraction measurement in slug flow. 

V2 : Void fraction in the transition zone. 

V3 : Minimum void fraction value measured before it starts 

to increase again. 

Frf _ -sf- 1- f4 TU_ VD s" f' `sg 
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dimensionless group Fr) and 1-3 suggested by the wave 

stability theory. Using the experimental results (i. e. 

Fig. 8.10,8.12 and 8.14), the map is shown in Fig. 8.15 

with all of the transition boundaries being reduced to 

simple straight lines on a. log-log scale. The map is also 

presented in Fig. 8.16, but on the basis of different 

coordinates of Fr fI versus (1-0(), also suggested by the 

theory. 

These boundaries were transferred to the Phase 2 map 

plotted on coordinates of superficial velocities and are 

shown in Fig. 8.17. The striking feature in this figure 

is the negative slope of the intermittent-annular transition 

boundary. Most of the transition data available in the 

literature showed a positive slope for this boundary (see 

flow pattern maps in Chapters 2 and 6), although these were 

mostly based on visual observations, which has been shown 

to be inadequate. The only transition data identified 

by more objective means was that of Choe et al (CO, which 

also showed a negative slope, as can also be seen from 

their line plotted in Fig. 8.17 for comparison. They used 

a pressure transducer to detect slug flows through the 

pressure pulsations characterising such flows. 

It is interesting to note (as a consequence of this 

negative slope) that at a given air velocity (Fig. 8.17) 

or a given void fraction (Fig. 8.16) the flow pattern can 

change from intermittent to annular flow by increasing the 

water flowrato (i. e. liquid Froude number). This may be 

explained by considering the case of a developed slug flow 
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in a horizontal pipe. The pressure drop across the slug 

is then balanced by the friction at the tube wall. Now 

by keeping the void fraction constant and increasing liquid 

flowrate, simply means faster moving liquid, and hence 

faster moving slugs. A point is reached where the pressure 

drop across the slug is much larger than that due to wall 

friction and the slug is accelerated to higher velocity, 

and finally broken down into droplets by the force of the 

flowing gas. 

8.3 PRESSURE DROP PREDICTION 

8.3.1 ANNULAR FLOWS 

In large diameter pipes, annular f lows deviate 

appreciably from the ideal case of 'uniform thickness 

annulus'. Instead, a superimposed stratification exists 

whereby a very thick liquid layer appears at the bottom of 

the pipe with a negligibly thin layer at the top. In 

this section, a simple model is first developed on the 

basis of a uniform annulus and then an attempt is made to 

introduce the superimposed stratification effect on the 

basis of experimental observations. 

Consider the case of annular flow in a horizontal 

pipe with droplets in the core. If 'D' is the internal 

diameter of the pipe and is the average film thickness, 

then 

Sý2 (D-d) (8.36) 

and 
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A d2 
(8.37) 

where d is the average core diameter, and kc is a factor 

introduced to allow for the presence of droplets in the 

core (assumed homogeneous hereafter) which is given by 

kc 
Qg 

- 
Q+ C1 (8.38) 

Qg `ä 

The fraction of the total liquid volume flowrate 

which is entrained is given by 

Qe 

e 
(8.39) 

f 

which could be a function of gas flowrate, properties, 

etc. Obviously kc and ke are interrelated through the 

gas and liquid flowrates, i. e. from equations (8.38) and 

(8.39) 

kc 1 
1+k Qß (8.40) 

e Qg 

Neglecting acceleration effects then, from the sketch 

below, a force balance on the core gives 

force 0 
ý+--- DZ --ri 

Volume 61 mixture 7 /ý / //. 

(- ýZ) d2 (Tt d)2iAZ 

QD)QZ (Z D) Z -` F` 

Pb 44- lZ (8.4la) pp- 

where is the average interfacial 

shear stress. 

I 
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. -- anm4ti D 

or from equation (8.37), 

bp kc 

-aL-. D ä (S. 4 lb) 

For the liquid film, 

(- d Z) (DZ - d2) C7ýd) ýi GZ i=` D) 
Wf 

Z 

(D )LIZ (4 Dý) 0Z (D )0Z 

(8.42 a) 

where Zwf is the average wall shear stress. 
YY- 

ap wf 1_4 
Zi 

(8.42b) 
aznC 1- k) -9- 

1 k 

Substituting for (- ) from equation (8.41b) gives 

a ---- a ---- (8.43) 
'wf . 

If Cwf 
1 

is taken to represent the 'all liquid' condition 

wall friction shear stress (i. e. with the liquid component 

flowing alone), then 

4Z äL vfl (8.44) 
fl D 

Utilising equations (8.44), (8.43) and (8.41b) gives 

2 P/3 z) 
Zwf 

8.4 5 f- 676 ZTT 
f Wf l 

ýl c) 

As detailed in Appendix Z for annular flow conditions, 

the two phase friction multiplier can be expressed as 
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(1 - k0)2-n (1 + 
L)n 

. 
02 2= (8.46) 

(1 - )2 
c 

which requires an entrainment correlation. 

It is easily shown that 

f 
Ofo "" Of (1 - x2) -rA 

f 
(8.47) 

.o 

where 'A 
f and 'f are the friction factors based on the 

10 
water component flowrate and the total mixture flowrate, 

respectively, flowing alone in the tube. 

Because of the relatively low qualities covered by 

the experimental data (Fig. 8.2) and because 

210 (due to Re fL Ref ), the approximation 0f 022 can be 
100 

made without introducing significant error. 

The experimental 0f 2 
results for Phase 2 tests are 

0 
plotted against (1 -0() in Fig. 8.18. The data show a 

similar trend to that suggested by equation (8.46) but with 

the values much lower than the zero entrainment line (i. e. 

kc an 1, ke 02 0) . The influence of water f lowrate is 

clear and is such that the higher the water f lowrato the 

closer is the agreement with the zero entrainment line. 

It was thought unwise at this stage to use existing 

entrainment correlations to evaluate kc and ke since the 

data available generally refer to small diameter pipes and 

very thin films. 

The void fraction O( is not normally known and a 

correlation in terns of, say, the mass dryness fraction 

(as suggested by Fig. 8.2) is necessary. This effect can 
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be seen in the plot of ¢f versus x shown in Fi. g. 8.19, 
0 

where straight lines are obtained with slopes ranging from 

-2 at the lowest water flowrate to ti 1 at the highest 

water flowrate. This indicates that a possible correlation 

could take the form 

f (Qf) xn (8.48) 
0 

where '. n I and f (Q 
f) are f unct ions of at least water 

flowrate (as shown in Figs. 8.19 and 8.20) and possibly 

diameter also. 

Most horizontal annular flows are asymmetric (to a 

certain degree) even in relatively small diameter pipes 

( c- 1" - 2" ID). This behaviour is amplified in the bigger 

pipes, due to larger gravity effects, and this results in 

much thicker films at the bottom of the pipe than at the 

top. The experimental data of Whalley et al (W6) indicated 

that, for anrntlar flows,. the inferface roughness increases 

with film thickness, which in turn means a rougher interface 

at the bottom than at the top. The visual observations 

carried out in this project reinforced this conclusion and 

showed that (at least at relatively low water flowrate) 

the film at the top part of the tube was smooth compared 

to the bottom part which was very rough. This, in effect, 

means that the interfacial friction factor at the bottom 

is higher than at the top and suggests that the interfacial 

friction shear stress is higher at the bottom (see also 

section 2.6.3, part b). This effect is shown schematically 

in the sketch below, where the total interfacial shear 

force per unit length is given by 
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271 

F=I (©) rdA 
O 

or 

F_ tý 7d (8.49b) 

where 'd' is the average core 

diameter, and Li is the average 

interfacial shear stress given by 

2 ik' Ire 

ICi 
rJZ 1(9) rd0 (8.49c) 

n 

(8.49a) 

vt 

0 
For the case of uniform film thickness (at the same flow 

conditions and total film C/ S area), the shear stress is 

constant over the interface and the total shear force is 

then 

z rý d Fiu iu 
(8.50) 

In this idealised situation (which is approached in small 

diameter pipes) the whole interface will be rough and it 

is likely that 

ZiýLiu (8.51) 

which, in view of equation (8.41b), might explain the low 

friction multipliers obtained for such flows when compared 

to the different correlations (mostly based on small 

diameter data) examined in Chapter 6. This explanation 

presupposes that beyond certain film thickness value, an 

increase in the film thickness will cease to cause 

appreciable increase in roughness (analogous to the 

behaviour in rough pipes). The experimental data showed 
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that for most of the conditions covered the film thickness 

at the bottom of the pipe could be as high as ti 25 mm 

(N 1") or even higher as compared to a maximum value of 

^-'0.7 mm covered by the Whalley et al results. 

Further work is needed along these lines to determine 

a correction effect for this asymmetric behaviour. 

It was mentioned earlier (Chapter 6) that the large 

diameter tube data showed appreciable stratification and 

change in level effects which tended to produce different, 

and probably smaller, pressure drop values if the measure- 

ments were taken at tapping points other than those at 

the bottom of the tube. For the annular flow data being 

considered here, centre line tappings were used. These 

data might include some change in level effects due to 

asymmetry but these are probably small compared to the 

total pressure gradient. 

8.3.2 INTERMITTENT FLOWS 

The results given in Fig. 8.2 indicated that the 

behaviour of most slug, plug and bubbly f low points was 

fairly similar. Furthermore, the void fraction data 

presented in Chapter 6 (Fig. 8.3) also showed such points 

to cluster near the zero slip line, suggesting a possible 

correlation in terms of a homogeneous model with 

appropriately weighted mixture viscosity. 

Using a trial and error solution, a homogeneous model 

based on a "viscosity of particle suspensions" suggested 

by Happel (1122) and corrected for mass velocity effects, 

i. e. 
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/11-11 = (1 + 5.5 ý) (-ý)ý (8.52) 

was used correlated the Phase 2 data within + 507o and -12.5% 

(Fig. 8.21) with a tendency for over prediction. Weisman 

and Choe (W4) also found it necessary to use correlations 

that predicted mixture viscosities much higher than that of 

the liquid in order to correlate the homogeneous flow data. 

Using equation (8.52) in conjunction with a 

homogeneous flow model, however, under predicted the Phase 

3 results (Fig. 8.22) by a maximum 50%. It is difficult 

to explain why this should be so, because of the limited 

conditions covered and the small amount of data collected, 

however change of level effects may be at least partly 

responsible and these in turn are a function of diameter. 

8.3.3 SEPARATED FLOWS 

It was shown in Chapter 6 that, for separated flows, 

the pressure drop measured inthe gas phase differed from 

that measured in the liquid phase, due to the presence of 

a hydraulic gradient. One then ponders the physical 

meaning of such measurements and how they contribute to 

the total pressure drop which in turn requires some 

postulation for its prediction. To clarify these points 

a simple exercise was carried out as shown below with 

further details given in Appendix Z. 

Consider a rectangular, horizontal duct of width B 

and height Ii in which steady state separated flow exists 

such that the liquid level decreases downstream, thus 
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simulating the conditions encountered in large diameter 

pipes. Variations in liquid density are neglected. 

Air 

ß .-_ 

(i) Pressure Forces: 

I 

¢$+&z 

J 
+ Az 

Net pressure force in direction of motion - 

4)p 21 Hf äHß 
- HB - DZ -ýf9B -az (H (8.53) 

(ii) Frictional Forces: 

Net friction force in direction of motion 

f Ntf 1 IHf 
- Fwg -8B 1- Hf 6Z Z 

[B 
211f + -a- 

TL 
Z2 

R2 F- 
f 

(8.54) 

where 
$f is the wall friction factor (Appendix Z). 

(iii) Rate of Change in Momentum: 

Total rate of change in momentum 
ä 

(bid Ug + Mf Uf)bZ 

möý (Mg Uff) dZZ (8.55) 
ff 

Conservation of momentum for the combined flow gives 
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C) P9 Ö Hf öHf - 

- BH -3-zLZ-Zf 

Mf 2 
"1 a Hf aH 

f 
-2 1- HdZ 

AZ 
ý 

B+ 211f' +Zz 
8 fII Hf f 

am2 c) ii 
Q- Z-z (14igUg) Z --- 

fZfZ (8.56) 

ßf 

Applying the conservation, of momentum to the gas phase 

alone gives 

Öii 
. 

aP aP äP -311 
B pg - 

AZ 
- BH -a-ZdZ + BHf ßZ+BAZ. DZ 

-F- 
ý8g 

(U - Uf)2 B6Z=d (M 
g 

Ug)1& Z g 
(8.57) 

where '-Aig stands for the interfacial friction factor 

(Appendix Z). 

Substituting in equation (8.56) and rearranging gives 

Bap y9z 
1, z z] 

a Hß 

LHf+ -6-2 ".. Z 

.. B (1- 1 
-aHf AZ)(B+2Hf+a-f LZ)] 

f -3T aL 

äHf 
B6Z 

3Hf lÄ 
Pg + ff 

9 iH fZ}+ --g (Ug U f) 
2B AZ 

(8.58) 

Carrying out the same procedure for circular pipes 

is much more complex as indicated in Appendix Z. 

Two simple cases can be considered 

(A) No change in level: 

This means 70 and equation (8.58) reduces to 
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dP &L fMf3 (B + 2Hß) 
8H 

fg (Ug Uf)2 dZ -Tz g8B Hf f 

(8.59) 

i. e. the pressure drop in the gas consists of'liquid wall 

friction' and 'interfacial friction' components. 

Thus pressure tapping points in the gas phase (top 

of tube) can be related to, 

(a) gas wall friction plus interfacial friction, or 

(b) liquid wall friction plus interfacial friction (equation 

8.59) or 

(c) gas wall friction - liquid wall friction if interfacial 

friction is neglected. 

(d) If pressure tappings in the liquid phase (bottom of 

tube) then the measured pressure drop pß is given by 

äx 
Pf p9 + Ff g- 37 

AZ p9 

(B) With change in liquid level 

bHf 
This means -- yA 0, and from equation (8.58) 

- 
ý` 

fMf2 (B + 2Hf) 
+ 

ýfMf2 aH A Z(1 + r) 
pg 

BH (ii +d Z) 832fQ fff 1-T fB Hf (H f+ -yz Z) 

3H f z 'If2 aiif 

Hf LB2H_ p_ 
fg (II f+ 

lý Z) 
(Hf +-7LZ) ff 

'dig F (Ug - Uf)2 Z 
g+ 

--8 (8.60) 
(Hf +-AZ) 

i. e. the pressure drop in the gas consists of'liquid wall 
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friction', 'additional' wall friction (liquid) due to 

variation in level, 'change in liquid momentum' due to 

change in level, 'change in gas pressure' due to change in 

level, 'change in liquid pressure' due to change in level, 

and 'interfacial friction', 

Thus the pressure tapping points in the gas phase 

(top of tube) can be related to 

(a) gas wall friction plus interfacial effect plus gas 

acceleration effects, or 

(b) liquid wall friction plus interfacial effects, plus 

a number of change in level effects which may or may 

not be significant. 

(c) If liquid wall friction effects are desired (in order 

to effect some evaluation of the net friction AP in terms 

of gas wall friction and liquid wall friction) then 

the L pg measured value may require modification. 

(d) If pressure tapping points are situated in the bottom 

of the tube, i. e. in the liquid phase, then the 

measured pressure drop pf is given by 

. 
&P 

i p9 + P. g 
aaHf 

L 
L1 Z 

a Hf Hence the change in liquid level 

from 

6lIf ipf Apg 
-FZ 'o 

, 
FfgAz 

I 

(8.61) 

can be found 

(8. G2) 

where dZ is the distance between the measuring points, 

pg is the pressure difference measured with top 

taps 
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and U pf is the pressure difference measured with bottop 

taps. 

Equation (8.58) suggests that, in order to effect a 
iif 

theoretical solution, the term - must be known. While 

this could have been calculated using equation (8.62), it 

was thought unwise to extrapolate equation (8.60) to the 

round tube conditions (in view of the complexities 

encountered in Appendix Z; also no information was available 

on the liquid level in the pipe). 

For the case of stratified flow where there is a 

change in liquid level, i. e. where the t pg and Lpf values 

are not equal, a postulation regarding the overall friction 

pressure gradient must be made. Since it is essentially 

based on wall friction, it seems reasonable to weight this 

on the respective phase wetted perimeters, i. e. 

4p [B 2(H- H) Apf B +2H 
) (8.63) (p P) ýQZ21 +"Bý + 62 I+ Bf 

where Hf is the average liquid level between the measuring 

stations. 

The experimental pressure drop data (top and bottom 

tappings) are plotted in Fig. 8.23 in terms of the liquid 

friction multiplier and mass dryness fraction. The 

differences in magnitudes between the two pressure drop 

readings are significant except perhaps in the high quality 

range (i. e. high air flowrate, and hence the transition to 

rough wavy flow conditions) where the effects of changes 

in level become less important. Also the trends are 

completely different with the top pressure tapping results 
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showing an almost negligible water flowrate effect contrary 

to the bottom pressure tapping results where such effects 

are large reflecting a significant liquid level influence. 

The two phase friction multipliers based on top 

pressure tapping points data, and shown in Fig. 8.23, can 

be reasonably expressed by 

02 
gas ° 583.4 X1.44 

0 
(8.64) 

By plotting the friction multiplier results based on 

the bottom tappings measurements (i. e. the horizontal lines 

in Fig. 8.23) against water flowrate, the following 

relation was obtained (Fig. 8.24) 

f liquid 0.0139 Sf 28 (8.65) 
0 

An attempt was made to calculate a weighted two 

phase multiplier based on equation (8.63), the weighting 

factor being replaced by that for round tubes, i. e. using 

liquid wetted perimeter divided by the tube perimeter 

calculated from known void fraction values and geometrical 

relationships for the tubes. The results are shown in 

Fig. 8.25, plotted to a base of mass dryness fraction, and 

reflect, in general, the trends found in the bottom tapping 

measurement results, but with lower multiplier values. 

The high quality results reflect the influence of the top 

pressure tapping point measurement results and correspond 

to the transition conditions at rough wavy flows. 
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8.4 VOID FRACTION PREDIGTION 

8.4.1 ANNULAR FLOWS 

As indicated in Figs. 8.4 and 8.5 previously a plot 

of void fraction against air flowrate correlated the annular 

and rough wavy flow data and this is confirmed in Fig. 8.26 

where a reasonable correlation is obtained for these data 

in isolation. A further plot of the void fraction data 

to a base of gas Reynold Is number (for both Phase 2 and 

Phase 3 tests) is shown in Fig. 8.27. As can be seen the 

data for both tests can be represented by the expression 

O(= 0.267 (in Reg) - 2.377 (8.66) 

to within ± 10% approximately, indicating that the Reynolds 

number is an important variable for void fractions in 

annular flow. Using the gas Reynold's number accounts for 

diameter effects. 

Such data could also be correlated in terms of the 

flow distribution parameter (R3), i. e. 

Ug K U}., +K UR (8.67) 

where UU+U= homogeneous flow velocity and HÄ sg sf 
UR is a relative velocity term = Ug - UH. 

Fig. 8.28 shows a plot of the gas velocity Ug versus 

the homogeneous flow velocity UH which results in a distri- 

bution parameter K ti 1 (450 slope) and a relative velocity 

UR - 2.5 --+- 4.5 m/sec (intercept). At low mixture 

velocities some points deviate from this relationship 

indicating a slug type of flow with a higher distribution 

parameter. The value of unity obtained for the distribution 
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parameter is equal to the value found by Zuber et al (Z3) 

for such flow in vertical pipes, and suggests that the ras 

occupies most of the cross-section in these annular flows. 

Thus an alternative method of obtaining the void fraction, 

resulting from rig. 8.28 and equation 8.67 is 

U 
oc '° . (8.68) 

8.4.2 INTERMITTENT FLOWS 

A possible correlation for these flows could perhaps 

be obtained from a plot of oC versus P since, for such 

flows, the slip ratio is normally close to unity. Fig. 8.29 

shows such a plot for the Phase 2 data and indicates this 

to be. a reasonable correlation. Phase 3 deviates from the 

above behaviour as discussed previously in Chapter 6. A 
I 

plot similar to that suggested by equation' (8.67) indicated 

the expected linear relationship but with a stronger water 

flowrate effect and this is shown in Fig. 8.30. Tiere the 

distribution parameter ranges from e-1.14 at the lowest 

water f lowrate to %. /1.54 at the highest one corresponding 

to frothy slug flows. This is again in agreement with the 

results of Zuber et al (Z3) for vertical flows. The low 

air flowrate conditions show some different trends 

characterised by higher values of the distribution parameter. 

At these conditions, the top part of the tube was occupied 

by air most of the time and this night; have caused some 

errors resulting from the use of a horizontal -ray boam 

(i. e. shone parallel to the plane of the phase separation) 

rather than a vertical beat . Stich a procedure was found 

to overpredict the void fraction for stratified types of 
f low. 
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The Phase 3 results are plotted to the same 

coordinates of U9 and UH and shown in Fig. 8.31. The 

scatter in the data may be explained in terms of the errors 

in the averaging of the electrometer reading which was 

highly fluctuating due to the low slug frequencies covered 

by the test condition as discussed earlier in Chapter 6. 

8.4.3 SEPARATED FLOW 

The results of Fig. 8.5 indicated the possibility of 

using water flowrate to correlate the void fraction data. 

While this was true for each tube, it was not possible to 

correlate both sets of data (i. e. Phase 2 and 3) with one 

correlatibn. A plot of p< against liquid Froude number 

(based on water superficial velocity) produced a reasonable 

single correlation of the results as shown in Fig. 8.32 

indicating that the Froude number is an important variable 

for void fractions in separated flows. Using the Froude 

number accounts for diameter effects. On this plot because 

of the small amount of data collected in the Phase 2 tests, 

some Phase 1 data were also included. The data plotted 

refer to stratified and smooth wavy flows. 

A plot of air velocity against homogeneous mixture 

velocity UH for the Phase 3 data is shown in Fig. 8.33 and 

indicates some interesting behaviour. The effect of water 

flowrate on the distribution parameter is pronounced and 

such that higher water flowrates produce higher values of 

distribution parameter (i. e. steeper slopes) with values 

between 1.4 and 4.3. The 127 mm (5") tube data (Phases 

1 and 2) show similar behaviour (Fig. 8.34) with roughly 
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the same range of distribution parameter. A reasonable 

correlation for the distribution parameter is obtained for 

the two tube sizes by plotting K against the liquid Froude 

number (based on liquid superficial velocity) as shown in 

Fig. 8.35. It should be noted that increasing the water 

flowrate effects an increase in the distribution parameter 

and also increases the liquid level. Hence the high 'K' 

values cannot be interpreted as indicating concentrations 

near the wall or near the centre line of the tube. For 

separated flows, the distribution parameter loses its 

usual meaning in that sense, and should, perhaps, be 

thought of in terms of the liquid level in the pipe, i. e. 

the higher the distribution parameter, the higher the liquid 

level. 

An attempt was made to correlate the slip data for 

Phase 2 and Phase 3 in Figs. 8.36 and 8.37 which show a plot 

of the slip factor against input volume fraction ß. Both 

sets of data showed some slip factors <1 which is more 

pronounced in the 216 mm tube data (corresponding to 

stratified flow points). 
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CHAPTER 9 CONCLUSIONS AND RECOMMENDATIONS 

9.1 CONCLUSIONS 

1. For two phase flow in large diameter tubes, 

satisfactory 'correlation of the pressure drop and void 

fraction results requires a flow pattern dependency and 

this in turn requires the transitions between flow regimes 

to be defined adequately. 

2. Flow pattern maps in general are of limited value, 

partly due to the inadequacy of the arbitrary two 

co-ordinate map system normally used to define all of the 

flow pattern transitions. However, the data presented here 

do indicate that, with the largest'tube, the effect of tube 

diameter is to move the boundaries to lower superficial 

gas velocities and higher superficial liquid velocities, 

with a widening of the wavy flow region. Flow pattern 

transitions are not sharp, but as observed visually, are 

fairly gradual. 

3. None of the friction pressure drop correlations 

studied predict pressure drop adequately for the tubes 

tested. Correlations which include directly the effect 

of flow pattern seem necessary. 

4. There is more scope in large diameter tubes for 

flow separation and stratification with accompanying 

variation in liquid level along the tube. This makes the 

siting of pressure tapping points important and complicates 

the interpretation of the pressure drop data. 

5. The need for objective assessment of the` flow 

pattern is clear, and the pressure and local void fraction 
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variation measurements pr, sented show promise as a useful 

technique for this purpose, especially when analysed 

statistically. The development of these probes should be 

continued. 

6. The pressure drop and void fraction data, 

supported by the statistical analysis results of the pressure 

and the local void fraction pulsations, indicate that only 

three main flow regimes manifest themselves in horizontal 

two phase flow in large diameter pipes. These are 

(i) Separated Flows (stratified and smooth wavy). 

(ii) Annular Flows (annular, annular-mist and rough wavy). 

(iii) Intermittent Flows (plug, slug and bubbly). 

7. The problem of predicting the main flow regimes 

is reduced to that of predicting intermittent flow boundaries. 

A simple theoretical model based on the stability of a large, 

wave resulted in the dimensionless map co-ordinates FrfI 

and 1-P, which predicted the experimental results 

reasonably well. Pressure drop and void fraction werd 

subsequently correlated successfully in terms of these flow 

regimes. 

8. The settling lengths required in two phase flow 

are strongly dependent on flow pattern, but are generally 

greater than the corresponding single phase flow lengths. 

The extremes are slug type flows which require very long 

settling lengths (often much greater than LJD -  75) and 

stratified type flows which settle fairly quickly. 

9. In large diameter tubes, slip factors in bubble 

and plug -typo flows are approximately unity but can be 
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slightly less. Much higher slip factors are found in 

annular and slug type flows. The slip factors in 

stratified and wavy type flows are strongly dependent on 

air flow rate. 

10. The effect of a horizontal return bend (two 

900 bends separated by im pipe) in general was to change the 

flow mode and behaviour especially with annular flows. 

This could explain, in part, some of the difficulties 

encountered in correlating the two phase flow data. 

9.2 RECOMMENDATIONS 

9.2.1 CORRELATIONS 

The following correlations are recommended for use 

over the range of conditions covered by this work. 

1. FLOW PATTERNS 

(i) Separated-Intermittent Flow Regimes Boundary occurs at 

Fri 0.47(1-13 )0,39 Separated flow side of the 
boundary 

Fr f 0.50(1- ß )0,31 Intermittent flow side of 
the boundary 

with 

Fr > 0.18 

(ii) Separated-Annular Flow Regimes Boundary occurs at 

Fr fi = 0.71(1 -R ) 0.56 

with 

Frf3(0.18 

(iii) Annular-Intermittent Flow Regimes Boundary occurs at 

ý Fr f 5.2 (1- 0.72 Annular flow side of the 
boundary 

Fr ff 4.2(1- B )0'89 Slug flow side of the 
boundary 

with (1-, g) > 0.03 
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2. PRESSURE DROP 

(i) Annular Flow: 

The results of Figs . 8.18 and 8.19 (for the 

127 mm nominal bore pipe). 

(ii) Intermittent Flow: 

A homogeneous model based on the following 

mixture properties 

+ rmA 
g (i-ý) ff 

m 
(1+5.518) () 

and for the 127 mm (5") nominal bore pipe. 

(iii) Separated Flow: 

The 216 mm (8.5") nominal bore pipe results, 

top tappings 

2 583.4 x1.44 0foga 
s 00 

bottom tappings 

JI2 liquid - 0.0139 Qf`1.28 
0 

3. VOID FRACTION 

(i) Annular Flow: 

OC - 2.67(ln Reg) - 2.377 

or 

UH .... 
Usg 

(ii) Intermittent Flow: 

aýa 
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for the 127 mm (5") nominal bore pipe. 

(iii) Separated Flow: 

The results of Fig. 8.32. 

9.2.2 FUTURE WORK 

1. More data are needed in large diameter tubes 

with possibly longer test sections, particularly with the 

216 mm (8.5") pipe, and over wider test conditions to 

include the very high flowrates regions of annular and 

bubbly flows. 

2. Further development of the 'void fraction and 

pressure' probes for objective flow pattern measurements 

could be carried along the following lines: 

(i) Use identical and possibly more stable transducers 

(noise level below ±2 mv) with the existing data 

acquisition system. 

(ii) Conduct tests with different separation distances 

between the two pressure transducers. 

(iii) Attempt to improve the time constant of the void 

fraction probe. 

3. Further investigation is needed into the problem 

of pressure drop prediction for the three flow regimes in 

general, and for the separated flow regime (i. e. stratified 

and smooth wavy) in particular. 

le 
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