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ABSTRACT

The work presented in this thesis consists of two
parts. The first part deals mainly with the problems
associated with flow patterns, pressure drops, settling
lengths, void fractions, and their prediction. The second
part describes methods evolved to define flow patterns from
the characteristics of the pressure and void fraction
fluctuations.

A test rig was designed and constructed from
transparent tubing with the main test section horizontal.
The working flulds were air and water, at pressuresand

temperatures close to atmospheric, and the test conditions

covered a range of air and water supcrficial velocities

respectively of

O ——28 m/s and O — 5.1 m/s in a 127 mm nominal bore tube.

O —+ 8.6 nm/s and O~ 1.7 m/s in a 216 mm nominal bore tube.

The experimental observations indicated asymmetric
flows in gencral with a stratification effect superimposed
on the normal flow patterns. Comparison with existing
flow pattern maps showed an effect of tube diameter. The
inadequacies of flow pattern maps are discussed.

The experlimental data relating to pressure drops and
void fractions showed a strong flow pattern dependency,
and correlations are presented for three main groups of
flow patterns. These groups are (i) Annular Flows -

incorporating annular, annular mist, rough wavy, etc.

(ii) Intermittent Flows - incorporating bubble, plug and
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slug, (iii) Separatced Flows - incorporating stratified and
smooth wavy.

Transition equations, defining the changes from
one flow pattern group to another, werc developed to enable
predictions of flow patterns for particular sets of

conditions to be made. These were essentially based on a

wave stability criterion.

Comparisons were made between the experimental
friction pressure drop and void fraction data and several

well known correlations available in the literature. These

showed poor agrecement, in general.

Pressure and void fraction probes were developed
and tested with the object of obtaining morc objective flow
pattern measurements. These were used 1n conjunction with
a high speed data acquisition system with a view to relating
the statistical behaviour of the pressure and void fraction

fluctuations to flow patterns. The results confirm the

usefulness of these probes for this purpose.
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DESCRIPTION
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DESCRIPTION

relative velocity
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-~
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mass dryness fraction
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viscosity
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shear stress
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GREEK DESCRIPTION DIMENSION
6 film thickness
6 channel wall thickness (Appendix E)
& standard error
A Expansibility factor (Appendix B)
€, normalised standard error
7(2 ki-square variable

SUBSCRIPT

S superficial

g,G gas

i,F,L liquid

tp two phase

t,tot total

H homogencous

H Hamming

m mixture

m max. lag: (Ch. 7)

i interface .

loc. local

R relative

wi wall friction

gr gas relative to mixture

SUPERSCRIPT

~ dimensionless

- average

%k complex multiplication

* convolution

N estimated
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CHAPTER 1 INTRODUCTION

Many gaps exist in the present state of knowledge

of fluid mechanics, particularly in areas such as turbulence
and two-phase flow. Apart from scientific curiosity,
there are strong technological demands for information in

these areas and this has resulted in a rapid expansion
in research over the last two decades, particularly in two
phase flow,

Typical applications where two phase flow problems
are encountered include boilers, condensers, water-cooled
nuclear power reactors, chemical process plants, oil
pipelines, etc.

Early work on two phase flow produced many
correlations, often empirical, to produce a quick answer
to industrial nceds for design. Many were based on
simulations of well established techniques used in single

phase flow especially for items such as pressure drop and

heat transfer evaluation,

However, thc unsatisfactory nature of general
correlations has been illustrated on several occasions.
qu example, Dukler et al (Dl) compared several well known
pressure drop correlations and found that an early one
py Lockhart and Martinelli (L 1) was as good as any
although the agrcement with eXxperiment was still not
satisfztct01*y. A similar situation arose in correlations
involving heat transfer coefficients. Perhaps this is

not too surprising, since it 1is unreasonable to expect




that the parameters which might be important in
correlating, say, the heat transfer coefficient in a

disturbed or turbulent two phase flow, such as bubbly
flow, would also be important when the two phases flowed
separately, such as a stratified type flow,

The inherent weaknesses of such techniques have led

workers in the field to rccognise the logical physical
divisions between the various flow configurations
encountercd, For horizontal flows these could range from
a perfectly stable, stratified flow at low liquid and

gas flow rates to a homogeneous dispersion of one phase in
another as in bubbly flow (high liquid and low gas flow
rates) or droplet flow (high gas and low liquid flow
rates). Between these flow pattern extremes, a variety
of geometrical configurations are encountered which

combine, to various degrees, the two properties of
stratification and homogeneity.

Once the existence and variety of two phase flow

patterns were recognised, it became obvious that they playved
a determining role in the heat, mass and momentum transfer
behaviour of the flow, In addition, the occurrence of
certain flow patterns under certain conditions posed

serious problems to the design engincer. ¥For example,

slug flow 1is undesirable in a line where sudden changes in
the flow direction cannot be avoided. The slug impact

due to the high momentum at the point of flow direction

change, can seriously fatigue cquipment, Also the




formation of a dry surface in a heated horizontal tube

as 1n wavy or stratified type flows, could result in tube

overheating and failure.
This recognition of flow pattern differences and
the consequent physical effects led to the requirement for

prediction of the range of occurrence of the various flow

patterns and their transition boundaries. Once the flow
pattern was known, or specified, attention could be
devoted to the development of the conservation equations

for that system based on a realistic physical model that

accounted for the predominant transport mechanisms of

that specific pattern,

A number of flow patterns maps and correlations were
constructed, mostly as a result of experimental and visual
observations (e.g. S1, Gl, Cl), with seldom any attempt
made to justify the map coordinates used, In general,
none of the existing maps proved satisfactory over a wide
range of two phase flow conditions and there was poor
agreement between them (S1, Cl). This is hardly
surprising since at least 78 different flow patterns have

been labelled in the literature on the basis of visual
‘observation'— an indication of the subjectiveness of the
process of identification. This uncertainty in pgedicting
flow pattern is probably the main reason why empirical

type correlations are still in wide use, despite their

proven inadeduacy.

A flow pattern should not be completely charactoerised

by its visual appearance only, since, even if the flow




structure may look different, the pressure drop behaviour,

for example, may be the same. Hence an attempt should be
made to identify such similarities and, accordingly,

divide the complete flow field into a reasonablc number

of patterns, or rcgimes. A study of the flow field
fluctuations, e.g. pressure or void fraction, could be a
starting point which, when coupled with the average
pressure gradient or void fraction, could provide the means
of identifying the flow regimes.and their boundaries,
Indeed this constitutes one of the main objects of this

project.

Most of the overall correlations for pressure drop,
void fraction and flow patterns were derived 1irom
experimental data taken in small diameter tubes, usually
less than 50 mm diameter. The cengineer 1s often faccd

with designs involving much larger diameter tubes, etc.

and, because of lack of data and correlations for such

tube sizes, scaling up is usually adopted, This 1s a
doubtful procedure since, for example, bubbles do not

scale up with the tube size. Also, there 1is more scopc
for gravity forces to produce morc separated type of flows
such as stratified or wavy. However, no other methods

are available, at present, and large crrors cannot be
avoided. The need for data in large diameter tubes is
thus obvious, if only to check the accuracy of the existing
correlations and techniques (C2). This constitutes

another aspect of this project.

Settling length data in two phase flow are also



scarce, A figure of 60 diametcr, which is often quoted

as being the maximum settling length necessary, was based
on a few visual observations only and was probably
influenced by the single phase value of A_ 50 diameters.
Indeed, the few data available in the literature suggest

longer lengths, depending on the flow rates of the

individual phases (K1, S2). More data on gettling lengths
are required and part of this project involves such
measurements, These include the settling lengthsi
necessary after a double horizontal 90° bend and after an

air-water mixing device.

Finally, it is hoped that this work will makec some
contribution towards a better understanding of the
heterogeneous character of two phase flows in general, and

large diameter tubes in particular.



m— wagm A mpwmrendes

o T e Wt g i e

e

— hpm W, — =

T e S gttt | U P A et o Bl s - W -y RS e

oAk

O I e e e e T i i e et e e e

e e W Teram|. Mmoo

Lol

CHAPTER 2

LITERATURE REVIEW

Ay

™ DTSR | I o el L [

.



CHAPTER 2 LITERATURE REVIEW

2.1 GENERAL

The literature on two phase flow is enormous as
evidenced in a number of surveys published (S1, Gl, G2,
C3, W1, T2, Hl). Thus, because of the diverse problems
investigated in this project, it is unrealistic to carry
out a complete survey within the size of this report,
However, ﬁn attempt will be made to discuss the various
problems (concentrating on physical phenomena and behaviour)
and various stages of development in the field and citing

the necessary references. The chapter is divided into

four parts. The first part deals with flow patterns and

their predictions. The second and third parts discuss
the problems of pressurce drop and void fraction predictions

and with existing correlations. The fourth part deals

with the problems of entrance effects and settling lengths.

2.2 FLOW PATTERNS

When two phases, gas and liquid are brought together

and allowed to flow in a pipe, they tend to distribute
themselves 1in a variety of geometrical configurations

called flow patterns. A flow pattern is normally
identified by its visual appearance and this is subject to
errors of individual interpretation of such broadly defined
terms as plug, slug, froth, etc. Flow pattern
designations in gas-liquid flows have not yet been

standardised, and, as a result, a confusing variety of



classifications exist in the literature (Al, A2, C2, ¢4,
c5, H2, K2, K3, K4, Ml, S3, W2, etc.). Similar names
are used to describe different flow conditions, and
different names are used to describe essentially the same
flow configuration (S1). _ A reasonably accepted
classification for horizontal flows is that of
Hoogendoorn (H2) which is given in Table 2-1,

The ability to predict the flow pattern present 1in

a conduit at a given flow condition has been the target

of a large number of investigations, most of which have

used empirical methods to present their data and normally

in the form of a flow pattern map.

2.2.1 TFLOW PATTERN MAPS

These are two dimensional plots of some chosen

variables assumed to represent the occurrence of the flow
patterns and their transition boundaries at the spccific

conditions of the experiment., An area 1s assigned for

ceach flow pattern according to the experimental and visual
observations. Few authors give physical explanations or
reasoning for using particular combinations of dimensionless
numbers or flow variables as the map coordinates (C6, E2,
Ql, T1, Wl).

The importance of a particular force, or combination
of forces, dictates the occurrence of a given flow pattern.
For example, Wallis (Wl) suggested that the balance

between the inertia force of the gas and the buoyancy force

may scalc up stratification in horizontal flows, Different




Flow Pattern

Plug Flow (EB)

Description

The gas moves in bubbles or plugs
along the upperside of the pipe.

Stratified Flow (ST) The liquid flows in the lower part of

Wavy Flow (W)

Slug Flow (SL)

Mist- Annular
Flow (A)

Yroth Flow (B)

Table 2-1

the pipe and the air over it with a
smooth interface,

Similar to stratified flow, except for
a wavy interface due to a velocity
difference between the phases. Some-
times the gas velocity is so grcat
that a certain amount of atomisation

takes place.

Splashes or slugs of liquid
occasionally pass through the pipe
with a higher velocity than the bulk

of the liquid. Pressure fluctuations
are typical for this type of flow,.

The liquid is partly atomised in the
gas phase and partly flowing in an
annular film along the pipe wall.

The gas 1s dispersed in fine bubbles
through the liquid phasec,

Flow Pattern Classification According

i e e e e s et

to Hoogendoorn (H2)
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mechanisns are involved in the different transitions and
hence it is difficult to imagine that a single set of
coordinates could represent adcquately the conditions

at which the different flow patterns or their transitilons

exist.

Al-Sheikh etlal (A3) used the AGA-API data bank to
test more than ten sets of corrclations. They concluded
that no single correlﬁtion can predict to any acceptable
degree the boundaries of all flow patterns. The best

correlations were the mass flow rates (Mg, Me) and the

Reynolds numbers (Re Ref).

o ?
The coordinates of gas volume fraction against the
mixture superficial velocity used by some authors (H2,
H3, K2, Ml) is not convenient because an important range
of flow behaviour tends to be squeezed into a small area
of the plot. On the other hand maps with coordinates
based on mass flow rates (A3, B2, Jl, Rl), or mass
velocities (C6, G3, W2) without inéorporating a gas
density corrcction term lack the possibility of using it

at pressure conditions different from those upon which

the map was constructed. Volume flow rates are probably

better but they are not general as far as tube diameter
is concerncd, superficial velocities are a reasonable

choice (Al, Gl, M2, S4), although such terms as
superficial velocity, superficial mass veclocity, etc.
could obscurc or distort diamecter effects.

Baker (B3, B4) used the data of Kosterin (K2),

Berglin and Gazley (B2) and Alves (Al) to produce a flow
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patterns map for horizontal flows, The map 1s shown in

Fig. 2.1 with the lines of the Schicht (S5) map super-
imposed. Considerable discrepancy exists between the
Backer transition lines and the data (B4). The Alves (Al)
data show definite entrance effccts (he was unable to

obtain stratified flow because of a vertical bend in the

line), and the wavy~-slug transition line has a positive

slope when plotted on Baker's map contrary to most data (Cl),

Baker used the parameters ")\ and 'Y} combined with
the mass velocities of the phases as the map coordinates

in the form

U_ €o U
Ordinatec zg—--“-f-g- , Abscissa - .ﬁﬁ.f_ ?\V
A Se Usg
where
1 Y3

(2.1)
The ordinate of the map is not dimensionless and
does not have any physical meaning apart from the fact
that it contains the term f;% Usg which represcents the
inertia of the gas. Wallis (W1) suggested that a

dimensionless group of the form

USg (g.DUf-fé5) ~ VUgg (f"f 215) fg < ff

may scale up stratification effects in horizontal flows.

The abscissa 1s morc complicated but can be arranged in

the form
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K = constant
3
Usg™ Jo g

The first term exerts the major influence and is
similar to the Martinelli parameter X if the friction
factors for the gas and liquid flowing alone in the pipe

are assumed cqual,

Scott (SG6) widened the transition boundarics to
improve somewhat the agreement with Hoogendoorn (112 )
and Govier and Omer (G3) data.

‘Reid et al (R2) obscrved slug flow only in their
101.6 mm (4*) and 152.4 mm (6'") lines while, according to

Baker's map, they should have been in the annular flow

region.

Schicht (S5) flow pattern data, from a 101.6 mm
(4) line using air-water mixtures at atmospheric pressure

(shown in Fig,. 2.1), agreed with the observations of
Reid et al (R2) and the transition from slug to annular
flow was shifted to higher gas mass velocities and wavy
flow occupied a bigger area,

The Travis and Rohsenow (T3) results for condensing
flows in small diameter pipes (7.6 mm) suggested that the
slug to semi-annular (assymetric annular) occurrcd at
lower gas mass velocities. The observations suggested
that pipe diameter does influence the accuracy of a map

drawn to Baker's coordinates,
Deganse and Atherton (D2) pointed out that the

Baker map coordinates are linearly dependent and that the




13

*
slope of any operating line on the map is always near -1.

Although this may be true for isothermal flows, it is

certainly not correct for diabatic flows (boiling and

condensing) since this may obscure somec of the patterns

that occur naturally.

The Baker map is still widely used in industry with

the recommendation to_wopk away from the transition
boundaries (A4), The main reason for its publicity, so
to speak, is probably the inherent flexibility of the !
coordinates in spite of the fact that there is no evidence |
that the mass velocities, or the paramcters CA and Wf’are
the correct scaling factors.

Hoogendoorn (H2) carried out an extensive study on
flow patterns and pressure drops in horizontal two phase
flows and presented his results in terms of a flow pattern
map, and flow pattern dependent pressurc drop correlations,. |
In general, the effects of diameter and liquid viscosity: i
were found to be small, but noticeable on a Kosterin
diagram (ﬁ VS USf + Usg)'

Hoogendoorn and Buitelaar (H3) found that such a

diagram was not seriously influenced by the gas density

in the range 1-12 Kg/m>, except that atomisation occurred

at lower nmixture velocities for higher densities.

. _
The operating lince is defined as follows:= As the two

phases flow in the conduit, temperature, pressure and
consequently all the physical properties change. Hence
the map coordinate can be calculated for every physical

situation along the conduit. By plotting these points
on the map, an opcrating line is produced,
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Eaton et al (E2) carried out experiments in 50.8 mm
(2'*) and 101.6 mm (4*) horizontal pipelines using mixtures
of elither water, distillate or crude o1l as the liquid
phase with natural gas as the gas phase, The map
coordinates were developed.using dimensional analysis and
were a form of two phase Reynolds and Weber numbers.,

Govier and Aziz (Gl) suggested a revised version of
the map originally produced by Govier and Omer (G3) drawn
to superficial velocity coordinates.

A completely different method of flow pattern map
comparison was presented recently by Mandhane et al (M2),
who included the general flow pattern map for use in
horizontal flows as shown in Fig. 2.2, Their comparison

was made using a data bank of 5935 flow pattern observations

which included the AGA-API Two Phase Flow Data Bank
material augmented by data from other sources, and was
statistically based. Existing flow pattern maps were

evaluated using two parameters A and B defined as follows

no, of points predicted to lie in flow pattern i

no, of points which were observed in flow
pattern 1

Ay = x 100
i.e. percentage success of a given flow pattern map with
respect to particular flow regime,

and total no. of observations corrcctly predicted

lie i hei ol o}
B e to ¢ 1n their respective flow patterns < 100

total no, of observations
i.e. the overall percentage success for a given

flow pattern map.
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All the data were analysed, but in addition a

separate examination was made of ailr-water data only (for
which there were 1178 data points). In addition to their
own flow pattern map, those of Baker (B3), Hoogendoorn

(I2) and revised Govier and Omer (Gl) were sclected for

comparison, The results are given in Tables2-2 and 2-3

for air-water data and all data respectively. Also shown
in Fig. 2.3 are the lines of Baker and Hoogendoorn
superimposed on Mandhane et al map. These results
favour the Hoogendoorn (H2) map as the best of those
considered (apart from Mandhanc et al map) and indicate
that flow patterns in air-water flows are much better
predicted than flows in general. llowever, the proposcd
map gives the best performance which is hardly surprising
since it was constructed to fit the Data Bank requirements.
This author has reservations about such methods of
comparison especially when the data cover a wide range
of physical parameters and properties which are not
equally, or at least fairly, weighted. For example, it
would be difficult to distinguish a diameter cffect if
only 100 large diameter data points were used against 5000
small diametexr ones, In fact, some deterioration in
performance was observed for large diameter tubes data.
The shaded area in Fig. 2.2 is cenlarged and the

results of other investigators for the transition

boundaries of slug-annular flows are superimposed and shown

in Fig, 2.4. The scatter is large and highlights the

problem of flow pattern maps.
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Recently, Choe et al (C6) presented a flow patterns

map based on coordinates of mass veloclty of each phase,
using their air-water data in 12.7 mm (3"), 25.4 (1") and
50.8 mm (2'") diameter pipe. Visual observations were
supplemented by traces of pressure drop fluctuations which
were used to identify slug flows. The map, shown in

Fig. 2.5, is effectively a superposition of three maps,
each for a given diaﬁeteé, and highlights the 1nadequacy
of the coordinates for scaling up diameter. The slug-
annular boundary is shifted to higher gas mass velocities

with increasing diameter in accordance with the observations

of Reid et al (R2) and Schicht (S5). Fig. 2.6 is a
comparison between the Mandhaneet al (M2) and Choe et al
(C6) maps for a 25.4 mm (1") pipe and for air-water

mixtures at atmospheric pressure and 15°C. The striking
feature of the comparison is the disagreement in the
prediction of slug-annular boundary.

Taitel and Dukler (T1l) presented a map based on the
dominant force criteria. Unfortunately the most important
transition i.e. slug-annular was empirically assumed to
occur whenever the equilibrium liquid level in the pipe
‘was half the tube diameter and that the flow conditions
were such that slug flow would develop. Lower liquid

level would result in annular flow, otherwise slug flow

would develop. This disagrees with some experimental

observations (R2, S5, CG).
Gould et al (G7) presented a flow pattern map for

horizontal, vertical and inclined (45°) pipces based on




HOMO GENEOUS

10"

10 l 107 Iblff'S 7

10° 10° KGIM'S

FIG-2-5 CHOE etal FLOW PATTERN
MARP




23

SdVH (99)Ip 18 J0HI ONY (ZW)Ip 38 INVHONYW  9°Z *91

D o U§£T§r

. bsp
\
\
- S — — = @3LVYVd3S
| \
* N
[ N
.md\.._DZZd‘\ \
\
/ \
/ \
/
/ ~
/
/ |
/ . ......
/ qut:\%m&z_
/
/
/
IIIIIIIIIII I
SNOIANTO0OWNOH

[0

0!




24

two dimensionless numbers which were liquid property
weighted superficilal velocilties, 1.e.

% 1
Gzi) and Uéf Cii)

U
Sg 0 o

Good agreement was obtained with Hoogendoorn (H2)
map if froth and slug flows, bubble*and plug flows were
grouped in two areas only. Thelr eXxperimental results
showed no significant effect of inclination on the slug-
annular boundary and bubble-slug boundary, whilc the

slug-wavy boundary was drastically affected.

Sakaguchi et al (S4) investigated steady state and

transient behaviour of air-water two phase flow in

horizontal pipe and proposed a flow pattern map for both

cases. The tests were carried in 40 mm acrylic tubes

and covered low air and water flow rates. The transient
state was initiated by a step increase in either flowrate.
They observed that flow patterns transition occur at
lower flowrates in transient condition than in steady
state condition,

In diabatic two phase flows, the flow is always
transitional and a flow pattern never develops in the
sense of adiabatic flows, When boiling flows are comparecd
to adiabatic flows, the local existence of a given flow
pattern is dependent on other factors such as, the heated

length, heat flux, inlet subcooling temperature, ctc.
Hence one would expect that the flow pattern maps based on

adiabatic flows data are not adequate for boiling flows.

This 1s confirmed by the experimental results (S7, B5, H4).
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Hosler (H4) and Zhan (Z1) pointed out that the Quandt (Ql)
map, based on the dominant force criteria, predicted the
largest fraction of the data as compared to Baker (B3)

and Kozlov (K5). Flow patterns maps for boiling flows
were developed, usually with the coordinates of mass
velocity versus quality (S7, BS5, H4, Z1) and results showed
that such factors as pressure (I4, B5), heat flux (S7)
heated length (S7, B5) and inlet subcooling temperature
(B5) influenced the flow pattern boundaries to a certain

extent. Bergles et al (BS) suggested that many of the

trends in the heat flux data can be related to the flow

pattern instability caused by slug flow, They also found

that bubbly to slug and slug to annular transitions shift
to lower qualities as pressure or mass flux increase and
heated length or inlet temperature decrease.

Condensing flows, on the other hand, have only
recently recelved some attention but the data are too
sparse to draw any definite conclusions. As 1n boiling
flows, other factors influence local flow patterns, factors
such as cooling rate, inlet superhcat and the condenser
}ength. Soliman and Azer (S3, S8) could not obsecrve
stratified or bubbly flows and concluded that Baker's map

was not adequate for condensing flows, Instead they
developed a new flow patterns map to the coordinates of
liquid velocity against gas to liquid volume fraction.
They pointed out that with such coordinates they were able

to corrclate their data for the three diameters tested
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(5-15 mm) and for the two refrigerants R12 and R113.

Other coordinates such as U, vs Uy, F. vs ﬂ y G, Vs Gy

and Gt vs X failed to correlate. On the other hand,
Travis and Rohscenow (T3) pointed out that the modified
Baker map recommended by Scott (S6) did rcpresent their
flow pattern data fairly well, More work is needed in
this area.

In conclusion, it can be said that no two flow

patterns maps are identical and this lack of agreement

may be due to one or more of the following:

(1) Personal judgement and lack of subjectiveness in

distinguishing between flow patterns. The multiple

reflections, refractions, and the limited response

of the human eye tend to obscure the actual

appearance of the flow structure,

(ii) Not enough length allowed for the flow to develop

and settle.

(i1i) The transition from one flow pattern to another

is gradual, making the judgement based on visual

observations alone uncertain,

(iv) Flow patterns are subject to hysteresis effects
(D2, F1l, Rl), The development of a flow pattern
at a given part of the conduit is not only a function
of the physical conditions there, but also of the
history of the flow,. The flow patterns boundaries

observed with increasing flowrates may not match
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those observed with decreasing flow rates, because,

at the transition boundaries, instabilities of one

kind or another can be present and persist over a

band of flow rates.

-A more realistic method of defining flow patterns

may be to draw a map for each flow pattern transition,

using the appropriate coordinates (S1, C3).

2.2.2 -CALCULATIONAL METHOD

Al-Sheikh et al (A3) proposed a complicated method

of flcw pattern prediction which required a maximum of

- -twenty parameters to be calculated per test point. The

_method was unique in that

(1) a line separating two flow patterns was not drawn
but rather the entire flow area considered for

each pattern

(1i) different correlations were used to separate any

two flow patterns

(i1ii) the analysis was based on a large number of data

points utilizing the AGA-API Dukler data bank,

The prediction procedure utilised two major

correlations 1i.e.

Me vs Mg, and Ref VS Reé

in conjunction with another 8 auxiliary correclations.
The authors claimed accuracj-of bettexr than 5%,

The method had deficiencies inthat most of the data used
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were taken in small diameter pipes (A 25.4 mm ID) and this

probably explains why one of the major correlations used.

was based on mass flowrates.

2.3 FLOW PATTERNS CHARACTERISATION

The transition from one flow pattern to another is
gradugl and hence a large number of names can be used if
visual appearance alone is the discriminating criterion.
A survey carried out by Strathclyde University Multi-
Phase Flow Group (S1) quoted over 60 flow pattern lables
for ho%izontal flow alone. This 1is hardly advantageous
to the design engineer. A change in the spat;al

distribution of the two phases does not necessarily mean
a change 1n the basic mechanisms by which heat, mass and
momentum are transferred. It was suggested that flow

pattern identification be linked to other physical and
statistical phcnomena of the flow through the effects it
produces on such parameters as heat and mass transfery
coefficients, pressure gradient and pressure fluctuations,
void fraction and its fluctuation, etec. This would lead
to a reduction in the number of flow patterns by grouping
flow pattern names under a given category and make

comparison of data from different laboratories possible with

minimum uncertainty.

2.3.1 PRESSURE DROP

An early paper by Martinelli et al (M12), reporting
experiments using air-water mixtures, showed that a lowering

of the surface tension by adding Nekal BX resulted in

different flow patterns. They indicated, however, that the
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effect of flow pattern variation on pressure gradient, using
the additives, was not significant. Hence they concluded
that the two phase pressure drop data (in terms of friction
miltipliers) could be correlated without introducing flow

pattern dependency. However in the discussion of a

subsequent paper (L1l), Gazley and Berglin pointed out that

the two phase flow multiplier showed a mass velocity

dependency and that sharp changes in the slope were related
to changes in the flow pattern present. Armand (A2) also

found horizontal flow data, when plotted as ﬂ% vs (1L-AA), to
fall into three distinct regions.

Baker (B3), Hoogendoorn (H2), White and Huntington
(W2), Beattie (B6), etc. reported peculiar trends which were
recognised as being associated with certain flow patterns.

Beattie (B6) pointed out that the two phase friction
data in general could be plotted as straight lines on the
log (ﬂ%o-l), log (x) plane. A.trﬁnsition from one flow

pattern to another was indicated by a step change in the

slope of the lines which could be expressed in the form

Q?o =14+ axP (2-2)

where 'x' was the quality and 'a' and 'b' were representative

of the different slopes. Three groupings were identified:
(1) 'b', a multiple of 1/6

/e i) lat’ equal to (ﬁ%O—l) and Xa == (}:/}:;)b(G) with X‘c,

2 .
(ﬂfo—l)c defining a common point in the plot through
which all lines of differcent mass velocity passes.

(1ii) 'b', slightly less than unity.




Plug, slug and froth flows were correlated by

o 5
0,2 -1 + g x/© (2.3)

where 'a' could be a function of diameter, physical

properties and mass velocity. lloogendoorn (H2) gave an

expression very close to

9%0 = 1 + 230 x5/6 (2.4)

Wave and stratified flows could be correlated by

2 _ 9/6
ﬂfo 1 + a x

(2.5)
Annular flows showed trends that could be correlated

by a form of group (iii). For high flow rates, Beattie
calculated the acceleration component using the homogeneous

flow model.

Baker (B3, B4) suggested similar expressions for

the behaviour of the gas two phase multiplier with flow

pattern, 1i.e.

ﬁg = K(G) X (2.6)

where n < 1 depending on the flow pattern present, K(G)
was some function of liquid mass velocity. A remarkable
change in the slope of one of the curves was attributed

to transition from annular to slug flow in large tubes

(also discussion on C7).

Hoogendoorn (H2) found that some flow patterns
showed identical pressurc drop behaviour and hence were

corrclated by one equation. These were
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(1) plug, slug and froth

(11) stratified and wavy

(iii) mist-annular,

Rooney et al (R3) suggested the presence of a flow
pattern effect on the liquid two phase multiplier although
no visual observations were made since the tests involved
steam-water mixtures at high pressures. Based on the

Baker map, three flow patterns should have been covered
by the data, namely bubbly, slug and annular, Tite data

showed two trends approximately correlated by,

C

Pe = (1_;),11 0 L X <L.5 2.7)
and
Cs
Pe = o2 .55 LxX L, 9 (2.8)

where G4, Cy Were constants and n, and n, functions of

single phase factor and diameter.

Laton et al (E2) claimed that no flow pattern effect
was observed on their energy loss correlation. However,
close examination of their curvesuggested such a dependcucy.

The mass velocity correction factors suggested by
Baroczy (B7) vary with mass velocity in a rather unusual
way suggesting a possible flow pattern débendency.

Similar trends could be seen in the correlation proposed
by Hughmark (H7).

Johannesscen (J2) examined the stratified flow

pattern, based on a separated flow model, and arrived at a



32

set of equations for the void fraction and pressure drop

His results could be correlated by C = 2 in the equation

originally suggested by Chisholm and Laifd (C7), 1i.e
, L »

2 c . 1
Qi' 1+'X"+;(-2- (2.9)

For bubbly and froth flows, the parameter C was

given by
5:: Jz‘ h A
C = (-5-5?-) % (2.70)
3 f} 2.7

Collier (C3) presented a modified Baker's map with

the lines of constant C superimposed, as shown below to

highlight its connection with flow patterns. He suggested
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that C,, rathecr than C, may prove more convenient.

2!
Chisholm and Sutherland (C8) prescnted an expression

relating C and Cz,




Prpt [ % fb
C = N+ (Cpm N <-—-?ﬁ£)2 (%’-) + (--5)‘] (2.11)

where ;K = 0...5(22-n - 2), and n was defined by a
Blasius type friction factor equation,.
Flow pattern effects on pressure drop in vertical

flows are easier to notice (G4, R4).

Comment: the iﬁpoffant groups of flow patterns are

(1) Plug, Slug and Froth
(i1) Wavy and Stratified
(iii) Annular.

2.3.2 VOID FRACTION

The recognition of the effect of flow pattern
transitions on void fraction is quite old, although perhaps
not very clear. Johnson and Abou-Sabe (J1) attributed
a change in the behaviour of their liquid volume fraction

data to such effects.

Chisholm (ClO) developed a correlation for predicting

void fraction for the flow of gas-liquid mixtures in a
horizontal pipe. The data, plotted as the slip ratio
‘against the ratio of volumetric flow rates, were found
to lie in threc distinct flow regimes. No information was

given about the flow patterns, however a flow pattern

effect cannot be ruled out.
The hold up data of Govier and Omer (G3) showed

strange changes in slope when plotted against superficial

gas velocity (Gl). These were attributed to transitions
from one flow pattern to another, namely stratified and

ripply flows to wavy and annular flows.

Hy!
|

-
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L
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Zuber and Findlay (Z2), in a well presented
theoretical analysis, arrived at expressions relating the
weighted average gas velocity to the total average velocity
of the mixture through a distribution parameter C0 and a
weighted mean drift velocity term. Zuber et al (Z3)
observed a flow pattern effect on the distribution
parameter C. For annulz}r flows, C, = 1.0, while for
slug flows, C_ = 1.2.' Bubbly flows showed values in the

O
range 1,2 - 1.95. Most of their data were in vertical

flows,

Graskovich et al (G5) observed that a plot of ¢ vs
/3 for horizontal flows showed an S-shaped structure with
a big scatter. This was due to transition from slug to

stratified typc of flow,

Comment : the important flow patterns affecting

voilid fractions arec

(1) Stratified, Ripply
(1i) Annular and probably Wavy-misty
(1ii) Slug and probably Bubbly.

2.3.3 DPRESSURE WAVE PROPAGATION

It is known that the speed of acoustic waves is
dependent on the density of the medium in which the wave
is propagated. A two phase nmixture in the simplest
approach can bc looked at as being a medium of variable

density whose value depends on the flow structure present.
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Henry et al (II5) analytically derived the following

relations for the propagation velocity of the pressurec

waves Ctp in two phase horizontal flows.

For bubbly flow

Cpry. 2 - -1
(..613.2) =[o<2 » (- j’f—] (2.12)
g S

For stratified, annular and droplet dispersed flows,

C 2 f’ .
tp l- X ‘¢
(U"') = 1 + (—==) (2.13)

C C
tp T
Cg Cg + X Cg

Good agreement was found with the experimental
results covering bubbly, slug and stratified flows. The
suggestion that equation (2.13) was valid for annular
flows is doubtful, because of the phase discontinuities
present in the core, Evans et al (E3) found that, in

their annular-mist, semi-annular and slug flows, the axial

density in homogeneities in the core structure governed

the propagation phenomena,

Comment: the important flow patterns affecting

wave propagation arc
(i) Bubbly

(ii) Stratificd, Wavy
(1ii) Probably Annular
(iv) Slug.
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2.3.4 HEAT AND MASS TRANSFER COEFFICIENTS

Two phasc heat transfer cocfficlients are usually
several times larger than the single phase ones. The
introduction of gas in a flowing liquid stream causes an
increase in the liquid velocity, and also an increase in
the level of turbulence,

Grothuis and Hendal (G6) found that the occurrence
of maxima in their two phase heat transfer cocfficient
was connected to transition from froth or slug flow into
mist-annular flow,

Degans and Atherton (D4) pointed out that the

variation in heat transfer coefficient can certainly be

attributed to the Ilow pattern present as whether bubbly,

slug, annular or mist flows,
Collier (C3) quoted the results of experiments

carried out by Kodirka (K6) on the air-water heat transfer

characteristics in vertical flows. Changes in the
behaviour were found to coincide with transitions in flow
patterns, namely bubble to slug or froth, and to annular.
Apart from a few papers, e.g. Lunde (L1l), most two
phase heat transfer problems were tackled by assuming
models based on some particular flow pattern present
(01, 112). |
The mass transfer coefficient may be expected to

behave 1n a similar manner because the transfer mechanisms

depend largely on such factors as the distribution of the

phases, the interfacial interactions, etc.,, and hence on
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the flow pattern prcsent. Cichy and Russel (C9)
emphasized such effects and attempted to devceclop a

theoretical model based on flow patterns models,

Jepsen (J4) carried out mass transfer mecasurements
in 25.4 mm (1*') and 101.6 m} (4') horizontal pipelines
near the annular-slug boundary. The data showed two
distinct trends which could be attributed to flow pattern

effects. Only one of the trends showed a clcar diameter

cffects.

Comment: the important flow patterns affecting heat

and mass transier are

(i) Annular

(ii) Slug, Froth

(iii) Probably Stratified, Wavy.

(iv) Bubbly.

It is clear that flow patterns do influence the fluid
mechanics, heat and mass transfer, etc. of two phase flow,
and that only few major patterns, or group of patterus,

appear to have such remarkable and distinguishable effects.

2.4 THE FLUCTUATING NATURE OF TWO PHASE FLOVW

w——mm—ﬂmmm

The prescence of one phase or the other at a given
point in a steady state two phase flow field fluctuates
randomly, and sometimes near periodically. Accordingly,
one might exXpect the flow variables, e.g. pressure, void
fraction, mass flux, etc, to fluctuate in a similar manner.

The magnitude of the fluctuations and the frequency of the
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presence of cach phase at a given point is dependent on

the location of the point in the flow field, gcometry,

flow pattern, etc.

2.4.1 PRESSURE FLUCTUATIONS

It has long been recognised that certain flow patterns

(e.g. slug) are accompanied by unusual, and sometimes severe,
pressure pulsations. =~ Ishagai et al (I1l) indicated the
importance of studying the varying component of pressure
and void fraction in describing the heterogeneity of two
phase flow,

ITIubbard and Dukler (H6) attempted to relate the

pressure fluctuations to the flow pattern present in a
horizontal air-watcr, flow line. The character of the
pressure trace was distinguished by two variables: the

amplitude of the fluctuations and their frequency of

occurrence. A flow pattern could then be characterized
in terms of how the amplitude of the fluctuations was

distributed among the existing frequencies. This involvced

the calculation of the power spectral distribution of the

wall pressurc fluctuations defined as the Fourier

cosine transformation of the autocorrelation function, or
472,

S () = j R(T) Cos 2 TC£ T dt (2.15)
-0

where f is the frequency and R(T) is the autocorrelation

function of the pressure pulsations assumed random which

is given by
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+T
R.(T) = Lim j P(t) P(t+7T ) dt (2.16)

T —p00 - T

In equation (2.16), P(t) is the pressure at time t,
T is the sampling time and C is a time lag betwecn two
pressure signals which for statistical reliability should
not exceed 5-10% of the sampling time (using what is
known now as Blackman-Tukey method). With the aid of

visual observations the flow patterns were grouped into

three general classes,

(i) Separated flows: The distributions were centred
about zero frequency with the amplitudes dropping off
rapidly with increasing frequency. These correspond

to stratified, wavy and cresting flow patterns,

(ii) Dispersed flows: The spectra showed more or less
uniform distribution of power density over the

entire frequency band. Bubbly and dispersed
patterns lay in this grouping.

(iii)Intermittent flows: The spectra displayed sharp
energy peaks at frequencies other than zero. Slug

and plug were identified as belonging to this

category.

Nishikawa et al (N1) studied the pressure fluctuations

in vertical upward concurrent flow of air-water mixtures.
The frequency distribution ofistatic pfessure showed
normal distribution (single peak) for bubbly flow and
nearly normal distribution for annular flow. Froth flow

showed double peaked distribution while for slug flow both
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normal and double peaked distributions were detected,

depending on whether low or high air flowrates were involved,
Definite discrimination was not possible bcetween bukbly
and annular flows.

Akagawa et al (A5) studied the pressure fluctuations which

accompanied slug flow in vertical pipes. They showed

quantitatively that the fluctuations of pressure drop were
due to void fraction fluctuations,.

Davis (D8) studied the pressure fluctuations in a
heated channel using two pressure transducers, Cross-—
correlation technique was employed and the results
indicated that the pressure fluctuations travelled at a

convective velocity of 1.4-1.6 times the mixture velocity.

No flow pattern obscrvations were made,.

'

Kutateladze et al (K7) studied the flow field
fluctuations in vertical two phase flow using an
electrochemical method for measuring the frictional wall
shearing stress. They concluded that bubbly, slug and
annular flows could be characterised by the spectral
density behaviour of the fluctuations.

Comment ¢ More effort is required to collect and
analyse information on pressure pulsations to arrive at
nore precise and definite conclusions. Generally speaking
the flow patterns which can be identified are

(1) Wavy, Stratificd

(i1) Slug, plug

(11i1) Bubble and Disperscd

(iv) Annular
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2.4.2 VOID I'DACTION FLUCTUATIONS

Void fraction fluctuations werc studied by different
workers in connection with different aspects of two phase
flow. Anmcng these are Neal and Bankoff (N2), Lanchme
(L3) and Akagawa et al (4G6). Although these studies
showed the inherent unsteadiness ol the flow field, no
realiattempt was made to relate these fluctuations to
flow patterns.

Jones and Zuber (J3) were mnore objective when they
attempted to use void fraction fluctuations to characterise
three main flow patterns in vertical upward two phase flow.
Such characterization depended on the behaviour of the

probability density function (PDF) of the fluctuations in

void fraction, defined as

K
- 1
P (X) = %% E PK(O() K = no. of runs taken
K=1
(2.17)
where
1 O(l 1 N Anj
pt (X)) Lim E&]..- E - (2.18)
X~ J=1

and N is the number of sampling intervals per run. p1 )

is the probability that the void fraction lies inside the
civen interval A O{l .

FFor bubbly flow it was expected that the PDF would
show a low void peak, while a high void peak was cxpected

in annular flow, Slug flow would show both low and high
void peaks because at one instant a given section of the

pipe is full of water with some entrained bubbles and
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would show a PDF characteristic of bubbly flow. The
next instant the major bubble would bce filling the same

section of the pipc presenting a thin film on the wall and

a centre core free of liquid. The result is a PDF

characteristic of annular flow.

No such work was carried out for horizontal flow

although the above argument could be extended to include

gtratified and wavy flows.

Comment :

The flow patterns which could be detected through

vold fraction fluctuations are:
(1) Bubbly
(ii) Slug, Plug
(iii) Annular

(iv) Stratified, Wavy

2.5.1 FLOW REGIMES IDENTII'ICATION

It was shown in previous sections that the numrber of

acceptable flow patterns could be rcduced by grouping the

patterns that show similar trends or behaviours into one

flow area.

Gould et al (G7 ) recommended that the flow patterns
be identificd as

(1) liquid phase continuous (bubbly)

(ii) gas phase continuous (annular)

(iii) alternating phases (slug)

(iv) both phases continuous (wavy and stratificd)

independent of pipe inclination, llowever, the lst and
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undefined and complex interfaceces. A homogepcous model
with the correct weighting of the properties may be used
for such flows.

It is suggested that only two flow regimes manifest
themselves in vertical two phase flows, vis.

(1) Homogeneous type flow

(ii) Annular type flow

For horizontal flows various attempts were made to

reduce the number of acceptable flow patterns. Armand

(A2) suggested the groups

(1) slug, plug, bubble

(ii) wavy, stratified
(iii) annular

(iv) annular-mist

Knowles (K4) suggested only three stable flow patterns.

His classification was,

(i) Stratified type
a = Laminar stratified b - wave one

¢c - wave two d - ripple one
(i1) Slug