COMMUNICATIONS FOR CUBESAT
NETWORKS AND FRACTIONALISED
SPACECRAFT

PHILIPPOS KARAGIANNAKIS

SUBMITTED IN FULFILMENT OF THE REQUIREMENTS FOR THE DEGREE OF
Doctor of Philosophy

CENTRE FORSIGNAL & | MAGE PROCESSING

DEPARTMENT OFELECTRONIC & ELECTRICAL ENGINEERING
UNIVERSITY OF STRATHCLYDE

MAy 2017

© PHILIPPOS KARAGIANNAKIS



Declaration

This thesis is the result of the author’s original resealichas been composed by the author
and has not been previously submitted for examination whashled to the award of a de-
gree.

The copyright of this thesis belongs to the author under ¢hmg of the United Kingdom
Copyright Acts as qualified by University of Strathclyde Rkgion 3.50. Due acknowl-
edgement must always be made of the use of any material nedtad, or derived from, this
thesis.

Signed:

Date:



Abstract

The use of low-cost CubeSats in the context of satellite &ion flying appears favourable
due to their small size, relatively low launch cost, shoktedepment cycle and utilisation of
commercial off the shelf components. However, the task afagang complex formations
using a large number of satellites in Earth orbit is not adfiene, and is further exacer-
bated by low-power and processing constraints in Cube®éthk.this in mind, a Field Pro-
grammable Gate Array (FPGA) based system has been devetopealide next generation
on-board computing capability. The features and functipnprovided by this on-board
computer, as well as the steps taken to ensure reliabiiitjyding design processes and mit-
igation techniques are presented in this work and comparsthte of the art technology.
Coupling reliable formation flying capabilities with the gsibility of producing complex
patterns using spacecraft will enable the potential of gmogia number of antenna elements
into a cooperative structure. The key point in the explataof formation flying techniques
for the deployment of an antenna array is that the performafi@ homogeneous pattern
of array elements can be matched or surpassed by fractaleggesa This thesis analyses
the Purina fractal array when utilised for beamforming. Avmaetric termed power con-
centration is introduced, which assesses the power dissipathin a cone aligned with the
array’s look direction, i.e. an assessment how much of thated power will reach a spe-
cific foot print. Using this metric the performance for beamfiers of varying complexity
can be compared, independent of the number of sensor elenmssd to form the array and
across a range of frequencies. Furthermore the robusthélss array with respect to ele-
ment displacement and failure is investigated.

The fractionated nature of such a satellite network anddthedower nature of the nodes
motivates distributed processing when using such an agayteamformer. By mirroring
the fractal structure in the processing architecture, tbpgsed idea demonstrates that ben-
efits such as strictly limited local processing capabilitygépendent of the array’s dimension
and local calibration can be bought at the expense of a Bligitreased overall cost.
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Chapter 1
Introduction

CubeSats are satellites of low weight and small size, tylgieaeighing no more than kg

and coming in a cube no bigger tham x 10 x 10 cm [1, 2, 3]. This is commonly referred
to as 1-Unit or 1 U and these can be built up in a modular fastogroduce larger more
capable spacecraft. The idea for CubeSats was initiallgaigad in 1999 by professors at
Cal-Poly and Stanford Universities. Their intention wagtovide a cheap platform that
could be used to introduce students to the practicalitiedesigning and developing for
space. Initially made popular due to their low-cost and stievelopment cycles, the growth
of the CubeSat market has been considerable over the lastdaxg. From their simple
beginnings as an educational tool and a technology denatiostrplatform, CubeSats are
now used increasingly for gathering Earth observation awdt@mental monitoring data.

1.1 Overview

CubeSats provide a low cost platform for spacecraft desighdevelopment. Much of the
cost reduction achieved is a direct result of size and weiggttictions and is further aided
by reduced development cycles and use of Commercial Off Tiedf 8£OTS) components.
Unfortunately, as well as driving down the cost, such restms have resulted with many
past missions being limited to very basic functionality. tMimprovements in technology
and a better understanding of nano-satellite behaviouowm Earth Orbit (LEO), the ability
of CubeSats to perform evermore complex functions is irggtnga One method of improv-
ing the functionality of CubeSats without impacting on theéesired size or weight is to
connect them together in a network and allow them to shareegsing and communication
resources. Sharing tasks and processing power across rmaepats, circumvents some of
the negative effects imposed due to form size.

There is currently wide spread interest in the notion oftfoaalised spacecraft. The term



1.2. Context of this Work 2

fractional spacecraft entails splitting up the functioaad operational aspects of a large
satellite across a network of smaller satellites flying imfation. The benefits of this ap-
proach are: lower development and replacement costs and asnodular platform (such
as a CubeSats) makes expansion to accommodate extra halityipossible. Additionally,
spreading sensors spatially and temporally allows a walege of measurements to be taken
and by spreading the responsibility of one system acrossrdauof smaller satellites fail-
ure of one satellite does not necessarily jeopardise theioni®bjectives.

CubeSats offer an ideal platform on which to design and impl& a fractionalised space-
craft. The added complexities and overheads incurrediimgetp and maintaining a satellite
network could be viewed as a possible drawback to this metHodever, ability to improve
functionality or replace old or deteriorated subsystenasfedction of the cost of a new satel-
lite would be the realisation of a sustainable space bassdray

This thesis investigates the application of CubeSats waltiractionated fractal beamformer.
Coupling reliable formation flying capabilities with the gsibility of producing complex
fractal patterns using spacecraft enables the potentgionfping a number of independent
antenna elements into a cooperative structure. From agi@md performance point of view,
the self-similarity of fractal geometries coupled with tlesulting large spatial apertures of
relatively few elements, make them good candidates fortiptementation of a distributed
beamformer array.

1.2 Context of this Work

CubeSats

CubeSats are widely regarded amongst the small satellitencmity as a platform that has
the potential for great achievements in the coming yearg. prassure on these tiny space-
craft to perform as well as their larger siblings is incregsand mission developers expect
CubeSats to be able to meet very demanding performanceslévek is a change in perspec-
tive from previous assessments where CubeSats were seaniag himited functionality,
and this optimism comes with increased pressure on CubeSatdlogy developers to pro-
vide this performance whilst still hitting the low cost expetions of the CubeSat form factor.
Since the introduction of the CubeSat standard the numbaf tfe shelf subsystems avail-
able to developers has increased annually. Moreover, tii@rpgnce and functionality have
increased while the size and weight have decreased, meargcapable satellites are be-
ing launched every year. Although a wide range of companatdducts are available, there
is a need for a high performance on-board computing subsyatde to handle the extra
processing and storage needed to implement and manageatiforraf CubeSats. With this



1.2. Context of this Work 3

in mind, a Field Programmable Gate Array (FPGA) based omeéboamputer has been de-
veloped by Steepest Ascent to provide next generation andomomputing capability. The
features and functionality provided by this on-board cotaplas well as the steps taken to
ensure reliability, including design processes and ntitigetechniques are presented in this
work and compared to state of the art technology.

Fractal Formation Flying

The value of exploiting formation flight techniques for spacience, remote sensing and
telecommunications applications is gaining popularity f& proposed formation flying
concepts have been based on a relatively low number of cabpgrspacecraft, as in the
case of Lisa, Proba-3 or StarLight missions. The explaitatif a formation flight architec-
ture with an increased number of elements which maintaingcaeptable level of system
complexity can be pursued through the control of autononamasindependent agents as a
single group entity.

Fractal Geometry and Beamforming

Coupling reliable formation flying capabilities with the gsibility of producing complex
patterns using spacecraft will enable the potential of gogia number of antenna elements
into a cooperative structure. This has long been known aptiegpin antenna array the-
ory [4, 5] and proposed at conceptual level for space appies [6, 7, 8].

The key point in the exploitation of formation flying techogg for the deployment of an
antenna array is that the performance of a homogeneousrpaftarray elements can be
matched or surpassed by fractal geometries as per [9] arjdHfdxtal geometries as defined
by [9] can be considered self-similar structures propabftem a core initiator through a
number of stages of growth by an identical generator. Apgibe of fractal geometries in
antenna array design has mainly focussed on single stastilnat is to say one device hous-
ing the antenna array. In this context each satellite hoasemtenna which contributes to
form the fractal pattern. Hence, the problem turns into poing a fractal pattern from a
formation of spacecraft which provides a platform for a nemof array elements able to
exploit the fractal pattern characteristics.
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1.3 Original Contributions

This thesis investigates the viability of flying CubeSats ifractal formation to implement
a distributed beamformer. The main contributions of thigkvare considered to be the
following:

e The design of a high performance embedded computing phatfor a CubeSat —
Mission Interface Computer (MIC):

— The size, mass and power restrictions of a CubeSat as wéleaptce environ-
ment present a challenge for implementing such a high pedoce subsystem.
The design of the MIC examined each of these aspects withidve to pro-
viding an innovative solution for the CubeSat platform,linting the use of a
FLASH based Field Programmable Gate Array (FPGA) Systemldp (SoC)
and failure mitigation techniques; the first On-Board Cotep{OBC) to offer
such capabilities.

— The MIC formed part of UKube-1, the maiden space missiortfetdnited King-
dom Space Agency (UKSA) and the first CubeSat missions to iitealnd oper-
ated by the UK.

e The realisation of a control method to enable complex fidstenations to be achieved,
provided the impetus to investigate for the first time a dsted beamformer based
on a fractal geometry.

e An assessment of the performance characteristics of thadPmactal array as a dis-
tributed beamformer.

e A new metricpower concentratiorprovided the means to minimise the number of
variables used when comparing different 2D and 3D beamfayrairays.

e Using thepower concentratiometric to perform a comparison of the Purina beam-
former versus full-lattice arrays of equivalent complgx@hd spatial aperture.

e The distributed processing to match the group-based dongthods revealed a promis-
ing path in future investigations of the self-similar fralcarray.

1.3.1 Papers Authored

¢ Philippos Karagiannakis, Jamie Bowman, Stephan Weiss, John O’Sullivan. CubeSat
Networks for Fractionalised Spacecraft- A Review. 1stimé¢ional Academy of As-
tronautics (IAA) Conference in University Satellite Misas and CubeSat Workshop
in Europe. 24 - 29 January 2011, Rome, Italy.



1.4. Thesis Outline 5

¢ Philippos Karagiannakis, Stephan Weiss, Jamie Bowman. Solving the digital signal
processing problem for CubeSats. 4th European CubeSat&ump. 30 January - 1
February 2012, Brussels, Belgium.

e Philippos Karagiannakis, Jamie Bowman, Craig Clark, Stephan Weiss. Advanced
FPGA Computing for small and nano-satellites. The 2012 4®@@®gium - Small
Satellite Systems and Services, European Space Agency)(ESA 8 June 2012,
Portoroz, Slovenia.

e Giuliano PunzoPhilippos Karagiannakis, Derek J. Bennet, Malcolm Macdonald,
Stephan Weiss. Enabling and Exploiting Self similar fornimag. IEEE Transaction on
Aerospace and Electronic Systems. 2014 Jan; 50(1):689-703

¢ Philippos Karagiannakis, Stephan Weiss, Giuliano Punzo, Malcolm Macdonald, Jamie
Bowman, Robert Stewart. Impact of Purina Fractal Array Getoynon Beamforming
Performance and Complexity. 21 st European Signal Pragg€3onference. 9 - 13
September 2013, Marrakech, Morocco.

e Philippos Karagiannakis and Stephan Weiss. Analysis of a Purina Fractal Beam-
former. 2013 Asilomar Conference on Signals, Systems amagDeers. 3 - 6 Novem-
ber 2013, California, USA.

e Philippos Karagiannakis, Keith Thompson, Jamie Corr, lain K Proudler, Stephan
Weiss. Distributed Processing of a Fractal Array Beamforrimgelligent Signal Pro-
cessing Conference 2013, Institution of Engineering archielogy. 2-3 December
2013, London, UK.

1.4 Thesis Outline

This thesis presents contributions to the delivery of foated fractal beamformer, using
CubeSats as array elements.

Chapter 1 introduces the CubeSat technological challeagdise motivation for this work
and provides an overview of the contributions and orgaiusaif the thesis.

Chapter 2 provides a history of CubeSats and their popwuldntluded in this chapter are
the challenges faced by satellite developers, framed icahéext of the CubeSats. A dis-
cussion on the future roadmap for CubeSats is presented.

Chapter 3 aims to solve the on-board processing problenuplggnany CubeSat missions.
A new FLASH FPGA-based architecture designed to cope wiless presented and com-
pared against state of the art.

Chapter 4 opens the discussion to formation flying and iniced the control method for
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achieving complex formations such as fractals. The use ofr@a®fractal formation and its
application as an antenna array are discussed.

Chapter 5 provides further analysis of the Purina fractahifermer and compares it with
full-lattice arrays of equal spatial aperture and compexA real benefit of fractionated
spacecraft is the loss of a single satellite or array elersieotild not translate to a total loss
of the mission. Distributing the beamformer control in a iamfashion to the control is
analysed.

Chapter 6 summarises the contributions within this thestsdiscusses potential future re-
search directions.

1.5 Mathematical Notation

In this thesis vectors and matrices are denoted by loweadeippercase bold face vari-
ables, respectively. For two vectatsandy, x - y is the scalar product. The first and second
derivatives of a function with respect to time are, respectively, denoted:landz. Finally,

a linear approximation of a functiofat a given point is represented py



Chapter 2

Cube Satellites — State of the Art for
Operation and Functionality

2.1 Introduction

This chapter provides a context for the research discusstisi thesis. The chapter begins
by introducing the concept of CubeSats and the technologyined to operate them. The
challenges faced when designing for space are explainedvénview of some notable past
missions is provided, before the future of CubeSat teclgietoand their applications are
discussed, setting the scene for the remainder of the wedepted in this thesis.

2.2 Motivation for CubeSats

Since their introduction a little over 10 years ago a form ahorsatellites known as Cube-
Sats have proved popular in both academic and commercidd fialthough miniature satel-
lites (< 100 kg) have existed for a number of years, the notion and reaisaf a nano-
satellite < 10 kg) is relatively new with the first nano-satellite launche@000 and the first
six CubeSat missions launched in 2003. The CubeSat fornsiniteally developed by pro-
fessors at Stanford University and California Polytecl8tate University (Cal Poly) to help
students gain experience in space technology and exmorgtl]. Through their collabo-
ration they defined the CubeSat Standard [12] which incatesrrestrictions and guidance
on key structural, mechanical and electrical requiremenie standardisation process also
resulted in a common orbital deployment mechanism, whiclidcbe adapted to a number
of launch vehicles, and ultimately provided an affordabksams to access space.

A key factor in making the CubeSat platform viable for acaaemstitutions is the huge
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Figure 2.1: Pictured here is an assembled 1U CubeSat [13].

reduction in costs achieved as a result of size and weigtitatiens. The standard CubeSat
model, often referred to as a 1-Unit or 1U, measufes 10 x 10 cm and weighs< 1.33 kg;
Fig. 2.1 shows a fully assembled 1U CubeSat complete withr swtays and exposed patch
antenna. The standatd0 cn? area of the satellite face allows for a common deployment
system. This launch system is called the Poly PicoSatéliitatal Deployer (P-POD) and
is shown in Fig. 2.2. The common deployment mechanism isdaoepto protect the primary
payload, on which CubeSats hitch a ride to space, ensuratgatty CubeSat malfunction
is not detrimental to the main payload. The rudimentaryrgpaperated launch mechanism
is visible in the image. CubeSats are simply inserted inéoRHPod launcher. The door is
closed and will only open at a pre-specified altitude. Oneadltbor opens the spring mecha-
nism simply pushes the contained CubeSats out the doorrgpero their rough orbit.
Traditionally (larger) satellites are built with reliaityl as a top priority [11, 15]. This re-
sults in lengthy development cycles and the use of expespaee-rated components. The
experimental nature of CubeSats as a low-cost means tosaspase means that a failed
spacecraft is not necessarily a failed mission. This freetwfail allows developers to try
new techniques, ideas, processes and technology. In fdwS2d developers embrace a
Commercial Off The Shelf (COTS) approach, trading religpilor performance in many
cases, lowering costs further and shortening developnyetgsmaking the launch and op-
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Figure 2.2: Pictured here is the Poly-PicoSatellite Oflivployer (P-POD) launch mecha-
nism for CubeSats [14].

eration even more affordable. As a result of their compastraad approach to design, the
cost to develop and launch a 1U CubeSat within an academimenvent is approximately
$ 250,000 [16]. In comparison NigeriaSat-1, a miniature cercial satellite based on the
popular Microsat-100 [17] platform bus from Surrey Satelliechnologies Limited (SSTL),
costed $ 13-million to develop and launch in 2003 [18] — th@egear as the first CubeSat
launches.

Their low cost factor and small time frame to develop has nadleeSats increasingly at-
tractive, as is evident from the graph of launches shown @ Ei3. This popularity has
resulted in a rapid growth of the CubeSat developer marketadly there are over 100 well
established suppliers [19] offering a range of servicetp Anyone looking to access space
via this low cost route — they offer bespoke componentsigstbss up to full platform and
launch services. Many of these companies were formed aospsfrom universities where
a successful mission was launched and operated from. Qiik&<lyde Space based in
Glasgow, realised early on the potential of CubeSats antiguesd themselves to take ad-
vantage of the rapidly expanding market. Regardless of tir&ins, these pioneers have
helped pave the way for more complex and robust satellitdsvassions. Today, the Cube-
Sat market is estimated to be worth 50 million pounds stg/ind projected to increase to
over 200 million pounds sterling in the next 20 years [20, 21]

Despite their compactness, developers have demonstraeattsatility and capability of
CubeSats on a large variety of missions. The initial six Gate launched in 2003 pro-
vided a glimpse of their potential, demonstrating theirfulsess as technology demonstra-
tors (CanX-1)[22], tether research (DTUsat)[23], Eartlagimg (AAU CubeSat)[24], earth-
guake detection (QuakeSat)[25] and amateur radio (CUTHEbeSat XI-IV)[26]. The suc-
cess of these initial missions, bolstered by the steadilsegsing number of suppliers reduc-
ing costs and risks, further highlighted the potential ob€8ats to commercial and national
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Figure 2.3: Nano-Satellite Launches [19].

organisations. By 2006 NASA in partnership with Santa Clanaersity had successfully
launched and operated the first CubeSat-based biologgedmeh mission (GeneSat-1)[27].
Liberation from the fear of failure combined with a quickriaround and access to new tech-
nology has inspired many innovative missions. CubeSatiamggals cover a broad range
of topics:

e technology demonstrators;

e Earth remote sensing;

e ionospheric and auroral research;

e astrobiology — effects of space environment on biologigatams;
¢ radiation effects on space technologies;

e astrophysics.

The meteoric rise of the CubeSat and the supporting comalestities has helped these
small satellites cement their place in the future of spagdoeation. In line with similar
technologies, such as personal computers and mobile phGabsSats will continue to of-
fer increasing levels of performance coupled with moreat#é and robust devices. Their
success has helped to launch even smaller form satelli@srkas PocketQube [28] and
ChipSats [29]. The initial scepticism of the space comnyuméis been replaced by a genuine
interest in using nano-satellites for proper space exparim Although initial satellites were
rudimentary in their design, a decade after the first lausictiese nano-satellites are offer-
ing a high level of sophistication in conjunction with inaszd reliability and robustness. In
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the next section the mission and operational aspects of a%atlmission are presented.

2.3 CubeSat Components

Satellites are available in a large variety of types andssiZab. 2.1 provides a general classi-
fication of satellites. Despite the evident variability atellite form and function, CubeSats
share many of the same features and design attributes agnaditeonal satellites. The mul-

Class Mass Example Orbit Application

large satellite | > 1000 kg GPS Medium Earth| Global Position-
Orbit ing System

small satellite | 500 - 1000 kg | Iridium Low Earth Or-| Communications
bit

minisatellite | 100 -500 kg | EROS-B Low Earth Or-| Earth Observa
bit tion

microsatellite | 10 - 100 kg AprizeSat-3 Low Earth Or-| Automatic Identi-
bit fication System

nanosatellite | <10 kg UKube-1 Low Earth Or-| Technology
bit Demonstrator

Table 2.1: Satellite classification

tiple elements which combine to form a spacecraft can beggpainto two main categories:
the platform and payload systems. The payload covers afiiheecraft hardware and soft-
ware used to achieve the mission objectives. The payloadaomasist of one or multiple
sensors required to perform mission specific goals; theglel cange from a simple temper-
ature sensor to a high resolution camera.

The platform, or spacecraft bus, covers all the spaceanaftystems needed to support the
payload. These subsystems perform the on-board data hgnpltiwer generation and man-
agement, communications, orientation and payload managemepending on the mission-
specific goals, subsystem performance can be traded offigigame another, however as
there are usually strict constraints these must be cayefalisidered.

2.3.1 Payload Systems

Primary payload is used to identify those subsystems witierpayload which will provide
the primary mission objectives for the spacecraft oncerit-ol he payload is of course the
motivation for the mission itself. In order that this may &tion it requires certain resources
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Figure 2.4: Typical satellite mission and systems diagram.

that will be provided by the platform bus. In particularstiossible to identify the functional
requirements, which include:

¢ the payload must be pointed in the correct direction;

the payload must be operable;

the data from the payload must be communicated to the ground,;

the desired orbit for the mission must be maintained;

the payload must be held together, and onto the platform achatis mounted;

the payload must operate and be reliable over some specéientip

an energy source must be provided to enable the above fasdtdoe performed.

These requirements lead to a breakdown into subsystem&oassn Fig. 2.4. The in-
dividual subsystems that make up the platform are discusstt following section. An
important point in designing any of these subsystems isitipact and resource implication
this has on others.



2.3. CubeSat Components 13

2.3.2 Platform Subsystems
Power Subsystem

The power system provides all the power generation, stoeagkdistribution for the space-
craft. The provision of electrical power for a spacecrafbige of its most fundamental
requirements. Failure of the power system necessarilyitseisuthe loss of the space mis-
sion. The power system consists of three main elements: ampdwstribution and control
subsystem as well as primary and secondary power sourc@&sprirhary power source is
concerned with generating electrical power, which usualkes the form of converting ei-
ther fuel or solar radiation into electrical energy. The onidy of modern satellites use solar
arrays as the primary energy source, converting solarmadigergy via the photovoltaic ef-
fect to electrical energy.

The secondary energy source is required to store energefimds when the primary energy
source is unavailable — this would be during eclipses in #eeof solar arrays as primary
source. Requirements on power subsystems for Low Earth UBO) and Geostationary
Earth Orbit (GEO) are notably different due to the differenlipse profiles experienced in
these orbits. Satellites in LEO have a maximum orbit time2# fninutes, of this they can
spend up to 35 minutes in eclipse and need oversized so&yrsam meet battery charging
requirements. Satellites in GEO are almost always in shilanly experiencing eclipses for
a short periods before/after seasonal equinoxes and dueaoédclipses. These eclipses may
last up to 70 minutes of a 24 hour day, leading to a deep batischarge but the amount
of time spent in sunlight afterwards is much higher when carag to LEO satellites, thus
giving the GEO satellites a larger time period to recharggr thatteries. Despite this the
use of batteries as energy storage devices offers the higfiesency for the majority of
satellites.

The power distribution fulfils a number of roles. It acts asoaver switchboard to allow
on/off switching of payload and auxiliary secondary powee$ at the same voltages as the
primary power lines. It detects and handles power surgesjrgry that the correct power
levels are delivered to the platform and payload systeraspective of which power source
is currently used. Finally it controls the battery charggygtem, which alongside monitor-
ing the health of the battery controls the charging and @disgihg of the battery. This is a
particularly important role as it helps to maintain batteealth, thus extending its lifetime.

Command & Data Handling Subsystem

The Command and Data Handling (CDH) subsystem is the priinéeyface point between
the platform and the payloads, providing the functionaityallow two-way flow of infor-
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mation between the ground station and the satellite. On phiaky it receives commands
from the ground station via the communications system antesothem to the appropriate
components and payloads. On the downlink, it collects amesttelemetry from across the
system, and forwards it along with any other payload or tiea¢- data to the ground via the
communications system.

Although the payload of a satellite is the principle perfarmoe driver for the spacecratft,
the platform control functionality plays a significant ratethe sophisticated capabilities
of CubeSats. The CDH system is made up of the flight processonifig the platform-
and application-software), memory (both volatile and wofstile), interface controllers,
on-board timers and reconfiguration modules. The primagitfiorocessor on the CDH sys-
tem is usually running a real-time multi-tasking operataygtem performing various tasks
ranging from payload operations and basic housekeepirgituns, up to sophisticated atti-
tude control and orbit maintenance. There are often secpmquacessing capabilities used
to off-load computing intensive tasks or act as a backup s® @ the primary processor
failing. The non-volatile memory is used to store platfonnd @pplication software as well
as housekeeping/telemetry and payload data for downlirde@and station. The volatile
memory is used to store the flight control software once b&led up. Often these memo-
ries are 'protected from’/’made more robust to’ the radiatenvironment of space by error
correction methods — these are detailed in Sec. 2.4.1. Tiedface between the various
subsystems are usually controlled by the CDH, it arbitrateses and ensures data is moved
about safely and efficiently. The CDH usually maintains thestar clock for the satellite,
often providing synchronisation signals and redundandyackup clock capabilities.

Communications Subsystem

All spacecraft include some form of communications funeélity. On a CubeSat commu-
nications are primarily used for telemetry, tracking andtoal in support of satellite oper-
ations, and for the downlink transmission of payload geleeralata. The communication
subsystem consists of the radio transmitter and receiveeliss any associated hardware,
such as antennas, used to communicate with the ground (@rspghcecraft). The transmit-
ter and receiver portions of the communications systenudekthe hardware for bandpass
filtering, low-noise amplifier to boost weak received sign&lequency mixer and power am-
plifier to boost the downlink signal to ground.

CubeSat communication systems have developed signifycsintte their inception. Early
communication was carried out using available amateuor@dihnology mainly in the UHF
band [30], ranging from 435 - 438 MHz. The frequencies antdrietogy called for rudimen-
tary equipment such as whip or extending tape antennas gidrimented protocols such as
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the AX-25 [31]. This often resulted in low data rates andafaility, but provided the early
developers with ready to use off the shelf equipment andssctte a worldwide network
of ground stations keen and able to help track CubeSats —wissespecially important
during the initial phases of a launch. Today’s CubeSatsdite/e a high-speed downlink
implemented utilising S- and X-band transmitters, incirggadownlink rates to over 1 Mbps.
Although these offer much higher data rates, the increaperiimrmance requires: (i) more
expensive equipment, (ii) higher transmit power and (ifjund stations with larger anten-
nas and higher pointing accuracy, meaning this technolegwt always suitable for every
mission.

Attitude Determination and Control Subsystem

The performance of the communication system and operafiomany observational pay-
loads are directly linked to the ability of the satellite it at specific locations on Earth or
other targets. The Attitude Determination and Control $atesn (ADCS) encompasses all
components needed for orbit and attitude determinatiorcanttol, and ultimately the posi-
tioning and pointing of the spacecraft for the mission. TH&3% must be able to overcome
the disturbance torques experienced during the satslbteit in order to control the angular
momentum of the satellite.

The fundamental driving requirement for ADCS is the poigtaontrol, typically driven by
how accurately the payload must be pointed. How accurdbtelgpacecraft must point will
impact on the accuracy of the sensors and the precision @dfuators. The actuators pro-
vide the torque to re-point the spacecraft. The most stnhgenstraints for the ADCS are
mass, power, and volume. The sensors and actuators adficsighimass to the system,
and the software required to control a spacecraft’s attiteh consume a major portion of
the processor bandwidth. Typically, more accurate serserleavier and more expensive
consume more power and have a lower reliability — generatlyentomplexity is required
for more accuracy.

In addition to pointing the spacecraft towards commundcetior payload targets the ADCS
subsystem is responsible for maximising the solar energgémt on the solar arrays. The
ADCS subsystem has the on-board knowledge of attitude,hmileen combined with the
position of the Sun in relation to the Earth, generate th@@raommands to the hardware
to point the antenna and solar panel.

Attitude determination is provided by a three-axis magmedter, which is used to measure
the Earth’s magnetic field. The control is often implemerdsdcpart of the OBC software
and uses one of several different technologies to enablABES to control the satellite’s
attitude in orbit. These range from relatively simple magneontrols to more complex
momentum wheels and pressurized gas thrusters. Magnetimtoequires no moving or
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deployable parts, is lightweight and can be designed toitiledower, making it attractive

considering the design constraints of CubeSats. To comatellite’s attitude in orbit, three
magnetic coils are mounted, perpendicular to each othéhrer sides of the satellite. When
powered, the torque produced by the electromagnets triggiowith the Earth’s magnetic

field. Despite the considerable power consumption of the 8Di@Ge overall impact on the
power budget is relatively low as the ADCS is only turned ang@ghort time each orbit.

Structure and Mechanisms

Structure & Mechanisms encompasses both the structureea$ghcecraft, and the elec-
tronic/mechanical systems needed for achieving or maimgithe mission configuration.
The spacecraft structure supports all the spacecraft coemi® and payloads throughout the
launch, and it provides a stable platform for on-orbit operes. The structure of a CubeSat
is to a certain degree fixed by the standard and the availabfeh pods. For a 1 U satellite
the volume isl0 x 10 x 10 cm, typically increasing across one of the dimensions fgda
satellites. For example Genesat-1 [27] is 6 U with dimersmfit0 x 10 x 10 cm, however
other dimensions exist such 2as< 3 U. The structure must be strong enough to survive the
forces experienced during launch and deployment from tinecla vehicle, while still being
as light as possible to minimise costs. In addition the stinecneeds to retain its structural
integrity in the harsh environment of space for the duratibthe mission and serious con-
sideration is put into material selection as not all materian be used in vacuums or are
suitable for use within the deployer. Fig. 2.5 shows soméhaffshelf structures available to
purchase from Pumpkin and Clyde Space [32, 33].

Mounted on the outside of the structure are the solar paseld to generate energy from
the Sun. To meet the increasing power requirements of congalellites, more and more
solar cells are needed. The problem is that there are stgetirements and only limited
space-availability within the Poly PicoSatellite Orbi@éployer (P-POD). To overcome
this, deployable solar panels are used, which open up orc€ubeSat is launched from
the P-POD. The mechanisms involved are often simple spanddatches; usually a burner
circuit contains the mechanism until the satellite has baenched and it is ready to be ex-
panded. The combination of the space environment and th&anisritical aspect of such
mechanisms means that their design is often simple butspesified. In a similar vein, the
communication antennas used on typical CubeSat RF fretpgenel37 MHz; are not prac-
tical for launch because they would take up too much roonteéuksthey are stowed away
and released using similar mechanisms to the solar panelainAhis is a mission critical
aspect as failure to deploy could result in the inability donenunicate with the satellite. Ex-
amples of deployable solar panel designs and antenna msoisgacan be found in [34, 35].
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Figure 2.5: Pumpkin (left) and Clyde-Space (right) 1U Stnoes [32, 33]

2.4 Space-Specific Design Challenges

The design and operation of a spacecratft is tightly cougléts brbit. The three major orbits
are defined by the distance between the Earth and the spficéawa Earth Orbit (LEO)
covers the range from 700 - 2000 km, Medium Earth Orbit (ME@tshes from 2000 km
up to Geostationary Earth Orbit (GEO) at 35,786 km. Sagsllih GEO orbits have the same
rotation period as the Earth and will appear stationary @vécation on the the Earth’s
surface. Satellites in lower or higher orbits than GEO wibtive in relation to the Earth.
Satellites found in LEO and MEO orbits will appear to moveoasrthe sky when viewed
from Earth. The immediate result of this remoteness frontrEarthe loss of predictable
atmospheric conditions and the movement of the satellite thhe Earth in the chosen orbit.
These aspects play an important role when developing disgtetoviding a number of spe-
cific challenges which must be accounted for to produce abiglisystem.

The harsh environment of space provides a number of chatetmsatellite designers. Of
particular interest are the effects of radiation on elegtraomponents and the techniques
used to counter them. Furthermore, leaving the protecfi@adh’s atmosphere places strict
requirements on the materials used to construct a satellite vacuum of space can cause
materials to change physical properties. The temperafispate is no longer regulated by
the Earth’s atmosphere and a spacecraft is often exposatytemperature swings. The
materials used to construct a satellite must be light to kedpin the weight budget but
strong and robust enough to withstand the space environanelithe launch of the satellite.
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In addition to all this there is the ever present danger afidpsiruck by very fast moving,
small pieces of space debris. Sec. 2.4.1 details the clgabemhen developing for the harsh
environment of space.

Operating in space places particular constraints on thenaamcation challenges faced by
satellite developers and are affected differently depgmndn the spacecraft’s orbit. The three
major orbits are best suited to various applications andeceith their own unique commu-
nication challenges. GEOs provide a fixed position in the ahg offer a huge footprint,
l.e. effective coverage, making it ideal for broadcast ®ew such as satellite television.
However, the significant latency involved means they aradesl for telecommunications.
Selecting an orbit closer to the Earth, such as LEO redueekatancy and transmit power,
but requires more sophisticated equipment in order to titaekast moving satellites. In ad-
dition, bringing the satellites closer to Earth and redgdimeir footprint; results in the need
for multiple satellites in order to provide continuous seev Sec. 2.4.2 details the difficulties
of designing a communication system for a satellite.

2.4.1 Environmental Effects

The Earth’s atmosphere is made up of five principle layepdsphere (0-11 km), strato-
sphere (12-50 km), mesosphere (50-80 km), thermospheréd@&m) and exosphere (700-
10,000 km). The space environment, or more specifically tiatmat which the Earth’s
atmosphere begins to degrade is outside the troposphece. ddtside the relative safety of
the troposphere, the atmospheric pressure rapidly begifadl t— at the top of the strato-
sphere the pressure is a thousandth compared to sea-lénsllo$s of pressure can cause
materials to change physical properties, changing salidsgases. The phenomenon known
as outgassing refers to the vaporisation of surface atorasnwditerial when it is subjected
to an ambient pressure that is comparable with its own vapassure [15]. This process
occurs at an increasing rate as temperature rises. Outgassn be detrimental to devices
such as camera lenses or solar panels which can get coakeddargelled material, affecting
their operation [11, 15].

Many international organisations, e.g. ESA, NASA publis$t data and information related
to materials for use on spacecraft [36, 37] — they even pmotheé status of various Printed
Circuit Board (PCB) manufacturing lines and Surface-MobDevice (SMD) components.
They have gained this knowledge through use on previousonsas well as thorough test-
ing. Although the rates at which different materials outffasa given temperature can be
determined; the exact surface conditions of orbiting Vekiare difficult to determine, this
is especially true for LEO, and exact figures for mass lossremeefore not available.

During satellite development a compliance document isteceavhich lists and describes,
among other requirements, compliant materials as welle@aactheptable tolerance levels es-
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pecially when dealing with potential problematic ones. iDesrs use the test data available
to them and try to avoid or minimise the use of these matesiatdmponents. However, it
is sometimes impossible to avoid such materials e.g. whdredded in an electronic com-
ponent. In this case it is the subsystem designer’s redpititysto report this via the risk
evaluation mechanism to the mission and spacecraft oversee

The Earth’s atmosphere, specifically the troposphere, hagded a stable environment
where life has been able to evolve. The diurnal temperatar@ton is low and the fixed
gravitational force of the Earth provides a familiarity kit which to design. Leaving this
well understood and stable zone has significant and sometimexpected implications. The
almost complete loss or absence of any of the effects oftyralso known as Microgravity,
means objects do not fall, bubbles do not rise, particlesoigettle and convection currents
do not occur [11]. The lack of convection has implicationsfee safe operation of electronic
components, as they must not be allowed to overheat. Sgdickyout and equipment such
as radiators and heat pipes are used to move heat away frattivsecomponents. The
external temperatures at these altitudes range from asdows C to over125°C. For a
satellite in LEO, experiencing up to 9 orbits per day, theget@lations place huge stresses
on the mechanical structure of the spacecraft. The orhitdilles and spacecraft attitude are
all taken into account when designing a spacecraft strectur

Aside from material integrity the electronic componentsstrhe able to withstand or miti-
gate the effects of cosmic radiation. Outside the protedtiyers of the Earth’s atmosphere
the Sun’s photons, solar wind particles and interplanetagnetic field can adversely affect
sensitive space systems. Only for LEO with its lower alt@tide Earth still offers some pro-
tection from the radiation arriving from space. Particiyidor MEO and GEO, the impact
of cosmic radiation is often minimised through careful camgnts selection and shielding,
however this protection comes at a cost and does not neitgdadrwithin the CubeSat
philosophy of using off the shelf components. This sectidroduces the challenges of de-
signing for space using COTS components and how they can 8e mare resilient to these
effects through appropriate design techniques.

Traditionally CubeSat missions are designed for and opérat lower LEO, usually up to
1000km. The radiation environment in low-Earth orbit irds#g elements of cosmic radiation
which can when left unchecked cause degradation to sateléttronic components and ul-
timately performance. The limited lifetime and academitur@of many CubeSat missions
means that the effects of cosmic radiation on electronicpmorants is often not considered
or accounted for due to associated monetary or time costeMemwn order to guarantee data
integrity and system performance especially in the corgértore advanced missions such
as formation flying and networking, these effects must besicklemed. Presented here is an
in depth look into these effects as well as methods used totepact them using methods
still adhering to the CubeSat principle of low-cost.
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Radiation can be detrimental to the operation of electronimponents through a number
of different mechanisms both destructive and non-destictThese are classified either
as single events effects or cumulative long term effectssiibe sources of these types of
radiation in space include:

e COSMIc rays;
e solar particle events;

e Van Allen radiation belts.

A comprehensive review of radiation effects on integratedudts, mitigation techniques
and part selection follows in this section. Radiation d@fezxamined include single event
effects and long term effects with a particular focus on thepact on FPGAs. These findings
are presented to aid part selection for low-cost sateljigdesns, with a requirement to use
COTS components. Tab 2.2 lists the various radiation effentl provides a brief descrip-
tion. There are a number of well known methods used whengnginmitigate the effects of
radiation on electronic components. These include: enipipgxpensive components de-
signed to withstand the extreme environment of space ardatring redundancy to systems
thus enabling them to cope with multiple bit errors in somsesa

Conventional radiation hardened or tolerant componewdsiagdle from many manufacturers
and designed to withstand the harsh environment of spae®fi@n prohibitively expensive
and come with lengthy procurement times. Both these fagforagainst the nature of the
CubeSat philosophy of low-cost off the shelf solutions. ldwoer, as described below, once
these types of disturbances are understood there are a nofrddeernative solutions a de-
signer may use to mitigate the possibility of radiation efffecausing any damage.

The level of radiation experienced by a device within thecspeaft depends on the an-
gle/direction of incidence of the radiation, the level afiietion and the amount of material
through which the radiation passes before reaching theedédi’]. Hence electronics may
be shielded from incident radiation through their placemeithin the spacecraft and/or
through the inclusion of shielding materials. Includingesting material adds extra mass
to the spacecraft, increasing the launch cost [48]. By ptaai device in the centre of the
spacecraft it will be more shielded from radiation than iveis placed on the outside sur-
faces of the spacecraft. However it should be noted thaepiaat of components also has
an effect on thermal management [49], hence there may bdetfto be made. Shielding
is not effective at reducing Single Event Effect (SEE), bhutduces the ionising radiation
reaching the device, hence can protect devices with lowl Tatiégsing Dose (TID) [50, 51].
Triple Modular Redundancy (TMR) is the most common methodrgilementing Single
Event Upset (SEU) mitigation in a system. It can be implemeémtt different granularities;
register level, block level or device level; and involvaglication of a design portion and
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Table 2.2: Radiation effects

Name

Type

Description

Total lonising
Dose (TID)

Cumulative

TID is a cumulative, long term effect caused wh
radiation induced charge becomes trapped in the

en
sili-

con and builds up over time. It can cause a range of

parametric and functional failures. TID can cause
terioration of threshold voltages, current draw, pro
gation delays, transition times and drive strengths

de-
pa-

Single Event
Upset (SEU)

Single Event
Effects

Single Event Upsets (SEUs) occur when a char
particle strikes a register, latch or other storage
ment and causes a bit flip (i.e. a 1 to change to a

ged
Ple-
0 or

a 0 to change to a 1) [38]. SEUs may also be caysed
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adding voting logic to filter out an incorrect result in oneloé three signal paths [52, 53, 54].
Duplicate with compare (DWC), in a similar manner to TMRyaduces redundancy to de-
tect errors however as DWC only has two signals to compaiseintpossible to tell which is
correct. As a result DWC on its own is only able to detect exrbut it has no error correc-
tion capability although it may be combined with other sckerauch as reconfiguration or
temporal redundancy [55, 56]. While not being able to careemrs DWC offers a reduction
in the resources required to implement the scheme compaiddR. As a result DWC may
be suitable for use in systems where there are tight conttran resources, hardware, mass,
cost etc. where timely detection of errors with a systemllsvgufficient.

Error Detection and Correction (EDAC) codes and Error Guimg Codes (ECC) can be
implemented in hardware and software to verify data stanedeémory and protect against
bit errors due to SEUs. Hamming codes are used to producedtg plaeck for the stored
data; capable of detecting multiple bit errors and of cdimgdor single bit errors [57, 58].
Watchdog timers help to protect against SEFI and softwarehas, resetting sections of the
hardware in an attempt to recover normal operation [42]yivarlevels of watchdog can be
implemented to minimise the disruption and recovery tinoenfimore minor faults or in the
cases where the source of a fault cannot be determined [h1lt %@ important to note that
any reset control circuitry should be protected against/SEJ to avoid spurious resets.
Lock step is another method used to introduce redundancyremedby check for errors in
operation. It works by running two identical systems simnéously, each performing the
exact same operation as the other. In this fashion, evewytsther works in harmony to-
gether to produce a valid result (combination of both systeuatput) or the output is invalid.
SET filtering can be used to reduce the amplitude and widtlhaoistent pulses to prevent
them from being latched at the input to registers. As cloelgdiencies increase and once all
registers are hardened, SET filtering becomes more impgas$as means of reducing errors.
On a larger scale to cosmic radiation, and one that requidéeaent approach, is the threat
of space debris — left over pieces of past satellites onpitive Earth at high speed and ca-
pable of causing considerable damage to any spacecrafseTieces of space debris are
usually travelling at relative speeds=sf8, 000 ms~! or more with enormous kinetic energy
capable of inflicting catastrophic damage. The possibilits collision with space debris is
becoming a real problem for satellites. Besides the presehmicrometeorites, the space
around the Earth is becoming cluttered with spent rockefestaold inactive satellites, lost
tools and components, fragments from disintegration oéioipace structures, erosion, and
collisions.

The issue is especially problematic in geostationary s{@EQO), where the number of avail-
able orbital slots is limited with many satellites sharihg same orbital path, often clustered
over the primary ground target footprints. As of 2010, th&.Ustrategic Command was
tracking about 15,000 pieces of debris larger than 2 inchesn)[11], with a further esti-
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mated total of over 600,000 pieces smaller than 0.4 inchesn(lof which 300,000 pieces
were circulating below an altitude of 125 miles (200 km). Sé&pieces may be small but are
capable of causing major damage and avoiding them is thepgen.

2.4.2 Communication

All satellite missions must include some communicatiorctionality. This can be in support

of satellite operations, transmission of data generatedayoads or even as the primary
mission objective. The satellite mission communicatiochdecture consists of elements
found in space on the satellite coupled with those on thergtpsuch as ground stations or
user terminals.

The orbit type has a fundamental impact on the design of themanications system for a

satellite mission. A number of key factors when designingtalite communication system

are defined by type of orbit selected i.e. the distance todtedlge: the communication path

length to the satellite, is the satellite moving w.r.t to Berth, how much of the Earth is in

view by the satellite at any point and whether or not more tivansatellite is needed to fulfil

the mission requirements.

The following list characterises the communication chagkess associated with each orbit:

e LEO - close to Earth, low-latency, fast moving, short vieggnsmall-footprint
e MEO - medium latency, not as fast as LEO but still moving, medvisibility

e GEO - far away, stationary, large footprint, high latenaghhtransmit power

Geostationary orbits maintain an approximately fixed limcadver the Earth. As a result of
this the area of Earth covered by the satellite is essenfialid. Earth coverage refers to the
portion of the Earth a satellite instrument or antenna can 5&y. 2.6 shows the coverage,
or field of view, from the three major orbits projected onte Earth. Since the field of view
of a satellite in geostationary orbit is fixed, it always veethe same geographical area and
can maintain continuous contact with a ground station daygit. Fig. 2.7 shows the foot-
print of a handful of geostationary satellites and demassralmost entire global coverage
minus of course the polar regions. While geostationanylgatare ideal for broadcasting,
I.e. to a large fixed area, and making repeated observati@i®@d geographical area, they
are far enough away from the Earth to make it difficult to: abtagh quality, quantitative
observations and communication parameters such as tria@spower and latency start to
become and issue.

Typical range for a long distance terrestrial link may beap@ km, by increasing the path
length to service a satellite in geostationary orbit the edrate effect is the higher transmit
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Figure 2.7: Global geostationary satellite coverage, dbase a cylindrical equidistant
map [60].

power required for successful communication. This is paldirly true on downlink where
the transmitter power is one of the major demands on the pyisatellite power. In addi-
tion to the extra power required to overcome the huge disgiwolved, latency becomes
noticeable. Radio waves travel through free space at aitglot3 x 108ms~!. At this
speed the time it takes for a round trip communication to ellgatin GEO is~ 0.24 s.
When other potential communication network delays areuohet! this can easily rise to un-
acceptable levels. As the speed of light is constant, dessgmust find other ways to work
around these issues, this is usually achieved by modifyiatppols or reducing the number
of round trips required to the satellite.

In contrast to GEO, the much lower altitudes of low and meditarth orbits mean latency
and transmit power issues are not as severe. A satellitevierl&arth orbits is better posi-
tioned to obtain high quality remote-sensing data and seelto the Earth making it possible
for high capacity communication systems to be implemerfted LEO satellites the propa-
gation delays are relatively low, between 4 and 10 milliselsofor a single hop depending
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Figure 2.8: Ground track followed by a satellite in Low Ea@itbit [61].

on the position of the satellite relative to the target. Hogvesatellites at these orbits have
a much smaller Earth coverage potential, as shown in Figah@,are no longer consid-
ered stationary. With an orbital period of about 127 minutiesse satellites will complete
slightly more than 14 orbits in a single day. In comparisoth®sfixed coverage offered by
GEO satellites Fig 2.8 shows the ground track of a LEO staaliier multiple orbits. In fact
if a satellite is placed in polar orbit a single satellite ganvide global coverage. However
this movement makes communication with satellite in thebésomore complicated as they
must be tracked in order facilitate communication. In addidesigners must account for
non-continuous service or deploy multiple satellites imardinated manner to provide con-
tinuous contact with the satellites for a fixed position omtEaln a similar way to satellite
material and component make up, operating outside of thesyhere plays a role in the
communications system. Radio waves travel more or lessatedlhrough the medium of
space, affected only by free space path loss. However limy¢hrough the Earth’s atmo-
sphere and weather conditions, radio waves are suscefuibbrious phenomena that can
significantly affect the system performance. The atmosphepedances can be divided
into those that occur in the ionosphere and those in the sppere.

The ionospheric effects on the radio wave decrease witleasing frequency,/ /2. Above
about 10 GHz, the ionosphere is essentially transparematoescommunications. However
the lonospheric effects are particularly important for ltiwmedium frequencies. At fre-
guencies below about 30 MHz, the layers of the ionospherasictflectors or absorbers,
and space communications is not possible [62].

The tropospheric effects can be more significant and argeased as follows: refraction,
attenuation and scintillation. Atmospheric refractionsas a slight shift in the apparent el-
evation of the satellite. The magnitude of the shift dependthe elevation as well as on the
atmospheric pressure and water vapour content. This simfbe determined and accommo-
dated for by using ground station antenna to track the gatell

Attenuation in the troposphere has two causes: molecukorpbon by gases and the ef-
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fects of precipitation in the form of rain or snow on RF signalhe atmospheric attenuation
of radio waves varies significantly with frequency. Its aility has been well character-
ized by the International Telecommunications Union (ITB3] and is shown in Fig. 2.9.
At the microwave frequency bands of up to 38 GHz, the atteonaue to the atmosphere
at sea level is low at 0.3 dB/km or less. A small peak is seerBaBHz, followed by a
large peak at 60 GHz, corresponding to absorption by wateorvand oxygen molecules
respectively. This effect at 60 GHz in particular, whereaapson increases to 15 dB/km,
significantly limits radio transmission distance at thequency. Above 100 GHz, numerous
other molecular absorption effects occur, limiting theeefiveness of radio transmissions. A
clear atmospheric window can be seen in the spectrum froomdrd0 GHz to 100 GHz. In
this area, low atmospheric attenuation around 0.5 dB/kmirs¢close to that of the popular
microwave frequencies, and very favourable for radio tmra@ssion. Precipitation in the form
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Figure 2.9: Total dry air and water vapour attenuation aithdrom sea level

of rain and wet snow attenuate RF signals through absorpiiahscattering. This effect
is strongest when the water drop sizes are of the order of @legth. Thus in the mi-
crowave range, for which the wavelength is larger than adrajn, the attenuation increases
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with frequency. Semi-empirical curves may be obtained shgwttenuation as a function
of frequency for various rainfall rates assuming reasanatdels of drop-size distribution
and of rain-cell size. Global rain patterns have been studiel characterized over many
years. The ITU and other bodies publish models derived fresades of rain data from
around the world [64]. Models are available to predict ratensities and annual rainfall at
those intensities, to enable link designers to engineéo faks to overcome even the worst
weather, or to yield acceptable levels of rain outage ondotigks. For temperate climates,
typical fade margins are in the region of 2 dB at 11 GHz and B.%d14.5 GHz, for a link
reliability of about 99.99%.

Scintillation refers to the variations in signal amplitughase and angle of arrival result from
refractive index variations within the troposphere andidmsphere, and occur over short
time frames; typically less than a second. Within the trppese, refractive index changes
are driven by weather and are frequency dependent, and fiesullocalised variations in
charged particle densities, which can vary rapidly in theoues layers of plasma that com-
prise the ionosphere. The effects of scintillation are tgaghored for links operating above
1GHz. However at frequencies lower than 1 GHz variation o&sd Decibels have been
noted. A further note for designers of satellite communmicalinks is that at low elevation
angles the effects of scintillation are amplified due to therease in path length. For this
reason many satellite communication links are not operatezlevations of less tharo°.
The importance of scintillation is that, along with clear @itenuation, it causes a slight re-
duction in capacity.

2.5 Future Applications

CubeSats have matured from their humble beginnings as badgbr new technology [65,
66] or platform design experience for academic projects 2567, 68]. They are increas-
ingly being used to gather Earth observation and enviromaharonitoring data [69, 25, 70].
The spectrum of developers ranges from high schools to gsmfeal engineers and space
agencies. The change in attitude towards these smallitzged evident through the Cube-
Sat developments by the US Air Force, NASA [27], Boeing [65]eell as UKSA's UKube-
1[71] and STRaND-1 [72] from SSTL. This in turn has nurturegt@wing number of sup-
pliers such as ISIS, Clyde Space and Pumpkin. They have ech&gservice the complete
spectrum of developers, they supply very capable subsgsemmable to assist in organising
launch services and are even geared up to offer completenptasolutions.

The philosophy behind the CubeSat standard is to reduceadteo€ accessing space by
providing a low cost platform for spacecraft design and tgwaent. This has remained
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the case even though successive generations of CubeSatsffered higher performance
levels, helping to lower the risk profile of nano-satellisgsl make them more appealing to
a wider audience. With improvements in technology and aebeithderstanding of nano-
satellite behaviour in Low Earth Orbit (LEO), the ability GubeSats to perform evermore
complex functions is increasing. However due their size landed resources there is a
limitation to the range of potential CubeSats applicatiasshey need to fit within the form
factor. Despite the potential drawbacks imposed by theimftactor, their size and low cost
open up new strategies for scientific investigations. bt building a large and expensive
satellite a number of satellites can be flown together in at@thiation. CubeSats can thus
significantly reduce a scientific mission’s budget and alkmientists to measure multiple
data points that would be unobtainable otherwise. In comweal missions, every compo-
nent must function exactly as designed, but, depending ®@mibsion, a single CubeSat is
expendable.

An ambitious project to study the temporal and spatial e in the lower thermosphere
is due to launch in 2017. The project called QB50 [70] has hewlertaken by the European
Union with the aim to launch 50, 2 U CubeSats simultaneouBhey will form a network
of satellites, orbiting the Earth in a string of pearl forroat The mission lifetime is as short
as 3-months, but will be an impressive demonstration of ttengial of employing multiple
low-cost satellites together to achieve an ambitious goak satellites are built by various
organisations across the globe, making this a truly inteznal endeavour.

In a similar vein the HumSat project [69] aims to launch a teltegtion of satellites to pro-
vide communication capabilities to areas without infrastiuire — such as disaster areas. The
overall objective of the HumSat constellation is to providessaging services through small
user terminals on the basis of a store-and-forward concCBpé. project is open for inter-
national collaboration with organizations from around Wegld developing nano-satellites.
For retrieving data from the HumSat constellation of sdés] the Global Educational Net-
work for Satellite Operations (GENSO) network of groundistas will be one of the core
components of the data distribution system. GENSO is a waeiti® network of educa-
tion and radio amateur ground stations linked togetherhgainternet and using standard
software developed under an ESA funded project. Through ibiwork, GENSO pro-
vides operators of educational spacecrafts with extendeallise access capabilities. The
HumSat project is endorsed by the UN Program on Space Apiplisacalled BSTI (Basic
Space Technology Initiative) which was started in 2009 dnedfirst satellite was success-
fully launched in 2013.

A major achievement in the progress of CubeSat technology tha launch of the first
CubeSat constellation, Flock-1, in the first quarter of 20ll4e constellation consists of 28
satellites which were launched on a single launch on an Asta20 booster. Each satellite
in the constellation is capable of providing imaging of 3-Gesolution. Typical of Cube-
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Sat missions, their mission lifetime will be short as theguquy the relatively low orbit of
400 km. On the back of this success Planet Labs, who operateotistellation, have an-
nounced they plan to launch 100 further satellite withinytbar.

Although the HumSat, QB50 and Flock-1 projects revolve adbthne launch and operation
of satellite constellations, they are very much indepenhdpacecraft. By inter-connecting
the CubeSats in a network they can share tasks and processieg across many CubeSats,
further contradicting some of the negative effects impa$eelito form size. The term frac-
tional spacecraft entails splitting up the functional apérational aspects of a large satellite
across a network of smaller satellites. The benefits of thg@ach are: lower develop-
ment and replacement costs and using a modular form (suchl@sSat) makes expansion
to accommodate extra functionality possible. Additiopadpreading sensors spatially and
temporally allows a wider range of measurements to be takahpy spreading the respon-
sibility of one system across a number of smaller satejlfshire of one satellite does not
necessarily jeopardise the mission objectives.

2.6 Summary

CubeSats offer a promising and low-cost means to accesg.sf@ace their introduction
the number of off the shelf components/products availabléetvelopers has increased an-
nually. However, the challenges of designing for space meshoroughly accounted for if
the technology required to drive future missions is to béised. Future missions involving
cooperative spacecraft requires a different approachn@icuCubeSat mentality. Robust-
ness and reliability need to be worked into the design froebidginning. This can be done
without foregoing the COTS component and reduced developoyele that has seen some
great innovation emerge. Instead a new approach allowing feliable high performance
embedded computing system utilising clever design metiwodseded. In the next chapter
such a design, based on a FLASH based Field ProgrammableA@ate(FPGA) is intro-
duced. It has the ability to offload processor heavy systgmedis to hardware while still
maintaining reliability under extreme environment of spathus enabling more complex
on-board autonomy to be achieved.
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Chapter 3

Mission Interface Computer

3.1 Introduction

This chapter provides an overview of the current state ofthéor CubeSat on-board pro-
cessing. This is followed up by a more in-depth look at thefst Ascent Mission Interface
Computer and how it compares to the state of the art. Furtbizilgl of the MIC provide a

comprehensive overview of the design techniques and téogmoequired to offer a new

level of processing capability on CubeSat and nano-si&t@llatforms.

3.2 Motivation

CubeSats are widely regarded amongst the small satellitencmity as a platform that has
the potential to achieve great things in the coming year® fressure on these tiny space-
craft to perform as well as their larger siblings is incragsand mission developers expect
CubeSats to be able to meet very demanding performancs &k is a change in perspec-
tive from previous assessments where CubeSats were seaniag himited functionality,
and this optimism comes with increased pressure on Cube&8aidlogy developers to pro-
vide this performance whilst still hitting the low cost expetions of the CubeSat form factor.
From their humble beginnings as a test bed for new techndkgy66] or platform design
experience for academic projects [25, 22, 67, 68], Cubeatincreasingly being used to
gather Earth observation and environmental monitoring {8, 69, 70]. However, the use
of high resolution sensors is severely constrained dueddirthited processing capability,
downlink bandwidth and power available, resulting in a &-adf between resolution and field
of view. Providing a high performance embedded computeaf@ubeSat platform which
would allow high-resolution data to be pre-processed, tedscing the downlink bandwidth
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requirements, would not only help to reduce the requiremglaiced on the space-to-ground
station communication links, but would also allow highemgexity, novel mission goals
to be considered [73].

The development of the CubeSat standard was all about egsarsafe low-cost satellite
suitable to be launched along with a primary satellite. Tiention was and still is to keep
costs to a minimum. The size and weight aspect at first seehalbieging but with clever
selection and placement some really advanced satellitess pveduced. The low-cost phi-
losophy extends beyond the physical metrics of the saelitmponents are chosen from
standard off the shelf product ranges, not particularlyl aaiked to the harsh environments
of space. Another side-effect of the academic origins igithe scale for projects needed to
be just long enough to last students doing masters and dbetorojects. This works out to
be about 2-years. This rapid development is well suitedaddv-tech approach adopted by
many missions. They had a constrained budget, limited timdengere keen to see the project
to the end. One can see that many positive aspects of Cutm®ateighted/contrasted by
their negatives.

Steepest Ascent is a Digital Signal Processing (DSP) coywih extensive knowledge of
digital communications and embedded processing systemsough their involvement in
the space industry Steepest Ascent became aware of thdipbtérthe CubeSat platform:
providing a capable low-cost means to access space. Hawbkedimmited downlink band-
width available for CubeSats, as well as the lack of serisubaard processing was a major
factor in stopping CubeSats from achieving their full poisn They saw an opportunity in
providing a high performance on-board computer, one thatldvplay a significant role in
allowing the CubeSat platform to realize its full marketgagial, and at the same time would
provide a platform to showcase Steepest Ascent’s desigabdéjes.

The Steepest Ascent Mission Interface Computer (MIC) inetigyment for UKube-1 [71]
represents a significant technological evolution for théo&3at market; enabling large-
satellite processing performance on this small, powesttamed platform. The MIC is still
low-cost, but provides a highly-reliable, low-power, yeipable on-board computer. The
design has been specifically developed for telemetry arddeimand operations, as well
as providing a platform to perform advanced on-board pregssing of data, allowing for
more sophisticated analysis to be carried out and moreegiticise of available downlink
bandwidths. Other key features of the MIC include a scalatdes data storage capability,
allowing data from multiple payload units to be stored calhtr Additionally, there is the
ability to reprogram the on-board processing units, alf@nn-flight updates of application
algorithms to be performed, as well as supporting novel eptscsuch as re-purposing the
entire platform to a new mission.
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3.3 Prior Art

With CubeSats becoming so popular in both academic and coorahields, it is interesting
to examine current on-board computer technology. A seleds presented in the following
sections.

3.3.1 CubeSat Technology Providers
Pumpkin

Pumpkin Inc. [32] are a well established company, havingesethe CubeSat community
since 2000. Although their expertise lies in a Real Time @feg System (RTOS) they

developed called Salvo which is implemented as part of theegltled software of nano-
satellite missions, they specialise in providing full datekits. Their complete CubeSat
design kit, consists of: development and flight models fisw@bsystems (ADCS/OBC/EPS),
a choice of structure/frame as well as a number of softwhraries including Salvo RTOS.

Pumpkin’s continued success has afforded them the opptyrticndevelop a number of

On-Board Computers (OBCs) designed to meet a range of @iffanission requirements.
In order to make such a diverse range of products econonagaladuce, Pumpkin have
coupled a motherboard with a selection of low-power PluggyRBbocessor Modules (PPMs).
The motherboard, shown in Fig. 3.1a,is a low-power interfaadule providing a PC/104
compliant open architecture suitable for a number of plbégarocessor modules. It also
features power management to the board, providing prote@tm over and under voltages
as well as a backup battery in case of sudden power failuressiiorage in the Pumpkin
range of on-board computers is facilitated by an MMC/SD cardket. This base board
provides a neat way for developers to customise their omebm@cessing needs.

The PPM is used for operational duties such as communicatiod Command and Data
Handling (CDH). Pumpkin offers a number of PPMs for use witdit motherboard. These
include a selection utilising the same MSP430 family of Eekestruments’ devices found
on the MIC. The A3 module shown in Fig. 3.1b is their most cd@aSP430 driven PPM

and is further specified below in Tab. 3.1.

GomSpace

GomSpace [74] were founded by the team behind Europe’s fuibeSat, called AAU-
CubeSat. They operate out of Denmark and have establiseets#ives with reliable tech-
nological solutions for the nano-satellite market. Thefgoé full range of CubeSat subsys-
tems designed and manufactured in house.
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(a) Motherboard. (b) PPM A3.

Figure 3.1: Pumpkin Motherboard and Pluggable ProcessaluloA3

Figure 3.2: Nanomind On-Board Computer (OBC) from GomSpace

Shown in Fig. 3.2 is GomSpace’s on-board computer called\idn@oMind. It is a stan-
dalone board unlike the Pumpkin PPMs and features an ARMegemr capable of running
an open source RTOS called FreeRTOS, making it a very capggbtem for space appli-
cations with limited resources. Additionally the Nanomfedtures a 3-Axis magnetometer
as well as coildrivers which can be used to implement atitcohtrol based on magnetic
sensing and actuation.

Andrews Space

Andrews Space is involved in the commercialisation, exgilon and development of space.
They market themselves as an affordable integrator of pacessystems and developer of
advanced space technologies. Unlike Pumpkin and GomSharegtimary product range
and customer base is interested in high-performance aaditey. They see an opportunity
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Figure 3.3: Andrews Model 160 On-Board Computer.

to apply their advanced technology to this small form fastttellite market.

Shown in Fig. 3.3 is the Andrews Model 160 flight computer. dcwapies the top-range of

the market, offering high-performance and reliability btia substantial increase in cost. It
comes in a similar package to the MIC, incorporating an FP@Agside dual embedded

PPC405(400 MHz) processors.

3.3.2 Technology Overview

The following table provides a side-by-side comparisonhef afore mentioned companies
OBC offerings.

Manufacturer Pumpkin GomSpace Andrews Space
Model PPM A3 NanoMind A712C | Model 160

Primary Primary Primary
Processor Processor Module | FPGA V4FX
TI Atmel Xilinx
MSP430F1611 AT91SAM7Al Dual PPC
16 32 32

16 40 400
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Other

2 3 User Defined
4 2 User Defined
2 - User Defined
1(12 bits 8 Ch) 1(10 bits 8 Ch) -
2 (12 bits) - -
- 1 -
- - User Defined
- - User Defined
- - User Defined
48 49 User Defined
2 2 User Defined
55 - -
5 4 64
Storage
- 2 64
- 8(4 + 4 MB) -
- - 2
<2 <2 -
Software
Salvo OS FreeRTOS VxWorks/Linux
Yes Yes RTOS
Yes
Power
TBC TBC <1
TBC TBC 4
88 55 90
PC104 CSK PC104 CSK PC104 Express
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- Magnetometer 2 Parallel digital
- 3 Magnetorquer camera interfaces
- Drivers Supports GPS

- 6 Sun Sensor Input daughter card
3 Rate Gyro Inputs| Custom IP Cores

Cost
£1221.00 £ 4018.00 £ 29756.00
£ 1221.00 £ 4018.00 £ 47046.00
£ 3948.00 - £ 1608.00
£ 3948.00 - -
£ 539.00 - -

Table 3.1: Technology overview of state of the art on-boasthjguters from Pumpkin,
GomSpace and Andrews Space

3.4 Steepest Ascent Mission Interface Computer

3.4.1 Specification

The Mission Interface Computer (MIC) is a next generatioghhperformance on-board
computer sub-system developed by Steepest Ascent. Thesvti&pable of delivering large
satellite processing capability to the CubeSat platforims &ble to provide significant on-
board processing capabilities via the inclusion of an oardaeprogrammable FPGA, as
well as large amounts of high-availability on-board steraging banks of redundant solid
state memories, while still enabling low-power modes ofrapen through the use of a sec-
ondary low-power processor.

The flexibility afforded to the design because it containthtField Programmable Gate
Array (FPGA) and a low-power processing unit, means thathigh performance embed-
ded computing platform can be configured as an on-board camimeluding a mass storage
subsystem or as a data processing subsystem within a paylbadhigh speed FPGA fabric
can be utilised to implement processor-intensive erroeat&tn and correction algorithms,
resulting in both a decrease in memory errors and power ocopison, as the processing of
these algorithms can be carried out using parallel proegsaichitectures directly within
hardware and not serially in software.

When configured as an OBC the MIC provides a number of optibasdllow different
system architectures to be accommodated. By implemerimg@timary processor within
the FPGA fabric, the low-power processor can be used as adagoprocessor allowing
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Figure 3.4: Steepest Ascent Mission Interface Computer.

background tasks to be performed, as well as an in-flightnfegnaration of the FPGA fab-
ric. Under certain fail conditions, the secondary procesan act as a redundant processor
allowing main platform operations to continue.

When configured as a data processing and storage subsyst@émCtprovides a number of
options that allow different system architectures to be@aonodated. The FPGA fabric can
be used to implement data processing algorithms, allowatg tb be pre-processed before
being transmitted to the ground. The attached Read Only MgfRDM), Random Access
Memory (RAM) and mass storage can be used to accommodateaoiomglex algorithms
that require buffering of data as well as filter weights oikigp table values to be stored.
The delivery of this on-board computer is within a systent thes gone through a pro-
gramme of due-diligence and review, including criticaligasanalysis, processes typical to
much larger spacecraft platforms. The subsystem is housadmgle board which is CSK-
PC104 compliant. Tab. 3.2 provides an overview of the teldgyoand components which
form the MIC and Fig. 3.4 shows an image of the MIC.

3.4.2 Technology Overview

Manufacturer Steepest AscentSA-MIC
Model

Processor
Primary Low-Power
FPGA M1A3PL Processor
Microsemi MSP430F5438A
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User Defined
User Defined
User Defined
User Defined

Cortex-M1 MSP430F5438A
32 16

20/40 20

User Defined 4

User Defined 8

User Defined 4

1(12 bits 14 Ch)

Software
Yes
Power
<0.3
<1
Physical
76
PC104CSK
Other

User Defined 87
User Defined 3
0 256
32 16
8 -

8 -
128 -

8 -
2/4/8/16 -

Drivers
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EDAC SDRAM
ECC NAND -
FLASH -
Dual Clocks -
Custom IP Cores
£ 10000.00 -
£ 15000.00 -

Table 3.2: Technology overview of the Mission Interface (Qomer by Steepest Ascent

The combination of the low-power processor unit and FPGAmadhe MIC can be con-
figured to suit a wide range of mission performance requirgmeith no change to the
hardware design:

e MSP430 — low-power processor OBC offering a similar levepefformance to the
Pumpkin systems

e FPGA + Embedded ARM CPU — a more capable OBC with a scalableepsing
system coupled with the possibility to use the FPGA for pssoe heavy tasks, similar
performance to GomSpace offerings

e MSP430 + FPGA(fabric only, no CPU) — low-power processor O the possi-
bility to offload/implement data processing algorithmstie EPGA fabric and access
to mass storage

e MSP430 + FPGA(with CPU) — high-performance dual processsigh providing
access to mass storage, FPGA fabric and the use of a secq@rdagssor allowing
background tasks to be performed, as well as opening up giplity for an in-flight
reconfiguration of the FPGA fabric

3.5 Technical Innovation

The CubeSat platform has proven to be an innovative butegilhg platform to provide
low-cost access to space. Its potential has recently expesd a change in perspective from
previous assessments where CubeSats were seen as haviad functionality. However,
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the increasing desire to support multiple high resolutiaylpads with a single satellite mo-
tivates the design of a high performance on-board compuitigystem. One that is not
only able of carrying out the on-board control and monitgrspects for the spacecraft, but
also to act as a central data handling hub capable of preegsowy and storing data between
transmissions to the ground.

The size, mass and power restrictions of a CubeSat as wélkkapace environment present
a significant challenge for implementing such a sub-systamrent CubeSat on-board sub-
systems are often basic at best, with limited on-board [@ing and storage capability.
Many of the current offerings are result of the output of eeshk projects from institutions
such as universities and lack the level of maturity of an studriven design.

The Mission Interface Computer (MIC) sub-system by Steiefsissent aims to deliver large
satellite processing capability to the CubeSat platfornmbluding a degree of pre-processing
capability; allowing greater fields of view to potentiallg examined and making more effi-
cient use of the available downlink bandwidth. This in cagtion with the ability to store
both post and pre-processed data in a central locationsttegvcomplexity of the individual
payloads to be reduced significantly and consequently sks Associated with such devel-
opments reduced.

The design specifications for the MIC design can be sumnthasdollows:

e Provide a low-power mode of operation that maintains a leffebntinuous control.

e Provide a high-speed processing platform that allows thigiad of custom process-
ing algorithms.

e Provide support for multiple payloads.

e Provide the capability to reprogram the processing platfior-flight to allow the plat-
form to be updated and/ or re-purposed.

e Provide significant on-board mass storage including a bkridegree of redundancy
depending on the criticality of the data stored.

e Provide fail-safe modes of operation allowing either ormutoloprocessor to fail and
maintain a level of continuous control.

e Provide quantifiable levels of reliability and availakylit

In order to meet the robust, high-performance specificataescribed above the develop-
ment of the MIC followed a stringent design policy matchihgge of larger satellites. Due
diligence was exercised right through from component seleto reliability measures, ev-
erything was scrutinised using space industry technigodsstandards. This section high-
lights the details of the hardware design and contributioade to the design.



3.5. Technical Innovation 41

3.3VFPGA
1.5V FPGA Power

Regulators

12C Payload
kil | ow-Power

Processor Reset FPGA
FPGA Sleep H
s MSP430 Glue Logic
FPGA Sleep

A

12C PI/atform

Y

12C Payload

12C Platform Primary
Processor
FPGA

A A

Reset FPGA
Reset SP

SPIComms

r

Digital GND +—
Analogue GND+———

. PPs

SA-MIC

Figure 3.5: Architecture of Steepest Ascent Mission lriegfComputer.

3.5.1 Design

The Mission Interface Computer (MIC) is first and foremostighlperformance on-board
computer. It will act as a common computing interface betwibe payloads and the Cube-
Sat platform, performing shared scheduling and operatimctions. To do this the MIC
must possess sufficient computing power for command andhdat@liing as well as manag-
ing access to the mass storage and communication subsySteendIC is able to treat the
payloads and to some extent the rest of the spacecraft prate black boxes. This is im-
portant if the platform is to meet its multi-mission capéigoal; therefore the MIC design
will define the interface control between platform and paglo

The MIC design needs to be low-power and able to deliver btalsigh-performance pro-
cessing. A system consisting of a primary processor emloeiddsn FPGA and a secondary
safe processor was defined. The key sub-systems of the M&haven in Fig. 3.5. The con-
figuration implements an ARM Cortex-M1 soft core processithiw the Microsemi ProA-
SIC3L FPGA Fabric. The ARM Coretx-M1 acts as the primary pssor while a Texas
Instruments MSP430 low-power processor is used as a safegwor, providing low-power
modes of operation and a backup capability for the primaog@ssor. Memory is provided
by SDRAM, storage comes from dual redundant NAND FLASH. O#tey subsystems of
the MIC are the power regulation, communications headerthe CSK-PC104 connector,
glue logic and system health monitoring. The architectditb® design needs to be flexible
enough to implement: a distributed payload architectureratthe MIC will act as a pay-
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Figure 3.6: Key systems interfaced to or through the Missmberface Computer (MIC).

load manager, switching between payloads and allocatitaytdanass storage, or, a highly
integrated architecture where the MIC might be expectedetfopm a substantial part of
the mission processing, such as data compression or amalys outline for these payload
interface concepts is given in Fig. 3.6. The MIC moderatedittks through the high-speed
platform data bus; for example from payload via/throughNh€ to downlink, from payload
to mass memory via/through the MIC or from mass memory to diown

A core function of the MIC is to store data from the payload iassimemory and then pass
the data for downlink to the communications module. Memlisin the first instance, be
implemented as FLASH memory within the MIC; however furtihrerss memory is available
and access to this memory will need to be managed by the Mi€alisumed payloads will
carry sufficient cache memory for high density data openatighey may also carry dedi-
cated memory). The MIC may need to prioritise payload dathaslata rate to ground is
likely to be the bottle neck for the platform. For the highhyggrated architecture raw data
from a payload may be passed directly to the MIC for processiihis processing could in-
volve data compression, allowing more efficient use of oardanass storage. Furthermore
data could be analysed on-board and only the results storgdrsmitted; once again re-
ducing the storage and transmission requirements. Lowepsignal processing techniques
can be used to minimise power consumption.

The MIC shall be fault tolerant and as far as possible regilie SEU. The computer shall
consider multiple cores within a single FPGA, this will aleadiation mitigation techniques
to be applied to the processing unit; these methods inclUNHR or setting the processing
unit in a dual command monitor type configuration (lock std)is is a similar concern for
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memory storage; again TMR could be considered as a solufiominimise the probabil-
ity of Single Event Transient (SET) (which occur as a functid operating frequency) the
maximum clock speed should be minimised. Ideally, the clgpied should be driven by
the maximum data processing requirement. Radiation nibigéechniques and component
suitability were investigated and discussed in furtheaiiet Sec. 2.4.

Due to the low-cost nature of the CubeSat platform an aduititechnical innovation has
been the use of Commercial Off The Shelf (COTS) componeriteoAgh not unique within
the CubeSat market place, the evolution in capability thatdeen delivered with the MIC re-
quires an enhanced process of COTS component selectiortoht@nents used to make up
the MIC have been selected specifically to fulfil the Cube$aigh philosophy of low-power
and cost while still offering a better level of performanaeiocurrent on board computers.
The central component in the MIC is the ACTEL ARM Cortex-Mlabled ProASIC3L
FPGA (M1A3P1000L) device. Using a reconfigurable FPGA witoé core processor as
the on board processing unit allows for a range of designe tmplemented, including those
utilising the full capabilities of the high performance FR@ithout the soft processor core.
One of the primary reasons for selecting this device is ez #us fabricated from FLASH
rather than Static Random Access Memory (SRAM). Due to theiniconductor arrange-
ment FLASH-based devices are much more resilient to thetsfté cosmic radiation; these
are termed SEE and can arise from a number of sources. THestseafan be mitigated
through design but this costs logic and adds complexitys thhhardware based solution to
this possibility was deemed to be superior. Another benERtLASH-based FPGAs is their
low-cost operation when compared to SRAM devices. The FLAGBed FPGAs have a re-
duced system footprint and their power consumption is I@sieze an external configuration
memory is not needed. Another benefit of FLASH-based devscstairt-up time — as they
do not need to be configured they are live at power-up unli@e&SiRAM devices which lose
their configuration each time they are powered down.

At present the ProASIC3L are only available equipped wittA&M Cortex-M1 soft pro-
cessor. The Cortex-M1 is a 32-bit processor able to opetatpe @ 60 MHz and the soft IP
core nature of this device means it can be customised tasuiivel of performance as well
as the number and types of peripherals required. Althougtecuconfigurations allowed
for this device do not include use of a Real Time Operatinge®ys Steepest Ascent have
developed many RTOS free embedded systems capable ohgffennore predictable and
resource efficient design and feel that this is not a negé#aictgr.

In the event the primary processor failed to function cdfyethe entire mission success
could be jeopardized. To account for this and mitigate itsctfa safe low-power processor
was introduced on the MIC. This safe processor is designadttas a low-power safe mode
processor, capable of monitoring the operation of the mBiGA& and system functionality.
It has the power to take control of the system in low-powerisaiminal operations not using
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the primary processor or the FPGA, essentially managingdtedlite with minimal memory
and performance benefits enabled. In addition the low-ppnaressor is able to re-purpose
the main FPGA — this is novel concept as having the abilityetpurpose the main FPGA
could allow for a new mission objective to be achieved. R&inig current CubeSat on-board
computers a popular and reasonable device to use is the [Festagment's MSP430 family
of devices. The decision to use this device was based onritsntwse within the CubeSat
community and its potential to offer a reasonable level ofggenance.

The FPGA is connected to the main communication buses, pyrioantrol lines, the glue
logic interface as well as a number of memory devices, asawstin Fig. 3.5. The various
attached memory devices include:

e PROM: Used to contain the primary processor bootloadee[abload and run soft-
ware images stored within the NAND FLASH devices] and a reidum copy of the
primary system software. The component has been rated IReathiation Effects Data
Workshop (http://www.nsrec.com/redw/) indicating itstahility for use in space.

e NAND FLASH: dual redundant 1 GB mass storage devices usetbte secondary
system software images, platform and payload telemetrydata from the various
payload subsystems. Under normal operation only a singlie@&vill be active. The
redundant device will only be used if the primary device isrded to be in fault. The
use of ECC and intermittent scrubbing will ensure the intggif the data stored on
the device.

e SDRAM: provides main software instruction, data and bufigistorage and access.
This memory is Error Detection and Correction (EDAC) prégelausing a 7-bit parity
sequence to allow for 1-bit detection and correction ort2-eiror detection on a 32-bit
word length. These errors are monitored by the flight sofwahich will produce an
exception handle in case of non-correctable errors or gmglint of corrected errors.
The design of this is covered in the contributions secticiotiow.

The glue logic interface device provides failsafe signaidiboning for all internal con-
trol signals and implements the clock failure mitigatiopahility, it must therefore possess
strong radiation tolerance. Antifuse FPGAs are One TimeyRirmmable (OTP) devices;
once the devices have been programmed, physical metal ciommeare made on the chip
and the design is fixed. The FPGAs are programmed on the gtoefiode being soldered
to the board; at this point their functionality is fixed. Asesult Antifuse FPGAs do not
offer on-orbit reconfiguration as is possible with SRAM orARH based FPGAS, however
this also means that the configuration of the design is imnmartbe effects of radiation
(SEUs in the registers, SET, SEL and TID still apply). Usingtifise FPGASs eliminates
many of the high costs associated with ASICs however doepnovide the flexibility for
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in flight modification provided by reconfigurable FPGAs. OTé¥ides are live at power up
and do not require any additional circuitry or memory to perg the device. Typically, An-
tifuse FPGAs have a relatively low gate count and simpleitacture; their properties make
them ideal for applications such as glue logic functions manctoprocessor interfaces. The
RTAX and RTSX FPGAs from Actel/Microsemi are rad-hard Ansé devices and like their
FLASH FPGAs these are inherently radiation tolerant to gumétion errors.

3.5.2 Contribution

The development of the MIC involved a number of Steepest Atsergineers, each working
on key areas. The author was tasked with implementing andtamaing the Actel FPGA
I.e. the System-on-Chip and the various design aspectsiagswith it. In addition | took
responsibility for the glue logic, which is in place to maiaind verify the critical signalling
between the FPGA/Primary Processor and the secondary dowesp safe processor. This
section provides an overview of these contributions to thé M

FPGA System-on-Chip

The FPGA fabric contains the primary processor which in radroperating conditions will
supply the primary command and data handling capabilithéospacecraft. The primary
processor is implemented as a soft embedded processomsystan the FPGA fabric and
is shown in Fig. 3.7. The internal bus system consists of tvamnrbuses. Peripherals re-
quiring larger bandwidths and faster rates of data trareferconnected to the Advanced
Microcontroller Bus Architecture (AMBA) Advanced High-germance Bus (AHB); these
include the on-chip memory and memory controllers. A secdéoder bandwidth bus is
also present, this is the AMBA Advanced Peripheral Bus (A®M®) provides access to other
peripherals such as the communication cores and timersigldsi FPGA combined with
soft IP cores allows customisation of the processor systiens, features may be added or
removed at later stages with minimal impact on the actuasiglaydesign.

Due to the nature of the operating environment and the vaf@spoke modes of opera-
tion desired a number of key cores were developed by Stedgesnt. These included the
interface to the Synchronous Dynamic Random Access Men&IDRAM) and associated
error detection and correction functionality, as well as itterface to the external NAND
FLASH, Programmable Read Only Memory (PROM) storage devarel the self synchro-
nising Pulse-Per-Second feature.

SA_SDRAM_EDAC
The main on-board runtime memory available to the primaogessor comes in the form of
SDRAM. This type of random access memory is susceptiblengleieffect upsets, which
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Figure 3.7: Soft core processor system architecture fobtbepest Ascent Mission Interface
Computer.

are a result of charged particles striking the silicon ofrttemory devices. Due to the pivotal
role this memory plays within the MIC any errors with the dstiared must be detected and
dealt with. This is achieved by using an error detecting amecting code, which adds
redundant information to the stored data and is able to usddldetect and correct single
bit errors or detect and report two or more bit errors — thation of the affected bits is not
returned.

The interface between the memory controller and the prirpewgessor is achieved through
a connection on the AMBA AHB bus. SA_SDRAM_EDAC is in esseaggmbination of
two existing Microsemi IP Cores, namely: CoreSDR_AHB andeE®AC. The following
diagram illustrates the interface between the SA_ SDRAMAEore and the AHB inter-
face.

Operation of the core is as follows:

e READ: Control signals including the address and data aré @esr the AHB bus
to the SDRAM controller. The SDRAM controller interpretesie and engages the
necessary control lines to access the required memoryidosatAs data is read into
the core it passes through the EDAC which analyses the ddtpaaity. If no bit errors
are detected the data is output. If a single bit error is detkdt is corrected and the
data is output as well as the bit error flag is triggered (EDBOR). If two or more
bit errors are detected, the corrupted data is output fracdne and the uncorrected
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Figure 3.8: Steepest Ascent SDRAM Control with EDAC.

error flag is set (EDAC_ERR). The EDAC is calculated on 33;lilius in every type
of memory READ access (byte, half-word or word) the full 3&kare read out of
memory, checked and written back into memory, before the dahade available on
the bus. The EDAC calculation does not incur any processissgls i.e. zero latency.

WRITE: Control signals including the address and data an¢ @eer the AHB bus
to the SDRAM controller. The SDRAM controller interpretedie and engages the
necessary control lines to access the required memoryidosatThe 32-bit memory
data plus 7-bits Error Correcting Code (ECC) are first resal tine core and checked
for any errors; as before up to one bit error can be detectéd@mected, after which
EDAC_COR is triggered to alert the primary processor to glsibit error; if more
than two bits are in error the uncorrected EDAC error flag (EDERR) is triggered.
The next step is to write the new data back into memory. Duhiegexchange between
the controller and the memory, the data passes through tA€EDre which calculates
the error correction code. The ECC parity bits are appendeat £nd of the data
bit stream as they are output to the memory. The modified REMECK-WRITE
process allows access on a byte, half-word or word basisevgtill providing the
possibility to correct for errors using the ECC.

. This process is completely transparent to the missiotwaod; apart from counting

the single bit errors no further steps need to be taken.

(&) In the event of a single bit error, the EDAC_COR flag wilggrer an interrupt,
this can be used to monitor the number of single bit errorsected.

(b) Inthe case of uncorrected data the EDAC_ERR flag will berg@ch will trigger
an interrupt on the primary processor, the mission softwauet decide what to
do with the corrupted data.
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2. It seems counter intuitive to output the corrupt datajl wme realises that the ECC
applies to the full 32-bits of data. If the access to memoniy a byte or half-word
then depending on the error it is still possible that thisadatnot corrupted. Due to
this possibility the decision of what to do with the corruptiata is up to the mission
software.

SA_EXTMEM_CTRL

Steepest Ascent has developed a memory controller corestahlte to interface to both the
mass storage and program memory device for the FPGA. Thdaotebetween this core
and the primary processor is handled by an AHB interface.3Fgshows the connection
between the core and the memory devices.

Although the controller interfaces to two separate deviteppears as a single AHB bus
slave to the bus master i.e. the primary processor. The ssldpace afforded to the slave is
divided with the following offsets:

e PROM — 0x00000000 to OxO001FFFF

e NAND — 0x00020000 to Ox0002000F

The fashion in which the memory map appears to the primarygssor, provides an insight
into its operation. The memory address is decoded and faenéxactly which device the
current transfer is for.

The memory locations within the PROM are viewed by the prinmpcessor as a reserved
block of addresses; writing to an address translates to sigadynemory location. Access to
the NAND Flash is facilitated through a set of registersstheontrol the necessary command
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signals, memory transaction type and data to be written.s@negisters are controlled by
the primary processor through the mission control software

SA_PPS_GPSSYNC

The Pulse Per Second (PPS) core provides a 1 Hz synchramizatise for the various sub-
systems with the additional capability to adjust for cloektdusing an on-board GPS PPS
if available or a value uploaded from the ground station. 3 illustrates the underlying
operating principle and the various modes are describeleubelow.

In its most basic operation mode the PPS will use the 20 MH#esy<lock to create a
pulse every0 x 10° clock pulses. Mission time is advanced using the generaitse: per
second and stored in the PROM so it can be used when the MI@imgmut of sleep mode.
Additionally, the core can use the 1 Hz pulse generated bynaimoard GPS to determine
an offset and use this to adjust for oscillator drift. Altatimely, this offset can be provided
through telecommand from the ground station. The offseébied and used to provide more
accurate mission event timing.

To ensure accurate timing and to account for drift of the carb@scillator which is used to
generate the system clock, it is possible to trim the numbsystem clock cycles used to
generate the pulse per second (MIC_PPS). The trim is detechiiom one of two methods:

e Using an on board GPS_PPS

e Using information uploaded from the ground station

Monitoring the pulse per second generated by an on board GRBIen(GPS_PPS) itis pos-
sible to trim the MIC PPS thus providing an accurate 1 Hz pulée& SA_PPS GPSSYNC
core will register when the GPS_PPS is active and use it triashtie how many clock pulses
occur between pulses. Using this information the SA_ PPSSYNC core is able to deter-
mine the necessary amount needed to trim its pulse per secoind register. Once the trim
has been determined the primary processor is notified arsles@ action when to imple-
ment the trim.

Note: The edge of the PPS signal generated by the SA PPS_GPSSYN®wie aligned
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to the GPS_PPS signal; the GPS_PPS signal will only be udeiditthe MIC PPS.

In the event the GPS_PPS is not available, the ground statiaole to upload an estimate
for the trim used to adjust the on board PPS generation. Ththad is not as accurate or
immediate as the GPS method and acts as more of a fallbaskyadt iable to provide what
is essentially a real time adjustment of the pulse per second

Glue Logic

The glue logic device provides fail safe critical signal ditioning for all internal control sig-
nals and a clock failure mitigation capability. The glueitomterface interprets the various
control signals generated by the primary and safe proce$$is includes operations such
as reset and entering and exiting low-power modes. Alloaittontrol signals are paired and
consist of an ARM line and a SIGNAL line. Only the correct canation of the two will
result in the desired control signal being accepted; see3Tabln addition to this safeguard,
all registers in the design have been implemented usinte tndular redundancy. This
design has been implemented to prevent latch-up eventsdaoising undesired behaviour.
The operation of the logic FPGA and its functions are exefmeplioy a number of states —
covered in the following discussion — which facilitate thatieation, deactivation and reset
of the two on-board processors as well as controlling emtignd out of low-power modes.
A state flow diagram illustrating the operational aspectthefglue logic including permis-
sible/required signals for transitions between statespesfound in Fig. 3.11.

Power on/Power on reset

A power on reset is activated when the POWER_ON_RST _N islt@Wy for a short period
before being released. Once released the enables for thewacation lines (UART, SPI
[2C_PLAT and 12C_PAY) are set to their default values:

e UART_SEL primary processor is selected
e SPlis enabled
e [2C_PLAT: primary processor is enabled, safe processabtis

e [2C_PAY: primary processor is enabled, safe processobltida

MSP430_RST_N, FPGA_RST_N, POWER_FPGACORE_SW_EN, POWERATO SW
EN are all LOW, while FPGA _FF_N and FPGA_LP_N are both HIGHh {Be next ris-
ing edge of the clock MSP430_RST N is released allowing #fe processor to start up
and begin its self check. After POWER_FPGACORE_DELAY poteethe FPGA core is
enabled. After POWER_FPGAIO_DELAY power to the FPGA IOsngalged. Finally af-
ter X_CLK_CYCLES_DELAY the FPGA_RST_N is released and theCNFPGA/primary
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Figure 3.11: Glue logic state flow diagram

Input Output
_ARM | _SIG
0 0 Error
0 1 Deactivated State
1 0 Activated State
1 1 Error

Table 3.3: Critical signal ARM and SIGNAL truth table

processor is allowed to start up. This start-up processamekfied in the Fig. 3.12

Disable

It is possible for the safe processor to disable the primanggssor, thus taking control of

the communication lines and stopping the LOGIC FPGA fronttiag to commands sent

by the primary processor. For this to happen the safe processst be deemed to be oper-
ating correctly and must be actively driving the disabledrior the primary processor and
the primary processor should not be actively trying to disdle safe processor. Similarly
the primary processor is able to disable the safe proceas®n this happens the control
signals from the safe processor to the LOGIC FPGA are ignaneithe primary processor
retains control of the communication lines. For this to Fapgthe primary processor must
operate correctly and must be actively driving the disaibles! for the safe processor. The
safe processor should not be actively trying to disable thmegry processor in this scenario.
Reset
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Power On Reset (POR)

CLOCK

SYS_CLOCK I I I I I I I I

INPUT SIGNAL

POR_RESET

QUTPUT SIGNAL
FPGA_FF_N ook ook X0k

FRGA_LP_N oo ook ook

LOGIC_COM_I2C_FPGA_EN froax 00 _oex

LOGIC_COM_[2C_MSP430_EN oo sood oo

LOGIC_COM_SPLEN ocx cooe X

LOGIC_COM_UART_SEL oot o0 _soux

MSP430_RST_N oo oo oo MSP430 DELAY

POWER_FPGACORE _SW_EMN poce 000 X POWER_FPGACORE DELAﬂ

POWER_FPGAIO_SW_EN oo 2000 oo POWER_FPGAIQ DELAY |

FPGA_RST_N ook 00 _oex XSYSCLK_CYCLE DELAY |

Figure 3.12: Power on reset timing diagram

Depending on the operating conditions, each processolas@beset themselves, each other
or initiate an entire MIC board reset.

Safe Processor

If the safe processor is operating correctly it is able toesa self-reset command signal
to the LOGIC FPGA which pulses the MSP430_RST N line, réstathe safe processor.
The primary processor is unaffected by this. If the safe ggsor is not disabled and the
MSP430_WATCHDOG triggers a full MIC board power on resetngiated as described
above. If the safe processor is disabled by the primary gsmend the MSP430 WATCH-
DOG triggers the LOGIC FPGA pulses the MSP430_RST _N linaclwhestarts the safe
processor. The primary processor is unaffected by thikelfrimary processor is operating
correctly, it can hold the safe processor in a reset stateiloygd the appropriate command
signals.

Primary processor

If the primary processor is operating correctly then it candsa command to the LOGIC
FPGA to reset itself. The safe processor is unaffected lsy tiiithe primary processor is
not disabled and the ARM_WATCHDOG triggers, then a full MIGalod power on reset
is initiated, this results in the FPGA_RST_N line being hked for a set delay as de-
fined above in the Power_On_Reset section. If the primarggasor is disabled and the
ARM_WATCHDOG triggers then the LOGIC FPGA pulses the FPGATRN line, this
restarts the primary processor. The safe processor isamtedf. If the safe processor is op-
erating correctly, it can hold the MIC-FPGA/primary prosesin a reset state by driving the
appropriate command signals.

Low Power

Assuming the safe processor is operating correctly it isipdesfor it to initiate a low-power
mode of the primary processor by actively driving the comdsignals to the LOGIC FPGA
for low-power mode enable. During low-power mode the sate@ssor holds the primary
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processor in a reset state, then disables power to the IObi@ndlisables power to the core.
To come out of low-power mode the process is reversed: fiesMIC-FPGA core is pow-
ered up, this is followed by powering up the 10s and finallyibset state is released and the
primary processor is allowed to start up again.

In order to compensate for a potential failure of a clock seuhe MIC board has been
equipped with two 20 MHz clock sources (hominal and redutjdaxcircuit implemented

in the glue logic FPGA selects which of the clocks should bedus drive the rest of the
board. The clock failure mitigation circuit is proprietaBgeepest Ascent IP and provides
automatic clock switch over under clock fail conditions. eTtircuit can be thought of as
two competing counter devices, each individually clockgalsingle clock source. Under
normal operation the primary clock is always output. If eitthe primary or redundant clock
fails, the remaining operational clock causes its coumteéime-out, indicating that it is the
source to be selected to be output within the system.

3.6 Solving the DSP problem for CubeSats

CubeSats are increasingly being used to gather Earth @tgenand environmental moni-
toring data. However, the use of high resolution sensorevergly constrained due to the
limited downlink bandwidth available, resulting in a traoi between resolution and field
of view. Providing the ability, through digital signal pressing techniques, to pre-process or
analyse data could ease the requirements of the on-boandutemAdditionally, minimis-
ing the amount of data to transfer reduces the bandwidthha tieeded to transmit, easing
the requirements placed on the communication subsystermevs, these techniques are
often complex to implement and processor heavy resultimggher power consumption and
resource utilisation. Offloading the complexity and preueg requirements to an FPGA
would not only free the OBC for housekeeping duties but alkmva flexibility during the
design of the system as it can be configured to accommodassomispecific features with-
out major hardware redesigns.

The freedom to trade power, throughput and resources dgaiesanother on a CubeSat
can be facilitated through the use of FPGAs. The benefits witamporating an FPGA are
demonstrated here by the Mission Interface Computer, winighements a combination of
microprocessor and FPGA with error correcting mass stoamgememory. The potential
of this design structure and how it can be used to implemeirglagerformance embedded
computer capable of offering a wide range of signal proogsbenefits to future missions
is discussed here. The final section of this chapter denaiasthow algorithm selection
can be used to alter the balance of the relationship betwaearpthroughput and resource
utilisation when implementing Digital Signal ProcessibP) on FPGAS.
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The MIC has been designed as a flexible High Performance Eseldle@omputing (HPEC)
platform that can be configured as an On-Board Computer (@B&3 a data processing and
storage subsystem. The architecture therefore suppergslittition of custom processing al-
gorithms that make use of the flexible FPGA fabric. Thus, #eesibility of an innovative
HPEC sub-system that goes beyond the capabilities of the MIGtill uses the same design
to offer dedicated data processing, can be considered &udaissa base to evaluate efficient
use of DSP for FPGAs on CubeSats.

The four key challenges to consider when addressing signaépsing on-board a CubeSat
are data: capture, process, store and transfer. The Missieriace Computer provides a
solution to the first three, while adhering to the CubeSattraasf low-cost and commercial-
off-the-shelf components. Alongside these four challsrgre the usual CubeSat limits of
size, mass, low-power and the space environment; furtlegathg the difficulty of imple-
menting a high performance embedded computing subsystpableaof advanced signal
processing.

In parallel with the investigation into commercial-offetfshelf components a review of low-
power and efficient signal processing techniques that camsbd within the FPGA based
system was conducted. As an example signal processingig@ehapplicable to a potential
CubeSat mission the classical Fast Fourier Transform (kfigduces DSP for FPGAs and
demonstrates the integral role algorithm selection playshe various trade-offs that can
be achieved. The FFT in this example could be used in a speanalysis mission based
on the MIC, sweeping a wide band of frequencies, detectinigreporting which bands are
being utilised.

Implementing high performance DSP on the HPEC, the desigmeed to use intelligent
DSP design techniques such as those detailed below in araeinimise power consump-
tion while maintaining the necessary performance. Thevdhg are a couple of example
implementations of the FFT for signal processing:

e Pipelined ("Streaming") FFT — offers continuous data pssoay at the expense of a
high resource cost.

e Fully Serial ("Burst”) FFT — has a lower resource usage tl@nStreaming I/O im-
plementation at the cost of longer transform time as it laaueads data separately
from calculating the transform.

On the HPEC, the implemented algorithms will have specifriégpmance requirements sit-
ting alongside very stringent power limits. To illustrahintelligent DSP implementations
can be used to trade-off power, resource usage and perfoencarnan FPGA, the FFT algo-
rithm is implemented on a Xilinx Spartan-6 FPGA — this deypsh@nt board was chosen
due to knowledge of the device and development environm&wb methods commonly
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used to tailor these algorithms for particular needs wevestigated and implemented on
the Xilinx Spartan-6 development board. These were condpanea power consumption
and throughput comparison and the results are presenteabm 8.4 & 3.5 and discussed
below.

The following details the clock speed, logic utilisatiordaghevice power consumption for
two FFT implementations. In the first analysis, the two impéatations are compared at the
same clock speeds of 20MHz, 50MHz and 100MHz. In the secoalysis, both FFT im-
plementations are compared at the same throughput; thatisienplementation is clocked
so as to produce FFT outputs at the same rate.

The power results displayed were calculated using Xilinxower Analyzer, which gives de-
tailed power analysis of post-place and routed designsl-titkea power consumption mea-
surement was attempted; however, on the development boapbtver consumption of the
peripherals was large enough that it masked the changesvierponsumption of the FPGA.

3.6.1 FFT Power Consumption Comparison

The power consumption and resource utilisation resulta fb024 and 2048 point FFT im-
plemented in the different configurations and run at thréergint clock speeds are given in
Tab. 3.4. It can be seen that, as expected, the streamind-T@é&nsumes the most power as
it uses the most resources. In the table, the power measotrérsplit into quiescent power
(Q) and dynamic power (D). The Burst I/O FFT hardware itsesino more resources for
a 2048 point FFT than that for a 1024 point FFT. The extra nessuseen in the logic utili-
sation figures are used for the memory blocks required te sha input and output samples
for the test design.

3.6.2 FFT Throughput Comparison

In this test, the burst I/0 and streaming I/O FFTs are congpatealifferent clock rates cal-
culated to give an estimated equivalent throughput. In #selts above, the comparison
between the burst I/O and streaming 1/O gives an idea of tinieepoonsumption for both
implementations when they are both run at full speed. Howeke actual throughput of
each implementation is very different.

In the FFT core datasheet [75], Table 9 gives performanceesulirce usage parameters for
the FFT core on the Spartan-6 FPGA. The latency of the b@<EFT is roughly 7000 sam-
ples, in which time 7 full FFTs could have been calculatedgi$he streaming 1/0O FFT. For
example, using a 100 MHz clock and with the streaming I/Oigecture pipeline fully filled,
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Spartan-6 xc6sIx45

Burst I/O

1024 FFT, 16 bits, Unscaled, Truncation, Bit Reverse

Streaming 1/0O

Spartan-6 xc6slx45

Burst I/0O

Power(W)@20 MHz CLK

0.071 (D:0.021; Q:0.049)

Power(W)@20MHz CLK | 0.076 (D:0.026; Q:0.049) 0.083 (D:0.033; Q:0.05)
Power(W)@50MHz CLK | 0.099 (D:0.051; Q:0.048) 0.115 (D:0.067; Q:0.048)
Power(W)@100MHz CLK | 0.141 (D:0.093; Q:0.049) 0.173 (D:0.124; Q:0.049)
Slices (total 6822) 306 1,009

LUT-FF pairs 1,006 3,302

LUTSs (total 27288) 848 2,989

FFs 1,160 4,124

DSP48A1s (total 58) 6 22

2048 FFT, 16 bits, Unscaled, Truncation, Bit Reverse

Streaming 1/0O
0.086 (D:0.037; Q:0.05)

Power(W)@50 MHz CLK

0.087 (D:0.039; Q:0.048)

0.123 (D:0.074; Q:0.048)

Power(W)@100 MHz CLK

0.116 (D:0.068; Q:0.048)

0.189 (D:0.139; Q:0.05)

Slices (total 6822)

334

1138

LUT-FF pairs 1041 3877
LUTSs (total 27288) 871 3455
FFs 1238 4816
DSP48A1s (total 58) 6 28

Table 3.4: FFT power consumption and resource utilisatiodck speed.

a full FFT (consisting of a new block of 1024 samples) can beutated every 1024 sam-
ples, giving an FFT throughput df017/1024 = 98,000 FFTs per second. The burst I/0
FFT runs around 7 times slower, i.e. at around 14,000 FFTsqmmd.

To compare the two implementations at roughly the same FioUghput, the burst I/O FFT
must be run with a clock rate 7 times that of the streaming IFJ.Hab.3.5 shows these
results, with the burst I/O FFT running at 100 MHz and theastrmg I/O FFT running at
14 MHz.

From the figures the trade-off between power consumptiafpeance and resource usage
can be clearly seen. For the same throughput, the strean@ngplementation uses more
resources but only about 65% of the power due to the slowekitlg speed. If resource
usage is more important (perhaps in the case when the deagytolbe tripled) the burst
I/0O implementation can be used, however it must be notedhiaimplementation must be
clocked faster for the same throughput and thus will costenporver. For very high perfor-
mance cases there will be a certain speed when only the stga® FFT will reach the
required clock rate.



3.7. Summary 57

1024 FFT, 16 bits, Unscaled, Truncation, Bit Reverse
Burst I/O@100 MHz Streaming I/O@14 MHz

Spartan-6 xc6sIx45

Power(W) 0.141 (D:0.093; Q:0.049) 0.074 (D:0.025; Q:0.049)
Slices (total 6822) 306 1,009

LUT-FF pairs 1,006 3,302

LUTs (total 27288) 848 2,989

FFs 1,160 4,124

DSP48A1ls (total 58) 6 22

Spartan-6 xc6sIx45 2048 FFT, 16 bits, Unscaled, Truncation, Bit Reverse

Burst I/O@100MHz CLK Streaming /O@14MHz CLK
Power(W) 0.116 (D:0.068; Q:0.048) 0.077 (D:0.028; Q:0.049)
Slices (total 6822) 334 1138
LUT-FF pairs 1041 3877
LUTs (total 27288) 871 3455
FFs 1238 4816
DSP48A1ls (total 58) 6 28

Table 3.5: FFT power consumption and resource utilisatiotihboughput.
3.7 Summary

In this section state of the art on-board computer techryolaas presented. It was compared
against the newly developed Steepest Ascent Mission &geiComputer (MIC). The MIC is
designed to offer next generation performance capalsiltiaile staying true to the CubeSat
philosophy of low-cost and low-power. With these new adeahprocessing capabilities
the opportunity to process data on-board a satellite oppres mumber of possibilities for
advanced missions facilitated through the applicationdviaced digital signal processing
techniques.

The potential benefits offered by signal processing woutnleiase the scope of CubeSat
missions and help to alleviate many issues encountered sigrdeeams regarding limited
power and processing capabilities. As mission goals beaoore sophisticated the need
is evident for a highly reliable and low-power on-board cenep; capable of operating on
platforms carrying multiple payloads and offering a valéablegree of signal processing
power. This can be achieved using a system incorporatingP&AFas was shown in the
case of the MIC and the high performance embedded computer.

Clever use of digital signal processing techniques alldwsughput to be traded-off against
power and resource utilisation. Making better use of alséeleesources is especially relevant
in the heavily constrained CubeSat form, thus any methoddtffers the chance to save
resources or power is sure to appeal to any hardened naslbtsaleveloper. The next
chapter investigates the use of CubeSats within formatyamgfland array processing, lying
very much in the realm of the MIC’s specifications.
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Chapter 4

Fractal Formation Flying and
Beamforming

4.1 Introduction

Chap. 2 introduced the concept of CubeSats and the chaidaged when designing for
space. In Chap. 3 an overview of the current state of the a@dibeSat on-board processing
was provided. This was presented in contrast to the SteAgesnt Mission Interface Com-
puter, which aims to provide a new level of processing cdpalbd nano-satellite platforms
while staying true to the CubeSat philosophy of low-cost lamdpower.

In this chapter a formation flying based architecture isgmé=d within the context of a dis-

tributed antenna array. The control algorithm presentekbiase of artificial potential func-

tions to form and maintain a network of self-similar grougsis produces a fractal shape
which is considered for the first time as a distributed ardegimay exploiting the recursive

arrangement of its elements to augment performance. ArBegiePurina fractal is used as
the base formation which is then replicated a number of time®asing the antenna-array
aperture and resulting in a highly directional beam fromatneely low number of elements.

Justifications are provided in support of the claimed bené&it distributed antenna arrays
exploiting fractal geometries. The formation deploymerdimulated in Earth orbit together
with analytical proofs completing the arguments aimed toadiestrate feasibility of the con-

cept and the advantages provided by grouping antenna eflgmeémcoherent structures.
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4.2 Motivation

The value of exploiting formation flight techniques for spacience, remote sensing and
telecommunications applications is gaining popularity,[77, 78, 79, 80]. So far proposed
formation flying concepts have been based on a relativelynlomuber of cooperating space-
craft, as in the case of Lisa, Proba-3 or StarLight missi&is 82, 83]. The exploitation
of a formation flight architecture with an increased numlezlements which maintains an
acceptable level of system complexity can be pursued thrdlg control of autonomous
and independent agents as a single group entity [77, 84].

Coupling reliable formation flying capabilities with the gsibility of producing complex
patterns using spacecraft will enable the potential of gogia number of antenna elements
into a cooperative structure. This has long been known aptleabin antenna array the-
ory [4, 5] and proposed at conceptual level for space appies [6, 7, 8].

The key point in the exploitation of formation flying techogg for the deployment of an
antenna array is that the performance of a homogeneousrpaftarray elements can be
matched or surpassed by fractal geometries as per [9] ahdqftal geometries as defined
by [9] can be considered self-similar structures propab&tan a coreinitiator through a
number of stages of growth by an identigg@nerator Application of fractal geometries
in antenna array design has mainly focussed on single stas;tthat is to say one device
housing the antenna array. In this context each satellitedgan antenna which contributes
to form the fractal pattern. Hence, the problem turns intedpcing a fractal pattern from
a formation of spacecraft which provides a platform for a benof array elements able to
exploit the fractal pattern characteristics.

From a control point of view one can consider to control atsame time the distance be-
tween pairs of spacecraft by projecting the error on two axdbke plane and applying a
control law such as sliding mode, H-infinite or a PID. Howe\as evident in [85] poten-
tial based control methods are suitable choice and can bsagahrough Artificial Poten-
tial Functions (APFs) which represent a popular controlhaétparticularly suited to large
structures of autonomous agents, such as discussed ir8é,@7, 88]. The way to obtain
complex formations through APFs, while maintaining a higigrte of reliability and ana-
lytically provable characteristics, can be revealed tgtotihe design of a limited connection
network. Network characteristics reflect on the final pattiployed through an APF acting
along its edges. In particular when the connection netwogkgnts self-similarity character-
istics, i.e. the same network structure repeats for nodegaups of nodes, this impacts not
only on the final formation but also on the stability and rahess properties which are the
same when considering the control of single spacecraftargy of those. As consequence
the overall control architecture result is scalable andesses a certain degree of fault tol-
erance.
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From the array point of view, self-similarity and sparseniesd to a number of benefits —
deterministic performance in operation due to the repetiiature of the array pattern, ar-
ray performance degrades gracefully with element failacefanally equivalent performance
can be achieved for a fraction of the number of elements useduare lattice arranged ar-
rays [89].

This chapter proposes the deployment of a distributeddrasttenna array across a large
group of satellites. Previous works [8, 7] have discussednefits of flying an arbitrary
formation of distributed antenna elements to take advantéghe lower risks and costs as-
sociated with a network compared to a single large elementth® other hand there are
examples in literature that investigate the benefits of@ditahaped monolithic antenna [9].
The present work merges for the first time the concepts ofibliged antenna arrays, frac-
tal geometries and formation flying. The inherent contrahptexity is reduced through
joint control techniques making use of APF and a self-simiammunication network. In
a similar fashion the overall antenna gain and performasicecreased, even though when
compared to a similar performing planar structure a redseédf radiating elements is used.
A description of the theoretical background is providedéas.St.3 and is followed by a more
detailed mathematical analysis related to the specificlpnolin Sec. 4.4. The topics cov-
ered include: the control method in terms of the APF chareties and communication
network; as well as an overview of fractal antenna theasyajiplication to a specific geom-
etry and the resulting performance. In Sec. 4.5 numericalisitions are performed for the
case of an architecture in geostationary orbit althougls#teof equations used is valid in
general for circular orbits and nothing prevents the confrep being applied to any other
orbit. Discussion and Conclusions follow in Sec. 4.6 and. 8etrespectively. This chap-
ter demonstrates the potential of implementing an innegatrchitecture based on multiple
autonomous spacecraft forming a fractal array.

4.3 Methodology

A group of N spacecraft is considered, divided into subgroups afients such that’ = n*
with k£ € NT. It is assumed that each spacecraft carries an element afiie where the
pair spacecraft-array elementill be named from here on as ager8pacecrafandarray
elementvill instead be used when referring to these componentsafdmplete system. The
agents are connected according to a non directional gregatrided by an adjacency matrix
A € NV*N containing binary elements;, with i, j € [1, N]. The spacecraft are controlled
through pairwise APFs which act only along the edges of tlaplyr There is no global
position or orientation of the agent formation, but withine tformation, relative positions
are considered for agents and groups of agents while relatientation is considered for
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groups of agents only. This implies that the single arragnelets are pointed correctly or, as
assumed here, are isotropic sources.

This section shows how a self-similar formation can be ola@ifrom mutually interacting
agents, and how the array performance can be analysed toassystem. For this purpose
artificial potential function characteristics and comnoation graph topology are described.
The fundamental concept of applying fractal geometriebealesign of antenna arrays using
a self-scaling method is described for the case of plandigrmations only, although similar
arguments can be applied to linear and 3D formations.

4.3.1 Artificial Potential Functions

The spacecraft are controlled through Artificial Poterfidahctions (APFs) operating along
the edges of a communication network. The APFs operate omaipa basis, that is they
do not depend on position or velocity of the agents but onltheir state relative to the other
spacecraft with which they are connected; in particulaiMioese potential is used. This is
composed of an attractive component

Xii
Ul = —Clexp (— |Laj|) (4.1)
]
and a repulsive component
Xii
Ui, = Cjexp (— |LTJ|> , (4.2)
]

whereCy; andC7; are constants regulating the magnitude of the potentialewly; and L},
are constants related to the attractive and repulsive smadghs. The subscripts j refer

to the potential sensed by ageriecause of interaction with agent The relative position
vector of agent with respect to agentis denoted by;;. The control law is completed by
a virtual viscous-like damping in the formv;, with o being a damping positive constant
to be defined later and; representing agent velocity. This control law togethehvtite
hypothesis of no external disturbances and idealisedrsgaad actuation capabilities results
in the motion equations

Xi = V; (43)
mv; = —VU*—VU' —ov; | (4.4)

wherem defines the agent mass and is assumed the same for all agehts, a

V()= 5 (4.5)
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Ul = Z(aijUfj) and U = Z(aijUZ‘Tj> ) (4.6)
j J

with a;; being the entry of the adjacency matrix to be defined next.

4.3.2 Adjacency Matrix

As reported in Sec. 4.3.1, agents communicate through aonle¥ links. In general in a
network system studied through graph theory an adjacentiyxcantains non-zero entries
in the (7, j) location whenever there is a directed edge from nottenodej, indicating a
communication link between the two agents representeddsethodes. Moreover the matrix
is not weighted, i.e. the elements € {0, 1} are binary. The strength of the interactions is
provided by the APF via (4.6). While the proposed adjacenayrimis symmetric, i.e. the
graph is not directed, this does not imply that the virtugdiactions amongst the agents are
symmetric.

Within the adjacency matriA for a system withV = n* agents, the edges belonging to
fully connectedn-agent subgroups form x n submatrices along the block-diagonal. The
remainder of the matrix contains links between agents imthé different subgroups.

Example 1. For the caser = 5 andk = 2, there areb subgroups creating§ x 5 subma-
trices along the diagonal of the adjacency matrix, as indecan Fig. 4.1. The communi-
cation between any pair of subgroups is maintained thromghioking agent per subgroup
(the central one), accounting far— 1 connections each. Beside that relative orientation
of peripheral subgroups with respect to the central one ssiredl by 1 linking agents per
peripheral subgroup connecting to the adjacent one in thieadesore.

Example 2. For the case = 5 andk = 3, there ar@5 subgroups creatingx 5 submatrices
along the diagonal of the adjacency matrix. These ones areected in groups of 5 as
described in Example 1, and are represented byfihe 25 squares along the diagonal of
Fig. 4.2. The communication between any paiRdfagent subgroups is this time ensured
by groups of 5 agents that replace the single agents of Exainpl

The network is designed such that the peripheral nodes aaken¢han the central ones.
This means that loss of control of one node due to loss of Brkare likely for nodes that
belong to peripheral region of the formation, hence theyatant as a bridge between large
portions of the ensemble. This implies that the loss of sankes is more likely to produce
the disconnection of a smaller and peripheral portionsefhistwork than of a large portion.
Each node is in any case at least connected to 1 other nodes. When the number of
generators increases, those groups which were end-poiritsef previous generator become
embedded and more firmly bonded into the larger pattern. @imgsires that in the most
critical scenario the loss of at least— 1 links is needed for fragmentation to occur. In
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Figure 4.1: Adjacency matrix for the case= 5 andk
agents. Non-zero entries are represented by dots.
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Figure 4.2: Adjacency matrix for the case= 5 andk = 3, creating a group olV = 125
agents. The self-similarity of the matrix can be observede Z5-agent matrix of Fig. 4.1
is replicated now 5 times along the diagonal and the othey efithe matrix, grouped ion
5 x 5 squares are in the same position as the links irkfhagent matrix.
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Figure 4.3: Node degrees as number of links belonging to Badh. A self-similar scheme

can be observed with nodes in central position being the ocoostected ones. In this scheme
the maximum number of connections per node is 28.

Fig. 4.3 the node degree is reported for the adjacency mattidimension 125, that is the
number of links each node is connected to. Nodes are sodetthe central to the peripheral
ones.

4.3.3 Gain Response

This section provides the methods used to analyse the beamfpperformance of a group
of agents arranged into formation, utilising the above e@nmhethods. The analysis tech-
niques presented apply in general to any planar array faeomand determine the gain re-
sponse or beam pattern of the array w.r.t. frequency anearglrrival. First a review of the
spatial and temporal sampling of a narrowband signal isideal; before the steering vectors
that characterise the incident wave on the array are defiffad.leads to the formulation of
the general beam pattern which is often used to determingcttiermance of a beamformer;
the response for a square full lattice array is presented.

The analysis below is performed for an array acting as aveceanotivated by traditional
notation of sources and corresponding steering vectorg dEsign of a beamformer for
transmission is analogous, and we will return to this in $e2.2. Since the focus of this
work lies in the control of two-dimensional planar struesironly the design and analysis of
planar fractal antenna arrays is described. As the propoaetl antenna array is part of a
satellite constellation whose aperture is small when coetpwo its orbit, Cartesian coordi-
nates are used to describe it. The gain response, is ggneealed from the product of the
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Figure 4.4: Symmetric planar array in the— y plane with inter-element spacings @f
andd,, and definition of spherical anglésand¢ for the wavenumber vectdr of a farfield
source.

steering vector and the radiation characteristics of td&vidual antenna array elements, is
here only dependent on the angle of arrival since isotrapieraa elements are assumed.

Spatial and Temporal Sampling

To spatially sample a far-field signa{t) with power spectral density,,(jw) =0 V|w| >
wmax DYy an array with)M elements defined by element positians m = 1... M, at least
two array elements have to fulfil the minimum requirement

)\min
min ||r,, — r < 4.7
nin v, =l < 55 (4.7)
in order to obtain an unambiguous representation free diadgdiasing. The minimum

wavelength
2me

)\min -

(4.8)

wmax

relates to the maximum angular frequengy,, via the propagation speedn the medium.

If the array acquires the continuous time signé), it will, due to its emanating from the
far-field, arrive at the array in a planar wavefront chanaséel by a normal vectdk,

sin ¥ cos ¢
k= | sindsinyp , (4.9)

cos v

with azimuthy and elevation’ as defined in Fig. 4.4. Therefore the delay experienced by
themth array element relative to the origin is

k'r,,

Tm(t) = x(t — AT,,) = z(t — .

) (4.10)
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wherek/c is also known as the slowness vector.

Temporal sampling of,,, (¢) with a sampling period leads to

kTr
m Ts
T )15)

I (4.11)

rmn] = x,(nTy — AT,) =z, ((n —

wherer,, = k:;j. Specifically considering a complex exponential) = e/,

xm [n] — e]w(n_T'nL)Ts — ejgne_]QTWL

, (4.12)

for this narrowband excitation the time delay;,, turns into a phase shiftr,,.

Steering Vector and Quiescent Beamformer

For the narrowband excitation in (4.12), concatenatingetisor signals,,[»] into a vector

x[n],
x1[n] eI
xa[n . OALE _
x[n] = 2.[ ] = ¢Ifin _ = \/Mejﬂnswg,g (4.13)
Tmr [n] G_jQTM

yields the unit norm steering vectsy, 5 o, Which uniquely characterises a source of nor-
malised angular frequend¢y coming from a direction defined by azimuthand elevation}
through the dependency &n

To calculate beamforming coefficients that fulfil the constraintw’sq, ,, 9, = 1 while
minimising the impact of isotropic noise, the quiescenusoh is the matched filtetw =

5Q0,¢0,90

Beam Pattern

To characterise a beamformer with coefficient veetadjusted for a source with parameter
set{Q, vo, J0 }, the beam or directivity pattern

G(Q,p,9) = wlsg 9 (4.14)

measures the gain with respect to potential sources ovedafjfrequencies and angles
of arrival by scanning the coefficient vector with the resigitset of steering vectors. This
power variation as a function of the arrival angle is observethe far field and provides a
metric to analyse the performance of the beamformer.
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4.3.4 Fractal Array

Fractals and fractal geometry [90] were introduced to diesaraturally occurring irregular
but self-similar structures, and have since found bearting wide range of scientific and
engineering fields. For the particular application of arthsted antenna array in the context
of satellite formation flying and fractionated space cr§dtl, 92] fractals have been found to
be advantageous due to their rapid growth and relativelylomber of elements. The self-
replicating nature of fractal patterns extends to theifggarance characteristics too; this
means that rapid analysis of a wide range of antenna chastict® is possible for different
growth scales for a particular fractal and is true for othactal patterns too [9].

Deterministic fractal arrays are constructed in a selfdsimmanner and consist of many
smaller parts whose shape resembles that of the overalttobjehey are formed by the
repetition of a generating sub-array [9] at growth sc&les 1; to construct higher scales of
growth, repetitions of this small sub-array are used. Theepaof the generating sub-array
is achieved by switching elements of a fully populated sytnimarray on or off according
to:

. _{ 1, ifelement (m,n) isturned on | (4.15)

0, ifelement (m,n) is turned off

until the desired fractal pattern emerges. The thinned rg¢ing sub-array is then copied,
scaled and translated to produce the final array. The araayalrpatterrs» at an arbitrary
growth scaleP € N, P > 2 is given by

Sp=51®Sp_1 (4.16)

with @ denoting the Kronecker product. Due to the recursive nabfithe development
procedure, deterministic fractal arrays created in thismeacan conveniently be thought of
as arrays of arrays. Fig. 4.5 shows some popular fractagrdemonstrating their initiator
at stage 1 and the subsequent stages of growth.

Utilising the control methods defined above it is possiblgrmup a number of smaller dis-

tributed antenna elements into a fractal array. The regutirray may then be analysed as
a beam former using the gain response techniques detaileel.ddsign and analysis of a
fractal beamforming array provides a number of potentialefies in the context of space

communications, including increase aperture at a reducst] tnproved performance and

risk mitigation due to reduced number of antenna array emsne
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Deterministic Fractal Array Growth
Cantor Purina Sierpinski

. e -

Generator growth scale = 1

Growth scaleP = 2

-
=

e
o
=

Growth scaleP = 3

Figure 4.5: Initiator and first few stages of deterministactal array growth for: Cantor,
Purina and Siepinski fractals.

4.4 Control Law and Fractal Beamformer Analysis

In this section the characteristics of the control techaigsed to drive an ensemble of agents
towards the formation of a fractal pattern and the issuedaélto the design of a fractal
shaped beamformer array are considered. It is first shownasymmetry in attraction-
repulsion potential leads necessarily to a central symnuetnfiguration. It is then shown
how the APF coefficients are calculated in order to get theekkslistance between agents.
Analysis of the control law is completed by considering tba-finear stability characteris-
tics. Beamformer design methodology is finally illustratedletail for the case of Rurina
fractal array — from a control perspective any fractal getsynthat is two fold symmetric
may be chosen. From those shown in Fig. 4.5 the Purina is abdelithoice. As a beam-
former the Purina offers an almost 50% reduction in the nurobarray elements needed.
The shape of this fractal as shown in Fig. 4.5 also means thergp between sub-arrays
maintains the critical sampling space such that (4.7) halgssame cannot be said for the
Cantor and Sierpinski geometries. With reference to S&; fram now on only the case of
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5

Figure 4.6: Configuration with 5 agents — all having APFs witantical coefficients —
arranged in a homogeneous formation.

an initiator ofn = 5 elements is considered.

4.4.1 Central Symmetry Emergence

Central symmetry emerges at initiator level by means of asgtry between the interactions
of one single agent with the group. This is obtained througHifarent value of the’}; pa-
rameter along the directed edges connecting the agent taltbe4 in the initiator structure.
This is here explained by finding the conditions that makeattiéicial potential derivatives
null along two orthogonal axes which are centred on the agensidered and define the
plane where the control is exerted. The out of plane motiamidertaken through other
means and is explained in Sec. 4.5. Considering the 5-agkatre, given in Fig. 4.6, the
first derivative of the artificial potential sensed by agemah be calculated for the regular
pentagon formation pictured. Then the conditions thatyafipthe APF coefficients in order
to reach a stable equilibrium are deduced. APF derivatimase calculated as

oU; ~ (Cf |xi — X, i xi — x5\ ®i—
-y X _ 417
o, (ng P ( Ly L P ( L x| 0

J=1

oU; - ij x; — x| Z?”j x; — x| Yi — Yj
_ _ L — 4.18
By, = 2 (L;;- P ( L Ly, P ( L, )

j=1

with U; = Uj* + U;. Excluding the trivial case fot";; = L, andCy; = Cf, (4.17) and
(4.18) can be driven to zero while satisfying the stabiliyditions.”;; < L, [87]. From
here on, just changes iti';; are considered, whetrg; refers to the indexing within the 5

agent group. In contrasty;, C, andC7; are considered independent from the pair of agents
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I.e. they take the same value for every indexand will hence be omitted below.

Taking the planar formation in Fig. 4.6, the equilibriumraday is trivially satisfied for all
possible distances either in casel”;; = L” for all (4, j), that is it takes the same values
along all the edges, or in the case one agent has a diffeneunisiee scale distance. This
can be understood by simply considering the symmetry ofdhedition about-axis. Equi-
librium along ther-axis does not lead to an explicit expression for the equilih distance,
nonetheless the derivative of the potential war.teferring to any agent can be calculated.
Due to the homogeneity of the configuration any agent cankemteo analyse the artificial
potential field. In particular for agent 1,

% = 2g ex —i cos o + ex —@ cos f3
81'1 pentagon N Le P Le P Le

cr d d
—27 <exp (—F) cos & + exp (—L—f,) Cosﬁ) ,(4.19)

d 1 \?
dy = =/ | tana + +1=Fkd (4.20)
2 COS «v

can be determined, with > 1. This is considered as an initial equilibrium scenario fang
equilibrium distancel and for " = L' that is the same repulsive scale distance sensed by
all the agents. In this scenario (4.19) must equal zero, fbiit i# L™ and in particular

L™ < L' the separation distance must shrink. Thus the equilibriistadce reduces as the
scale separation distance shrinks. This can be verified figretiating (4.19) w.r.tL",
leading to

8 8U1
0z pentagon CT ( ( d ) ( /{Zd )
= 2 exp [ —— | cosa + exp I cos 3

where

oL’ L L
d d kd
— 7 €XP <—F> COS &t — -5 eXP <—%) cos B) (4.21)

The expression in (4.21) is negative definite, since a réatluof L' produces an acceleration
on agent 1 in the direction of the positiveaxis and therefore leads to a reduction of its
equilibrium distance,

o ¢
Oz, pentagon
oL <0 (4.22)

(- 2) (o)) (- ) o)) e

This is always satisfied faf > L™. Thesufficient condition/ > L™ can be obtained by a
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Figure 4.7: Contours for the potential sensed by an ageieabitigin (a) in case all other

agents have the same value of the repulsive potential saadgh” and (b) in case one of
the other agents has a repulsive scale distdrice: L.

wide choice of system parameters, which can be easily se@mspgcting the equilibrium
distance for the simple case of two agents. This case isrsatddy summing up and setting
equal to zero the derivatives in (4.1) and (4.2) [fof|. = d, and then solving fo,

Lerr ceLr

d:LT—LalnC"L“>

L. (4.24)

In particular forC® = C" the relationship shown in (4.24) is true as longl#s+# L.
However, as stability imposds’ > L", to make the potential function convex in the vicinity
of the equilibrium, it can be concluded that Eq. (4.24) isata/verified for stable potentials
and possible to achieve for other choices of the paraméteedC".

The other agents in the group considered in Fig. 4.6 tenddp Kee same relative distance
w.r.t. agent 1. This produces the new equilibrium configarathat sees the agent with re-
duced separation distance finding its equilibrium positiothe centre of the 5-agent group
while also fulfilling equilibrium conditions for the othegants. A contour plot of the po-
tential which agent 1 senses is reported in Fig. 4.7 for bqthli&rium and non-equilibrium
parameter choices. By similarly working tlhi& parameter, the same effect can be obtained
as (4.19) is linear i". Here, parametek’’ is used to force the central symmetry configu-
ration over the pentagon one, while paramétéiis used to produce the desired inter-agent
distance only. The cross configuration generated by the m&gng in the potential repulsive
scale length is sketched in Fig. 4.8.

Considering that interactions amongst agents are onlygalomedges of the adjacency ma-
trix, a representation of the repulsive and attractiveesparameter as well as of the other
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5!

Figure 4.8: Cross pattern emerging by shrinking the repeilgbtential scale length broad-
casted for the agent in the centre.

coefficients influencing (4.1) and (4.2) can be given in teof®atrix which have the same
structure of the adjacency matrix described in Sec. 4.3. &raet from the top left-hand
corner of the repulsive distance matrix is given by

0O L° L" L" L' Ly 0 O

L' 0 L L" L" 0 Lj 0

L’ L 0 L" L' 0 0

L' L L 0 L 0 0

L' L L' L" 0 0 0 : (4.25)
L, 0 0 0 0 L L

0 L5 0 0 0 L' 0 L

0 0 0 0 L" L' 0

where zeros are in the same positions in the adjacency nmaffigs. 4.1 and 4.2, and where
the coefficients regulating the interactions among noddashwére centres of two different
5-agent groups are denoted bys. Finally L5 is used to indicate the value along the edges
connecting peripheral agents across different 5-agenipgroHence coefficients”, L ,

C"™ and(C® can be arranged in square matrices of dimensioras these coefficients refer
to the edges of the graph, they take a different value depgrah which agent the edge is
connected to.

One consideration which is worth noting is that arrangenr@mtentagon configuration is
not guaranteed by the conditidri’ = L". While havingL™" # L" will for sure exclude an
equilibrium configuration in the shape of a pentagon, theéreoypcannot be stated. The cross



4.4. Control Law and Fractal Beamformer Analysis 73

configuration in Fig. 4.8 can be obtained for both the choafes™ considered. From this
point of view, excluding one of the two configurations can eersas a method for escaping
one local minimum configuration.

When considering a cross configuration as in Fig. 4.8, diffdy from the pentagon case,
the potential field for the agent in the centre cannot be dened as for the others. Anyway
itis in equilibrium whatever choice df” parameter is made. This is due to the symmetry of
potential acting on this agent which translates into twespai equal and opposite terms for
the sums in (4.17) and (4.18) making both equations trivialill. For this reason the agent
with L" = L™ will find its equilibrium position at the centre enabling thess formation.
This also justifies the consideration about the two possibEngements for agents with the
same repulsive scale distance parameter: being the cposiilon an equilibrium one, also
a group of agents with the same repulsive potential can apeonusly arrange in a cross
configuration. Equilibrium for the surrounding agents adatg to the scheme of Fig. 4.8
is only determined by (4.17), as thecomponent is null by symmetry. The equilibrium
distancel as shown in Fig. 4.8 is found by solving for the vallithat satisfies

%(exp<zd)+exp< I )+\/_exp <Id>>
G ) () i () e

which is obtained by expanding (4.17). As it can be seen tisane closed-form analytical
solution. On the other hand, a stable equilibrium distangst®for a choice of the free
parameters®, C", L* and L" satisfying the conditions stated in [88]. In particular ¢aven
L™ and L, with L* > L, a stable equilibrium can be found by tuning the parameté&rs
andC". This is further elaborated in Sec. 4.6.

4.4.2 APF Coefficient Definition

The coefficients of the APF acting along the edges of the gaaplealculated such to set the
desired distance amongst the spacecraft. Just'theefficient is calculated as function of
the others which are set. The change’6fparameter only or, more precisely, the change
in the ratioC"/C* is sufficient to modify the position of the minimum, hence thesign
distance, for the APF used. In particular, an interactiawben two spacecraft belonging to
two differentn-agent groups is considered, with a design distafjc€" coefficient can be
hence calculated by manipulating (4.24) as

r L Le — [
g = —exp (dd ) . (4.27)

ce Le Lerr
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Once the coefficients are set, (4.27) can be reversed tolaeddihe equilibrium distance.
When more than 2 agents are involved, an analytic expre$sidhe equilibrium distance
cannot be defined, but given a desired distance, one cansatyeagn expression for the value
of the ratioC" /C* that produces that separation. In particular for a fullyremsted group of

5 agentg" /C“ ratio can be calculated equating to zero the gradient of denpial for the
formation according to the scheme in Fig. 4.8. Asgheomponent is trivially nullC" /C®

can be calculated considering justomponent of the gradient in (4.17). This corresponds
to (4.26), which can be manipulated algebraically to obtain

or L eXp (—%) + exp ( ) +V2exp < fdd)

@:L_ )—i-\/_exp( fdd)

a (4.28)
exp (—%) + exp (

This tuning method can be extended to the other links of thecadcy matrix; by defining
the coefficients in this way the desired self-similar patisrproduced.

4.4.3 Stability of Control Law

The stability can simply be proved following a procedureiknto the one in [87]. Consider
the time derivative of the energy as sum of artificial potrand real kinetic energy,

dE, dEK, dU,

where .
= 5 Z Z a'ijUij (430)
i
is the total potential energy time derivative per unit magh w

Uij = Ug + UZ; 5 (431)

and ] 1

the total kinetic energy time derivative per unit mass. Exjiag (4.29),

dEt o 8Kt .

2



4.4. Control Law and Fractal Beamformer Analysis 75

where the gradient operat®f(-) is defined in (4.5). Substituting (4.4) and (4.31) into (4.33
yields

dEt . 8Kt
dE,
L= Z (VU -vi = VU -vi) —alvil?] . (4.35)

As the potential depends upon pairwise interactions, theatere w.r.t. x; is not null for
both thelU;; andU;; potentials that constitute the total potential If the agents interacted in
a symmetric way, this would cancel out with the gradi€if;, but as the sum of the potential
derivatives upon any agent includes asymmetric termsgtigs not occur. Nevertheless the
difference between the gradients can be always damped bgrtifieial viscous damping.
Hence, it can be concluded that

3o>0:> [(VU-vi—=VUi-vi) —alvil’] <0 . (4.36)

This is enabled by the fact that artificial potential and gsihtive are bounded functions.

As total energy time derivative can be made a negative sefinite function, this can be
compared to a Lyapunov-like function whose derivative isagis proved to be negative
and zero at equilibrium, corresponding to null speed. Thassiystem will leak energy and
stabilise eventually into a static formation which corm@sgs to the minimum of total energy.

The stability characteristic outlined above does not intplgt the system will relax into
the desired formation as the energy might be minimized, ¢wshin local sense, with a
configuration that is not the one the system was meant to take.
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4.4.4 Fractal Array Design and Beamformer Analysis

Distributing the array sensors of a beamformer across Hitatermation offers the potential

of improved directivity and gain for increasing number adraents. However, controlling a
large number of satellites flying in relatively close proxino one another does not provide
a convenient solution. A more practical design would ineod/formation with a reduced
number of elements offering similar performance. Basingyaformations on the fractal

geometries described in Sec. 4.3 has the potential to redagaumber of elements without
affecting the performance.

The method described in Sec. 4.3.4 and Sec. 4.3.3 are fallbe® to design and analyse a
planar array based on the Vicsek or Purina fractad. A3 symmetric planar array is thinned
down to form the Purina fractal pattern which has the simple-arrayS; at growth scale
P=1,

S, = (4.37)

—_ O =
o = O
[ e R Y

where a unit entry means that an array element is preseng whero indicates the absence
of an element. Using Eq. 4.16 the array fractal pattern atlaitrary growth scale” is easily
determined. Fig. 4.9 shows the Purina fractal array at dr@etleP = 3. Highlighted in
the figure are the generating sub-arrBy= 1 and sub-sequent growth stagefat 2.

To demonstrate the performance of the Purina beamformeletfign parametet3,, g, Jo,

as defined in Sec. 4.3.3, are set up to look towards broadgitep, = 5 = 0°. 0y = 7 in
this case represents the maximum normalised angular fineguassuming critical sampling
in space, such that (4.7) holds with equality, and in timéaviit= 2 f,.....

For the Purina array as described above, Fig. 4.10 showssa-seztional view{ = 0°, ¢ =
0°) of the resulting beam pattern for the first three stages odvtr for the Purina beam-
former. The main beam is more focused at higher scales oftgrdwe to the increased
effective aperture of the array. The self-similarity of fin@ctal geometry is evident in the
gain response, lower stages of growth forming an envelopéh&ofollowing stages. This
artefact allows designers to quickly assess performandanereased scale and complexity.

For the same beamformer, Fig 4.11 shows a 3-dimensional platof the gain response
of the array at growth scale = 3. This is a 3-dimensional polar plot, shown from dif-
ferent perspectives: a top down view and angled side-vievamRhe top the elevation
angles(range 0:90) are measured radially, starting atehre&cand moving outwards. The
azimuth angle(range0:360) are measured along the circantde of the plot. The strength
of the beamformer’s respons@, in the correlating elevation-azimuth direction is indezh
in the z-axis direction. In both Figs. 4.10 and 4.11 the raspas normalised to the number
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Figure 4.9: First 3-stages of growth of the Purina fractedyar

of elements in the arrays, in order to offer a fair comparigbdifferent array sizes.

The above steps have detailed the step-by-step procedederuthe design and analysis of
a fractal array beamformer. Combining the antenna elenfexgshe potential to alter the
radiation characteristics of an ensemble of antennas ancesalt in a steerable and highly
directive beam.

4.5 Simulation Results

The control method illustrated in this chapter is used tasite a possible operative scenario
in which a spacecraft formation is used to form a distribwtedy in Earth orbit. A geosta-
tionary orbit is chosen to simulate the dynamics althoughabplication is not specifically
aimed at telecommunications. Deployment of a fractal ardearray is simulated where the
system is composed of 125 radiating elements.

The system requirements suggest suitable actuators ancetteen degree limit the choices
regarding agent selection and separation. The method trfiot@nd the possibilities offered
by reducing the size of individual radiating elements whilgintaining an overall large aper-
ture drive towards the selection of a satellite in the singesof pico- or nano-satellite suit-
able for a separation in the order of 1 m. This is the separatiosen as the inter-spacecraft
distance is still small enough to control motion through nallly exchanged electromagnetic
forces and far apart enough to allow for relatively coarseieacy, in particular at the release
from a carrier spacecraft or launcher.
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Figure 4.10: Gain response for first three growth stages oh&tractal array; lower stages
of growth form an envelope for the following stages.

In the control and operation of the beamformer some assomgptiave been made, all el-
ements are considered to be synchronised. Communicatiaeée elements has not been
considered butis implicitly available. Elements are cdased isotropic sources and no inter-
element interference is considered. The separation of 1 sricivasen to satisfy the exercise
of verifying the control method, but smaller separationtatises are possible. However
when designing such a beamformer for real world applicagiemaller separation distance
is more desirable as using a distance of 1 m translates to emmaxoperating frequency in
the region of 150 MHz.

The 125 unitary mass agents reproduce the shaperairiaa fractal at a growth stage of
P = 3; they are deployed in 25 groups of 5-agent subgroups whitei€lementary unit
of the formation (V = 125, n = 5). The dynamics of the spacecraft formation is based on
Clohessi-Wilthshire (CW, [93]) linearised equations inaahiting reference frame.

The reference frame forms a Cartesian coordinate systaisamranged such that

e thex-axis is tangent to the orbit and parallel to the orbital eelovector,
e they-axis is parallel to angular momentum vector, and

e the z-axis is orthogonal to the first two and pointing towards tteetks centre of
gravity.
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(a) Top-down profile (b) Side profile

Figure 4.11: 3-Dimensional polar plot of beam pattern forifufractal at growth stage
P = 3,90 =T,P0 = 00,190 = 0°.

The CW equations in this reference frame are

o= —2wi
i = -y (4.38)
5 = —ui -3tz

wherev is the orbital frequency.

Initial conditions were set such as each spacecraft hadital jposition randomly picked
within a sphere centred on its final position and radius etmdl.5 times the distance to
its nearest neighbour to account for possible initial svegjgpositions between near agents;
initial relative velocities are null. This corresponds &saming that a carrier spacecratft or
launcher releases the agents with coarse accuracy i.eompietely randomly. Attitude for
the single spacecraft is not considered while overalluatétcontrol for rotation around the
x andy axes is guaranteed by positioning control through a pai@potential that flattens
the formation onto the—y plane. Sensors are idealised, that is, the exact positianyobne
agent is known without delay by all the agents to which itmgdd.

Although actuators are not modelled here, some charaiitsnislating to the possible use of
electromagnetic forces are considered. In particulagaots of the kind proposed in [94]
and [95] are considered. As these actuators, particuladge based on Coulomb forces,
cannot be used concurrently due to interference issuesy aytile is set up and the ensemble
is split into a number of groups so that any two groups whiehaative at the same time are
relatively far apart. This allows interferences to be neigld. Each group is controlled across
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a time period of the duty cycle. Over the whole duty cycle egrcup of agents is controlled
for the same amount of time. As consequence, agents befpt@more than one group —
e.g. linking agents between groups — are controlled foréondhe frequency of the duty
cycle needs to be high enough not to allow spacecraft toalsifty between control periods.
This can be bounded from below by considering a linearisesiame of the control law and

computing the frequency of the associated harmonic osmill&onsidering the APF only,

the control can be linearised about the equilibrium as

s C; —d; C"y; —dy;
e z;: {Lai]— o <L“z‘j) Ly P\L
C%; —d;; C"y; —d;;

[Lai;? exp <Lai;) _ LrijJQ exp(Lri;)} (x; — dij)} , (4.39)
where it is assumed that the equilibrium position is at aatiséd from the neighbouring
agents and that these agents are fixed in their positions. sliimeis extended to all the
neighbouring agents acting along one axis. As an examphsjdering the central agent of
Fig. 4.8, this means that only 2 agents contribute to itdlasary motion along the orthogo-
nal axes.

Since (4.39) is in the form of a linearised harmonic os@lgterturbed by a constant accel-
eration, the frequency associated with this system is

Cai. _di' C’ri. _di'
w; = J Z Laij]2 exp (Lai;) — L’“Z-j]2 exp (Lri;). (4.40)

J

Therefore, the frequency at which control is performed &hoot be smaller thasup, w;,
which is obtained by considering all the sets of values deditthe control of the groups.
For the case reported here, the whole duty cycle lasts 2 decrd the 125 spacecraft are
considered as belonging to 9 groups, which are

e the 5 5-agent groups at the centre of 25-agent groups,

the 5 5-agent groups at the top of 25-agent groups,

the 5 5-agent groups at the bottom of 25-agent groups,

the 5 5-agent groups at the left of 25-agent groups,

the 5 5-agent groups at the right of 25-agent groups,

the agents linking the centres of the 5-agent groups in 26tageup,

the agents bonding the 5-agent side by side in the 25-agenpsgy
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¢ the agents bonding the centres of the 25-agent, and

¢ the agents bonding the sides of the 25-agent.

The connections between each group (consisting of 25 ggaetensured by pairs of agents
instead of groups of agents. This allows a reduction of thmpdational efforts for each
agent and a reduction of the computational resources ndede¢lde simulation. On the
other hand this reduces the control power and slows downep®ygment of the formation.
Tab. 4.1 shows the values of the coefficients used.

The agent at the centre of the formation (say agent 1) is theane linked to the centre
of the reference frame by a quadratic potential in the fotm= (|x;|?, with ¢ = 0.1 as

a weighting parameter. This is to provide a kind of orbit kiag capability or, in practical
terms, the possibility to stay anchored to the centre oféference frame. This also suggests
the task of tracking the orbit can potentially be carriedlmpt single agent only, while the
others just track their relative position with respect te tientral agent. Without loss of
generality, for simplicity here the central agent is assitodrack the orbit. The control law
is applied for just: andy axis of the orbital reference frame with control esaxis performed
through a simple parabolic potentidl; = (|z;|?, fori = 1... N, that flattens the formation
on the plane: = 0, where agairt = 0.1 is a weighting parameter. The actions of both the
guadratic potentials are damped by virtual dissipativeserx;.

Snapshots from the deployment are shown in Fig. 4.12. It eamoked that after one day the
deployment exhibits slight distortions in particular withperipheral groups.

Finally in Fig. 4.13 errors on the designed relative positidter one day are plotted. The
error measure is the difference between the actual dist#freaeh spacecraft from the centre
of the formation and the ideal design distance; this is thettqrl as a percentage of the
desired spacing. It can be seen that the maximum error ig lth@e@ 5%. The evaluations
of both the snapshots in Fig. 4.12 and the error in Fig. 4.@2ansidered after a maximum
of 24 hours; this is sufficient to prove the self arrangingatalities of the control technique.
After a further 24 hours the magnitude of the maximum errdralved as compared to the
24h values in Fig. 4.13. Theoretically a complete relaxatigth no positioning errors is
possible but only after an infinite period of time due to thecweus-like damping.

4.6 Discussion

The idea of meeting needs for highly directional antennayarthrough a space based frac-
tionated architecture is constructed around the possibiliocating a number of spacecratft,
each carrying an antenna element, according to a precidalfsgheme. This improves over-
all antenna performance and capabilities while using aasnetl number of elements. In turn
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Table 4.1: Numerical values of coefficients used in numésicaulations.

Ca Cr La Lr Lr/
fully connected groups (FGCs) 4 3.94722 2 1 05
centres of FGCs 1 0.99596 45 4 2
peripheral betw. adjacent FGCs 0.8925 1 2 05
centres of 25-agent groups 2500 2505.3 10 9.9 45
peripheral of 25-agent groups  69.96  70.0 3 29
o = 0.1 for all the agents

the possibility of using small spacecraft enables the foionaof a fractionated antenna, but
requires accurate spacing between the elements. Ormmtatnot considered here for single
agents as they are assumed to be isotropic sources. Thhs, ¢ase of an antenna array as
described above, the relative agent positions within thelevarray is the key requirement as
this influences the performance of the array. Hence corisgl@grst coarse attitude control
for single agents, a description of the system charadtsist a global sense is possible as
long as relative positions are precisely known. Utilisihggtknowledge, directivity through
array phasing is achievable at group level for compensatigtobal attitude errors and at
agent level to accommodate misalignment of the single eltsne

From a control point of view the need for precise close foramaflying can be tackled
through using reliable techniques and implementing theseetatively small agents. In
this respect, artificial potential functions are particiylauited for the task as their stability
characteristics are analytically provable, hence they@meed extensive Montecarlo test
campaigns to validate their behaviour. Moreover, APFsaaftar highly non-linear control
through quite straightforward computation due to their sthoness. As the amount of infor-
mation needed is just the relative position of a number ajlmaours, the connection network
presented here has the double advantage of shaping thetimmroa one side and reducing
the number of connections on the other. These combinedcaikastics make small space-
craft, even with reduced computation capabilities, ableatoy out the task of arranging into
a formation through exclusively inter agent interactiomidecentralised way.

The artificial potential functions account for collisioncgdance of the spacecraft as long
as they are connected in the network, which holds for any pazecrafts whose nominal
positions are in close proximity. Two agents may then cellidhey are in close proximity
while they are not meant to be, hence there is not a conneotimeen them. This is any-
way avoided by choosing the initial conditions adequatel is collocating each spacecraft
within its basin of attraction with an initial velocity withthe control capability of the actu-
ators. This also accounts for the problem of local minimachtare typical of APF control
methods. It would be possible to account for collision of woMmunicating spacecrafts by
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Figure 4.12: Formation deployment in GEO, with snapshdsrtat (a) = 0s, (b),t = 60s,
(c),t = 3600s= 1h, and (d)}t = 86400s = 24h.

triggering avoidance manoeuvres in case of closenesseeMaaany sensor scanning of the
local neighbours. These kinds of avoidance manoeuvre®dre designed not to introduce
persistent instability in the control of the agents alrelaked through the network and their
analysis is beyond the scope of this work.

Although the thesis is not focussed on the dynamics of thadtion in the orbit environ-
ment, the definition of the simulation scenario imposes twsater specific orbit parameters
and suitable actuators. Here, a geostationary orbit wasidered although agents are not
specifically targeted at telecommunication purposes. VMaating with actuator modelling,
it was decided to keep the topic as close as possible to onentifot, that is, actuator char-
acteristics were considered only in part. Although the oesp of the actuators was not
included, their choice took into account the close proxmsitenario and the use of inter-
agent electromagnetic forces was proposed rather thasténsy which may imply plume
impingement problems. Moreover the APF methods drive tseesy through an oscillatory
stage before the achievement of the equilibrium configomadiuring which residual energy
(both virtual potential and real kinetic) is dissipated.isltnianslates into fuel wasting when
considering the use of thrusters. The introduction of a d@ytje in the control operation
is a consequence of the choice of actuators. Another adyamtBhaving actuators that
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Figure 4.13: Errors in relative design positioning afteralyy /om release of the formation.
Distances are computed with respect to the agent at theecehthe formation, and the
distance error expressed as a percentage of the ideal adksignce.

mimic the virtual inter-agent action of the artificial potexh makes the analysis applicable
to a wider selection of possible actuators. The duty cydéapplies to inter agent actions
for which Coulomb forces can be considered. Indeed in [9@][84] it was shown how a
closely spaced formation can be maintained in GEO orbitgusiis type of actuation. For
what concerns the-axis, the use of Lorentz forces as in [95] might be considlerthough
their effectiveness is to be investigated further in relato the magnetic environment.

The communication network was intended in the first placectontrol purposes only, but
the need for task assignment in the fractionated archite@s well as array phasing can
be carried out through the same architecture. In partictlarsystem inherits a structured
hierarchical network, where the ranking of the agents dépem the number of links they
are connected to. This does not imply that the resultingitecture is centralised, but allows
the task assignment to be carried out on the basis of thertigraf the agents. For instance
the guidance for the whole formation can be carried out byraber of spacecraft which
communicate in an all-to-all scheme in order to share theptational efforts (e.g. the
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centres of the 25 agent groups), and then passed to anotlieierable to compare this
to the navigation to eventually generate a control inputtf@e whole formation. This is
different from the guidance navigation and control funetithat each spacecraft carries out:
while each spacecraft should find its position in a disteldrchitecture, the whole system
follows a guidance law that enables the mission task achiené It is worthwhile stressing
how the position of each agent is not pre-determined in etstense. The links of each agent
are pre-assigned, but this does not prevent agents, orgoi@gents belonging to the same
level to swap their positions.

A final consideration about the planarity of the formatiom d@ done. The main claim
of this chapter, for what concerns the control part, is tqops® a control architecture that
exploits emergent behaviour shaped by the connection metwavas considered that a 2D
application is sufficient to prove the main feature of thenteque. Nevertheless the same
considerations about the emergence of a central symmetryhenbuilding up of several
hierarchical levels in a self-similar fashion can be agplie 3D formations as well as an
initiator composed of a different number of agents.

4.7 Summary

In this chapter the deployment of a self-similar formatidraatonomous agents aimed at
producing a fractal geometry array was for the first time stigmted in the context of a
space-based distributed antenna array. Artificial paéfitinctions and self-similar adja-
cency matrices were used to obtain self-similar patterrs fiarmation of mobile agents,
while electrodynamic analysis was used to assess the pefme and potential benefits that
arise from the fractal patterns. The formation deploymeas$ wimulated in geostationary
Earth orbit, and demonstrated the feasibility of the cohcep

The exploitation of emergent self-similar, or fractal, teats in space-based beamforming
arrays is encouraged by the performance for a relativelyclost and complexity, as well as
by the possibility to account for positioning errors thrawagtively controlling the phasing
of the array elements. Moreover the fractal geometry of theyaallows for performances
in terms of directivity that are comparable, or even imprhve that of a classical square
lattice scheme which makes use of a higher number of elemelutsever, there is a need
to quantify the quality of the fractal beamformer and thisnigestigated in the following
chapter.

The APF method enables the use of analytic tools to draw theacteristics of the control
law in terms of the stability and achievement of final deswedfiguration. The self-similar
connection scheme used accounts for multiple redundanegrtis dispersion, that is any
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link between two agents can be lost without catastrophicequences for the whole for-
mation. The system is cooled-down using artificial dampirigcl, in terms of control,
represents an improvable means as the dissipation of @aitgictential energy may translate
into real fuel waste for the actual agents. The aim of avgidindesirable effects due to the
choice of thrusters as actuators drove towards considelanfgromagnetic inter-agent forces
to control the formation for simulation purposes in GEO eowiment.

Finally, the use of multiple independent elements to formalray allows for relaxation of
attitude control requirements for the single agents, isigifirom an attitude problem to one
of relative agent/group positioning that defines the atéttor the whole formation.
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Chapter 5

Analysis of a Fractal Beamformer

5.1 Introduction

Chap. 4 demonstrated how the benefits of fractal geometagesescribed by [9], can be
exploited for satellite formation flying and fractionatgzhsecraft. This chapter analyses the
impact of the Purina fractal geometry of such an array whaised for beamforming, with

a comparison to equivalent full, i.e. non-sparse, latticays of comparable complexity and
aperture. The beam pattern — as used in Chap. 4 — generadhs@fgood visualisation of
the directivity of an array, but makes comparisons for 2D DraBrays difficult due to their
dependency on azimuth, elevation and frequency. To redusearameter space, in this
chapter a new metric termed power concentration is intreduehich assesses the power
dissipated within a cone aligned with the array’s look di@g, i.e. an assessment how much
of the radiated power will reach a specific footprint defingdab— likely small — angular
spread. Using this metric the performance for beamformewsiying complexity can be
compared, independent of the number of sensor elementsa$aun the array and across
a range of frequencies. Furthermore the robustness of thg &ith respect to element dis-
placement and failure is investigated.

The fractionated nature of a satellite as proposed in Cha@mddlow-power nature of the
nodes in this network motivates distributed processingnaigng such an array as a beam-
former. We aim to mirror its fractal structure in the progegsarchitecture, since the lack of
a central processing node motivates the design of a digddddoeamformer. The proposed
idea demonstrates that benefits such as strictly limiteal ljpcessing capability indepen-
dent of the array’s dimension and local calibration can hegbbat the expense of a slightly
increased overall cost.
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5.2 Performance Analysis: Full vs Fractal Arrays

5.2.1 Array Complexity and Spatial Aperture

The aim of this chapter is to investigate sparse beamforbreged on fractal formations. In
particular we are interested in their performance when @egpto equivalent full-lattice
arrays i.e. uniform planar arrays. Fractal geometriesigeoa means to generate large
spatial apertures using a low-number of elements, offesingduction in the operational
complexity while still providing an equivalent or bettevé of performance. The Purina
array introduced in Chap. 4 demonstrated the general thbatythere is a correlation be-
tween a beamformer’s ability to focus a beam and the size eftae formed by the array
elements. In order to compare fractal to full arrays, thatr@hship between array complex-
ity and spatial aperture is demonstrated here.
Some of the array parameters such as element numbers atutepan be derived from the
fractal’s repetition in Eq. 4.16. Assume that the genegasinb-array containd’; elements
and that the minimum element distancel/isNote that according to Eqg. 4.37 and Fig. 4.9,
this minimum distance is achieved by diagonally positionetyhbours, as per Fig. 5.1.
Therefore at growth scalk, the Np elements will form a squarBpr x Dp aperture with

N, =N | Dp=DF (i) , (5.1)

V2

whereby for the Purina sub-array in (4.3%), = 5 and dimensiorD; = 3. The parameters
in (5.1) will directly impact on the complexity and spatiakplution of the fractal array.
To compare complexity and aperture to a fMl x N lattice array, we first consider the
reduction in complexity if aiming for the same aperti?gas a Purina array at scate This
requiresN = %, yielding a relative complexity

:&:N_f:%ifzz(ﬁf (5.2)
N2 D ppr 9

for the Purina fractal under the assumption of linear preiogs If adaptive processing
with e.g. recursive least squares-type algorithms of cateddorder in the coefficients is per-
formed, the advantage would be further biased towards thadParray.

Secondly, given a Purina fractal at grow sc&lewvith apertureDp, a full lattice array to
equal its complexityV, would occupy a/Npd x /Npd aperture. Therefore

Dp _ 1 (D) _1(3)\
A:¢N—Pd‘ﬂ<m> _\/i(\/ﬁ) 5.3)
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___________________________________________

Figure 5.1: Relative spacing for the Purina array conswuact

fractal | full lattice array
P=3|11x11{19x19
number of elementg 125 121 361
aperture d 19.07 | 11.00 19.00

Table 5.1: Comparison of complexity and aperture of Puniaetél (P = 3) with equivalent
full lattice arrays.

represents the increase in aperture afforded by the Puacntaf compared to a full lattice
array of equal complexity. This ratio, together with a dasesin complexity, is demonstrated
in Fig. 5.2. The equivalent full lattice arrays for a Purimactal at growth scal® = 3 are
listed in Tab. 5.1. The comparison based on (5.2) and (5@Jjest clear advantages for
the Purina array, but omits effects such as the impact oimgrébbes to the fractal array’s
sparse element population. Therefore, below metrics ®agsessment of such arrays will
be discussed, with the beam patterns to be defined in Se8.ld&kling to a new proposed
metric in the following section.

5.2.2 Power Concentration as a Metric for Beam Pattern Analy  sis

The beamformer presented in Chap. 4 illustrated the pegooacharacteristics/capabilities
of the Purina fractal array. Beampatterns are traditignadled to describe the performance
characteristics of a beamformer, usually in 2-dimensispalce only i.e. reducing the set
of variables by fixing either the azimuth or elevation anglésprovides a useful tool to
analyse the ability of a beamformer to effectively focusrggen a particular direction.
However, while the beam pattern is very descriptive its depacy on azimutlp, elevation

¥ and normalised angular frequerieynakes a comparison between different arrays difficult.
Since the purpose of the fractal array created by our spafitéormation is to concentrate as
much of the transmitted power onto a limited footprint attbeeiver, we below introduce a
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Figure 5.2: Comparison between Purina fractal array fowgrescalesP = 1...5 and
equivalent full scale lattice arrays.

metric that captures the power which an array can dissipékéna cone of opening angle
«, for simplicity towards broadside as look-direction, aswh in Fig. 5.3.

The transmitted power within a cone of opening anglées obtained by integrating the
square beam pattern over the shaded area in Fig. 5.3, wHimtried by a hemisphere in the
far-field of the array intersecting the cone, such that

27«

w(a,Q)://|G(19,¢,Q)|231m9819&p . (5.4)
0

0

Normalising this power by the total transmit power dissgohacross the hemisphere at a
specific frequency?, (5, ),

¥(a, )
¥(5,9)
forms a measurg(«, §2), that is monotonically increasing wigt0, 2) = 0 andp(3,Q2) =1
akin to a cumulative density function. We hereby refer ts theasure as power concentra-
tion, and the ability of an array, at a frequerieyto better direct energy closer to the main
beam will result in a faster rising power concentratjaric, 2) that majorises the power
concentratiorp, («, ) < pi(a, 2), Va, 2 of a less directive array. For a full derivation of
the power concentration metric, see App. A.

The power concentration metric defined here is used to camgdturina fractal array at
growth scaleP = 3 with full lattice arrays of equivalent complexity and perftance, as
characterised in Tab. 5.1. Fig. 5.4 (a-d) show the poweraatnation curves at high, medium
and low normalised angular frequencies= 7, 2 = 7, 0 = 7 andQ2 = % respectively. In
general, with increasing array size, power concentrationes are majorised except for the
fractal array, where grating lobes particularly at highegtiencies, such 4% = = disturb
convergence for increasing cone anglesiowever, for2 = 7 in Fig. 5.4 (b), at low angles

p(an) = (5.5)
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xr

Figure 5.3: Coordinate system with a planar array locatédeabrigin in thexy plane; the
cone serves to measure the dissipated power within an le\atglea by integrating over
the shaded surface.

«a — relating to a sensibly sized footprint when emitting fromaabiting fractionated space
craft to ground — the power concentration of the Purina aoiatperforms thé1 x 11 array
of equal complexity and performs close tazax 12 full lattice array.

At a normalised angular frequen€y = ¢ — a fraction of% of the sampling rate —, the
aperture of the array becomes the dominating factor in ohéténg spatial resolution. As
evident from Fig. 5.4 (d), the Purina array performance imgarable to thd9 x 19 full
lattice array of equal aperture, while significantly oufpeming thell x 11 system. To
demonstrate power concentration over the entire frequesioge, we measure the power
concentrated within the footprint of a cone with openinglarg= 4°. The result for vari-
able(? is shown in Fig. 5.5 whereby for the majority of frequenciles Purina fractal array
is able to concentrate a higher proportion of its energy thdull lattice array of similar
complexity. Compared to a full lattice array of equivalgpéial aperture, containing almost
3-times as many elements, the fractal array offers compapassformance in the lower fre-
quency ranges.

Using the power concentration, a metric similar to the be#fmiency, we have shown the

Purina array to offer performance advantages over equivéld lattice arrays. The per-

formance advantages are more pronounced towards the losggreincies supported by the
array.
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Figure 5.4: Power concentration curves for the Purinadtastray withP = 3, compared to
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5.2.3 Impact of Element Dislocation and Failures

During the deployment of the array there will be a settlingp@riod, where the elements
will be displaced from their ideal positions. This displamnt error relates the position of
an element w.r.t. the ideal location in terms of a percentdgbe minimum inter-element
spacing. Put simply, the displacement error for each spaftes randomly picked (using a
Gaussian distribution) within a sphere centred on its ig@alition and radius equal to 1.0
times the distance to its nearest neighbour. Using the poaraentration metric, the array
is analysed for a range of element displacements and failure

Fig. 5.6 shows the percentage loss of total power concemtrédr element displacement,
averaged over an ensemble of 200 random realisation. GigeB.B, the Purina fractal array
appears relatively robust to displacement errors at logufeacies, and therefore maintains
its performance advantage over full lattice arrays. At brghhequencies even small errors
in location result in significant loss of ability to maintaime power concentration for all the
array configurations tested.

Fig. 5.7 shows the percentage loss of total power concéirédr node failures using a
footprint defined byx = 4°, averaged over an ensemble of 200 random realisation.rrster
of node failure the array performances shown in Fig. 5.7l@khicharacteristic similar to the
displacement error, with a much slower decay of performatdewer frequencies, where
the Purina array possesses performance advantages anyiwealarger degradation at high
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Figure 5.6: Percentage of power lost due to element positiemor, averaged over an en-
semble of 200 random realisations.

frequencies, where the Purina array would not be selectedtbe benchmarkers, therefore
is of little relevance.

5.3 Control Analysis: Distributed Array Processing

In order to exploit the fractionated nature of a satellitpagposed in [91], we aim to mirror
its fractal structure in the processing architecture,esthe lack of a central processing node
motivates the design of a distributed beamformer. In the pash efforts have e.g. con-
centrated on the distributed estimation of the covariana&im[97], distributed signal en-
hancement with bandwidth constraints [98] or the use obfagtaphs [99] and specifically
Pearl’s algorithm [100], which could lead to the implemeiata of general algorithms in a
distributed fashion. Some distributed algorithms have hken developed for spatially sep-
arated subarrays [101, 102] with the main emphasis on tragiite approximation of jointly
optimal results.

Our aim here is to use a hierarchical distributed processingcture which closely mir-
rors the fractal architecture of the array. In particulag, propose to use nested subarrays,
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Figure 5.7: Percentage of power lost due to element faiaweraged over an ensemble of
200 random realisations.

whereby a subarray takes the shape of the generating fraldtal beamformer output can
be hierarchically computed such that, independent of theedsion of the Purina array, the
number of computations per node are strictly limited, evesugh the overall number of
computations is slightly increased compared to directhcpssing the samples collected by
all sensors.

5.3.1 Hierarchy and Labelling

For the analysis below, we will organise sensors accordintipeir fractal scalep € Z,

p < P, which describes the different hierarchical layers of thehéecture up to the full
growth stageP. The elements at the coarsest leyek; 1, are given a single index, elements
at fractal scale = 2 a double index, and so on, until the elements at the finest gcal P
are labelled using® subscripts. For the three coarsest levels of a Purina fraoiay, an
example is provided in Fig. 5.8. Note that in general,

Yei...rgl =Ykl . ..rq > (56)
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Figure 5.8: Nested labelling of array elements at fractalese = 1 with sensor locations
ri, fractal scalep = 2 with locationsr;;, and fractal scal@ = 3 with locationsry; ,,,, with
k,l,m e {1...5}.

and in particular

rig,..11="11,..1="-=1I . (5-7)

Using these sensor locations, below we will be able to defidés@ibuted beamforming
system exploiting the fractal scale structure of the Pudamay, by labelling the narrow-
band beamforming coefficient and the data sample colle¢ticha instance: in the sensor
location denoted by a vectof; . ,, aSwk,;. . p, @ndzg, ,.[n], respectively.

5.3.2 Distributed Beamformer

This section derives a beamformer formulation for usindritisted processing of inputs
based on the definition of the beamformer output in Sec. @BQits coefficients for the
quiescent case in Sec. 5.3.2. A restructuring of the equaiio Sec. 5.3.2 yields a formu-
lation with a slightly increased cost, which however alldasalibrate information that is
only available within subarrays.

Beamformer Output

The overall beamformer response is given by

yn] = whx[n] (5.8)
5 5 5
- Z ZZ Wap,..az,1 Tup,ouzun [] (5.9
up= 1 U =1
P \trcrms

wherebyw andx[n] are the stacked coefficient and data vectors at tiprgnd{-}" denotes
Hermitian transpose. The computations that are requirearie output samplg(n] are
constituted by>” multiply-accumulate operations, that would under nornii@uenstances
be executed in a central processing node. Interestingynésting of the summation terms
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in (5.9) provides a natural hierarchy in calculating thepomit whereby intermediate outputs
of nested subarrays are defined as

5

) = D yupl] (5.10)

= DD Y] (5.11)

up=1 uz=1
5 5 5

- Y Yupunann] (5.12)
up=1 uz=1u;=1

The quantities under the sum on the r.h.s. of (5.12) deneteutput of subarrays at different
fractal scales of the array, such thatn| are the outputs at the 5 nodes at the coarsest level
as shown on the left side of Fig. 5.8, and outputs with an asirey number of subscripts
refer to intermediate outputs at finer fractal scales.

Quiescent Beamformer Coefficients

Assuming a far field source at a narrowband frequefiayhich arrives at the array as a
planar wave front with normal vectdx,

cos @ sin v
koo = | sinpsind , (5.13)

cos v

I.e. with azimuthy and elevation anglé, the relative time delay,,  .,., experienced at

locationr,,,. . .,.., relative to the centre elementitis given by
1 T
Tup,..uzu1 — Ekgo,ﬁ(rup ~~~~~ ug,u1 I‘1) (5.14)

with ¢ denoting the propagation speed in the medium. The qudhtity c is also known as
the slowness vector of the source.



5.3. Control Analysis: Distributed Array Processing 99

Given a sampling ratg;, the narrowband source is characterised by a steeringrncio

e—JQﬁ ,,,,, 1,1

6—jQT1 ,,,,, 1,5

Se0 = e—jQﬁ ,,,,, 2,1 ! (515)

e ITs5,...5,5

with Q = 27 f/fs. For the quiescent case, (5.15) defines the optimum filtefficieats

w = s8] », I.e. the matched filter, in the mean square error sense.

Distributed Processing with Local Calibration

On the finest fractal scale, different from (5.14) we defireettime shift relative to the centre

of a subarray,
. 17
Tup,..uzu1 = Ekgpﬂ(rup,...,uz,ul - rup,...,ug) . (516)

Therefore 5~ steering vectors, . _.,,s € C?,

éuP,...,u2|g0,79 - : (517)

emerge at the finest scale. The time delays can thereforejlstedibased on local knowl-
edge of the actual locations,, ., ., within each subarray.

At the next coarser leve”~2 groups of steering VECtOBS |, uylp0 € C?® are assembled
by weighting contributions of the sub-steering vectorsSri{). This weighting reflects the
calibation w.r.t. the time difference at this fractal s¢ale

SUP,...7U3,1|30719

éuP,...,ug\cp,ﬁ = . y (518)

whereby the time delays,, . ., .., represent calibrations w.r.t. the central nodes of the next

finer fractal scale, )

7~-qu---7u3,u2 = Ekg,ﬂ(rup,---,ua,w - ruP,---MB) : (519)
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The process of (5.17) and (5.18) can be iterated until thesestifractal scaleg = 1 is
reached.

At the coarsest fractal scate= 1, finally the complete steering vector
_ - -
eI Sy

Sp9 = i , (5.20)

i eI S5lp9

with .
%Up = Ekgﬂ(rup - I'l) (521)

is obtained, which matches the original steering vestor € C5" in (5.15).

The computational structure in calculating the outputZpdan be performed to match the
nested iterative structure of steering vectors presengg®.47), (5.18) and (5.20). At the
finest scale, output®, ... ., «,[n] are determined as

5
gup ..... u3,u2 [n] = Z qu ..... u2,u1 : qu ..... u2,U1 [n] b (5'22)

u1=1

with the coefficientsi, ... .,., Matched to the modified steering vect@rs, . .,,v in
(5.17). From this finest level upwards, at each fractal sphkse corrections as in (5.18)
and (5.20) are applied when adding up outputs in a divideeamdjuer fashion to finally
reachy[n] at the coarsest fractal scale.

5.3.3 Discussion, Simulations and Results

Computational Complexity

The complexity of the direct formulation in (5.9) via a seapmoduct requirex” = 5°

multiply-accumulates, which might need to be afforded ireatral processing node, where
data, weights, and any calibration for displaced sensogsie required. For the proposed
computational structure in Sec. 5.3.2, the hierachicatgssing structure requires a total of

P
C=>5>C . (5.23)
p=1

However, for sufficiently large”, the relative difference betweeti and C' diminishes as
shown in Fig. 5.9, since both approaches possess a conypégitderO(57). However, for
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complexity C,C
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Figure 5.9: Complexity for standard’j and distributed processing] as a function of the
growth stageP.

the distributed approach, the requirement of not more thanl&ply-accumulate operations
per sensor node — independent/éf— emerges as a major benefit. Also, the distributed
structure is easier to calibrate, as dislocations of sermlly have to be known at the local
subarray level, which matches the control strategy for §yarPurina array in formation, as
outlined in [92].

Beampatterns

A number of sample beampatterns for the Purina array beamefosire shown in Figs. 5.10
and 5.11. These beampatterns emerge from a beamfdopgt, ¢) matched to receive a
signal from broadside} = 0°, and are calculated by probing the array with a set of stgerin
vectorss,, 4 as defined in (5.15) for variable elevatign

Dp(¥,0) =w's g . (5.24)

The azimuth is in this case set to zego= 0°. Since for every value aP, the minimum dis-
tance between array elements is set to fulfil correct spsdi@ipling, no aliasing occurs, and
an increase irP corresponds to an increase in resolution as charactensttmarrowing
beamwidth at) = 0°, and lower sidelobe levels. Note that the fractal structiirdne array
results in “inscribed” or majorised beampatterns whérg., (9, p)| < |[Dp(9, ¢)|VI, p, P.

For illustration purposes, Figs. 5.12 and 5.13 show a Puatiregy with element distances ad-
justed to satisfy correct spatial sampling for the cRse 4, with the beam pattern matching



5.4. Summary 102

the one showns in Figs 5.10 and 5.11. If only coarser fract@esp < P are processed,
subarrays are spatially subsampled and spatial aliasim@peaoticed. Interestingly, again
the fractal structure of the array results in majorised hmstterns.

5.4 Summary

The Purina fractal array, based on its use as a formation factionated spacecraft, has
been utilised in this chapter as a beamformer, which we hawgared in terms of complex-
ity and aperture to full lattice array beamformers with camgble system parameters. To
better assess the array’s ability to concentrate transmaiepwithin a cone, power concen-
tration has been introduced as a metric, which can be defigedthe array’s beam pattern.
The dependency on azimuth and elevation is thereby congat@s® a single variable. The
analysis performed with this metric indicates that, coraddo full lattice arrays, the fractal
geometry has very distinct advantages if energy has to beeotrated within a small angu-
lar spread, particularly at lower frequencies. It has bdews that this advantage can be
maintained in the case of element displacement and elemiéures.

Further, we have considered distributed processing foriam&tractal array, which emerges
from a generating subarray to reach a growth stegaver a number of fractal scales=
1...P. The considered processing consisted of the calculaticm lméamformer output,
which can exploit the fractal structure to define the distigll processing architecture. As a
simple example, we have assumed a quiescent beamformeh whoptimal in a scenario
where a single source is embedded in isotropic noise.

The advantages of the discussed processing architecture the fixed maximum com-
plexity per node in the distributed procedure. In additiodimiting the processing power,
transmit power is conserved through short hops. Furtherdi$tributed approach matches
the position control strategy of the Purina array for forimraflying, and allows to consider
calibration information in the form of locally known dislation of sensor elements when
computing the beamformer output.

The next chapter will expand on the aspects not given fulécage in this doctoral investiga-
tion. These include methods to further improve the fractalrbformer’s performance across
a wider range of frequencies. In addition what further waahk be looked at to leverage the
distributed array as demonstrated in this chapter.
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Figure 5.10: Quiescent beampatterns of Purina array féerdifit growth stage® = 1, 2,
3 and 4, assuming that in each case the array elements’ mimispacing satisfies spatial
sampling.
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Figure 5.11: Detail view of Fig. 5.10, showing the main beam/® = 1 and the iterative
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Chapter 6
Conclusions and Future Work

This thesis investigated the design of a mission interfaceputer, and the application of
CubeSats within a fractionated fractal beamformer. Belbw, findings of this thesis are
summarised in Sec. 6.1, leading to starting points for futesearch in Sec. 6.2.

6.1 Conclusions

The role of CubeSats in the exploitation of space is begmminrival that of small-to-
medium size satellites. Chap. 2 provided a general inttimluto CubeSats and associated
technologies. Although much smaller than traditional lttgs, they follow a very similar
design and development path. They are fast becoming a tespglatform for performing
space science and the on-board control functionality —idem/by the on-board processing
— is a key component of their success.

Initially the increase in popularity was a result of the loast and short development cy-
cles representative of these nano-satellites. However nezently, it has been found that
although they are small, innovative use of the availableugses can produce very valuable
results. The ambition of some missions coupled with mudtjphyloads and the fact more
sophisticated platform units are becoming commonplacenm#et a highly-reliable, low-
power, low-cost yet capable on-board computing capabdigssential.

When designing for space a number of environmental chadleimgposed by the spacecraft’s
remoteness from Earth pose some interesting design cgaehap. 2 showed how tradi-
tional efforts to overcome these challenges have utilispeesive techniques and bespoke
technology. Often larger satellites use a fully redundantnplex system to manage the
operation of the satellite [103]. This level of reliabilitpmes at the expense of added com-
plexity and processing requirements. This approach devi@mom the off-the-shelf nature
and low-cost philosophy of CubeSats.
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The Mission Interface Computer presented in Chap. 3 demairdtthe same outcomes can
be achieved through clever component selection and desgmigues. The MIC repre-
sents the next generation in processing capabilities fareSats as it combines the high-
speed processing capabilities of an FPGA with robust arat éandling design features
achieved through intelligent component selection, errotgeted memory, glue logic and
clock mitigation techniques. The methodology used in thegieof the MIC has produced
a scaled down version of the safety critical design eleménitshas done so utilising a low-
power, scalable solution implemented using a combinatidrR&A and Commercial Off
The Shelf (COTS) components. The design of the MIC bringgetaratellite processing per-
formance to this small, power-constrained platform.

The UK Space Agency'’s first ever CubeSat mission was UKubeelrapresented an ex-
citing and novel collaboration between the UK Space Ageimdustry and academia. The
successful launch and operation of the UKube-1 CubeSatanifél] included the maiden
flight of the MIC. Launched on the 8th of July 2014, the Cubesaicessfully completed
its operational goals and the mission officially ended onAigust 2015. The management
and operation of the satellite have been handed over to AM®A® continue to use their
FUNCUBE payload within the the satellite in their educatiboutreach program. UKube-2
is being prepared for launch in 2018 with many of the lessossaiccesses of UKube-1
influencing the design. The FLASH SoC/FPGA-based desigheoMIC has influenced fu-
ture on-board computer design. Clyde-Space the main atotren the UKube programme
have developed their own on-board computer, centred aralitdASH based FPGA.

The ability of CubeSats to perform increasingly complexcessing is a key step towards the
realisation of CubeSat constellations. There is curresitie spread interest in the notion of
fractionalised spacecraft, where the functional and djmeral aspects of a large satellite are
spread across a network of smaller satellites. The use ottstsCubeSats in the context
of satellite networks appears favourable due to their seiad, relatively low launch cost,
short development cycle and utilisation of commercial b# shelf components. However,
the task of communicating between satellites in low Eartiit@s not a trivial one, and is fur-
ther exacerbated by low-power and processing constrail@sibeSats. Technology enablers
such as the MIC, offering next generation performance, ajpetimne possibility of formation
flying and the application to space-based distributed awat@nrays.

Chap. 4 introduced fractals and exploited their self-aniy for the deployment of a dis-
tributed antenna array. The Purina fractal chosen offersomiging compromise of low-
complexity control and high performance antenna pointifige grouping of a number of
independent antenna elements into a cooperative strugagachieved by coupling reliable
formation flying capabilities with the possibility of prodimg complex fractal patterns using
spacecraft. The notion of exploiting such a distributedtithantenna was shown to offer a
promising compromise of low-complexity control and highfpemance antenna pointing.
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Chap.5 further explored the Purina fractal beamformer byparing it in terms of com-
plexity and aperture to full lattice array beamformers waimparable system parameters.
Calculations show how such an architecture surpassedforpence both large monolithic
antennas and distributed, regularly spaced array lattibe$etter assess the array’s ability
to concentrate transmit power within a cone, power conaéiotr was introduced as a met-
ric, which can be derived from the array’s beam pattern. Thadyais performed with this
metric indicated that, compared to full lattice arrays, fitaetal geometry has very distinct
advantages if energy has to be concentrated within a smgilllanspread, particularly at
lower frequencies. It has been shown that this advantagéeanaintained in the case of
element displacement and element failures.

Further, Chap.5 investigated the notion of distributing bleamforming processing in a sim-
ilar fashion to the control methods described in Chap. 4. gdssibility of distributed beam-
forming based on local processing within smaller groupfefitactal shape, lends itself well
to the self-similarity possessed by the fractal. The acaged of the discussed processing
architecture lie in the fixed maximum complexity per nodeha tistributed procedure. In
addition to limiting the processing power, transmit powseconserved through short hops.
Further, the distributed approach matches the positiotralstrategy of the Purina array for
formation flying, and allows to consider calibration infation in the form of locally known
dislocation of sensor elements when computing the beanefioonrtput.

6.2 Future Work

A number of key elements can be identified from the work prieskrach with their own
future paths.

The performance of the MIC in space and how this related totiggnal design provides a
number of opportunities to gain a deeper understandingtlive@lectronic devices in space
as well as the design practices adopted during the develupohéhe MIC. A full analysis
of the radiation and electronic device degradation charetics would provide valuable in-
formation which can then be fed back into the UKube progranfifture missions.

Only the merits and performance characteristics of then@uairray were investigated. A
comparison to other fractal arrays would provide a more deta@ssessment of this fractal
array and its performance relative to equivalent full Gtarrays.

The limitations of the Purina fractal array when used as anbeamer relate to its poor
performance at higher frequencies. Three potential mesthadfuture investigation have
been identified: grating lobe reduction through iterateehhiques, 2D smoothing using a
Dolph-Chebyshev approximation and an array shifting mashbat lends itself well to the
distributed nature of the control system.
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Further investigations into distributed fractal beamferscould include using adaptive tech-
niques for interference suppression/nulling with disttdd beamforming [104, 105]. This
approach could be used to switch off some of the nodes, thaismg the inter-element com-
munication burden and further reducing the overall systempiexity.

There are some assumptions made within this work which wémoved provide interesting
problems to be resolved.

e There has been the implicit understanding that interdg@tebmmunications is avail-
able and functions perfectly. The communication betweeellgas entails consider-
able technical challenges, ranging from the protocol usethe antenna and pointing
capabilities of each satellite. Power is a concern, as istpgementation of the inter-
communications subsystem.

e Isotropic sensitivity and radiation patterns for antenhage been used throughout
the discussions and analysis of the fractal beamformer.t\&had be learned from
applying specific antenna types, especially those desifgmeétiibeSats?

The actuators and control method discussed here to achieveaintain the fractal forma-
tion relies on the use of actuators and inter-satellite camioation methods. The actuators
used to control the antenna formation could present a formtefference. This offers the
opportunity to study the relationship between the actsatiged for overall system control
and how they affect the communication aspect and antenmé i

The above starting points for further research would furdmhance the hardware and algo-
rithmic components that have been designed for CubeSatstasfphis thesis with the view
to create fractionated, distributed spacecratft.
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Appendix A

Power Concentration Derivation

A.1 Introduction

Beam patterns as discussed in Chaps. 4 & 5 offer insight ltogtin of a beamformer
measured with respect to different directions. For two- tmee-dimensional arrays, beam-
patterns provide a good visualisation but are not easy wbemparing different designs.
Therefore, power concentration is proposed as a measure) sdiculates the far-field dis-
sipated power in dependency on the angle of a cone a whoses aigned with the array’s
look direction.

A.2 Proposed Measure

We seek a measure that defines the ratio of far field powelpditesi inside a cone of angle
« to the total dissipated power. The faster this curve appresacnity, the better the array
concentrates transmit power. This measure is similar toveutative density function.

Given the beam pattei@(v, ¢), we define a function

2

P(a)://|G(19,cp)|Zsin19 o9 oy
0

0

which calculates the quadratic gain within a cone of anagl&ubsequently, power concen-

tration can be defined as
P(a)

pla) = P()

2

This specific measure is defined for a planar array, and omigiders one hemisphere. Due
to symmetry between front and back of a planar array, thenselecemisphere is omitted. For
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a 3-dimensional array, the normalisation should occut.\whre total dissipated power in all
directions.

A.3 Derivation

A.3.1 Main Approximation

In a discrete approximation, the beam pattern is only measat discrete angle§ andy;,
i=1...Iandj = 1...J. For simplicity, we assume that the beam pattern is sampled
uniformly at equidistant angleay = 4; — ¥J;_;, with ¥, = 0 and?; = 3. Similarly,

Ap =p; —pj_1 With ¢, = 0andy; = 2 — Ap. Therefore:

o 0 <o <Al
7 ‘Pj"'% «@
P(a) ~ > G0, o) /sim? 0 D (A.1)
jzl w5y O
e &< -2y with I = round{ 5 }
J pi+52 42
P(a) =~ Y _|G[0,¢;]" / sing 99 D + (A.2)
! e
P ei+52 0i+AL
+ > > G @) / sind 09 0p +  (A3)
i=2 j=1 oy Be g, 00
7 ‘Pj"'% «
+ S G )P / sind 99 O (A4)
J=1 AY
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e I - <ca<y
; o 42
P(a) =~ Y _|G[0 / sind 00 dp  + (A.5)
! w—% 0
<p A
-1 J PR
+ Y ) G el / sing 09 dp  + (A.6)
=2 j=1 pi—Be g A0
¥i 2 2
J 2t o
Z ,gpj / sind 0¥ dp (A.7)
J=1  Ap m_ A9
YiT 2 272

Due to interval changes, the integration at the pole andtegnaed to be performed sepa-

rately.

A.3.2 Calculations
Main Integration

For the main integration, we obtain

et 5 0i+42
sind 9Y 0p = [—cosd ;ﬁ [©]
pi- 52 -5 2
9
2
A
= QSin(ﬁi)sin(Tﬁ) Ay
Towards the equator
ot e
/ / siny 0V dp = Ap[—cosd|y
®j— 29 I 1_7
= Ago{cos(ﬁprl

(A.8)

(A.9)

(A.10)

(A.11)

(A.12)
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Pole
At the pole
‘Pj+% «@
/sinﬁ 09 0p = Agp|—cosd]; (A.13)
= Ap(l—cosa) (A.14)
- 2A<psin2(%) (A.15)
or
pit 52 42
AY
/Sinﬁl 09 dp = Ap[—cosd|,? (A.16)
A
= Agp(l —cos 719) (A.17)
= 2Ap sin%%) (A.18)
Equator
At the equator
@j"'% «
/ sind Y O Ay [— cos 19]%_% (A.19)
0i=% 5%
Ap {cos(g - %) - cos(a)} (A.20)
Ap {Sin(%) - cos(a)} (A.21)
A.3.3 Overall Formulation
o 0 <a< Al
J
e
P(a) » 20psin’ () D |GI0, o)l (A.22)

<.
Il
—
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AY T AY H T _ a
o 55 <a< i — 575 with] =round{ 5}

L, A
Pla) =~ A@{281n2(T)Z|G[O,¢jH2 + (A.23)
j=1
A’l? -1 J
1 _— . . 2 ] .
+ 2sin(= )i:“;wwz,%n sin(¥;) + (A.24)

+ {cos(ﬁfH — %) — cos oz} Z \G[g,goj]\2} (A.25)

=1

<

e1-<a<;
A
Pla) =~ A@{2Sin2(7);|G[O,@j”2 + (A.26)
2 S S G g P ¢ (A27)
2 =S

+ {m(%) - cos(a)} ; \G[g,%]ﬁ} (A.28)
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