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“Let us fight for a new world - a decent world that will give men a chance

to work - that will give youth a future and old age a security.

By the promise of these things, brutes have risen to power.

But they lie!

They do not fulfil that promise.

They never will!

Dictators free themselves but they enslave the people!

Now let us fight to fulfil that promise!

Let us fight to free the world - to do away with national barriers - to do

away with greed, with hate and intolerance.

Let us fight for a world of reason, a world where science and progress will

lead to all men’s happiness”

Charlie Chaplin, The Great Dictator
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Abstract

Quantum-gas microscopy has proven to be a valuable tool for the field of quantum

simulation. It provides single-atom and single-site resolution for atoms contained within

an optical lattice. This has enabled the study of Hubbard models for both bosons and

fermions, the observation of quantum walks and the probing of complex dynamical

systems out of equilibrium.

This thesis presents the construction of a quantum-gas microscope for 87Rb that

achieves single-atom and single-site imaging resolution. I start with presenting the

theoretical models which describe the physics of an ultra-cold cloud of atoms cooled

to form a Bose-Einstein condensate. I present the creation of an all-optically cooled

condensate of 3× 105 atoms in a time of less than 4 s which is initially cooled through

the use of grey molasses cooling on the D2 line. Following this, I present the experi-

mental procedure for creating a 2D system of ultracold atoms, at quantum degeneracy,

contained within a 3D optical lattice. The 2D system is then imaged using a large NA

objective and single-site resolved images are obtained.

During the conclusion of this thesis, preliminary results are presented showing the

creation of a Mott insulator and a discussion on the future of the experiment, including

the introduction of a second bosonic species, 85Rb.
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Chapter 1

Introduction

Can the description of a single particle be easily scaled to describe a large ensemble of

particles? Although systems containing single particles are well described by the single-

particle Schrödinger equation [4], as soon as the system size increases to even a few

atoms, the complexity grows substantially. An issue that quickly arises when simulating

large, complex, quantum systems, is the exponential growth of the Hilbert space. A

single-particle, two-level quantum system with states |0〉 and |1〉, has a wavefunction

which can be described through

|Ψ〉 = c1|0〉+ c2|1〉, (1.1)

where c1 and c2 are complex amplitudes, with |c1|2 + |c2|2 = 1 [5]. If the particle

number, N , is increased, the total number of unique coefficients required to describe a

multi-particle quantum state scales as 2N−1, rather than N . This exponential increase

of required storage capacity rules out classical computers for simulating large quantum

systems. Even if every complex coefficient only required a single bit of storage space,

for just 55 two-level atoms, the total storage space required becomes 72 PB. The fastest

supercomputer in the world (Fugaku, Japan), has a total physical memory of 4.85 PB,

which would mean, if it could run the calculation, it would have nowhere to store the

data. If the number of particles was raised to just 300, the total number of required
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Chapter 1. Introduction

coefficients outweighs the overall number of particles in the universe (> 1088) [6]. John

Preskill described the impossibility of achieving enough data storage by stating, “it will

never be possible, even in principle, to write that description down” [7].

Quantum computing replaces the classical bits (1 and 0) with quantum bits (equa-

tion 1.1), known as qubits. A quantum system of N two-level atoms represents N

qubits. A quantum computer with such a number of qubits would result in an overall

reduction in the required resources [5,8] for a calculation. The ultimate, most suitable

platform for a universal quantum computer is still unknown but work is being devel-

oped on a number of technologies, such as: superconducting circuits [9–11], trapped

ions [12–14], photonic circuits [15–18], neutral Rydberg atoms [19–21], cavity-QED

systems [22], silicone chips [23] and quantum-gas microscopes [24].

Richard Feynman, remarking on the possibility of simulating quantum systems with

such a new type of computer, stated that, “with a suitable class of quantum machines

you could imitate any quantum system, including the physical world” [25]. Feynman

was describing a quantum simulator, one quantum system which could imitate another.

Quantum simulation can be considered a sub-discipline of quantum computing: whereas

a quantum computer aims to simulate complex problems by running calculations on the

platform with the aid of quantum algorithms, analog quantum simulators are instead

built in such a manner that they can imitate another complex quantum system with a

high degree of controllability. A quantum-gas microscope (QGM) is a specific type of

analog quantum simulator using ultra-cold neutral atoms, which are contained within

a 3D optical lattice and imaged with single-atom resolution [24,26]. The experimental

techniques required for creating such a system have been developed over the course

of the last three decades. The advancement of laser technologies has been primarily

driven by the telecommunications industry but has benefited the scientific community

just as much. Laser cooling [27,28] and trapping [29,30], which was the focus of many

experimental cold-atom groups in the late 1980s and 1990s, eventually combined with

evaporative-cooling methods [31, 32], and resulted in the creation of a Bose-Einstein

condensate (BEC) in 1995 [33, 34]. However, it took a further six years for the all-

3



Chapter 1. Introduction

optical creation of a BEC to be achieved [35].

The idea of using a BEC in an optical lattice for the realisation of a controllable

Bose-Hubbard model was first theorised in 1998 [36] and has since been described as

fundamental work that “shaped the research in the new field of quantum science” [37].

Cold atoms had already been studied within optical lattices [38]; however, cold thermal

atoms would not all occupy the ground state of the system [39,40]. Adiabatically load-

ing a BEC into an optical lattice provided the solution to this problem. A number of

experiments were undertaken by combing the BEC with optical lattices [41, 42]; how-

ever, it was not until 2002 when the quantum phase transition between the superfluid

and Mott-insulating regime was experimentally shown [43]. This achievement was seen

as a breakthrough for the field of quantum simulation with ultra-cold atoms and opened

up in particular the possibility of simulating condensed-matter physics [24,44–47].

Experimentally showing the quantum phase transition between the superfluid and

Mott-insulating regime was a huge achievement, although, the images presented in [43]

are that of an ensemble of atoms observed in momentum space it does not provide

information on the position of individual atoms in the optical lattice. It was not

until 2009 and 2010 when optical lattice experiments were paired with high-resolution

objectives to allow for single-site-resolved images of ultra-cold bosonic atoms [24, 26].

This achievement opened up a range of research directions, not limited to the study

of correlation functions [48, 49], spin propagation [50], many-body localisation [51],

entanglement entropy [47] and the observation of quantum walks [52]. However, it took

almost five years for single-site-resolved images of fermionic species to be reported [53–

55], which was followed by the first reported cold-atom Fermi–Hubbard antiferromagnet

[56–58].

Quantum-gas microscope experiments have the option to realise single-site address-

ing. A basic implementation of this technique involves a single, diffraction-limited

beam, focused on an individual lattice site that can be utilised to address any single

atom in a 2D system [45, 59]. In order to create more complex scenarios, light can be

projected onto the atoms by a spatial light modulator, which can create diffraction-

4



Chapter 1. Introduction

limited artificial potentials [60] of almost arbitrary 2D [61] and 3D [62] arrangements

of atoms.

The field of quantum-gas microscopy has grown dramatically over the last decade

with over a dozen machines currently in service, spread across numerous research groups

[24,26,53,54,63,64]. The methodology behind the construction of such a machine is now

well understood. Our group is building our second machine - which is rather different

from the original one built in 2009. We are implementing additions to make the setup

smaller, easier to use, easier to reconfigure and more importantly, be able to introduce

a second species. A number of groups are now also building their next generation

quantum-gas microscopes [65]. One of the main driving forces behind this work is to

reduce the experimental repetition rate. Quantum-gas microscopes often have a slow

repetition rate of 20−60 seconds [24,26,53,54] with the most competitive closing in on

sub 10 seconds [66]. A faster repetition rate would open up the possibility of a more

in-depth statistical study of complex many-body effects such as correlations and out-of-

equilibrium dynamics. A faster cycle time will also enable a quantum-gas microscope

to stay competitive with other quantum simulation platforms such as, superconducting

chips, Rydberg systems, photonic systems and trapped ions. [9, 67–69].

5



Chapter 1. Introduction

Thesis outline

The goal of this work is to describe the methods required to design, assemble, test

and run a bosonic quantum-gas microscope. Presented within this thesis are the steps

involved in reducing the cycle time of the experiment while still maintaining a large

atom number throughout. The work outlined here will act as the initial groundwork for

the creation of a dual-species quantum-gas microscope capable of simulating complex

out-of-equilibrium dynamics. This thesis is structured in the following manner:

• Chapter 2 provides the theoretical background required to take a warm vapor

of 87Rb gas and cooling until a BEC is created.

• Chapter 3 describes the experimental setup and the steps undertaken in cooling

a cloud of atoms to degeneracy. However, it only briefly mentions the required

laser systems and a more detailed description can be found in the thesis of Andrés

Ulibarrena Dı́az [70].

• Chapter 4 provides an in-depth summary of the methods required to trap atoms

within a single antinode of an optical lattice and create a 2D system.

• Chapter 5 describes imaging single atoms with single-site resolution and provides

a detailed analysis of the precise alignment of the microscope objective to ensure

the atoms are imaged correctly.

• Chapter 6 examines several experimental additions to the apparatus which are

currently under development. It concludes with a brief overview of the work

presented in this thesis.

6



Chapter 2

Foundations for the creation of a

Bose-Einstein condensate in an

optical lattice

W. Ketterle, commenting on the thoughts of his peers in the early 1990’s towards

atomic gases and the creation of a BEC wrote, “Laser-cooled alkali atoms were not

regarded as a top contender” [71]. Looking at it now, it is impossible to imagine a world

where ultracold atomic gases of alkali atoms are not the workhorse of almost all BEC

experiments. Key to the creation of a BEC are the laser-cooling techniques which were

first developed for alkali atoms almost thirty years ago. Doppler cooling [72], magneto-

optical traps (MOTs) [73], sub-Doppler cooling [74,75] and forced evaporation [76] are

all techniques taken for granted by younger students now, but were major technical

milestones at the time.

Being able to understand each cooling method is vital for the creation of an ultracold

cloud of atoms. This chapter will discuss the basic concepts of each laser-cooling

method used in our experiment along with the key tools used to characterise a Bose-

Einstein Condensate. This chapter is structured in the same order as the experimental

procedure, starting from a room-temperature vapour of alkali atoms all the way to

bringing the atoms into a single ground state at quantum degeneracy. It concludes
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with a brief description of atoms in optical lattices and the Bose-Hubbard model. This

is by no means an explicit description of all the underlying physics involved in the

process of going from vapor to BEC but rather stresses more the core concepts. Please

see the following books and papers if further information is sought [77–79].

2.1 Laser cooling

2.1.1 Doppler cooling

In order to laser cool an atom, a well-defined optical transition is required. In the

atom’s frame of reference an incident photon with frequency equal to this transition

frequency can be absorbed by the atom, while having the atom gain momentum in the

direction of propagation of that photon. The excited atom then emits a photon after

a time which is proportional to the inverse of the natural linewidth of the transition,

causing a momentum kick in a random direction. This produces a force due to the

momentum transfer of photons for both the absorption and emission processes. The

velocity of the atom causes a shift of the transition which can be larger than the natural

linewidth. This can be used to address particular velocity classes of a cloud of atoms.

The Doppler-shifted frequency as seen by the atom is

ω′ = ω − ~k · ~v, (2.1)

where ~v is the velocity of the atom and ~k is the wavevector of the light. If the atom

is moving in the direction of the resonant beam, then the frequency required for the

excitation will be positively offset from resonance (blue shifted). However if the atom

is moving towards the laser, the frequency of the transition is reduced and is red

shifted [80]. This lead to the development of Doppler cooling for atoms [81], where

the cooling laser would purposely have its frequency red detuned from resonance such

that, when the atom is moving towards the beam, it would absorb more photons than

8



Chapter 2. Foundations for the creation of a Bose-Einstein condensate in an optical
lattice

when it was moving away. Having two counter-propagating beams in each axis, one

can cool the atom to a minimum temperature along three dimensions. The minimum

achievable temperature with Doppler cooling is called the Doppler temperature, and is

given by [82]:

TD =
~Γ

2kB
. (2.2)

The Doppler temperature is only dependent on the natural linewidth of the atomic

transition, Γ. For 87Rb excited on the 52S1/2 −→ 52P3/2 transition, this corresponds to

TD = 145 µK [2]. This temperature is roughly the same for all the alkalis on the D1/D2

transitions and is still high compared to the temperatures required for the creation of

a Bose-Einstein condensate (≈ 100 nK). However, not all transitions have the same

linewidth, dipole-forbidden transitions can provide much smaller linewidths. 87Rb has

a natural linewidth of Γ = 2π×6 MHz, but dipole forbidden transitions in 40Ca have an

effective linewidth of Γ = 2π × 5 kHz [83]: this would result in a Doppler temperature

of 120 nK and opens up the possibility of not needing further complicated cooling steps

to reach degeneracy [84], as demonstrated in 2013 for strontium [85].

It should be noted that Doppler cooling does not produce a confining force for the

atoms and can only be used to cool them. In 3D this leads to a “viscous type” velocity

reduction of the atoms, almost like a ball moving through thick honey. Therefore the

name “molasses” was coined early on. Doppler cooling can be utilised in conjunction

with an external magnetic-field gradient, which will confine the atoms spatially. This

configuration is referred to as a magneto-optical trap (MOT), which both cools and

traps the atoms.

2.1.2 Magneto-optical trap

A magneto-optical trap builds on the velocity dependence of Doppler cooling by adding

a position-dependent restoring force that originates from the Zeeman effect. This tech-
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Figure 2.1: A magneto-optical trap in 1D with excited-state Zeeman sublevels shown.
a) A cloud of atoms in a quadrupole field at position 0. b) A quantisation axis in the
x-direction, sets the effective handedness of the two circularly polarised laser beams.
Atoms have their transitions Zeeman shifted by the external magnetic-field gradient.
This brings the lasers into resonance with the desired transition when the shift is large
enough that it becomes equal to ∆.

nique was first successfully implemented in 3D with sodium atoms in 1987 by the group

of D. Pritchard [29, 30] which advanced the previous 1982 work of W. Phillips [28] -

who was the first to analyse the position-dependent slowing force created as a result of

an external magnetic-field gradient in alkalis.

To better understand how a MOT works, let us first consider the 1D system shown

in figure 2.1. A cloud of atoms is at the centre of a quadrupole field - created by a

pair of magnetic coils with current flowing in opposite directions. A pair of counter-

propagating lasers beams is red detuned from the closed cooling transition of F =

0 −→ F = 1. The excited state possesses three Zeeman sublevels, mF = −1, 0, 1. The

laser beams both have opposite circular polarisations which correspond to the atomic

transitions σ+, σ− and is dictated by a positive quantisation axis in the x direction.

An atom starting at zero and moving along x undergoes a linear Zeeman shift. The

energy shift of the atom’s mF states is provided by ∆E = mF gFµB
∂B
∂x x which includes

the Landé g factor, gF , the Bohr magneton, µB, and the magnetic-field gradient ∂B
∂x ,

along x. At some point the shift becomes large enough that the σ− transition to the
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mF = −1 state becomes resonant with the circularly polarised laser beam. Due to

selection rules [77] the atom absorbs σ− light. The imbalance in forces that arise due

to the directional dependence of the Doppler shift provides a restoring scattering force1

FMOT = −αv, (2.3)

which moves the atom back towards the trap centre. The same happens at the opposite

side for σ+, mF = 1. The atoms are cooled by the velocity-selective Doppler cooling and

then trapped in the cooling region by a restoring force arising from a position-dependent

Zeeman shift. This back-and-forth motion is akin to a 1D damped harmonic oscillator,

with equation 2.3 leading to a method of modeling the MOT dynamics [86].

2.1.3 Sub-Doppler cooling

Sub-Doppler cooling is any laser cooling method that can reduce the temperature below

the Doppler limit. In our experiment we use a combination of Sisyphus cooling and

grey-molasses cooling. Sisyphus cooling (sometimes referred to as red-molasses cooling)

is a well-established method for cooling clouds of atoms. It has been studied extensively

both theoretically [87,88] and experimentally for a number of alkalis [89–91], molecules

[92–94], and various other elements [95,96].

The working principle behind Sisyphus cooling is as follows: a pair of counter-

propagating laser beams in the Lin ⊥ Lin configuration create a polarisation gradient.

This gradient changes periodically between linear polarisation and left/right hand cir-

cular polarisation on a λ/4 length scale, as seen in figure 2.2b). The whole system

is in a zero magnetic field, such that if there was no incident light, all of the Zee-

man sublevels would be degenerate. As such the working basis now transforms from

1This assumes a low atom velocity, kv � γ, while only providing a damping force for red detuned
beams, δ = ω − ω0 < 0.
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Figure 2.2: a) Relative transition strengths for all possible J = 1
2 −→ J ′ = 3

2 transitions.
b) Sisyphus cooling in the Lin ⊥ Lin configuration. Counter-propagating lasers create
a polarisation gradient which varies periodically over a length scale of λ/4. Atoms
are excited to the upper level and then decay back to the ground state. This process
reduces the energy of the atoms due to the energy difference between the light shifted
ground states.

hyperfine structure to fine structure (MJ). Looking at the structure for an atomic

species with ground state J = 1/2 and excited state has J ′ = 3/2, this leads to two

magnetic sublevels (mJ = ±1/2) in the ground state and four in the excited state

(mJ = ±1/2,±3/2). The energy of the two ground states varies as the atom prop-

agates in the polarisation gradient [figure 2.2b)]. The Clebsch-Gordan coefficients,

which dictate the strength of a transition and are proportional to the AC Stark shift,

are largest for the transition between stretched states. This leads to a larger light shift

of the mJ = −1/2(1/2) state when the light is σ−(σ+) polarised compared to the other

ground state [97]. For the situation in figure 2.2, where an atom starts in mJ = 1/2

and reaches a region of circularly polarised light that drives a σ− transition, the atoms

are excited to m′J = −1/2. From here they primarily decay to the mJ = −1/2 state.

The light shift is different for each ground state, therefore when the atom moves up the

potential hill, it transforms kinetic energy into potential energy and causes the atom

to lose energy, before transitioning back to the lower energy state. The AC Stark shift

is also proportional to the intensity and detuning of cooling light used, ∆ω ∝ Ω2/(4δ)

where Ω2 ∝ I [77]. Therefore in order to have the dipole force dominate over the

scattering force, the atoms need to be moving through the spatially oscillating dipole
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potential and not slowed due to scattering events. This leads to cooling beams either

being low intensity with small detunings, or high intensities with large detunings.

Sisyphus-cooled atoms are constantly cycling up the potential hill caused by the

light shift and then decaying back down. Sisyphus cooling allows for sub-Doppler

temperatures to be achieved but is limited by the absorption and emission of a single

photon. This adds and removes one recoil of energy every cycle [98]. The recoil energy

in terms of temperature is given as

Trecoil =
~2k2

mkB
, (2.4)

with a value of 368 nK for 87Rb. Experimental work has shown that the lower limit

to the achievable temperatures with Sisyphus cooling are the order of 1 − 3 µK for

alkalis [99–102].

It should also be noted that Sisyphus cooling does have an upper limit of starting

temperatures that it will efficiently cool at. As the atoms are moving through the

polarisation gradient they do require some time in order for their internal states to

follow the gradient adiabatically [27]. If the atoms are moving too fast, then the cooling

method does not work efficiently as the polarisation has changed before an absorption

and emission cycle has occurred.

2.1.4 Grey-molasses cooling

Grey-molasses cooling is another form of sub-Doppler cooling which can reach temper-

atures close to the recoil limit [103]. Grey-molasses is essentially a Sisyphus-enhanced

velocity-selective coherent population trapping process2. It can be seen as an “upgrade”

to Sisyphus cooling as the Sisyphus cooling process is still present but is now combined

with population trapping within dark states of the system. Atoms cooled into a dark

2This statement is only true for a Lambda configuration of beams with an incident repumper.
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state which still have a large kinetic energy motionally couple to a bright state, where

they can participate in the scattering cycle. This quickly cools the atoms to the dark

state and the process is repeated until the atoms become cold enough to remain in the

dark state. As a result, the average temperature of the cloud is decreased.

A dark state is comprised of linear superpositions of Zeeman sublevels and the

excitation of an atom out of such superposition state is dependent upon selection rules

due to the local polarisation of light. It is well known that superposition Zeeman dark

states can be created in an F −→ F ′ = F, F − 1 transition for particular polarisations

of light, such there are no possible transitions available to the atoms due to selection

rules. Even in a more complex system where three pairs of counter-propagating beams

are used, these dark states are still created [104]. The polarisation gradient created by

counter propagating cooling beams results in atoms within the lowest velocity class to

remaining adiabatically dark. This dark state is maintained as the linear superposition

state has sufficient time to adjust to the changing polarisation due to the low velocity

of the atoms. If an atom is moving at such a velocity that it can not adjust to the

polarisation gradient, then it is motionally coupled to a bright state where it undergoes

a Sisyphus cooling process [105] and provides the loss mechanism for the energy of the

atoms.

To better describe grey-molasses cooling we will start with a 1D Lin ⊥ Lin config-

uration of counter propagating beams in zero magnetic field as seen in figure 2.3. The

level system F −→ F ′ = F is of interest here. A particular requirement for grey-molasses

cooling is that the cooling beams have to be blue detuned from resonance. Atoms which

are absorb blue detuned light have a higher probability of losing more energy as they

now have to first climb the “potential hill”, before being pumped back into the dark

state [106]. This puts the energy of the bright states above that of the dark states and

ensures the temperature achieved with grey-molasses are lower than that obtainable

with Sisyphus cooling alone [107].

Assuming all atoms start in the dark state and they are within a particular pure

polarisation (σ+/σ−) of the cooling beam, they have a dark-state lifetime which varies
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Figure 2.3: A simple grey-molasses cooling diagram where atoms start in the ground
state and are then motionally coupled to a bright state where they can undergo Sisyphus
cooling. After cooling atoms are pumped back into the dark state. Only one bright
state is shown for convenience. Adapted from [107].

as the square of the atom’s velocity [108]. They are removed from the dark state due to

motional coupling to a bright state - which happens in the region of purely circularly

polarised light [109], when the energy difference between the dark and bright states

are closest. Motional coupling happens as the atom is moving too fast to adiabatically

follow the changing polarisation field and therefore drifts into a region where the po-

larisation of the light can now couple to the atom. Once in this bright state they can

undergo Sisyphus cooling to return them to the dark state [110]. This slows the atoms

down and dissipates the energy of the cloud. If the velocity of the atom is small enough,

it can adiabatically remain in the dark state and stays there almost unperturbed [104]

until reaching another region of circularly polarised light. The colder the atom is, the

more time it spends in the dark state with the energy of the dark state always remaining

constant. The dark state is kept almost fully populated throughout the propagation

over a distance of λ/4 (see figure 1 of [104]), except for when the energy differences

between the dark and ground state are close. Grey-molasses cooling is experimentally

investigated in section 3.1.9.

There are two main limitations to grey-molasses cooling. The first is due to the
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experimental control over the stray magnetic fields within the lab. Molasses cooling

in general works best in a zero magnetic field due to the degeneracy of the Zeeman

sublevels. Experimentally, the zero-field region is often small compared to the size of

the cloud and not very symmetrical, which can lead to an increase in temperature in

one section of the cloud: as not all of the atoms undergo the same efficient cooling

process. The second is the polarisation of each cooling beam. In the 1D picture,

described in the last few pages, we assume they are identical, but this is never the

case in 2D/3D systems, as the polarisation gradients created are not uniform. One

advantage to using grey molasses over red molasses, is that the cooling process is less

density dependent [111]. This has lead to temperatures of 1 µK for 109 atoms of 87Rb

in our experiment. Separate experiments have managed to measure 800 nK [91] and

1.1 µK in Cs [110] and 4 µK in Rb [109]. In our experiment, we use a repumper and

cooling laser both blue detuned from the excited state and phase-coherent with each

other. The phase coherence has been shown to greatly decrease the temperature of the

atoms and increase their phase-space density when compered to non phase-coherent

beams [109]. This phase coherence is crucial for maintaining the superposition (dark

states) between the hyperfine ground states of 87Rb.

2.2 Bose-Einstein condensation

Under the exchange of two particles, identical bosonic particles maintain a symmetry

between their wavefunctions. As a consequence, bosons have a unique property that

below a critical temperature Tc, they can occupy the same quantum state, typically

the ground state. As all atoms in the ground state have identical wavefunctions, such

systems experience coherent effects [112] and become a new state of matter, known as

a Bose-Einstein condensate. Reviews of the history of Bose-Einstein condensation and

the works leading to the creation of a BEC can be found in [113–117]. A brief summary

shall be given below.

Bose condensation was first theorised by Bose in 1924 [118] in which he analysed

the quantum statistics of photons. This idea was later elaborated to matter particles
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by Einstein in 1924/1925 [119]. However the first creation of a BEC was not until 1995

when the group of Wieman and Cornell performed a series of beautiful experiments

with dilute rubidium vapours [33]. Parallel to this work, Ketterle et al. also created a

BEC of sodium atoms [34], the combined works earned the three researchers the Nobel

prize in 2001.

To fully describe the creation of a BEC and the properties that it possesses, we will

start by considering how a cloud of non-interacting bosons is distributed at a non-zero

temperature in a harmonic trap. The harmonic trapping potential is given by:

Vext =
m

2

(
ω2
xx

2 + ω2
yy

2 + ω2
zz

2
)
, (2.5)

where m is the mass of the atom and ωx,y,z are the trap frequencies in the three

spatial dimensions. At thermal equilibrium, a Bose-distribution function can be used to

calculate the average particle number, N , of a BEC from the grand-canonical ensemble

and be derived to [120]:

N(v) =
1

e(Ev−µ)/kT − 1
, (2.6)

with the temperature of the cloud T , the chemical potential µ and Ev being the energy

of the single-particle state v, which can be calculated from the external harmonic trap.

By knowing the state distribution and recalling that the cloud is in a harmonic potential,

one can calculate the critical temperature and in turn the critical atom number, for

which a BEC is created at [121]:

Tc =
0.94~ω̄N1/3

kB
. (2.7)

Here, ω̄ is the geometrical mean of trap frequencies i.e ω̄ = 3
√
ωxωyωz. Below this
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Figure 2.4: Ideal condensation fraction N0/N as a function of T/Tc, resulting from
equation 2.8.

critical temperature, a cloud of atom number N will condense. Condensation can

also be achieved by increasing the density of atoms within a fixed volume as long as

the temperature remains constant. This would then correspond to a critical density

rather than temperature. One can derive scaling conditions between atom number and

critical temperature. The elegant equation 2.8 is the result for atoms confined within

a harmonic trapping potential. It relates the ratio between the temperature T of the

cloud and the critical temperature Tc, to the ratio of atom number in the BEC N0 and

total atom number N , of the system (see figure 2.4),

N0

N
= 1−

[
T

Tc

]3
. (2.8)

2.2.1 Phase-space density

The phase-space density (PSD) is a useful quantity to characterise a cloud during

evaporative cooling and can provide information on the efficiency of the evaporation.

In order to calculate the PSD, we first need to look at the useful length scales in

18



Chapter 2. Foundations for the creation of a Bose-Einstein condensate in an optical
lattice

the system - the deBroglie wavelength and the interatomic spacing. The deBroglie

wavelength,

λdB(T ) =

√
2π~2
mkBT

, (2.9)

can become comparable to the interatomic spacing, d = n̄−1/3 [77] where n̄ is the mean

particle density. Once this happens, atoms can begin to condense into a single state.

One can interpret the deBroglie wavelength as the length scale over which the wave-

function of an atom extends. It is then natural to quantify the overlap of wavefunctions

between atoms within a particular volume as:

PSD = n̄λ3dB. (2.10)

The phase-space density, given in equation 2.10, utilises the three-dimensional vol-

ume that an atomic wavefunction occupies and the peak density of atoms in a cloud,

to calculate an effective overlap between their wavefunctions. More rigorously, it can

be described as the number of occupied quantum states per volume [120]. Due to the

length scales at play, the phase-space density is required to be of unitary order for the

creation of a BEC. From statistical mechanics in 3D, it has been evaluated that, at

the transition point to a Bose-condensation in an harmonic potential, the phase-space

density of a sample is 2.6 [122].

2.2.2 Atoms in a single ground state

In the situation where atoms are confined within a harmonic potential, the harmonic

oscillator length becomes a relevant length scale for working with. It is given by
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aho =

√
~
mω̄

. (2.11)

For atoms in a cloud at T < Tc with relevant length scales described above, interactions

between particles in this ground state become important. To better describe the effect

of these interactions, we will look at the physics of interacting atoms in the ground

state of a harmonic oscillator.

Up to this point I have described the thermodynamics of bosonic atoms being cooled

until they undergo a phase transition and condense. To evaluate a complete description

of the system in this ground state, we will account for the interactions between the

atoms. The Hamiltonian for a system of interacting particles in a harmonic potential

Vext(r) is given by:

H =
N∑
i=1

[
− ~2

2m
∇2
i + Vext(ri)

]
+

1

2

N∑
i=1

N∑
j 6=i

V (ri − rj) (2.12)

At T = 0, we assume all the atoms occupy the same quantum state with wavefunction

Ψ(r, t) =
√
N

N∏
n=1

ψ(ri, t). By variational calculation it is possible to derive the time-

dependent Gross-Pitaveskii equation [123]:

i~
∂

∂t
Ψ(r, t) =

[
− ~2

2m2
∇2 + Vext(r, t) + g|Ψ(r, t)|2

]
Ψ(r, t) (2.13)

which describes the time evolution of the total wavefunction within an external po-

tential Vext with an interaction coefficient g = 4π~2a
m . The wavefunction Ψ(r, t) can be

normalised to the total atom number N, such that:

∫
|Ψ(r, t)|2dr = N. (2.14)
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Independently, both Gross and Pitaevskii derived equation 2.13 in 1961 [124, 125].

They also both described the transformation to a static, time-independent potential in

a mean-field approach. This is given by:

µψ(r) =

[
− ~2

2m
∇2 + Vext(r) + g|ψ(r)|2

]
ψ(r). (2.15)

Equation 2.15 can be solved numerically and even in some simple cases analytically.

An analytical solution can be derived by looking at the ratio between kinetic energy per

particle and the interaction energy. For a large number of atoms in the same state, an

approximation can be made between atom number N , scattering length a and harmonic

oscillator length aho. If Na/aho � 1, then the kinetic energy term in equation 2.15 can

be neglected. This is known as the Thomas-Fermi approximation. This approximation

provides an analytical solution for equation 2.15. From this exact solution one can

evaluate the parameters for which the particle density |ψ(r)|2 = 0 with Vext = µ. This

is the Thomas-Fermi radius and is given as:

RTF = aho

[
15Na

aho

]1/5
ωho
ωi

(2.16)

where ωi denotes the trapping frequency in x, y and z and provides a peak density

n̄ = µ/g. This is valid as long as the Thomas-Fermi approximation remains true. As

soon as the kinetic energy starts to become relevant again, other methods are required

to account for this in the equation. In our situation we assume that this is never the

case and therefore can utilise the Thomas-Fermi radius as another useful length scale

for our system. In our experiment we have interacting bosonic atoms in the ground

state of a harmonic oscillator which we transfer into optical lattices. To further our

understanding of the system we now need to look at the physics of atoms in optical

lattices.
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2.3 Atoms in optical lattices

2.3.1 Optical lattices

The optical lattice is a particular configuration of an optical dipole trap. An optical

dipole trap provides a conservative trapping potential through the AC Stark shift and

is dependent upon the intensity of the incident light field. These traps are far detuned

from resonance, and depending on the detuning, atoms can be attracted (red detuned)

or repelled (blue detuned) from regions of maximum intensity.

A standing wave can be created in 1D by two counter-propagating beams of the

same wavelength λ overlapped, such that a varying intensity profile along x is created,

with spacing al = λ/2. An optical-lattice potential Vl(z), can be derived for alkali

atoms inclusive of their hyperfine transitions, but for simplicity to have a simpler level

scheme we only consider the D1 and D2 transitions here

Vl(z) = − πc2

2ω3
D2ΓD2

[
2

∆D2

+
1

∆D1

]
I(z), (2.17)

where I(z) is the varying intensity profile. ΓD2 is the linewidth of the excited state

on the D2 line with the detuning on this line being ∆D2. The detuning on the D1

line is given by ∆D1, with ωD1 = 2πc
λD1

for the D1 line and ωD2 = 2πc
λD2

for the D2

line of 87Rb. The atoms in this experiment are held in a lattice of red detuned light

which confines them to the antinodes of the standing wave, where they experience a

conservative potential Vl(z), which can be expressed as [126],

Vl(z) = V0 cos2(kz). (2.18)

The depth of the potential is given by V0, where the wavenumber of the lattice is
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k = 2π
λ [127]. A natural unit of energy when working with ultracold atoms in optical

lattices is recoil energy, ER = ~k2/2m. For our system with 1064 nm lattice beams,

ER ≈ h 2 kHz. The axial lattice trapping frequency can be calculated from the trap

depth and the lattice spacing through [128]

ωl =
π

al

√
2V0
m

(2.19)

where m is the mass of the trapped atom. For 87Rb atoms trapped in a 1064 nm

beam of ≈ 100 µm waist and ∼ 5 W of power, trapping frequencies on the order of

kHz within each antinode of the optical lattice are achieved. This trapping frequency

can be orders of magnitude larger than the axial and radial frequencies achievable in

single-beam dipole traps.

2.3.2 Bose-Hubbard model

We now look at what happens when multiple, interacting ultracold bosons are trapped

in an optical lattice. This configuration can be described by a many-body Hamiltonian

[36].

Ĥ =

∫
d3r

[
ψ̂†(r)

(
− ~2

2m
∇2 + V (r)

)
ψ̂(r) +

g

2
(ψ̂†(r))2(ψ̂(r))2

]
(2.20)

where ψ̂(r) and ψ̂†(r) are the bosonic field operators which obey the canonical com-

mutation relations. The interaction term Vint = g
2(ψ̂†(r))2(ψ̂(r))2 accounts for the

atomic interactions and the scattering length. This Hamiltonian can be expanded for

atoms that are in a deep optical lattice such that ~ω = 2
√
ERV and the Bose-Hubbard

Hamiltonian is reached as per the simplified derivation in [129], with a more in-depth
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derivation being found in [130, 131]. In a deep lattice (> 5ER), with all the atoms in

the ground state, one can restrict the system to consider just the lowest energy band

and ignore the rest.

The eigenstates of the periodic lattice potential have a generic form of a Bloch

wave, which incorporates a Bloch wavefunction, with period al. By restricting them

to the first Brillouin zone, this produces Bloch waves with quasimomentum between

±2π/al. Bloch wavefunctions are energy eigenstates and describe an atom that is fully

delocalised across the whole lattice. A complementary and equivalent description of the

state of the atoms can be given in terms of a localised wavefunction on an individual

lattice site, i. Such wavefunctions are named Wannier functions wi(x) [45]. Wannier

functions provides useful information regarding how an atom interacts with others on

the same site.

The Hamiltonian in equation 2.20 can be simplified with the previously mentioned

approximations to what is known as the Bose-Hubbard model

Ĥ = −J
∑
〈i,j〉

b̂†j b̂i +
U

2

∑
i

n̂i(n̂i − 1)− (µ− εi)
∑
i

n̂i. (2.21)

The tunneling matrix element for atoms tunneling from site j to site i is given by

J , and the annihilation and creation operators are b̂i and b̂†j , respectively. The onsite

number operator is given by n̂i, and U is the on-site interaction energy. The last term

introduces the on site chemical potential, µ− εi, which is due to the external trapping

potential of the lattice beams.

Both J and U are normally calculated numerically. The onsite interaction energy U is

calculated based on the fact that two atoms on the same site are in the same state,

U =
4π~2a
m

∫
|wi(x)|2|wi(x)|2dx. (2.22)
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The scattering length of atoms with mass m, is given by a, where the integral of this

equation accounts for the overlap of the density of both identical atoms on the same

site - with |wi(x)|2 being the density of Wannier states [131]. The tunneling matrix

element J looks at the energy cost for one atom tunneling between adjacent sites, i and

j, with tunneling time τ = h/J ,

J(i, j) =

∫
dxw∗i (x)

[
− ~2

2m

∂2

∂x2
+ V0cos2(kx)

]
wj(x). (2.23)

2.3.3 Superfluid-to-Mott-insulator transition

There are two fundamental ground states that occur in a Bose-Hubbard system. A

superfluid exists when J � U , such that we can neglect the interaction term of 2.21.

In this non-interacting limit, the atoms are delocalised across the full lattice, with

the probability of finding n atoms on one lattice site being described by a poissonian

distribution. This results in large on-site number fluctuations [132], with all atoms

being phase-coherent with each other. This phase coherence was originally used to

confirm superfluidity in an optical lattice and the existence of a Mott insulator by

interference (or lack of) of ultracold atoms after releasing from a 3D lattice [43].

In figure 2.5 at zero temperature, the ratio between on-site interaction energy and

the tunneling matrix element can be varied to force the atoms to undergo a quantum

phase transition. As we start to increase the on-site interactions such that J ≈ U , the

fluctuations in on-site atom number start to decrease. The system passes through the

quantum-critical point and the atoms undergo a quantum phase transition.

As the interactions are increased even more to a point where U > J , atoms become

localised onto single lattice sites. The system can be characterised by looking at the

relative strengths of µ and J which leads to the production of the quantum phase

diagram seen in figure 2.6. Optical lattice beams with a flat intensity profile would
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Figure 2.5: Quantum phase diagram inspired by [133]. The diagram presents two re-
gions for ultracold atoms in optical lattices: a Mott insulator regime and a superfluid
regime, with a quantum-critical point between the two. At a critical point for a partic-
ular value of J

U at zero temperature, a quantum phase transition occurs. At this point
atoms can be thought of as in neither a Mott insulator nor superfluid state. Atoms
within the quantum-critical regime are tricky to describe properly.

allow for the system to be represented by a single point on the graph. Beams that have

a Gaussian intensity profile can be represented by a straight, vertical line on figure 2.6

- as is the case in our experiment - with the top of the line representing the center

of the trap and moving downwards represents a move towards the edge of the trap.

This results in the cloud not being fully localised across the whole lattice: leading to

a portion of the cloud which is superfluid and a portion which is experiencing Mott

insulation, with the regions being separated spatially due to the intensity gradient of

the lattice beams.

As U � J and all the atoms become localised onto single lattice sites, the system

is said to be Mott insulating and in the atomic limit. Here lattice sites have integer

filling with the tunneling rate between sites being negligible. Unlike the superfluid

state, there is no phase coherence between atoms which populate different lattice sites.

The compressiblity of the gas is given by δ〈n̂i〉
δµ and when equal to zero is described as

incompressible [1, 134]. This is one of the defining features of a Mott insulator [135].

Atoms in a Mott-insulating state are excellent for initialising quantum simulation
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Figure 2.6: A phase diagram showing the variation in onsite atom number due to the
positional dependence of chemical potential µ, inspired by [1] for a homogeneous system
at commensurate density. For dense clouds µ is highest in the centre and decreases
towards the edge. Thus moving outwards from the center results in moving down the
y axis. Each region of Mott insulator has a particular µ due to the Gaussian profile of
the lattice beams. This results in increasing integer on site occupation.

experiments, as preparing a sample within the lowest lobe of chemical potential pro-

vides close to unitary filling of the lattice within a deterministic state. From here any

arbitrary atom number distribution of a 2D system can be realised, with the help of

single-atom addressing (see chapter 6) or a spatial light modulator (SLM) [45].
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Chapter 3

Experimental techniques for the

creation of a Bose-Einstein

condensate

The following section will describe the apparatus involved in the experiment. The

chapter will begin with a description of the vacuum chamber and laser systems. The

latter section of this chapter will cover the creation of a large, fast, all-optical Bose-

Einstein condensate within the section of vacuum chamber that houses our 3D magneto-

optical trap1. This chapter will provide a detailed overview of the capabilities of the

current apparatus and some maximum experimental parameters, such as the speed of

cooling and the cooling efficiencies.

1However, when single atoms are imaged, this condensate creation process is not performed in this
section of the chamber. Therefore results seen at the end of this chapter will look different from the
ones presented in chapter 4 and 5.
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3.1 Experimental apparatus

3.1.1 Vacuum chamber

In order to work with ultra-cold atoms and observe them within a trap for long times

(> 1 s), heating through background collisions needs to be minimised and a vac-

uum chamber is utilised to achieve this. Our chamber consists of two sections: a

high-vacuum and an ultra-high vacuum section. Pressures of 10−11mbar are routinely

achieved within the ultra-high vacuum section, and the high-vacuum section reaches a

pressure of 10−8mbar. The high-vacuum section is normally used to house an atomic

source, as the residual pressure from the source will dominate. Trapping atoms within

a chamber of ultra-low pressure dramatically increases the lifetime of the atoms within

the trap to > 1 min, as collisions with other atoms and molecules are reduced [136].

The rate of collisions between background atoms and atoms in the trap can be given

by

N/τ = (Nσ)(nbv̄), (3.1)

where the atom number in trap is N , the collisional cross section σ, the density of

background atoms nb and the mean relative velocity of the background atoms v̄ -

which is given by the temperature of the vacuum chamber [86].

The chamber is constructed from 316LN stainless steel and a full rendered 3D

drawing is shown in figure 3.1. 316LN steel has low nitrogen content and has been

specially vacuum annealed to 1000◦C to remove as much residual embedded impurities

as possible - most notably, hydrogen. As well as having a very low outgassing rate,

this material also has low magnetic permeability [137]. This is crucial for quantum-

gas experiments, as they need to be able to control the magnetic fields within the

chamber very accurately and if the chamber was magnetically permeable, this would
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Figure 3.1: A rendered drawing of only the vacuum chamber components of the system.

create residual magnetic fields. The inner surface of the vacuum components have

been electro-polished to provide a smooth surface free of defects where virtual leaks

could originate. A virtual leak is a slow release of trapped gas within a vacuum chamber

which can cause a persistent increase in vacuum pressure. The only part of the chamber

which is not primarily made from stainless steel, is the glass cell required for the 2D

magneto-optical trap.

The atomic source is a 1 g ampule of rubidium (Sigma-Aldrich 276332-1G) which

is held within a small bellow attached to an all-metal valve, such that the amount

of rubidium released into the chamber can be controlled. A heating tape is wrapped

around the bellow holding the ampule. This tape can change the temperature of the

bellow and allows for adjustments of the rubidium pressure.

In order to keep the low pressure within the high-vacuum regime for the 2D-MOT

chamber, an ion pump (Agilent Technologies 8 l/s VacIon), encased in mu-metal, is

connected to the chamber through a cubic section and a butterfly valve (o-ring re-

moved), such that we can restrict the flow of Rb to the pump. The cubic section acts

as an interconnect for all the elements of the high-vacuum section, including a pressure
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gauge (Agilent Technologies 9715007). When operating the 2D MOT, we commonly

use a pressure of 7× 10−8 mbar.

The high-vacuum section is connected to the ultra-high vacuum section through

a differential pumping tube. This tube is a solid round of 316LN steel, with length

211.5 mm, outer radius of 14 mm and an internal 4 mm hole for the atoms to be move

through. The differential pumping tube has a conductance of 3.6 × 10−2 l/s and is

compression fit into the 2D-MOT side flange, of an all-metal gate valve (mid-point

valve), which acts as a separator of the two pressure sections. The differential pumping

tube allows us to hold a three orders of magnitude difference in pressures between each

section of the vacuum chamber, which is quite remarkable when considering that the

tube is just compression fit into the top of the valve.

The ultra-high vacuum chamber is held at pressures of 10−11 mbar. To reach

such low pressures two types of pumps are utilised. An active ion pump (Agilent

Technologies Valcon 75 l/s), encased in mu-metal, is used to bring the pressure down

to 10−9 − 10−10 mbar. To get even lower pressures, a titanium sublimation pump

(Gamma Vacuum 360819) is used. A titanium sublimation pump works by passing

high current (50A) through a piece of pure titanium to sublimate it into the vacuum

chamber. The titanium then sticks to the walls of the chamber and acts as a pump

for residual gases such as nitrogen, helium and hydrogen. The pumping efficiency is

proportional to the surface area coated by the titanium. To maximise the surface

area, we installed an ambient sputter shield (Gamma Vacuum G360190), which has an

effective surface area of 167 × 10−3 m2, which is 2.6 times larger than a conventional

DN 100 tube with length 100 mm. Unlike the ion pump, which is permanently on, the

titanium sublimation pump is only activated as required. This has only been performed

once in four years and the pump was active for 30 minutes with a duty cycle of 1:9

minutes, at a current of 50 A. A pressure of 10−11 − 10−12 mbar is obtained. The

pressure in this chamber is measured with a gauge (Leybold IONIVAC-Sensor IE 514)

which is capable of measuring pressures as low as 2× 10−12 mbar.

We commonly refer to the two main sections of the UHV chamber as either the 3D
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MOT or the science chamber - as can be seen in figure 3.1. The 3D-MOT chamber is

where the 3D magneto-optical trap is created but is also the location for the high-power

optical dipole traps. This requires the windows in this section be very large (DN 100)

to allow for excellent optical access. The science chamber is the smaller section which

is added on to the side of the 3D MOT chamber. Here there are eight different access

ports of either DN40 or DN80 in size. This section is placed far enough away from the

other components of the system (mechanical translation stage, ion pumps) such that

they do not magnetically interfere with the atom cooling and imaging process.

3.1.2 Sequence

It is useful to describe the experimental sequence that is responsible for the creation of

a Bose-Einstein condensate. This is different from the sequence used for the creation

of a 2D system of atoms but shall provide the reader with structure for the rest of the

experiment.

3D magneto-optical trap

Both the 2D MOT and 3D MOT are turned on and a red detuned push beam moves

atoms from the 2D to 3D MOT through the differential pumping tube. After loading

the 3D MOT, the 2D-MOT lasers and magnetic fields are turned off, inclusive of the

push-beam.

Magnetic compression

The quadrupole field responsible for the creation of the 3D MOT is increased while

the 3D MOT laser fields are further red detuned.

Sub-Doppler cooling

The magnetic gradient is turned off and the atoms undergo red-molasses cooling.

This is immediately followed by a grey-molasses cooling stage.

Crossed optical dipole trap loading

After cooling, two crossed dipole trap beams are incident on the cloud. After loading

atoms into the dipole trap, the 3D MOT lasers and quadrupole field are turned off.
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Zeeman sub-level pumping

Atoms are transferred to the F = 1,mF = −1 state through an optical pumping

pulse followed by a rapid adiabatic microwave transfer. Atoms in all other states are

removed using resonant laser pulsed between each transfer stage.

Dimple trap

A tightly focused optical dipole trap (ω0 = 47 µm) is incident on the center of the

cloud to act as a dimple trap and is solely to increase the trap frequency. After which,

time is allowed to the atoms for rethermalisation. Later in the experiment this beam

is also used to transport atoms to the science chamber and is referred to then as the

transport trap.

Pre-evaporation

The crossed optical dipole beams have their power exponentially ramped down in

preparation for further cooling the atoms in the combined trap. The dimple trap power

is unchanged during this process.

Main evaporation

A joint evaporation of crossed dipole trap and dimple trap is performed simultane-

ously and a Bose-Einstein condensate is created.

3.1.3 MOT cooling lasers

The lasers required for the creation of a magneto-optical trap (MOT) will be briefly

described here and provide the reader with the level structure of 87Rb. A more detailed

description of the optical setup can be found in the thesis of A. Ulibarrena [70].

For cooling atoms in a MOT, we require two lasers; one for cooling and one for

repumping. The cooling laser is red detuned from the F = 2 −→ F ′ = 3 almost closed

cycling transition (red line in figure 3.2). A cycling transition is one in which an

excitation is always followed by a decay back to the initial state [78]. The repumping

laser is resonant to the F = 1 −→ F ′ = 2 transition and ensures that atoms which decay

to the F = 1 hyperfine ground state are returned to the cycling transition.
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Figure 3.2: Level structure of 87Rb showing the hyperfine structure of the D2 line with
cooling (red) and repumper (green) both red detuned from resonance, adapted from [2].

3.1.4 2D magneto-optical trap

The 2D magneto-optical trap is placed vertically above the rest of the setup in order

to save space and increase optical access. The core of this is a 780 nm anti-reflection

coated2 quartz cell (JapanCell), with outer dimensions of 50 × 50 × 150 mm that is

connected to a cubic steel cell shown in figure 3.1, where all of the supporting vacuum

equipment is mounted. The supporting optics are built onto a breadboard around the

glass cell and were pre-assembled and tested offline before being moved into place.

The 2D magneto optical trap is created by three counter-propagating beams in

two axis with a quadrupole field in both those axis. A 3D model of this can be seen

in figure 3.3. The two vertical towers that house the optics are responsible for the

separation of the 1” beams into three paths. The single input beam has 220 mW

of power before separation within the tower and is then split equally into the three

beams. The beams are retro-reflected using another tower consisting of three mirrors

and quarter waveplates. This setup was aligned offline with a 3D-printed mock chamber

2Only the external surface of the cell is coated.
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Figure 3.3: A 3D rendered drawing of a vertical cross section of the 2D MOT chamber.
The atomic source is attached through the base of the glass cell via the steel cube seen
in figure 3.1.

for reference. This provided such good initial alignment that a cooled cloud of atoms

was obtained rapidly after mounting the optics to the chamber and optimising the

magnetic fields. The quadrupole field is created through the use of four coils which

were pre-wound on 3D-printed mounts and then placed into a 3D-printed holder around

the glass cell. The material used for printing in this section was PLA, this softens at

60◦C, which is hotter than the coils ever reach. The shim coils in the 2D MOT section

are also wound around 3D-printed mounts which are then attached to the larger holder

of the quadrupole coils. The magnetic gradient used in the 2D-MOT chamber was

empirically optimised to 15 G/cm.

The 2D MOT lasers and magnetic fields are turned on for 1 s. The detuning of

the cooling laser is 2.6 Γ and the repumper is on resonance. During the cooling time,

there is also a vertical beam incident on the atoms that acts as a push beam. This

push beam is red detuned by 1.4 Γ from the F = 2 −→ F ′ = 3 transition. The push

beam is aligned vertically downwards through the 2D MOT cell and pushes the atoms
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Figure 3.4: Cutout of the 3D MOT chamber with cooling beam paths shown. Note
that the dimple trap also doubles as the transport trap later in the experiment.

through the differential pumping tube into the larger 3D MOT chamber. This provides

an atomic beam to feed the 3D MOT.

3.1.5 3D magneto-optical trap

A 3D MOT is realised through three perpendicular pairs of counter-propagating beams

(red beams in figure 3.4). These pairs of beams are referred to as the 3D-MOT beams

and originate from a single home-built tapered amplified system, seeded by a commer-

cially available external cavity diode laser (see [70] for further information). Each of

these beams have a 1/e2 diameter of 1” and originate from a single fibre on the experi-

ment table which provides 220 mW of power. This single beam is split into six different

paths using a combination of polarising beam splitters and λ/2 waveplates to allow for

36.6 mW of power in each beam. The last element before the chamber in each beam

is a λ/4 waveplate, to ensure the beams have a circular polarisation when incident on

the atoms. A 1” repumper beam of 5 mW is overlapped with the cooling laser before

it is separated into six beams.
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Figure 3.5: Atom number in the 3D MOT as a function of loading time.

All lasers responsible for the 3D MOT are incident for the same time as the 2D MOT

and have similar detunings. The magnetic quadrupole field is ramped to 15 G cm−1 in

15 ms to provide the gradient responsible for the position-dependent restoring force.

The 3D MOT is kept on for 100 ms longer than the 2D MOT. This is to allow any

atoms that remained in the push beam to fall down into the 3D MOT beam path and

to also ensure that the push beam is not distorting the shape of the 3D MOT before

magnetic compression begins. It provides enough time for the 2D gradient field to be

turned off, while ensuring that there are no remaining eddy currents from these coils

affecting the system.

After 1.1 s of load time, an atom number of 1 × 109 is measured using absorption

imaging. After a total load time of 1.5 s the MOT saturates and there is no gain in

atom number for any increase in load time (see figure 3.5). A temperature of ≈ 200µK

can be inferred through time-of-flight imaging [138].

3.1.6 Magnetic compression

The cloud of atoms after the MOT stage is just over 1 cm in diameter, which is relatively

large when considering the use of one inch cooling beams. This is too large for the

efficient loading of the cloud into a crossed optical dipole trap and it needs to be
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compressed. This compression is realised through the use of a large quadrupole field.

The field is created by the same coils as those used for the 3D MOT. After loading of

the 3D MOT is complete, the gradient field is ramped from 15 G cm−1 to 30 G cm−1

in 100 µs. During this ramp the cooling beam is further red detuned until it is a total

of 50 MHz from resonance.

Once a magnetic field gradient of 30 G cm−1 is reached, it is maintained for 20 ms.

During this compression stage there is negligible loss in atom number and-an order of

magnitude decrease in cloud diameter. However this compression does heat the atoms

to ≈ 300 µK. The rate of change of the large magnetic field also induces eddy currents

in the vacuum chamber. These currents can interfere with sub-Doppler cooling - which

require a zero magnetic field to efficiently work. The decay time for the eddy currents

was measured to be 30 ms [70]. After compression, the cooling frequencies are detuned

in 30 ms to provide enough time for the eddy currents to dissipate while not allowing

the cloud to expand greatly.

3.1.7 Sub-Doppler cooling

Sub-Doppler cooling is performed in a two-step process; a 30 ms red-molasses cooling

stage is followed by 1.5 ms of grey-molasses cooling. This two-stage process allows for

109 atoms to be cooled to 1.7(3) µK in 31.5 ms.

3.1.8 Red-molasses cooling

The beams required for molasses cooling are provided by the lasers which are responsible

for the repumper and cooling of the 3D MOT. Following 30 ms of frequency changing

and magnetic field decay, the cloud is allowed to undergo a further 30 ms of molasses

cooling in a zero B-field. After this time the atom number is measured and time-of-

flight imaging is performed to measure the temperature of the cloud. Figure 3.6 shows a

typical temperature measurement in two axes for a cloud that has just undertaken red-

molasses cooling. The z-axis temperature is measured to be 13.2(9) µK with the x axis
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Figure 3.6: Temperature measurement in two axis after 30 ms of red-molasses cooling
for a cloud of 1.4× 109 atoms. A cooling laser detuning of ∼ 6Γ is applied and a mean
measured temperature in both axis of 12.5(8) µK.

being 11.8(6) µK. This is for an atom number of 1.4× 109. The temperature difference

between the two axis is due to a combination of a small difference in the calibration of

pixel size between the two axis and a small power difference in the horizontal cooling

beams (along the x axis).

Around 5 µK is a typical temperature achievable with red-molasses cooling in cold-

atom experiments. However, in our setup we aim to cool the cloud to lower tempera-

tures with larger densities, as a colder, more dense cloud will enable more atoms to be

loaded into a crossed optical dipole trap, which will benefit the BEC creation process.

3.1.9 Grey-molasses cooling

Grey-molasses cooling is often used in situations where the hyperfine splitting of an

atom is small or there is no cycling transition to benefit from Sisyphus cooling. Grey-

molasses cooling only works when there is more than one state in the ground state

manifold [139] as there is a requirement to create dark states which the atoms can

populate. Spending more of the cycle time in a dark state can in turn increase the

phase-space density of the cloud by reducing the average temperature. This method
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Figure 3.7: Level structure of 87Rb showing the hyperfine structure of the D2 line with
transitions for grey-molasses cooling, adapted from [2]. The energy splitting of the
hyperfine ground state is given by Ehfs, with the two-photon detuning between the
cooling and repumper lasers being δR.

can achieve temperatures which are comparable to and even lower than red-molasses

cooling [109]. Grey-molasses cooling also provides faster cooling times, of the order 1-3

ms, while still being capable of cooling large clouds of atoms.

The two cooling beams required for grey-molasses cooling are sourced from the

same laser. A single beam is passed through a 6.8 GHz phase-modulating electo-

optical modulator (EOM, Laser Components NIR-MPX800-LN-10-P-P-FA-FA). The

input beam is blue detuned from the F = 2 −→ F ′ = 2 transition (see figure 3.2 for the

full level structure). Two frequency sidebands are created, each frequency shifted by

±6.8 GHz from the carrier. This allows us to source both phase-coherent beams from

the same laser and have them in the same path. The phase coherence is important for

achieving lower temperatures and was experimentally investigated in 2018 by Rosi et

al. [109].

The grey-molasses cooling and repumper beams are in the Λ-configuration seen in

figure 3.7. The driving frequency for the EOM ∆RC , can be related to the two-photon
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Figure 3.8: Cloud temperature as a function of two-photon detuning for grey-molasses
cooling in a Λ-configuration. Data adapted from [70].

detuning δR, through [109]

δR ≡ ∆RC + Ehfs/h, (3.2)

where Ehfs is the ground state hyperfine splitting. The two-photon detuning should

equal zero for the lowest achievable temperatures. However as can be seen from the

Fano-like profile measured in figure 3.8, the lowest temperature is not reached at δR = 0

but instead at δR = −40 kHz. A number of experiments have noted the same offset

and stated that this was due to a non-perfect cancellation of the stray magnetic fields

[109,140]. However our cancellation of stray magnetic fields results in a residual 2 mG

still being present. For a Zeeman shift of 40 kHz, a residual magnetic field of ∼ 60 mG

is expected. Therefore we suggest that this shift is instead caused by a light shift of

the states from the cooling and repumper beams.

Grey molasses relies on the ability to create dark states which the atoms can pop-

ulate. On the D2 line with cooler and repumper frequencies blue detuned from the

F = 2 −→ F ′ = 2 and F = 1 −→ F ′ = 2 transitions respectively, a dark superposition
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Figure 3.9: Cloud width as a function of time of flight for a cloud cooled by red-grey-
molasses cooling, with a two photon detuning of δR = −40kHz, a red molasses cooling
time of 30 ms and a grey molasses cooling time of 1.5 ms. A temperature of 1.7(3) µK
is calculated.

state is created between F = 1 and F = 2. If the intensity of the cooling beam is

larger than the repumper, then the dark state primarily contains atoms which are in

the F = 1 ground state and is said to be dominated by the F = 1 state [109]. Atoms

cooled into this state do not experience the varying dipole potential which is respon-

sible for Sisyphus cooling. The atoms remain in the dark state until they motionally

couple [107] to a bright state which can then undergo Sisyphus cooling. The lifetime of

atoms within the dark state varies with the square of the atom velocity [108]. There-

fore, the longer the atoms stay in the dark state, the lower the overall temperature

of the cloud, which increases the phase space density. The blue detuning of the light

helps aid in the deceleration of the atoms when they are in the bright states. The

velocity-selective trapping of the atoms is said to be driven by the Sisyphus cooling

process combined with optical pumping to the dark state. In our experiment we have

managed to cool 1× 109 atoms to 1.7(3) µK (see figure 3.9) by utilising an additional

1.5 ms of grey molasses cooling on top of the existing red molasses cooling sequence.
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Figure 3.10: A top down view of the 3D MOT chamber with trapping beams for
evaporation shown. The dimple trap beam doubles as a transport beam further in the
experiment.

3.2 Creation of an all-optical Bose-Einstein

Condensate

3.2.1 Crossed optical dipole trap

For the creation of a BEC in the 3D MOT chamber we perform the evaporation all-

optically. This method of evaporation often leads to having a greater degree of optical

access and without the need for magnetic fields, leads to better control over the residual

magnetic field [141]. The one problem however is that the evaporation is performed

by reducing the trap power, which in turn reduces the trap frequencies and leads to

lower collision rates (see equation 3.4). Therefore, it would be favorable to have a

larger starting atom number. To fulfil the goal of having a large atom number for

evaporation, a large trapping volume and a large trap depth are required3. A large

trap depth however can lead to an increase in atom temperature and requires further

cooling.

3If both of these are met, then a large number of atoms can be initially trapped.
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Figure 3.11: Calculation of the total number of atoms loaded into the CODT with
varying initial starting temperatures for a cloud of atom number 1 × 109 and 1 mm
width.

The lasers we use to create the dipole traps are two 1070 nm, 200W, amplified

fibre lasers (IPG YLR-200-LP-WC-Y11). The beams have waists of 425(5) µm and are

crossed at an angle of 17(1)◦. At maximum power this produces trap frequencies in the

vertical, dipole and transport axis of 114(2) Hz, 14(3) Hz and 106(3) Hz, respectively,

and a trap depth for the same three axis of 19.2(1) µK, 0.3(1) µK and 16.5(1) µK.

We can calculate the total number of atoms transferred from a MOT into a CODT

by comparing the kinetic energy of the atoms with the trapping potential. We first

assume a spherical cloud at temperature T , is overlapped with a CODT such that

the center of the cloud is at the crossing point of the two CODT beams. Within the

overlap of the beams and the cloud, the position-dependent optical dipole potential Ud,

is evaluated through,

Ud(r, z) = Ud
ω2
0

ω2
0(z)

exp[−2r2/ω2
0(z)] (3.3)

where ωo(z) = ω0

√
1 + (z/zR)2, characterises the change of the trapping beam waist
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Figure 3.12: Calculation of the total number of atoms loaded into the CODT with
varying CODT beam waists for an initial starting cloud of atom number 1 × 109 and
width 1 mm at constant temperature.

ωo, as a function of axial position z from the focus and the Rayleigh length zR. The

maximum trap depth, Ud, can be caculated from equation 2.17. Once a position-

dependent optical dipole potential has been evaluated for the CODT beams, a Maxwell-

Boltzmann distribution for a cloud of temperature T is calculated. All atoms which

have a kinetic energy below the local trap depth can be considered trapped within

the CODT [142]. Using this method of simulation, figure 3.11 was produced to show

the relationship between starting cloud temperature and the number of atoms in the

CODT. For this we start with a cloud of 109 atoms at 1.7 µK. The colder the initial

cloud the more atoms which can be loaded into the trap. This becomes substantial

when you are looking at the typical temperatures that both red and grey molasses can

reach in our experiment, 5 µK and 1-2 µK, respectively.

The trapping volume is an important aspect for ensuring a lot of atoms are cap-

tured by the trap. Figure 3.12 shows that, the larger the volume, the more atoms

can be trapped. This comes with an obvious stipulation: the power of the trapping

beams needs to be adjusted to counteract the increase in beam size. If the waist of

the beams keeps increasing with constant power, then the optical potential that the
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atoms experience becomes shallower. This would lead to a reduction in atom number

within the trap through equation 2.19. A “rule-of-thumb” value for the equilibrium

temperature of the trap is ∼ 10% of the trap depth. This means that if our trap depth

is 300 µK, then we should expect to trap the majority of atoms which have an equilib-

rium temperature of 30 µK. We also have the possibility of increasing the waists of the

CODT beams to 1 mm by removing the focusing lenses in the beam paths. This could

theoretically double the atom number in the trap - as seen in figure 3.12.

The CODT beams are ramped on from zero to 100% power in 50 ms. A further

500 ms hold time is implemented after this to allow rethermalisation within the trap. A

total of 3×107 atoms are routinely captured and their average temperature is 25(1) µK.

3.2.2 Optical Zeeman sub-level pumping

Atoms captured straight from molasses cooling are randomly distributed across both

ground states and all Zeeman sub-levels. This is due to the molasses cooling process

being undertaken in a null magnetic field. To evaporativly cool a cloud down to create

a BEC, one needs all of the atoms to be indistinguishable and in the same state.

Evaporative cooling of atoms in the same Zeeman sub-level reduces the number of

inelastic collisions between atoms in other Zeeman sub-levels, which reduces the total

losses from the trap. To circumvent this, atoms are pumped into a single Zeeman

sub-level, F = 1,mF = −1. Before any pumping can be undertaken, a small (0.1 G)

magnetic-field offset is applied in the transport direction to set a quantisation axis. This

allows us to maintain the atoms in the correct state while ensuring that our circularly

polarised pump beams are driving the σ− transitions.

The pumping is performed in two steps, an optical pumping stage followed by a

microwave transfer - this is described in figure 3.13. During the first step two beams

are incident on the cloud; a pump beam and a repumping beam. The pump beam is

resonant with the F = 2 −→ F ′ = 2 transition and is circularly polarised as to drive
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Figure 3.13: The Zeeman sublevels for the hyperfine groundstate of 87Rb and the F ′ = 2
excited state. A two step process is undertaken to transfer the majority of atoms to
the F = 1,mF = −1 sub-level. The first step is all optical while the second is done
through a rapid adiabatic passage utilising a microwave transition.

a σ− transition. Atoms populate the F = 2,mF = −2 state, which is dark to the

σ− polarised pump beam. The repumping beam is resonantly driving the F = 1 −→

F ′ = 2, σ− transition. This combination of beams transfers the population into the

F = 2,mF = −2 state in 17 ms. An extra 0.5 ms of repumping beam is allowed to

ensure that there are no atoms in the F = 1 ground state. This effectively removes all

atoms from the ground state with an efficiency of 99.9%.

The second pumping stage is a rapid adiabatic passage using a microwave transition

from F = 2,mF = −2 −→ F = 1,mF = −1. In a 0.1 G offset field, the transition

frequency between the F = 2,mF = −2 state and the F = 1,mF = −1 state is

Zeeman shifted by 300 kHz. A microwave pulse resonant with the shifted frequency

will transfer only the atoms from the F = 2,mF = −2 state to the F = 1,mF = −1

state, with no atoms transferred from any other states. The microwave pulse is 10 ms

long with a linear sweep of ±80 kHz centered −302 kHz away from resonance. The

sweep ensures that we transfer the maximum number of atoms to the desired state while

being insensitive to noise and magnetic-field inhomogeneities. The frequency sweep is

also narrow enough that it does not transfer between other Zeeman sub-levels.

The final stage is a “blow out” pulse, which is resonant with the F = 2 −→ F ′ = 3

transition. This empties the F = 2 ground state with 99.9% efficiency but does cause

a small proportion of atoms (1%) to decay into the lower ground state. To combat
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Figure 3.14: Microwave spectroscopy with atoms starting in F = 1 mF = −1. Atoms
are transferred to the F = 2 state with the three available Zeeman sub-levels being
represented by each peak on the graph.

this issue, atoms in the desired state are transferred back the F = 2,mF = −2 state

and the microwave transfer process is repeated for another cycle, until the atoms are

in F = 1,mF = −1 again, with a combined population in all other states of � 1%.

The population in the desired state is confirmed through microwave spectroscopy as

presented in figure 3.14.

3.2.3 Dimple trap

With atoms pumped into the correct state, the next natural step would be to start

evaporation. However with just the CODT, the trapping frequency in the transport

axis is 14 Hz, with the dipole and vertical axis being 116 Hz and 114 Hz respectively.

The trap frequency in the transport axis is too low to efficiently cool a cloud to BEC

in a fast time. In order to have a system which has high trap frequencies in all axis, an

additional beam can be introduced which increases the trap frequency in the lacking

axis (transport axis). This dimple trap can be seen in figure 3.10 and propagates along

the transport axis. This beam is tightly focused compared to the CODT beams, with

a waist of 47 µm and a Rayleigh length of about 9 mm. It has a maximum power of 25
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W and is sourced from a 1064 nm, 50 W, single-mode fibre amplified laser (Azur Light

ALS-IR-1064-50-A-CC) which is seeded by a 1 kHz linewidth laser (Coherent Mephisto

1000).

After 300 ms free-evaporation time in the CODT (at 100% power), the dimple trap

- with focus in the center of the cloud - is ramped up to 12.5 W in 30 ms. The combined

trap frequencies for the three beam trap are 552 Hz, 51 Hz and 561 Hz in the vertical,

transport and dipole axis respectfully. These high trap frequencies are important for

increasing the phase-space density of the atoms in the trap. Although, even with the

dimple trap there is still one axis which is lower in trap frequency, this orientation

of trap frequencies allows us to more dynamically control the evaporation ramps and

ultimately leads to the creation of a BEC for a large atom number. If one was to

evaporate the cloud by reducing the trapping potential, this would also directly reduce

the collision rate of atoms in the trap through [128]

γcoll ∝
N

ω3T
, (3.4)

where ω is the trap frequency. A smaller collision rate and a shallower trap would

result in large evaporation times to achieve the required number of elastic collisions to

efficiently cool the sample. A dimple trap overcomes this aspect by providing higher

trapping frequencies. The increase in phase-space density from the higher trapping

frequencies is essential to the production of a fast and large BEC [143]. Before detailing

the evaporation process it should be noted that dimple traps can hinder the evaporation

process through an increase in two-body and three-body losses. The latter of these

become relevant when the density of a sample is > 2× 1014 cm−3 [144]. This is one of

the reasons for only using 12.5 W of the total 25 W available to the dimple trap. A

maximum atom density of 8×1013 cm−3 was reached with 12.5W of dimple trap power,

while 25 W resulted in 5 × 1014 cm−3. High trap frequencies are also the reason why

one might offset the focus of a dimple trap to increase the effective waist on the atoms.

Displacing the focus of the dimple trap so that it is not in the center of the cloud but
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instead a few Rayleigh lengths away can benefit the evaporation process. Starting the

evaporation with a larger waist and then moving the focus back during the evaporation

can provide a workaround for slow all-optical evaporation. This is indeed what we

originally did to create a BEC [70]. Currently however, we no longer displace the focus

of the beam but instead preform optimised power ramps to ensure we do not enter the

three body loss regime.

3.2.4 Condensation through evaporation

The addition of the dimple trap produces a complex potential that the atoms feel. First

is the tight central region which is created by the dimple beam and the second is the

larger weekly confining region that is created by the CODT beams. If evaporation is not

carefully performed, the cloud can become trapped within both potentials - reducing

the overall phase-space density of the cloud. This means that atoms that are cold

enough to be trapped in the dimple trap, may, after being expelled from the trap due

to a collision, still be trapped in the CODT - this includes within the wings of the

trap, in a region where the optical potential from the beams is still large enough to

trap atoms, but not in the central overlap region of the beams. A calculation of the

potential in all three dimensions (with gravity included) for each step of our evaporation

is provided in figure 3.15.

The evaporation process is split into four sections; “initial loading”, “pre-evapo-

ration”, “main evaporation one” and “main evaporation two”. Two important quan-

tities to consider at this point are the phase-space density (equation 2.10) and the

evaporation efficiency, which is given by

γ =
ln(PSD′/PSD)

ln(N/N ′)
, (3.5)

where PSD andN are the phase-space density and atom number before the evaporation

step, with PSD′ and N ′ being the phase-space density and atom number after the
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Figure 3.15: Evolution of the trapping potential during evaporation to BEC (gravity
included). Pink: Atoms are loaded into the CODT with no dimple trap (initial loading).
CODT beams at 200 W. Green: Dimple trap is on and CODT beams have been ramped
to a lower power (pre-evaporation). CODT beams at 60 W, dimple trap at 12.5 W.
Black: All traps have their powers reduced simultaneously (”main evaporation one”).
CODT at 40 W, dimple trap at 0.625 W. Blue: After the final evaporation step, just
above transition temperature (”main evaporation two”). CODT at 40 W, dimple trap
at 0.25 W.
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evaporation step. This can characterise the quality of the evaporation. An excellent

number is γ = 3, which would mean that a gain of three orders of magnitude in phase-

space density only resulted in a loss of one order of magnitude in atom number.

The four evaporation steps are provided below with a timing diagram and table of

measurables given in figure 3.16:

Initial Loading

This is the stage described at the start of this section. Atoms are trapped within

the CODT beams only and are given a free evaporation time. A cloud of 5(1) × 107

atoms is trapped with a temperature of 25(2) µK with trap frequencies in the vertical,

dipole and transport axis of 114(2) Hz, 14(3) Hz and 106(3) Hz respectively, with a

phase-space density of 5(2)× 10−5. The dimple trap is incident onto the center of the

cloud with a power of 12.5 W, which creates a combined trap depth of 606(8) µK. A

800 ms hold time is allowed to the atoms in order for a new thermal equilibrium to be

reached.

Pre-Evaporation

After the thermalisation time, the CODT beams are linearly ramped down to 60 W

in 400 ms. The dimple trap power is kept constant. An atom number of 1(1)× 107 is

maintained within the cloud with a temperature of 11.7(2) µK. A phase-space density

of 1.0(5) × 10−2 is measured with larger trap frequencies of 552(4) Hz, 51(2) Hz and

561(3) Hz in the vertical, transport and dipole axis respectively. This provides an

evaporation efficiency at this stage of γ = 3.33, which is very good. This orientation of

traps still produces one axis which is lacking in trap frequency compared to the other

two. However, this provides us with the dynamic control the trap frequencies in all

axis and ultimately provides us with a better quality of evaporation throughout the

full evaporation.

“Main Evaporation One”

During this stage, both CODT and dimple beams are ramped down in power. The

CODT beams are reduced to 40 W while the dimple trap is reduced to 0.625 W. Both
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Figure 3.16: Timing diagram for evaporation to BEC. a) Dimple trap power. b) CODT
trap power. c) Table showing the key values at each stage of evaporation.

Figure 3.17: Evolution of a thermal cloud to BEC. This corresponds to a selection of
final dimple trap powers for the “Main Evaporation Two” stage. Moving from left to
right is lower dimple trap powers. Values start at 0.625 W on the far left and moving
to 0.25 W, 0.225 W and finally 0.2 W on the far right, where a total atom number of
1.0× 106 remain.
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ramps are now exponential, with a total time of 1200 ms and an exponential time con-

stant of τ = 300 ms for both. The combined trap frequencies in the vertical, transport

and dipole axis are 377(4) Hz, 30(2) Hz and 366(5) Hz respectively. After the evapora-

tion there are 5(1)×106 atoms trapped at a temperature of 4.9(5) µK. This corresponds

to a phase-space density of 2.0(5)× 10−2 with γ = 0.95. This evaporation efficiency is

lower than we would expect for these types of ramps and is not efficient. One possible

reason for this reduction in evaporation efficiency is the relatively quick evaporation

time. We had noticed improvements when this time was increased but no further in-

vestigation of this was undertaken. Work to improve this step is currently underway

with theoretical simulations being undertaken by a new student to better investigate

the evaporation steps in the experiment and optimise them for future iterations.

“Main Evaporation Two”

The final evaporation step is the most crucial, it takes a thermal cloud and brings

it to just above the transition temperature4. Here the CODT power is kept constant

at 40 W while the dimple trap is reduced from 0.625 W to 0.25 W in 2000 ms with an

exponential ramp (τ = 900 ms). The measured trapping frequencies after this stage are

108(3) Hz, 30(3) Hz and 145(4) Hz in the vertical, transport and dipole axis respectively.

A total of 1.0(3)×106 atoms remain in the trap with a phase-space density of 0.58. The

temperature of the cloud is 0.45(8) µK, with the critical temperature being caculated

from equation 2.7 to be Tc = 0.350 µK. The evaporation efficiency is γ = 2.1. If the

power is further reduced from 0.25 W to 0.2 W, a transition of the cloud to BEC is

undergone, as can be seen in the far right image of figure 3.17, for a total atom number

of 1.0× 106. This is depicted in the absorption images of figure 3.17.

During the transition of the cloud to a BEC, a bi-modal profile is observed in the

absorption images. This is present when there is still a thermal component of the

cloud. This thermal region has a Gaussian profile in the atoms’ spatial distribution.

The condensed region originates from atoms in a single ground state and as such can be

described with a Thomas-Fermi distribution. A description of the fit for the bi-modal

4The reason for being just above the transition temperature is so we can record useful measurements
with the cloud and calculate the relative quantities.
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Figure 3.18: a) An absorption image of a BEC of total atom number 7 × 105 with
a 40% condensate fraction. b) A column-density plot of a) with a bi-modal fitted
function [145] that covers both the thermal and condensate regions of the cloud.

profile used in our fitting software can be found in [145] and it produces profiles as

shown in figure 3.18.

A major goal of the experiment is to reduce the cycle time to around 10 s and the

fast creation of a BEC helps enable that goal. Although the cycle time for the full

evaporation presented here (4 s) is more than 1 s longer than that quoted in [70], we do

not see this as a major issue at the moment. A number of additions were implemented

(magnetic coils, microscope breadboard, optical lattice configurations) to prepare for

future experimental steps and has resulted in an increase of the cycle time, primarily

due to the optimisation of magnetic-field parameters and the readjustment of optical

beam paths.

The fast creation of a large all optical BEC is a great achievement; however, this

was performed in the same chamber that the 3D MOT is created in. There is no room

around this section to fit any of the other apparatus that is required for the creation and

imaging of a single 2D system of atoms. For this reason, atoms need to be transported
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into the science chamber which has greater optical access. After transporting the atoms,

the cloud is manipulated such that it populates only a single antinode of the vertical

standing wave, which can then be imaged from below.
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Preparation of a 2D system of

atoms

A high-resolution microscope capable of imaging single atoms often only has a depth of

focus of around 1 µm [39,45, 65]. Therefore to image a full system in focus, the atoms

need to be confined within a single antinode of a standing wave. The selection of atoms

in a single antinode is performed by means of a microwave transfer in the presence of a

large magnetic gradient (100 G/cm) [45,146]. The antinode is within the focal plane of

the objective which can then be imaged by the quantum-gas microscope. Being able to

deliver a system capable of creating a 2D system of atoms is one of the goals of my PhD

thesis. The following chapter will describe the process from a molasses-cooled cloud

to a single antinode of a standing wave which is then imaged with a high-resolution

objective. A single antinode containing atoms in a 2D system is referred to as a single

layer of atoms.

4.1 Experimental Sequence

The following section will provide a brief description of each experimental step involved

in the creation of a 2D system of atoms, with more detail being found in each named

section. The beginning of the sequence is identical to the one used for the creation of
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Figure 4.1: a) Cross section of the science chamber, with transport beam, CODT beams
and vertical lattice beam. Note that the dipole beam mentioned previously doubles
as the transport beam. Atoms are the green dot in the center with the microscope
objective below. b) A 3D render of the objective with the antinodes of the vertical
lattice (not to scale). Atoms are only contained within a single antinode and their
fluorescence light is captured by the objective.

a BEC (section 3.1.2) with the exception that the power of the dimple trap has been

set to 20 W when initially incident on the atoms. Therefore the description listed here

will begin from after loading atoms into the transport trap.

Section 4.2: Atom transport

When the atoms are trapped in the combined CODT and dimple configuration, an

evaporation of just the CODT beams is performed. A mechanical translation stage

changes the path length of the dimple trap to transport the atoms between chambers.

The moving of the stage is performed after the CODT beams have been disabled. Dur-

ing the move, the magnetic field along the transport axis is maintained by controlling

the shim coils of both the science and MOT chambers in the transport axis, to provide

a well-defined quantisation axis.

Section 4.2.4: Capture of atoms

After the atoms are transported between chambers, they are recaptured in a crossed

optical dipole trap, which consists of the optical lattice beams with retro-reflections

blocked. Only after the cloud has been moved over the full distance between the two

chambers, are the CODT beams of the science chamber, ramped to full power in order
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to recapture the atoms.

Section 4.3: Cooling of the cloud

Optical transport and recapture increases the temperature of the cloud by almost

three fold. An evaporation process is required to reduce the temperature of the cloud

and increase the phase-space density. Evaporative cooling is performed by reducing the

intensity of the CODT beams. This lowers the temperature of the cloud before loading

it into the vertical lattice.

Section 4.4.2: Loading of atoms into the vertical lattice

The cloud is transferred into the vertical lattice, which is created by retro-reflecting

a laser beam from the bottom vacuum window. The beam is then ramped on and held

at constant power for a period of time to allow for rethermalisation of the atoms. After

this time, the quantisation axis is rotated by adjusting the currents in the compensation

coils of the science chamber, such that it is in line with the vertical axis. The intensity

of the CODT beams is then reduced until they are completely off. All of the atoms

are then transferred with the aid of a microwave pulse to the F = 2,mF = −2 state.

Following this, the vertical lattice power is reduced to allow for atoms not in the layer

of interest to be removed.

Section 4.5.1: Creation of a 2D system

A large quadrupole field is turned on. During the ramp-up time of this field, the

current in the compensation coils is adjusted to align the center of the quadrupole field

parallel with the center of the cloud. Simultaneously, an offset field is applied verti-

cally, shifting the zero point of the quadrupole field below the cloud. For a microwave

transition between F = 2,mF = −2 −→ F = 1,mF = −1, the magnetic gradient

from the quadrupole field separates each antinode of the vertical lattice in frequency

space [45,146]. Atoms in a single layer are addressed and all atoms in every other layer

are removed from the lattice using a resonant laser pulse. To conclude, the quadrupole

and offset fields are both ramped off.

Section 4.6: Cooling to superfluidity

This stage has still to be implemented, although the general idea will still be discussed.
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A dimple trap incident on the atoms through the objective can lead to a more efficient

evaporation by increasing the collision rates during the evaporation process [45]. This

can lead to a faster evaporation and provide a greater level of control over the cooling

process.

Section 4.7: 3D optical lattice

The CODT beams, which were originally used to capture the atoms from the optical

transport, are retro-reflected onto themselves to create optical lattices and ramped to

full power. Simultaneously, the vertical lattice is also ramped to full power. The single

layer of atoms is now confined within a 3D optical lattice.

Chapter 5: Imaging and cooling

This section is discussed in detail within chapter 5 but will be briefly described here

for completeness.

Atoms in a single layer are detected using fluorescence imaging by means of molasses

cooling the cloud in 3D. Retro-reflected beams, red-detuned from the F = 2 −→ F ′ = 3

transition, are incident onto the cloud, in the same direction as the three lattice beams.

A repumper beam on the F = 1 −→ F ′ = 2 transition is also incident onto the atoms.

This forces the atoms to undergo Sisyphus cooling and emit light isotropically. Some

of this light is captured using a high-numerical-aperture objective from below and then

imaged on a camera. A more detailed analysis of the imaging process is provided in

chapter 5.

All of this sequence has been implemented during my time in the lab, with the

exception of the creation of the 2D superfluid. This was left till last as we could optimise

the imaging system without a degenerate cloud. Akin to this, the laser system required

for the dimple trap that passes through the objective has still yet to be built. Therefore

all the data presented within this section is for that of a thermal cloud.
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4.2 Atom transport

The dimple trap beam used for evaporative cooling is also used for the transport of

atoms between each chamber and will be referred to as the transport trap beam in this

context. During transportation we anticipate heating of the cloud through sloshing,

intensity fluctuations and pointing instabilities. Therefore, to help ensure we minimise

losses, we aim maximise the number of atoms in the transport trap while also initially

cooling the cloud into the trap before moving between chambers. To evaporatively cool

the cloud, the CODT beams in the MOT chamber are linearly ramped down to 30%

of max power in 200 ms. This loads on average 1× 107 atoms into the transport trap,

which now need to be transported to the science chamber. Here we will describe the

laser system required to transport the atoms, the characterisation of the movement of

the translation stage and how we adjust the magnetic field during transport.

4.2.1 Laser setup for transport

The transport trap originates from a 50 W single mode fibre amplified laser system

(Azur Light: ALS-IR-1064-50-A-CC), which has AOMs in the output path such that

it is capable of fast switching without the need to turn the full laser system off and

on1. This is the same beam as the one used for the dimple trap discussed in section

3.2.3. The laser outcoupler delivers 45 W of power2 with a waist of 1.0(2) mm and

is sent through two AOMs to create two separate fibre-coupled outputs (see figure 4.2

for a detailed schematic). A long, folding path length is used here to provide mode

cleaning of the output beam from the amplifier. Azur Light recommends that 1.5 m of

propagation distance is required to allow for all high frequency modes to be washed out.

The beams are coupled into photonic crystal fibres (NKT Photonics LMA-PM-15 with

1Numerous elements in the beam path require heating up to an equilibrium temperature before
stable output, with an intensity variation of < 5% can be achieved. Without this, the output power
can vary by up to 5%.

2Although the fibre amplifier is advertised as a 50 W system, 10% of the power is lost in the sealed
power head due to a large optical isolator and some beam shaping optics.
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Figure 4.2: Schematic of the optics setup that is used to generate the transport and ver-
tical lattice beams. The elements used are: Waveplate (WP), polarising beam splitter
(PBS), acoustic optical modulator (AOM) and fibre couplers (FC) for both transport
beam and vertical lattice paths.

high power end-caps and air-gapped FC connectors) that are capable of handling high

powers. This cleans the spatial mode of the laser and allows for the safe transportation

of high power beams around the optics table.

The lens of the fibre couplers can be a source of trouble when handling high powers.

When active, each fibre path has 25−30 W of incident power on the coupler. We choose

a maximum incident time for the maximum power onto the coupler3 is 5 s. During this

time the lens of the coupler can heat up and alter the alignment of the beam into the

tip of the fiber. This thermal drift can misalign the fibre coupling to a lower efficiency

over longer exposure times. Even with excellent alignment the thermal drifts become

a problem, especially if the experiment relies on a stable power for evaporation or

trapping of atoms. To counteract the drift, we implement active intensity stabilisation

through the use of a PI regulator, which keeps the power after the fibre constant. A

logarithmic monitor photodiode (non shown in figure 4.2) on the output of the fibre

is connected to the PI regulator which in turn controls the input voltage to the AOM

driver and in turn the input RF power to the AOM. This system regulates the power

3This time was unfortunately experimentally evaluated and resulted in the accidental destruction
of a fibre.
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Figure 4.3: Schematic of the transportation setup with translation stage and vacuum
chambers shown (not to scale). Taken from [147] with permission from the author.

with a bandwidth of 3.0(1) kHz and ensures that the incident power on the atoms is

always the same. The bandwidth is important as it sets the upper limit for how long

the power is allowed to drift from its set point before being readjusted. If this time was

too long, then a varying intensity of beams can result in a varying AC Stark shift over

time and force other light matter interactions to be less efficient. Intensity stabilisation

is implemented for all optical lattice beams and the dimple trap beam.

The optical transport beam has its own path on the same setup. We couple about

70% of the 25 W of incident light into the fiber and then transport it one meter to the

other side of the optics table (see figure 4.3). The beam exits the fibre with a waist of

1 mm and is expanded to five times this using an expansion telescope. It then passes

through the primary f = 800 mm focusing lens before being reflected by a corner cube

(Thorlabs: PS975M-B) which is mounted to a mechanical translation stage (Thorlabs

DDS220/M). The beam is reflected from two alignment mirrors and passes through a

set of relay lens before being directed towards the atoms (see figure 4.3).

The mechanical direct drive linear translation stage has a total translatable distance

of 220 mm with a maximum translation speed of 300 mm/s and a maximum acceleration
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of 5000 mm/s2, respectively. The total internal reflection corner cube will reflect any

input beam out at the same height, as long as the beam is parallel to the center axis

of the cube. The translation stage and corner cube are responsible for changing the

path length of the light after the focusing lens. This in turn changes the position of

the focus.

A mechanical translation stage can cause issues for a cold-atom experiment because

the movement of the stage can cause vibrations and the motor inside the stage can

produce stray magnetic fields. To try and counteract these effects we place the stage

more than a meter away from the chamber and mount it on vibration absorbing pads.

This however results in the f = 800 mm focusing lens being too far away to focus the

light onto the atoms in both chambers.

A set of relay lens allow the focus of the beam to reach the science chamber while still

maintaining the quality of the beam. The distance between each chamber is 258 mm

and this is also the distance between the two alignment mirrors in figure 4.3. When

the translation stage is set to focus the beam inside the 3D MOT chamber, it is also

focused on the lower alignment mirror. The relay lenses then invert this position and

allows for the beam to be focused in the correct place within the chamber. By adjusting

the alignment of these mirrors and by translating the stage a total of 129 mm, the final

position of the beam in each chamber can be carefully adjusted. It should be noted that

there is a piezo mirror in the beam path; this allows for fine adjustment of the beam

location at each chamber. During the sequence this piezo is dynamically adjusted to

control the final position of the trap.

4.2.2 Characterisation of translation

The transport stage can introduce unwanted heating of the atoms when moving through

pointing-induced heating [148]. This heating arises when the temporal movements co-

incide with trapping frequencies and result in a heating of the cloud through parametric

heating. The movement of the stage is described in terms of pitch, yaw and roll, with
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a fourth metric resulting from the rate of change of force on the stage, known as jerk.

If one was to think of a beam propagating along the x axis then the pitch of the stage

is described as a rotation around the y axis with the yaw being a rotation around the z

axis and roll being a rotation around the x axis. However, as a rotation around the x

axis would have no effect on a Gaussian beam and its movement along that direction,

this has been omitted from the analysis. Each of these displacements can result in a

heating of the atoms within the trap. To measure the effect of the pitch and yaw when

moving, a quadrant photodiode (Thorlabs: PDQ80A) is inserted into the beam path, 1

m after the translation stage and without any other optics in place. This allows for us

to look at the beam’s pointing stability as the stage is moving. The data sheet of the

translation stage quotes the maximum pitch and yaw to be ±175 µrad. Measured using

the quadrant photodiode, we find that the stage has an angular displacement due to

the pitch of ±160 µrad with an angular displacement due to the yaw of ±60 µrad. The

improvement in the yaw is primarily due to the corner cube, as regardless of the input

height of the beam into the cube, it will always reflect the beam out at an identical

height, which reduces the overall displacement due to yaw. A comparison of the corner

cube to a two-mirror setup was performed and although the displacement due to pitch

in both cases was comparable, the displacement due to yaw in the two mirror setup

was more akin to the data sheet values.

The quadrant photodiode provides information regarding the pointing stability of

the beam during the movement. It does not however provide information on how

the stage is moving and if it is displacing with the set parameters. To measure the

characteristics of the stage during the motion from one chamber to another, a Michelson

interferometer was mounted to the rear of the translation stage. The zero crossings from

the interferometer signal can be counted and provides information on the distance

traveled by the stage. This data can then be differentiated to the first, second and

third order to provide information on the velocity, acceleration and jerk respectively -

as shown in figure 4.4.

The total move is performed in 1.4 s, with a maximum velocity of 180 mm/s and a
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Figure 4.4: A single movement of the mechanical translation stage of 258 mm in 1.4
sshowing: a) Relative position. b) Velocity. c) Acceleration. d) Jerk (start and end
points omitted). Adapted from [147].

maximum acceleration of 280 mm/s2 clearly being reached. The magnitude of the jerk

stays below 6000 mm/s3 which provides sufficiently smooth acceleration and decelera-

tion during transport. The level of noise seen in the jerk measurements are attributed

to a measurement artifact due to the limited sampling rate and bit resolution of the

oscilloscope used and the resulting errors due to the numerical differentiation. A more

detailed analysis of the characterisation of the translation stage and the preceding mea-

surements can be found in the report of Maximilian Ammenwerth, a summer student

from the University of Bonn, who worked under my supervision [147].

4.2.3 Moving the atoms

The cloud is transported between each chamber in 1.4 s, with translation stage set pa-

rameters: maximum velocity 180 mm/s, maximum acceleration 280 mm/s2 and max-

imum jerk of −6000 mm/s3. The CODT beams are completely turned off as the

movement commences. Figure 4.5 shows a top-down view of the vacuum chamber with

beams after the atoms are transported to the science chamber.

In order for the atoms to maintain the same Zeeman sub-level during the full trans-
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Figure 4.5: Top-down CAD drawing of the science chamber with CODT beams.

port process, a B-field is required along the full displacement of the cloud. This can be

quite a tricky task as there are two sets of shim coils that the atoms pass through; one

for the 3D MOT chamber and one for the science chamber. During transport of the

atoms, the shim fields of both chambers are adjusted simultaneously so that the atoms

continuously experience a B-field in the same direction, even if the overall magnitude

of the field does change (it never falls below 0.1 G). This allows the atoms to remain in

the same Zeeman sub-level and results in fewer sub-level-dependent collisions and an

overall reduction in Majorana spin flips. The cloud now does not require another opti-

cal pumping and microwave pulses to bring it to the correct state. As well as keeping

the atoms in the correct state, a uniform B-field with the same orientation ensures that

the cloud does not experience a magnetic field gradient when being transported. The

gradient can then exert a force on the atoms in the same direction as the transport,

leading to heating of the cloud and losses from the trap.

4.2.4 Capture of atoms

Once atoms have been transported into the science chamber, they are recaptured within

a CODT. This trap consists of two 1064 nm beams crossed at 90◦ in the horizontal plane.
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Figure 4.6: Schematic of the optical setup for the CODT beams in the Science cham-
ber. The elements used are: waveplate (WP), polarising beam splitter (PBS), acoustic
optical modulator (AOM) and fibre couple (FC) for the CODT beam path.

These beams are each sourced from individual single-mode, fibre-amplified systems,

identical to the one used for the transport beam. The beam from each laser is passed

through an AOM which controls the output power and allows for fast switching. A

schematic of the two identical setups, one for each horizontal lattice, can be seen in

figure 4.6.

The beam is coupled into a photonic crystal fibre (identical to the fibres described

in section 4.2) and is then directed into the chamber through a number of optical

elements. The exact setup is shown in section 4.7, where cooling and the creation of

optical lattices are discussed. The two CODT beams are labeled “lattice 1” and “lattice

2”. The “lattice 1” beam has a maximum regulated output power of 23.5 W with a

waist of 161(2) µm at the position of the atoms - see figure 4.8 for a parametric heating

measurement and the context therein describing how a frequency is measured. The

“lattice 2” beam has a similar maximum regulated output power of 22 W with a waist

of 163(2) µm. The beams are orientated at an angle of 90◦ with respect to each other

as shown in figure 4.5. The exact position of the transport trap after moving to the

science chamber should be at the crossing point of the CODT beams.

After moving the transport trap, the CODT beams in the science chamber are
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ramped up to 100% of their available power in 10 ms. This captures on average a

total of 3× 106 atoms at a temperature of 16.2(4) µK, out of a total of 1× 107 atoms

initially loaded into the transport trap. This results in a transport efficiency of 30%.

After moving atoms between chambers, the population of atoms in the correct state

is checked through microwave spectroscopy. A scan across all sub-levels finds that the

population is still in F = 1,mF = −1, with � 1% of the population in all other states.

4.3 Cooling the cloud

In order to increase the phase-space density of the cloud, evaporative cooling is per-

formed before loading atoms into the vertical lattice. The powers of the CODT beams

are reduced to 30% in a total of 500 ms, this cools the cloud of 1× 106 atoms to 1.5(3)

µK.

Forced evaporation reduces the temperature of the cloud and increases the phase-

space density. The cloud could be cooled more efficiently through the introduction of

a dimple trap to assist the forced evaporation after the creation of a single layer (see

subsection 6.1). We have the knowledge of two previous iterations of gas microscope

experiments within the group - Strathclyde [53] and Munich [26]. Both experimental

groups found that a two-step evaporation process that involved a dimple trap incident

on a single layer lead to larger phase-space densities in a faster time. Just like when

we used a dimple trap to increase the trap frequency for evaporation, it is used in

this context to increase trap frequency and overall reduce the area of the lattice in

which the atoms can occupy. Combining an evaporation step before layer selection

with a magnetic gradient-assisted evaporation of a 2D sheet of atoms contained within

in a tight dimple trap provided much larger 2D superfluids - with larger phase-space

densities as seen in 6.1.
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Figure 4.7: Schematic for the vertical lattice beam path. An expansion telescope is
made up lenses L1 (f = −150 mm) and L2 (f = 150 mm). A final focusing lens
(L3) of focal length f = 300 mm, is positioned before a half waveplate and a 45◦

angled mirror (AM) reflecting the beam into the plane. As the optics are mounted to
a breadboard which is placed above the vacuum chamber, this mirror directs the light
downwards to the vertical view port. A beam dump (BD) is responsible for capturing
the retro-reflected beam from the isolator with a photodiode (PD) in place for intensity
stabilisation.

4.4 Vertical lattice

The vertical lattice is probably the single most crucial laser beam in the experiment.

It is responsible for setting the overall position of the cloud and separating the cloud

into individual layers. We will begin by describing the optical setup for the vertical

lattice, the process of loading a cloud into the beam and the process of rotating the

quantisation axis such that it is aligned with the vertical lattice.

4.4.1 Optical setup for vertical lattice

Figure 4.7 shows the optical setup for the vertical lattice. The laser is passed through

an optical isolator to ensure that any back reflected light is not fed back into the

fibre which could damage it or alternatively pass all the way back into the amplifier.

Therefore to align the lattice, we use two irises with a camera focused on each, such
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Figure 4.8: Measurement of the axial trap frequency via parametric heating for the
vertical lattice, with a power of 3 W in the beam. Top graph shows the atom number
for varying modulation frequency with the bottom showing cloud width for the same
modulation frequencies. A trap frequency of 115 kHz is measured at half the modulation
frequency.

that we can ensure that the beam passes through each iris with the retro-reflected beam

not clipping either of the two4. An expansion telescope increases the size of the beam

which is then focused onto the bottom vacuum window where it is retro-reflected to

create a lattice, in a cat-eye configuration.

The axial trapping frequencies were measured using parametric heating of the cloud.

This method involves modulating the trapping potential by modulating the intensity of

the lattice with different frequencies until the cloud can be seen to heat. This heating

happens at twice the trap frequency. Figure 4.8 shows a typical measurement, where,

as double the trap frequency is approached, the temperature of the cloud increases

while the overall number of atoms stays the same. The power used is this measurement

was 3 W (maximum of 15 W available) and a measured frequency peak can be seen at

115(4) kHz. The trapping frequency can be converted into a trap depth through [128]

4An alternative way of aligning lattices is to not include an optical isolator and look at the light
transmitted back through the fibre. When I worked in Kyoto within the group of Prof. Yoshiro
Takahashi for three months, this was the method we used to align the lattices. It works very nicely for
low power lattices but starts to feel intimidating when using 20 W.
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Ut =
MRb

2kB

[
fπ

k

]2
, (4.1)

where MRb is the mass of a Rubidium atom, f the trap frequency measured and k

the wavenumber. A measured frequency of 115(4) kHz corresponds to a trap depth of

Ut = 20(2) µK with a waist of 130(3) µm. If this power is increased to the maximum

output of 15 W, the trap frequency increases to 445(5) kHz with a trap depth of

Ut = 307(3) µK = 3000Er.

The trap depth is an important factor for characterising the lattices. During imaging

the cloud is cooled using molasses, which destroys the degeneracy due to scattering and

eventual heating. Therefore, the potentials that the atoms see during cooling must be

large enough in terms of recoil energy to prevent an atom from escaping the lattice

or hopping between sites. In previous work at Munich and Strathclyde [45, 53] trap

depths for the optical lattices of 3000Er were used and we obtain similar values.

4.4.2 Loading into the vertical lattice

After a rethermalisation time of 100 ms in the CODT beams, the vertical lattice is

ramped on to a power of 15 W in 100 ms. This combined trap now contains ∼ 5× 105

atoms. A rotation of the quantisation axis is performed to ensure that it is parallel with

the vertical axis and aligned on axis with the quadrupole field used for layer selection.

As long as the cloud does not pass through a region of null magnetic field, the

atoms will remain in their current Zeeman sub-level. More strictly speaking, the rate

of change of the vector field must be slower than the Larmor frequency in order for

the atom’s magnetic moment to follow the field adiabatically. In a region of very small

magnetic field this results in ”Majorana spin flops” [115]. Therefore, to rotate the

quantisation axis vertically, the compensation coils in the vertical axis are ramped up

to create a magnetic field of 0.1 G in 25 ms. Simultaneously, the compensation coils

in the transport axis (which have been responsible for creating the quantisation axis in
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the science chamber up till now) are ramped to a zero field value in 50 ms. This overlap

in the timings of the two ramps ensures that there is always a well defined quantisation

axis.

After the rotation of the quantisation axis, the CODT beams need to be ramped

down to a lower power. This is essential for the layer selection process and for allowing

the beams to switch from CODT to optical lattice configuration (further discussed

in section 4.5). In a total time of 300 ms, the CODT beams are ramped from their

maximum available power to their minimum, in a linear ramp. After this ramp the

AOMs for each CODT beam are disabled to ensure there is no light incident on the

atoms from the horizontal axis5.

The atom cloud is now transferred into the vertical lattice with all atoms in the

F = 1,mF = −1 state. A 3D rendering of the chamber and the beams used for

capturing atoms in the CODT beams and then transferring them to vertical lattice is

displayed in figure 4.1. At this stage of the experiment, the cloud is contained within

multiple antinodes of the vertical lattice with a Gaussian envelope, spread across a

total width of 35(1) µm, ∼ 70 vertical layers. However, we only need to keep the atoms

of a single layer and remove atoms from all others.

4.5 Single-layer selection

Creating a single layer of atoms is not intuitive. The first step is having atoms in well

defined layers in the vertical lattice. To address the layers, all atoms are first transferred

to F = 2,mF = −2. A large magnetic field gradient then provides a spatial dependence

of the Zeeman splitting for a microwave transition between the states F = 2,mF = −2

and F = 1,mF = −1. A microwave pulse resonant on this transition selects a single

antinode of the vertical lattice and transfers it to F = 1. A laser pulse with well defined

circular polarisation is responsible for the removal of atoms in F = 2 from all other

5A very small portion of light still reaches the atoms from each CODT beam even when the AOM
is off. This is due to a leakage of power through the AOM. For 45 W of incident power the leakage is
around 1 mW.

73



Chapter 4. Preparation of a 2D system of atoms

layers. This whole process may be repeated to ensure that there are no atoms in any

other layer.

The following section will describe the quadrupole field responsible for the creation

of the large magnetic field gradient, the steps taken in the preparation of a single layer

and the issues that need to be overcome in order to verify and ensure that only a single

layer is present. A detailed description of the design of the magnetic coils can be found

in appendix A.

4.5.1 Preparing atoms in a single layer

With atoms in the vertical lattice only, the power of the vertical lattice beam is reduced

to 1 W (30Er) in 140 ms before the quadrupole field is ramped up. The low trap power

ensures that the potential from the other layers is small enough to prevent the recapture

of atoms after they have been expelled from the trap using a resonant push out beam.

An additional magnetic field is applied vertically to offset the center position of the

quadrupole field so that the field lines produced by the quadrupole field are locally flat

within the region of the atoms. This is essential for selecting only one layer and will

be further discussed in this subsection. The offset field is linearly ramped to 9.5 G in

50 ms. Preceding this, the quadrupole field is linearly ramped to 100 G/cm in 200 ms

and then held for a further 150 ms. Shim fields in the transport and dipole axis within

the science chamber are now changed in 50 ms to horizontally align the quadrupole

field.

The quadrupole coils are driven at 50 A and were designed to produce a magnetic

field gradient on the atoms of 100 G/cm, leading to a spatially varying frequency shift

of the microwave transition F = 2,mF = −2 −→ F = 1,mF = −1, of 21 kHz/µm.

This has been experimentally measured to be 24 kHz/µm through the use of spatial

interrogation of the vertical layers, as presented later in this chapter (see figure 4.13).

The transition width for the microwave transition is of the order of 100 Hz. With a

lattice spacing of 532 nm, the frequency shift per antinode of the vertical lattice is
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Figure 4.9: Flat-top microwave transfer profiles for a HS1 microwave pulse driving
a transition between F = 2,mF = −2 −→ F = 1,mF = −1 (see equation 4.2). The
microwave pulse has a set frequency sweep size of δc = 10 kHz (green), 20 kHz (red) and
40 kHz (blue), centred around the resonant frequency for the transition. An applied
magnetic offset field of 2 G is used and the addressing is performed with the cloud
contained within the vertical lattice only.

around 12 kHz.

All atoms trapped in the vertical lattice start within in the F = 1,mF = −1 state.

A full microwave transfer of the cloud to F = 2,mF = −2 is performed in 10 ms

without the large quadrupole field. After the gradient and offset field are turned on,

hyperbolic secant microwave pulses (HS1) [149] transfers atoms within a single layer

to the F = 1,mF = −1 state. The Rabi frequency Ω(t), and detuning from resonance

δ(t), are varied in time according to:

δ(t) =
δ0

2
tanh(2t/τ) + δc,

Ω(t) = Ω sech(2t/τ),

(4.2)

as to drive an adiabatic passage [150]. The critical aspect for ensuring a large transfer

efficiency is the correct choice for the frequency sweep width of the pulses, δ0, and the

pulse duration T [146]. The characteristic timescale τ , is adjusted to the pulse duration
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with a ratio of τ/T = 1/5 to ensure a smooth switch-on and maintain sharp spectral

edges of the flat-top profile [150].

For the microwave transfer of atoms in a single layer, a frequency sweep width

of 6 kHz is used with τ = 2 ms and T = 10 ms. A peak Rabi frequency of Ω =

2π × 5.8(2) kHz, is modulated with the same τ . Figure 4.9 shows a flat-top transfer

profile in a magnetic offset field for different frequency sweep widths. This shows

that we are able to transfer atoms uniformly from multiple layers (> 12 kHz) down

to a single layer (12 kHz). The flat-top transfer profile ensures that we transfer the

majority (> 95%) of the atoms within the particular frequency range to the desired

state. This is essential for maintaining high atom transfer rates while ensuring that

no atoms are transferred from neighbouring layers. HS1 pulses are also less sensitive

to frequency drifts or transition frequency fluctuations. In our experiment, the lowest

frequency sweep width for which a flat top profile was still visible was 4 kHz. This is

not shown in figure 4.9 due to the resolution required to present the the other three

widths.

We use HS1 pulses to transfer atoms within a single layer in F = 2 to the lower

hyperfine ground state (F = 1). After transfer, the remaining atoms need to be removed

from the trap. To preform the removal, a “push-out” beam with circular polarisation

is incident on the cloud (along the vertical quantisation axis), as to resonantly drive

a σ− transition on F = 2 −→ F ′ = 3. Atoms in the F = 2 state are forced to cycle

on this transition, which causes them to gain momentum and eventually be too hot to

be trapped by the lattice. This process removes > 99% of atoms in the F = 2 state

from the trap. Some atoms however, transition back into the F = 1 ground state. To

overcome this, the process of transferring the full cloud to the F = 2 hyperfine ground

state and then transferring just a single layer to F = 1 is repeated.
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Figure 4.10: Microwave transfer probability as a function of detuning δs from F =
1,mF = −1 −→ F = 2,mF = −2. Square pulses with constant power and short
duration’s (2 ms), were used to drive the population between states. Data is taken
with (blue) and without (red) an external offset field of 10 G. The width of the fit with
and without the offset field is 8.9 kHz and 4.4 kHz respectively.

4.5.2 Verifying single-layer selection

Our imaging system has a depth of focus of ≈ 1 µm, so at any one time we could be

imaging three layers in focus and be unable to tell the difference between them. There is

however a method of verifying that a single layer is created using fluorescence imaging.

Using a frequency sweep of less than 10 kHz and by scanning the central frequency of

the microwave pulse, one can probe spatially the layers of the vertical lattice and see

regions with and without atoms. This will create a profile that looks sinusoidal, akin

to the structure of the lattice.

Our first few attempts to see this feature were unsuccessful and troubleshooting

the reason was a multi-week process. The reason this took such a length of time, was

mostly because when taking fluorescence images, we could see a full cloud of atoms in

the optical lattice, which were in focus. As the images were fully in focus we knew there

must be a maximum of three layers occupied, as the depth of focus of the objective

was 1 µm. Therefore, we found it pretty tough to work out where the issue was coming
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from as there was no typical signs of issues. Our initial thought was that fluctuations

and instabilities of the current flowing in one magnetic coil was producing an unstable

magnetic field. We used microwave spectroscopy on the F = 2,mF = −2 −→ F =

1,mF = −1 transition to probe the stability of each magnetic field of the science

chamber by looking at the width of the measured spectroscopy peak. A magnetic

field instability of ∼ 3 mG would result in a broadening of the spectral width of the

microwave transfer profile to 6 kHz. This could then result in atoms being transferred

from different antinodes of the optical lattice when we would expect there to be none.

We found that fluctuations of current in the compensation coils resulted in producing

a spectral width of around 4.5 kHz (red in figure 4.10). This was the same width

for when the offset field was used and was identical to the situation when no coils

were on. To test the current instabilities of the quadrupole coils, they were wired in

Helmholtz configuration and set to produce a magnetic field of 10 G. This produced

a broadened spectral width of around 9 kHz when performing microwave spectroscopy

(blue in figure 4.10), which corresponded to an external residual magnetic field gradient

across the system of ∼ 5 mG.

As well as measuring a broadening of the spectrum, we also found that the central

frequency for all transitions was shifting by about 2 − 5 kHz. To ensure a stable

transition frequency we implemented two changes. First, an idle sequence is initiated

to run in the background when the actual sequence is not running. This idle sequence

has only the magnetic coils on for the same time as the running sequence. This allows

for the coils to reach an equilibrium temperature after roughly 45 minutes. The second

change was to add a 50 Hz AC line trigger. This trigger syncs the microwave pulses

for layer selection to the 50 Hz power line. All microwave pulses can therefore be

sent in phase with the power line, which when measuring the the spectral width of a

microwave transition (F = 2,mF = −2 −→ F = 1,mF = −1), with an incident 10 G

magnetic field created by the quadruple coils in Helmholtz configuration, reduces the

overall broadening of the peak. The spectral width of the peak without the line trigger

was measured to be 9 kHz and was reduced to around 4 kHz with the line trigger.
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Figure 4.11: Multiple configurations in which a quadrupole field created by two coils
can be aligned with respect to atoms in a 1D optical lattice. a) Atoms (red) are in a
lattice which is aligned with the vertical axis and no quadrupole field is present. b) The
center of a quadrupole field is incident on a single antinode of the optical lattice. The
black lines represent the field lines of the quadrupole field. c) An offset field has been
applied in combination with the quadrupole field to displace the quadrupole center. d)
The value of the offset field has been increased further such that the field lines now
look locally flat within the region of the atoms and parallel with each antinode of the
lattice. e) The quadrupole field has been offset with a similar field to that of d) but
has also been displaced horizontally by an external field. f) An offset field similar to
d) has been applied to the system. The optical lattice is not aligned with the vertical
axis and as such the field lines cut through multiple lattice layers.
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Even with these new changes we could not see the sinusoidal profile that we ex-

pected. There are a number of scenarios where the quadrupole field for layer selection

could itself cause the transfer of more than one layer. Figure 4.11 shows the most com-

mon situations for a large quadrupole field superimposed with a trapped cloud in a 1D

optical lattice. When the quadrupole field center is incident on a single antinode of the

optical lattice, the surface of the magnetic potential is extremely curved due to them

being close to the center of the field (b) of figure 4.11) - with regions of equipotential

following a curved path. An offset field can be applied vertically to displace the center

of the quadrupole field perpendicular to the antinodes of the optical lattice (d) of figure

4.11). However, if the offsetting of the quadrupole field is not large enough then the

magnetic field lines produced are no longer locally flat at the antinodes of the lattice

(c) of figure 4.11). An external magnetic field can also displace the quadrupole field

horizontally (e) of figure 4.11) and result in the field lines becoming more aligned with

the vertical axis.

To better evaluate the orientation of the field lines produced by the quadrupole

field, the layer selection process can be repeated but instead of completely turning

off the CODT beams, they are changed into optical lattice configuration (see section

4.7) and kept at ∼ 100Er. This prevents the atoms from moving around the optical

lattice during the layer selection and enables a way of visualising the magnetic field

gradient [45,146].

Taking fluorescence images of the atoms after holding them in the 3D optical lattice

during layer selection provides the images seen in figure 4.12. By adjusting the position

of the gradient field center so it lies directly below the atoms but aligned with the

vertical axis and by changing either the dipole or transport shim fields by up to 1 G

(moving the location of the centre of the field), multiple layers can be addressed and

a rotation of the addressed layers can be seen. This rotation comes from a shifting of

the gradient field centre and a change of curvature of the field lines passing through

the lattice. In figure 4.12 layer selection when no additional compensation field has

been applied (left-most images) shows discrete lines of atoms across the image. Each
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Figure 4.12: Top down fluorescence images of multiple layers being addressed. Each
strip of atoms corresponds to regions in different layers which experience same magnetic
field and are therefore resonant with the microwave pulse. The left hand most image
is taken with no additional compensation field and the shim fields are adjusted as to
see a rotation of the layers addressed.

line of atoms is a separate vertical lattice layer that has been addressed. The fact

that multiple layers are being transferred indicates that the quadrupole field is in a

configuration akin to either c), e) or f) from figure 4.11. The center of the quadrupole

field is not initially aligned with the centre of the cloud due to mechanical tolerances of

the coils and their mounts to the chamber (±1 mm). To move the centre position, the

horizontal shim fields in the science chamber can be adjusted. In figure 4.12 both dipole

and transport shim fields are varied independently. If the centre of the gradient field is

not offset from the atoms by a large enough distance, then the curvature of the gradient

is significant enough that it can cut through multiple vertical layers of atoms. This

results in florescence images which contain stripes of atoms. Each stripe represents a

separate layer of atoms which experienced the same magnetic field. The selected regions

appear thin, which would suggest that the field lines are still particularly curved in this

region. However a positive sign is that the number of layers selected can be reduced

by increasing the magnitude of the offset applied with the transport shim field. This

means that there are two issues with the layer selection: the field lines from the gradient
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are locally curved and there is an external offset which needs to be compensated.

To counteract the local curvature of the field lines, an additional 0.5 G offset is

applied vertically to further displace the center of the quadrupole field. In combination

with this, the external offset which could not be compensated by the science chamber

shim fields6 is counteracted by using the 3D MOT gradient field. This has reduced

the number of layers visible to just a single one, which no longer appears as a strip of

atoms but instead a round region.

Figure 4.13 shows the fluorescence counts while scanning the central microwave

frequency during layer selection, using a frequency sweep of 8 kHz. As can be seen

in figure 4.13(a), as the frequency passes through regions where there are no atoms,

none get transferred. By varying the central frequency of the microwave pulse and

monitoring the fluorescence from the atoms, the plot in figure 4.13(b) can be recorded.

Here the sinusoidal feature of the optical lattice is clearly visible. Fitting a sine wave to

this data, the separation between optical lattice layers in frequency space is measured to

be 12(1) kHz. This is slightly larger than the caculated value of 10.5 kHz from section

4.5.1 and a larger separation is more beneficial, as it allows for single layer selection and

transfer to be more forgiving to current instabilities in the magnetic coils. This results

in a larger frequency region in which atoms from a single layer will still be transferred.

4.6 Cooling to superfluidity

Previously, we have created a BEC via all-optical methods [70]. Historically this was one

of the ways to achieve a fast cycle time while requiring fewer magnetic coils. Presently

however; this is often combined with an external quadrupole field to provide an increase

in the phase-space density of a cloud. This results in fast creation of a high atom number

BEC. This method involves vertically offsetting a large quadrupole field from the center

6This was a technical limitation provided by the power supplies used for the shim fields in the science
chamber. They would not allow a current of > 4 A due to built in safety restrictions.
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Figure 4.13: Single layer selection. a) Number of fluorescence counts when varying the
central frequency δc, of a HS1 microwave pulse driving the F = 2,mF = −2 −→ F =
1,mF = −1 transition, using a frequency sweep of width 6 kHz. A sine wave is fit to
the data yielding a frequency of 12(1) kHz. b) Fluorescence images for different central
frequencies of the microwave pulse away from resonance (δc = 0).
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of the cloud, allowing for the trapping potentials in the vertical axis to be lower. A

uniform ramp of the gradient produced by the quadrupole field can lead to the hotter

atoms escaping the trap, leaving only the cooler ones behind.

However, the trap depth provided by the vertical lattice beam at 30Er are already

pretty low (< 50 µK) due to the large waist of 130(3) µm and will only decrease further

as the power is reduced for evaporation. A dimple trap can be implemented to provide

larger trap depths and in turn larger trapping frequencies which can provide a greater

level of control over the evaporation - analogous to what is described in section 3.2.3.

The dimple trap in this case will propagate through the objective onto a single layer

and result in a more efficient cooling process. This has yet to be implemented into

our system, but the enhancement of cooling due the dimple trap in a similar system is

described in detail within [3], with an overview for the implementation of such a system

into this experiment being detailed in section 6.1.

4.7 Optical lattices

Once atoms have been prepared in a single layer, they need to be contained within

a 3D optical lattice. The CODT beams used for the initial trapping of atoms in the

science chamber can now be retro-reflected onto themselves to produce optical lattices

in the horizontal directions. The optics responsible for the lattices are mounted on

two identical breadboards positioned on opposite sides of the vacuum chamber. These

breadboards contain not just the optics for creating the lattices but also those for cooling

the cloud during fluorescence imaging with molasses and for absorption imaging.

The optical lattice beam is the red path in figure 4.14 and is delivered to the

setup through a photonic crystal fibre (identical to the fibres described in section 4.2).

The powers of all lattice beams are regulated to ensure constant lattice depths during

all stages of the experiment. We actively stabilise the power of the lattice using a

logarithmic photodiode which utilises light from a transmission through a mirror. The

beam is focused down onto the atoms with a f = 300 mm lens (F1) to have a waist of
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Figure 4.14: Optical setup for lattice 1. The design is symmetric, with a second identical
setup for lattice 2 (not shown). Three beam paths are present. Red: Optical lattice
beam path for 1064 nm light. Blue: Molasses cooling beam path using 780 nm light.
Green: Imaging beam path of 780 nm with a 1064 nm interference filter (IF) positioned
before the camera. Lenses are labeled F1-4 corresponding to focal lengths of 300 mm,
300 mm, 100 mm, 300 mm respectively. Light is directed into a beam dump (BD)
when in CODT configuration, and a flip mirror (FM) changes the beam path to lattice
configuration. An expansion telescope (ET1) increases the size of the imaging beam
by a factor of two using F = 50 mm and F = 25 mm lenses. A dichroic mirror (DC)
allows for combination and separation of the different beams. An optical isolator (ISO)
is in the optical lattice path and a piezo actuated mirror (PZT) is in the molasses path
to allow for translation of the molasses during polarisation-gradient cooling.
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161(2) µm for the lattice 1 beam and 163(2) µm for the lattice 2 beam at the position

of the atoms. The lattice beam is directed towards the chamber via a custom-made

2” dichroic mirror (DC) from Laseroptik, which has high reflectivity for 1064 nm light

and high transmission for 780 nm.

In CODT configuration a mirror on a rotation stage (“flip mirror”) directs the beam

into a water cooled beam dump. In lattice configuration, the flip mirror is rotated out

of the beam path and a f = 100 mm lens focuses the beam onto a mirror for retro-

reflection. This creates a cat-eye configuration for the retro-reflected beam which is

less sensitive to misalignment.

The maximum regulated power for lattice 1 and lattice 2 are 23.5 W and 22 W,

respectively. Through parametric heating of the cloud, the trap frequencies of each

lattice beam are measured. This is a similar measurement to the one shown in figure 4.8

and allows for the calculation of the trap depths through equation 4.1. At maximum

regulated power, lattice 1 has a measured trap frequency of 455(5) kHz and a trap

depth of 307(3) µK. Lattice 2 has a trap frequency of 460(4) kHz and a trap depth of

313(3) µK. This puts all three lattices well within the regime of 3000Er and should

adequately hold the atoms in place during imaging. Logarithmic photodiodes are used

for intensity regulation such that all three lattices can comfortably reach a trap depth

range of between 3000ER and 5ER. The possibility to regulate powers which are below

20Er, is of particular importance when trying to transition between a superfluid and

MOT insulator and performing quantum-simulation experiments.

Before imaging a single 2D superfluid of atoms, all three lattices need to be quickly

ramped to maximum power7. Within 2 ms, the horizontal lattices are ramped from

zero to 100% of their regulated power. In the same time, the vertical lattice is also

ramped back to its maximum power.

The optical setups for the lattice breadboards contain two other beam paths: an

absorption imaging path and a molasses-cooling path. The imaging path is use for

absorption imaging with the light causing a shadow of the atoms which is collimated

7This is performed using linear ramps.
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using a f = 300 mm (F2) lens and then imaged onto a CCD camera. The imaging

beam is resonant with the F = 2 −→ F ′ = 3 transition. The molasses beam, which is

red-detuned from the same transition has a simpler beam path. It is retro-reflected

onto itself by a f = 100 mm lens (F3) and a piezo-actuated mirror. Oscillating the

piezo mirror allows for the standing wave created from the molasses to move through

the lattice, to account for the fact that the 1064 nm lattices and the 780 nm cooling

beams are incommensurable. This helps ensure a more uniform cooling for all atoms

and allows for a more uniform fluorescence per atom.

4.8 Conclusion

This chapter has described the process of taking a cold cloud of atoms and manipulating

it such that a portion of them are contained within a single antinode of an optical lattice.

It should be noted that the layer selection is very dependent on the temperature of

the apparatus, as temperature changes can physically move the coils by a few µm.

Therefore, every morning an experimental sequence was ran for 1.5 hours, which brings

all of the coils and the chamber to an equilibrium temperature. This time has since

been reduced to 45 minutes, through a more aggressive ramping of the current through

the magnetic coils and an overall decrease in the dead time of the experiment8. Without

this, the central frequency for the layer selection constantly drifts, resulting in noticeable

changes in atom number. The next experimental step is to image the atoms with the

high-resolution objective. During the imaging process, the atoms need to be cooled

such that they are not lost from the lattice while also releasing enough fluorescence

photons to be imaged on an EMCCD camera.

8Dead time is any block of time in a sequence where a delay is added. This delay may be for shutters
opening, the camera exposing or fail safes for the coils and fibres. This time can all be removed for the
heating sequence.
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Single-atom imaging

Being able to image a 2D system of atoms with single-site resolution is challenging.

Although, fluorescence imaging was not the intuitive first choice for imaging atoms in

the Mott insulator regime, absorption imaging [151] and scanning electron microscopy

[152] were initially successfully implemented, with the former being able to resolve

atoms in a lattice of 600 nm spacing. However the detection rates in scanning electron

microscopy are below 50% and absorption imaging has still yet to reach the single-

atom sensitivity. Single-atom-resolved fluorescence images of MOT insulators with

high signal-to-noise where first independently achieved at both Harvard [153] and the

Max Planck Institute of Quantum Optics [154]. Although both of these experiments

had an imaging resolution slightly above the lattice spacing, having knowledge of the

lattice structure can allow for correct reconstruction of the atom distribution [155]. To

be able to image the atoms, one needs to align the height, the tilt and the position of

the objective, to allow the atoms to be imaged in focus and in the centre of the field of

view. Slight deviations of these parameters can skew the point-spread function of the

atoms and alter the quality of the imaging and atom identification process.

The initial part of this chapter will describe the hardware used for the imaging sys-

tem with the key element being a high-numerical-aperture objective. We will discuss

how this objective is mounted, how it is adjusted and more crucially how it was cali-

brated offline, in a test setup, before being built into the real apparatus. This chapter
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Figure 5.1: 3D render of the objective within the inverted view port with brass coil
holder shown.

will conclude with presenting our first single-atom images and a brief discussion of the

parameters required for the deconvolution algorithm.

5.1 Imaging setup

The core of the imaging system is a high-numerical-aperture objective, manufactured

by Leica Microsystems. This objective is mounted into an inverted view port (objective

held outside the vacuum) - see figure 5.1. The numerical aperture of the objective is

NA = 0.68 for 780 nm light with a focal length of f = 5.19 mm (working distance of

12.8 mm). Conceptually, the Strehl value of the objective quantifies how well a given

imaging system compares to an ideal imaging system by looking at the transmitted

wavefront error produced by the objective. Mathematically can be defined through,

S = exp
[
−(2πσ)2

]
, (5.1)
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where the combined RMS wavefront error of the optics in the system is given by σ and

the maximum wavefront error allowed is 0.2 [156]. In our system, we have a Strehl

value of 0.97 and as such, our imaging system can provide us with diffraction-limited

images. The objective is paired with an achromatic focusing lens of f = 400 mm,

which together provide a magnification of M = 77. This magnification is smaller than

the one (M = 144) used in both [45] and [3]. The smaller magnification will enable

us to image 100 × 100 sites, rather than ∼ 50 × 50 µm, as performed in the previous

experiments [3, 45].

The objective is encased in a brass housing with a threaded bottom section for

mounting into a single-axis piezo translation stage (Physik Instrumente PIFOC P-

726.1CD). The piezo stage allows for a 100 µm travel range with a minimum step size

of 10 nm and a repeatability of ±3 nm, which allows for the focus of the objective to be

adjusted. Appendix A contains information on the precise dimensions of the objective

while figure 5.1 is provided as a rough reference. The objective is positioned 1.6 mm

away from the glass window, which has a clear aperture of 40 mm, is 6 mm thick with a

flatness of λ/4 and is surrounded by a water-cooled magnetic coil used for preparation

of a single 2D system (see section 4.5). The clearance between the objective and the

coil mount is 7 mm, while the clearance between the piezo stage and the coil mount is

1.5 mm. The flange with window was attached to the chamber with annealed copper

gaskets and tightened to a precise torque as to avoid bowing of the window.

The objective is mounted to a breadboard assembly underneath the vacuum cham-

ber (a CAD drawing without any optics is shown in figure 5.2). The piezo stage

is mounted to an off-the-shelf breadboard which in turn is mounted to an aluminium

board of the same size (see figure 5.2). This board is then separated from a 40 mm thick

aluminium base via four heavy-duty micrometer screws (Newport BM30.10) mounted

in aluminium brackets and pushing on sapphire pads. Tension is applied between the

two boards through eight sets of springs connected to each board. This prevents the

board from moving or sliding when the micrometers are being adjusted.

The micrometer screws allow for precise control over the tilt of the objective. This
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Figure 5.2: 3D CAD drawing of the microscope board without optics.

is crucial, as the objective is external to the vacuum chamber and the fluorescence from

the atoms has to pass through a vacuum window. If the objective axis is tilted with

respect to the glass window, it will result in an aberration of the point-spread function

of the atoms. The fluorescence images of the atoms will look stretched and acquire

comatic aberrations, favouring a particular direction (see section 5.4) - which is in the

direction of the tilt. The point-spread function of the imaging system will be analysed

later in this chapter (section 5.3.1).

The height and tilt of the objective can be adjusted through the aid of the piezo

stage and the micrometer screws, respectively. However, this does lead to two problems.

As the micrometer screws also adjust the height of the breadboard, when one is changed

to account for an angle deviation, all of the screws need to be readjusted to account

for the new height. While the breadboard is extremely stable, it is difficult to translate

on the optics table. Therefore to move it below the atoms the breadboard needs to be

pushed or pulled into place. For slightly finer movements mirror mounts were mounted
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to the side of the board to allow a small push. However, as the board weighs more than

20 kg, small mirror mounts can not always apply a uniform force across the full board.

5.2 Microscope breadboard

The optics on the microscope breadboard contain eight different beam paths. The

following section will discuss each beam path, starting with the two responsible for the

fluorescence imaging. Before we built the objective into the main system, a test setup

was assembled to characterise the image quality of the system, while also being capable

of evaluating the best methodology for moving the breadboard into place below the

atoms. A full diagram of all the beam paths on the board is presented in figure 5.3.

5.2.1 Imaging optics

The imaging path (red in figure 5.3) is akin to a conventional two-lens imaging setup,

with the objective acting as the first lens. The objective captures photons from 13%

of the solid angle and then collimates the light leaving the objective. The light is then

reflected at 45◦ using a silver-coated mirror and passes through a dichroic mirror (DC1).

The dichroic mirrors characteristics are: 99% reflection for 1064 nm, 50% reflection for

850 nm, 96% transmission for 770 − 780 nm and 97% transmission for 420 nm. A

f = 400 mm achromatic lens is used to focus the image onto a electron-multiplying

CCD camera (EMCCD, Andor iXon 897).

The EMCCD camera has a pixel size of 16 × 16 µm, which, when scaled to the

imaging plane, results in a size of 208× 208 nm per pixel - this is below the separation

between the atoms (532 nm). In front of the EMCCD camera are three interference

filters - two are identical (Semrock FF01-780/12-25) and are placed perpendicular to

the beam with one (Semrock LL01-780-25) mounted at a 31◦ angle to the beam. These

filters block all wavelengths other than 780 ± 0.5 nm. For 1064 nm and 850 nm, the
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Figure 5.3: Microscope breadboard with beam paths. Three dichroic mirrors are DC1,
DC2 and DC3. Red beam path: 780 nm imaging with an f = 400 mm focusing lens.
Green beam path: Addressing beam for single-atom addressing and removal. A stack of
waveplates allows for the polarisation change from the optics to be compensated with a
beam splitter (BS) being used to combine beams. Dark and light blue path: Molasses
cooling on both D1 and D2 transitions (only cooling on the D2-line is implemented
at the moment). Pink beam path: Dimple trap of 850 nm which can be used during
evaporation to a superfluid. Black beam path: Alignment beams for the molasses and
dimple traps. A small laser diode is mounted to the board to aid with aligning the
EMCCD camera for fluorescence imaging.
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Element 780 nm light remaining after element [%]

Solid angle of microscope objective 13.0

Vacuum window coated side 99.6

Vacuum window uncoated side 96.0

Objective 91.0

Silver mirror 95.5

Dichroic mirror 96.0

Lens 99.6

Mirror 99.8

Mirror 99.8

Filter 1 98.6

Filter 2 96.0

Filter 3 98.6

Camera window 99.8

Quantum efficiency of EMCCD 83.0

Total 780 nm light to EMCCD 8

Table 5.1: Table displaying the percentage of 780 nm light remaining after propagating
thorough each element in the imaging beam path.

effective optical density of the filter stack is 23 and 21, respectively.

Optics in the imaging beam path are optimised for high transmission of 780 nm light.

Table 5.1 lists the total percentage of light remaining in the beam after propagating

through each element in the imaging beam path. The objective collects photons from

a fractional solid angle of 13% and the quantum efficiency of the EMCCD camera at

780 nm is 83%. Therefore, the maximum total percentage of fluorescence photons per

atom that we could collect, accounting for all optical elements in the path, is about

8%.

To test the the microscope, an offline setup was assembled that had the same di-

mensions as the real chamber and included an identical inverted vacuum window (under

vacuum) with the same coating and flatness as the window currently in the vacuum

chamber of the setup. The flatness of the window is of particular importance. Unlike

limited spherical aberrations which can be accounted for by refocusing the objective,

a non-uniform flatness of the window will cause a distortion of the point-spread func-

tion across the image which is not easily corrected. An acceptable flatness across the
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whole surface of the window for which diffraction-limited images can still be obtained

is < λ/4. The window in our experiment has a flatness of < λ/81 and is anti-reflection

coated for 1064 nm (external side uncoated).

5.2.2 Optics for single-site addressing

The addressing beam is responsible for the single-site selection of atoms in the optical

lattice and will be at the “magic” (tune-out) wavelength of 787.55 nm [45]. An incident

laser on an atom at this wavelength will produce a state-dependent differential light shift

but only on one particular state. For instance, when looking at two particular hyperfine

ground states of 87Rb (F = 1,mF = −1 and F = 2,mF = −2), an incident laser of

“magic” wavelength, which is circularly polarised as to drive σ− transitions, produces a

light shift only of the state F = 2,mF = −2. Therefore atoms within this state, which

are illuminated by such a laser, can be transferred between hyperfine ground states

via a microwave field, without affecting neighbouring atoms (as long as the laser beam

is contained within a single site [45]). The addressing beam path (green) is shown in

figure 5.3. It is combined with the vertical molasses path on a 50 : 50 beam splitter and

is reflected by a long-pass dichroic mirror (Thorlabs DMLP805) before being incident

on a tip-tilt mirror and further expanded through a 4 : 1 telescope towards the atoms.

This high-quality telescope takes a collimated input beam and expands it with near

perfect wavefront quality, as long as the input requirements are met - input beam waist

of 8.0(3) mm and the input angle of ≤ 3◦.

The element before the telescope is a two-axis piezo mirror (Physik Instrumente

S-335K007) of 0.5 inch diameter. The piezo mirror provides a way of steering beams

in the object plane. It has a maximum beam deflection of 120 mrad (6.8◦) and is

responsible for changing the angle of the input beam into the telescope. The angle

deviation will cause a tilt of the beam wavefronts out of the telescope, which are then

focused onto a different position in the object plane by the objective.

1Measured with a Fizeau interferometer.
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To produce a diffraction-limited addressing beam, a low wavefront error is required

(< λ/4). The wavefront error of the beam was checked in two ways. A shear-plate

interferometer was inserted into the beam path after the expansion telescope, which

had an added benefit of providing information on the collimation of the beam. A

shear-plate interferometer does however, not provide very precise information on the

wavefront error, as all of the information is obtained by looking at the curvature of

the interference lines produced. A Shack-Hartmann wavefront sensor was inserted into

the beam path before the expansion telescope, which allowed for precise analysis of

the beam’s wavefront. Using this, an RMS wavefront error of 63 nm was measured,

that corresponds to an error of < λ/12, which is well below the < λ/4 requirement.

This value is true for all beams which meet the input requirements for the expansion

telescope.

5.2.3 Vertical molasses beam

When imaging atoms in the real setup, we require a cooling beam in the vertical axis.

This vertical molasses beam is red detuned from the F = 2 −→ F ′ = 3 transition (D2)

and follows the dark blue path in figure 5.3. It is combined with the addressing path

on a 50 : 50 beam splitter before being directed towards the atoms.

For a beam to be incident on more than a single site, it has to diverge as it enters

the telescope. This is achieved by focusing the molasses beam onto the tip-tilt mirror

such that it diverges with a 3◦ angle (to match the maximum acceptance angle of the

telescope) and results in a larger beam size in the object plane. Our cooling beam is

expanded with a telescope comprising of a f = −25 mm lens and a f = 300 mm lens.

Another f = 300 mm lens is used to focus the beam onto the tip-tilt mirror2. This

expansion and then focusing method allows for us to expand our cooling beam waist

on the atoms to ∼ 50 µm radially.

A larger beam is great for cooling more atoms but also provides more back-scattered

2The focus is actually 3 mm before the tip-tilt mirror to allow for an even larger cooling beam.
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light into the camera. For every other beam in the experiment this is not a major

issue as either the cameras filters block it or its not near the imaging axis. However,

the vertical cooling beam is the same wavelength as the imaging light and counter-

propagating with the imaging path. Therefore, the light needs to be aligned through

the objective in such a way that it does not result in too much background light, which

can originate from the objective optics or the uncoated side of the vacuum window.

5.2.4 Dimple trap and D1 cooling

As can be seen from figure 5.3, there are two additional paths on the microscope

breadboard: 850 nm and 794 nm. The 850 nm beam path will be used for a dimple

trap propagating back through the objective. The beam path consists of two λ/2

waveplates and a PBS cube3 which creates a pick off for intensity regulation. The beam

is overlapped with the addressing beam by two dichroic mirrors, DC2 (LaserOptik:

custom coating4) and DC3 (Thorlabs: DMLP805). The implementation of this dimple

trap is currently underway and potential results are discussed in section 6.1.

The 794 nm beam path is intended to be utilised for grey-molasses cooling on the

D1 line of 87Rb. Grey molasses is normally implemented for cooling atoms in which the

hyperfine transitions are poorly resolved, such as on the D1 lines of lithium [157] and

potassium [158]. The methodology can also be applied to the D1 line of 87Rb [159],

even if the separation between the two hyperfine excited states of 52P1/2 is > 800 MHz.

One could conceive of a cooling method for a 2D layer of atoms trapped within a 3D

optical lattice using D1 cooling for one axis and D2 cooling for the other two. The

difference in wavelengths (14 nm), would make blocking the cooling light possible and

leave the imaging (D2) light unaffected - therefore producing images with excellent

signal to noise.

3All fibre out couplers have a PBS cube as the first element to ensure a clean polarisation and as
such, have been omitted from all schematics.

4High transmission 405, 767, 780 nm and high reflectivity 1064nm.
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5.3 Imaging test setup

5.3.1 Measuring the point-spread function

The linear response of an imaging system to light from a point source produces an

intensity profile in the image plane [160], which is known as a point-spread function and

for an aberration-free system, is diffraction limited. A diffraction-limited point-spread

function has a bright central region that decays outwards and forms an interference

pattern which can be theoretically described by an Airy function [161],

I(x) = I0

[
2J1(x)

x

]2
, (5.2)

where I0 is the peak intensity of the pattern and J1 being the first order Bessel function,

with,

x =
q 3.795

q1
. (5.3)

Where q is the radial distance with the normalised radius of the first minimum (first

dark ring) of the function q1, also known as the Rayleigh resolution, being expressed

through [162]

q1 = 1.22
λ

2NA
(5.4)

and is only related to the numerical aperture of the objective and the wavelength of

the imaging light. Imaging using 780 nm light with NA = 0.68, the first minimum

is at q1 = 700 nm. At first this would suggest that single-site-resolved imagining is

98



Chapter 5. Single-atom imaging

Figure 5.4: Point-spread function of the objective in the test setup. a) An average
fluorescence image of forty point sources. b) Radial average of a) (blue data points),
with a calculated point-spread function from equation 5.2 (green line) for the imaging
system.

not possible according to the Rayleigh criterion. It states, that in order to distinguish

two point sources, the central intensity peak of one source must lie outwith the first

minimum of the other. Two atoms in neighbouring lattice sites would be separated by

532 nm and as a result, neighbouring atoms are closer than q1 with respect to each

other and would not be resolvable. Although this imaging system on its own would not

be able to distinguish two atoms on adjacent sites, it could tell if there is an an empty

site between two atoms [45], as they are then separated by larger than 700 nm (see

figure 5.9). This methodology only works if prior knowledge of the lattice structure and

point-spread function of a single atom is known. This ultimately results in a system

with sub-resolution single-site imaging, without having an imaging system that can

achieve that on its own.

To measure the point-spread function of the imaging system, it was placed into the

test setup. This setup is identical to the real system with the atoms being replaced by

holes in the reflective coating of a glass plate (“star test”). The holes are 100− 300 nm

in size and distributed randomly across the coating to ensure that any Talbot effects

are suppressed. The light that is transmitted through the holes approximates a point

99



Chapter 5. Single-atom imaging

source and the imaging system can be aligned by minimising the point-spread function

from the holes. Figure 5.4 shows an average of 40 such point sources and the associated

point-spread function for the radially averaged image. The point-spread function has

excellent agreement with the theoretical one calculated from equation 5.2. We are not

able to view the second peak of the function in any of the images for either the test

setup or the real system thus far.

5.3.2 Pre-alignment of the microscope breadboard

Multiple aspects of the imaging system required some practicing with the test setup to

gain a better understanding of the best methods: finding the centre of the field of view,

ensuring the objective could focus properly and visually checking that the addressing

beam could be seen and moved using the piezo mirror. We also provided alignment

aids which help find the camera’s position, along with the tilt of the objective axis with

respect to the bottom vacuum window. Figure 5.5 show multiple images taken with

the test setup, where every circle is a point source from the “star test”.

The field of view can be found more easily by replacing the focusing lens in the

imaging path with a f = 100 mm lens [figure 5.5a)]. The images of the point sources

can be seen to stretch at the edge of the field of view in each image. All of the stretched

profiles point in the same direction, which is away from the centre of the field of view.

Once the field of view has been aligned onto the centre of the camera, the f = 400 mm

lens is placed into the system [figure 5.5b)].

The addressing beam incident on the “star test” plate produces a reflection that is

captured by the objective and as such, the addressing beam can be seen in the imaging

path (central dot with halos in c) of figure 5.5). As this is a different wavelength from

the imaging beam (787.55 nm), it appears out of focus while the system is focused

on the point sources. When addressing is required for real atoms, the objective piezo

stage will be adjusted to allow the addressing beam to be focused. The beam was also

translated across the full field of view by using the maximum control voltage range of
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Figure 5.5: A selection of microscope images from the test setup involving the “star”
test. a) Image is taken with a f = 400 mm lens in the imaging path but with the
camera positioned away from the center of the field of view. b) Image is taken with a
f = 100 mm lens in the imaging path. c) Image is taken with a f = 400 mm lens in the
imaging path with the addressing beam being incident on the “star” test plate. The
objective is focused on the point sources. d) Is the same as c), although the objective
is now focused on the reflection from the addressing beam.

the tip-tilt mirror and visually verified to be working correctly.

Alignment aids are required in order to find the right location of the camera and

the right tilt of the objective when placed into the real setup. The integration of the

microscope board into the experiment would be extremely difficult without these aids5.

To help fix the camera position, a laser diode is mounted to the microscope board. This

beam is then overlapped with the imaging path and acts as a positional reference for

the centre of the imaging system.

The tilt of the objective relative to the chamber is something that can be quite

tricky to align without some sort of aid. Once the microscope breadboard is aligned

in the test chamber, a small piece of glass was permanently glued to the side of the

objective6. A beam passing through the top window and reflecting from this glass

would result in two reflections: one from the uncoated side of the vacuum window and

5When asked by a theoretical colleague how hard a task this was, I responded with: “you would
essentially be looking for a needle in a stack of needles, but in the dark”.

6This piece of glass is a broken microscope slide and is glued onto the top of the PIFOC stage.
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Figure 5.6: Side on absorption imaging with repumper light passed through the objec-
tive. a) A cloud is released from the CODT in the science chamber and imaged with
absorption imaging with imaging and repumper in the horizontal plane. b) The same
as a) with the exception that the repumper light for imaging is passed through the
vertical molasses cooling path. c) The same as a) but the repumper light for imaging
is passed through the addressing beam path.

one from the uncoated glass. A beam is aligned such that it is parallel to the vertical

axis and then reflected from the glass plate. The resulting reflections are overlapped

after a total travel of 3.5 m. Repeating the alignment after the breadboard had been

placed into the real setup provided us with a very good initial tilt of the objective axis

with respect to the vacuum window.

5.3.3 Implementation into the real system

The addressing beam itself can act as a reference for aligning the position of the mi-

croscope breadboard. Repumper light was shone through the addressing beam path to

find the position of the objective with respect to the atom cloud7. Figure 5.6 shows

absorption images of clouds released from the CODT beams in the science chamber

with repumper light in either the addressing beam path or the vertical molasses beam

path. As can clearly be seen by b) of figure 5.6, the path for the vertical cooling beam

is very angled when compared to the addressing beam path. The purpose of this was

to reduce the amount of back reflection from the cooling beam to the camera. Image

7Swapping fibres at the output can misalign beam paths. To prevent this, but allow for quick
swapping of beam paths, intermediary fibres are used as a type of “middle connection” which can be
easily swapped and connected through fibre-fibre connectors.
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Figure 5.7: Photographs of the microscope breadboard. Left is the breadboard in the
test setup and right is the breadboard in the real chamber.

c) from figure 5.6 shows repumper light in the addressing beam path with very good

alignment onto the cloud. As the addressing beam has been pre-aligned with the center

of the field of view, we now have a way of aligning the full system with the objective

at the heart.

One notable issue that arose from installing the microscope breadboard into the real

setup was an alignment mismatch that originated from the objective piezo stage. The

piezo stage is connected to a controller through a 1.5 m cable which has an extruding

metal protector from the housing. Looking at the design of the quadrupole coil holders,

one can notice a split in the holder - see appendix A. Originally, this is to prevent the

build up eddy currents in the mounts, but a slightly deeper grove has been cut to

allow space for the piezo-stage cable connector. This connector should therefore align

perfectly with the grove and situate the board parallel to the transport axis. However,

the coil holders were mounted to the board in such a way that that this grove was

required to be rotated by 25 − 30◦. As a result, the full objective board needed to be
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rotated, as can be seen in figure 5.78.

5.4 Alignment of the microscope objective

To calculate if a particular lattice site is populated, one must know the point-spread

function of the atoms, the angle between the lattices and the separation between atoms.

All three of these points are reliant on the system being correctly aligned and for that

reason, a lot of effort went into ensuring that the objective axis is perpendicular with

the bottom vacuum window surface.

After the imaging system had been installed into the real setup, the alignment of

the microscope breadboard was initially done using parameters from the test setup;

however, further alignment was required before single-atom images could be taken.

The light for imaging is produced by molasses cooling the cloud for the duration of

the exposure time, using a vertical molasses beam and two retro-reflected horizontal

molasses beams. All three of the molasses beams beams originate from the same source,

which can result in an interference profile being created across the cloud. This profile

can lead to regions of higher and lower intensities and in turn lead to a non-uniform

fluorescence from the atoms (as seen in [45]). To prevent this, a relative frequency

detuning of −100, 0, 100 Hz is applied to the molasses beams in lattice 1, lattice 2 and

the vertical axis respectively. This is performed by means of a direct digital synthesizer,

which controls the frequencies of the respective AOMs. In addition to this, the retro-

reflection mirrors for the horizontal molasses beams are mounted onto piezo actuators.

This allows us to move the polarisation gradient created by the molasses beams and

results in a more homogeneous cooling, which is required as the lattice and molasses

beam wavelengths are not commensurable.

Figure 5.8 is one of the first single-atom images we took with the objective. It can

8There is a large magnetic coil placed between the two chambers which has yet to be mentioned.
This Feschbach coil will be used in the future to create the large magnetic fields responsible for the
evaporation of 85Rb. However, in the future it will be impossible to place a coil in that location without
major disruption to the experiment. Therefore it has been implemented now.
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Figure 5.8: One of the first single-atom images taken.

clearly be seen that there are two additional intensity maxima to the right of the main

peak. The additional maxima have a tail like effect which points in the same direction

as the tilt of the objective relative to the glass window. This is of particular use to

know when alignment of the objective is required. When the relative tilt between the

window and objective becomes small and one can no longer tell by eye if there is a tilt,

a quantitative measurement of the tilt is required (computational analysis).

An example of the analysis process (which is performed after every realignment

when the relative tilt is small) for single atom images is presented in figure 5.9 when

the system was tilted [a)] and then correctly aligned [b)]. Thirty fluorescence images

similar to figure 5.10 are taken of a dilute cloud of atoms. For the misaligned situation,

68 single atoms were selected that had a radial separation of at least 10 pixels from

another. A radial average is obtained by first overlapping each identified atom (left

images of figure 5.9) and then calculating an average around a circle, centered on the

intensity maximum, with varying radii and averaging these results. This produces a

point-spread function which is plotted in terms of real sizes - right images of figure 5.9.

The theoretical point-spread function can be calculated using equation 5.2. In an ideal

situation, the averaged image would be perfectly radially symmetric and be described

by an Airy function; however, a double Gaussian can approximate the point-spread

function as well [160]. A double 2D Gaussian for fitting the point-spread function is

defined by [45],
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PSF (x, y) = C

[
(1− a)exp(−0.5(x2 + y2)/σ2

1)

+aexp(−0.5(x2 + y2)/σ2
2)

] (5.5)

where C is the peak fluorescence, a describes the relative amplitudes and σ1, σ2 are the

widths of the two Gaussians. An additional maxima can be seen in the left image of

figure 5.9a). The feature is due to the objective still being slightly tilted with respect

to the vacuum window while also having the imaging system out of focus [160]. The

difference in tilt between the objective and vacuum window contributes the largest effect

to the point spread function. For the tilted objective (a) of figure 5.9), the measured

point-spread function differs substantially from the theoretical one, such that the first

minimum q1, extends well beyond two lattice sites.

After accounting for the tilt of the objective, a selection of images was taken. Figure

5.9b) shows the averaged image of 64 single atoms in focus, along with an average

point-spread function. It can be clearly seen that the point-spread function is now

symmetrical around the central intensity peak. When comparing it to the theoretical

point-spread function (equation 5.2), we find that these are now in good agreement.

Although the position of the first minima is slightly offset, this is because of the residual

Airy disk that is slightly visible in the image and may be a result of a very small

defocusing of the objective (< λ)

As well as a tilt, the imaging system being slightly out of focus would result in a

reduction of the total fluorescence counts on the camera. We can estimate the total

fluorescence rate per atom through the scattering rate [2]

Rsc =

(
Γ

2

)
(I/Isat)

1 + 4(∆/Γ)2 + (I/Isat)
, (5.6)

where the total intensity of the cooling beams is I = 0.1Isat, in the current setup. The
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Figure 5.9: Point-spread function before [a)] and after [b)] alignment. a) Left shows an
averaged fluorescence image of 68 single atoms. Right shows the radial average of the
same 68 single atoms before alignment, with a double Gaussian fit and the caculated
point spread function. An exposure time of 800 ms and an EMCCD gain of 400 was
used. b) Left shows an averaged fluorescence image of 64 single atoms with the right
graph showing the radial average after alignment for the same 64 single atoms, with
a double Gaussian fit and the caculated point spread function. An exposure time of
400 ms and an EMCCD gain of 100 was used.
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Figure 5.10: Fluorescence image of single atoms.

imaging path should allow the capture of around 8% of total light from the atoms (5.1).

During an imaging time of 400 ms, with a cooling laser detuning of 46.5 MHz, each atom

should emit around 500 photons. This would result in a total number of fluorescence

photons on the camera of roughly 40 and readjusting this for the gain of the camera

(100), means that around 4000 counts per atom should be imaged. When comparing

this to the measured peak counts per atom for the tilted objective of 2000(250) - as

taken from a) of figure 5.9 (adjusted for the same gain and imaging time) we see

that the peak number of photons per identified atom is ∼ 50% of the expected value.

Although the total number of photons that reach the camera from the atoms is mostly

constant, a tilt of the objective with respect to the vacuum window will change the

point spread function and in turn spread the total photon number across a wider area.

This means that peak photon count per identified atom can be used as an indicator

that the objective is still tilted with respect to the glass window. We estimate this tilt

to be at least 4 arcminutes by comparing the point-spread function to a data sheet of

simulations performed by Leica Microsystems [163].

We present four of the data-sheet simulated images9 alongside a real atom picture

from our experiment [figure 5.11a)]. For the simulated images, the angle between the

9Provided by Leica Microsystems
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Figure 5.11: Point-spread function analysis. a) The real image in focus is compared to
a number of simulated point-spread functions for different tilt angles of the objective
axis. Data acquired from Leica Microsystems [163]. Each image corresponds to a
degree of tilt between the glass window and the objective in units of arcminute. The
images have been orientated to align with the real image. b) A real image but out
of focus is compared to a number of simulated images for an objective that has been
tilted by 5 arcminutes [160]. Each image is a step of one wavelength from the focus.
c) Each image contains an averaged point-spread function of > 50 single atom images
for varying focus positions of the objective. The red highlighted image is at the focus,
with the green image being 3.5 µm closer to the atoms and as such, out of focus.
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Figure 5.12: Total simulated peak fluorescence from a point source for varying the angle
of the objective axis relative to a glass window [163].

glass window and the objective is varied between 0 − 5 arcminutes, with the images

being orientated to align with the real image10. The additional intensity peaks tilt in the

direction that has the smallest distance between the glass window and the objective.

After a large enough tilt (≈ 5 arcminutes) the intensity profiles are separated into

distinct regions, with the central spot becoming stretched. A tilt of the objective axis

relative to the glass window would also result in a reduction of the peak fluorescence.

Figure 5.12, which has been adapted from our Leica Microsystems data sheet, presents

the simulated peak fluorescence when varying the tilt of the objective axis. If we

assume that our system initially had a tilt of 3 arcminutes, then this would result in

a reduction in the peak fluorescence of ∼ 50% - which is what we initially observed.

However, when looking at the in-focus peak fluorescence (b) figure 5.9), we find an

average of 3600(300) counts per atom for an exposure time of ∼ 400 ms and a EMCCD

gain of 100. Comparing this to the theoretical value of 4000 counts per atom previously

calculated for the same exposure time and EMCCD gain, we find that there is a good

match between the two.

To look at how defocusing of the objective can affect the point-spread function,

figure 5.11 b) uses simulations of the point-spread function (images taken directly from

[160]) for an objective which has been tilted by 5 arcminutes in relation to a glass plate.

10The total transmission has been normalised in each image.
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As the imaging system is brought out of focus, fine details of the Airy disks are lost

and they blend into larger features. These features eventually look like “round” disks

and can mislead one into thinking the images may be in focus11.

To better evaluate the tilt of the objective, a selection of averaged point-spread

functions for different focus positions are given in c) of figure 5.11. The point-spread

function created by the atoms can be seen to change as the focus of the objective is

changed. Scanning the objective through the focus allows for a more uniform under-

standing of where the focus is and how severe the tilt is.

Currently the back reflection of imaging light produces a speckle-type pattern on

the camera. A quick solution to account for this is to take a background image with

the speckle pattern but with no atoms and subtracting it from the single atom image.

The background image in this case is produced by taking an average of more than

30 background images12. This washes out any fluctuations that arise during imaging.

However, if the cooling light in the imaging axis was not the same wavelength as the

imaging light then the background counts could be very low and a simple one time

average of a bulk of images would suffice for creating clean images. A future option is

to implement D1 cooling of 87Rb [159] in a 3D optical lattice which would avoid cooling

light being captured by the camera and improve the quality of the background.

5.4.1 Determine lattice angles and spacing

One last measurement which can be performed to provide further information for a de-

convolution algorithm, is to determine the lattice angles and spacing. The angles allows

the algorithm to calculate where each lattice site is in relation to the image and then

calculates the separation between each atom which provides an image magnification.

This is performed independently of measuring the point-spread function.

To calculate the lattice angles, images of dilute clouds (similar to figure 5.10) are

11As was the case with us for a period of time.
12A more pragmatic approach is to take more than 30 background images and then update this

average with a new background every cycle.

111



Chapter 5. Single-atom imaging

Figure 5.13: Measurement of the lattice angle for lattice 1 [45,143]. A similar process is
repeated for lattice 2. a) A florescence image is shown on lattice angles of 15.972◦(red)
and 15.700◦(black) layered on top. b)
For lattice angle 15.972◦ the maximum points of plotted histograms are shown (without
bins visible) to display the frequency of an atom appearing at a particular distance - in
pixels - from another atom. A multi-order equidistant Gaussian is fitted to the plot. All
data is an average of 21 fluorescence images. c) The same as b) but with a lattice angle
of 15.700◦. d) A selection of lattice angles are probed between 15.925◦ and 16.025◦

with a resolution of 0.001◦ and the width of a Gaussian fit from the histographic plots
is recorded. A polynomial fit is applied to the data. The minimum of this fit would
correspond to the narrowest, most uniform structure for the atoms and in turn, the
correct lattice angle. The lattice angle is found to be 15.972(8)◦.
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analysed. An algorithm identifies single atoms and then for a particular angle, overlaps

a set of parallel lines [figure 5.13a)] and counts the total florescence counts on those

lines [see figure 5.13b) and c)]. A histogram is created with the number of florescence

counts along a particular line and a set of equidistant Gaussians is fit to the data.

This process is repeated for a full range of angles. A graph showing fitted Gaussian

width per lattice angle being presented in figure 5.13d). A minimum width of the fitted

Gaussian will correspond to the correct lattice angle [26, 45]. We obtain lattice angles

from the image shown in figure 5.13 for lattice 1 of 15.972(8)◦ and 90◦+ 19.593(8)◦ for

lattice 2. This provides a crossing angle of 93.621(8)◦. The distance between atoms in

each axis is 2.52(1) pixels and with a lattice spacing of 532 nm, this corresponds to a

measured magnification of 75.8(3).

As a final observation, we did manage to observe single atoms without using any

EMCCD gain. For an imaging time of just 400 ms and a molasses detuning of 45 MHz,

we were able to capture the image shown in figure 5.14. Although the signal to noise

of the image is very low (below 2), single atoms can still be seen even for such a

small exposure time. This is quite an interesting result and reinforces the idea that

our imaging system is very well aligned such that we maximise the peak fluorescence

captured per atom.

5.5 Conclusion

This chapter has described the setup used for single-atom imaging, the method of

imaging and the steps required to reconstruct the position of single atoms within an

optical lattice. There is the possibility to add a number of improvements to this system.

To reduce the amount of back-reflected light on the atoms from the vertical cooling

beam, cooling on the D1 transition of 87Rb could be used [159]. This would allow a

cooling beam to pass on axis through the objective while the narrow-band filters in front

of the camera would be able to block the light. The magnification of the imaging system

can also be changed by swapping the focusing lens in the imaging path, if required.
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Figure 5.14: Fluorescence imaging without any EMCCD gain with only a 400 ms
exposure time and a molasses detuning of 45 MHz.

For quantum-simulation experiments custom potentials created by light are useful to

the realisation of complex systems. A spatial light modulator (SLM) can be utilised

to reflect light towards towards the objective and impart a particular phase profile on

the light, which the objective can focus down and transform into custom potentials.

The experiment has been designed with all of these extensions in mind and the useful

hardware is already in place for the majority of it.
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Outlook

Providing an apparatus that is capable of imaging ultracold single atoms with single-

site resolution is a great stepping stone towards the creation of a complex quantum

simulation machine. We were able to create a single layer of ultracold atoms trapped

within a 3D optical lattice; however, during my time working on the experiment, we

were not able to create a single superfluid layer. Shortly after leaving the experiment,

superfluidity and Mott insulation of single atoms in a single layer were achieved. This

chapter will start by discussing the progress made towards creating a superfluid layer

during the course of my PhD while showing promising new results. The chapter shall

conclude with a brief description of the future plans for the experiment. Most notably,

the development of the apparatus into a dual-species device and the ability to create

optical lattices with more complex configurations.

6.1 Vertical dimple trap

Cooling a single 2D sheet of atoms to degeneracy poses a number of challenges in

our system. The most notable of these is a result of the forced evaporation in the

vertical lattice after the preparation of atoms in a 2D layer. During this process, the

vertical lattice potential is reduced to 30Er. Therefore, any forced evaporation will

work poorly due to the low trap frequency and atom density within the trap. The
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Figure 6.1: Fluorescence images taken from [3] showing the effect of the vertical dimple
trap. The left image shows a 2D layer after forced evaporation in the vertical lattice
without the dimple trap. The right image shows the same evaporation but with the
dimple trap present during the evaporation.

problem is identical to the one described in section 3.2.3 and the solution in this case,

is to also to use a dimple trap (that propagates through the objective). This however,

is not critical for the creation of a superfluid but provides a greater level of control over

the evaporation process.

As mentioned in section 5.2, the microscope breadboard contains an beam path

for the dimple trap (850 − 852 nm). The wavelength of this beam was chosen not

only because it is far enough detuned from any transition, but also because it is a

wavelength that works with our dichroic mirrors - even if the transmission is only

∼ 30%. The dimple trap beam is passed through the high-quality telescope on the

microscope breadboard and then through the objective and incident onto the atoms.

Just like the vertical molasses beam, the dimple beam needs to diverge when entering

the telescope in order to have a larger than single site width in the object plane but

still be smaller than the vertical lattice beam. A tighter trap for performing forced

evaporation will provide larger trapping frequencies and can lead to the faster creation

of a superfluid. Unfortunately, at the time of writing this thesis, the dimple trap is still

being setup and no data is currently available. However, a vertical dimple trap was

implemented in the first quantum gas microscope experiment at Strathclyde and the

effect it had on a single layer during evaporation can be seen in figure 6.1 [3]. We hope
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Figure 6.2: Single atom florescence image of a dense Mott insulator as taken with our
machine. A continuously varying chemical potential (as described by section 2.3.3) is
created due to the Gaussian profile of the optical lattice beams. This leads to discrete
atom numbers per lattice site, which can be visualised through the parity of the imaging
method [26] and creates an apparent hole in the cloud.

to have the same improvement over the confinement of atoms in the 2D layer.

The introduction of a vertical dimple trap will allow for a more controlled creation of

a 2D superfluid cloud. The transition to a Mott-insulating state is relatively straight-

forward when compared to some of the previous experimental steps. To go from a

superfluid to a Mott insulator, the cloud is localised onto individual sites by increasing

the trapping lattice potential, reducing the tunneling rate [43, 164]. A Mott insulator

was recently created in the lab by first creating a 2D superfluid contained within the

vertical lattice. Figure 6.2 shows a preliminary image of this Mott insulator taken at

Strathclyde, showing well-defined shells of chemical potential as described in section

2.3.3.

6.2 Alternative lattice potentials

With single-site addressing, one atom at a time can be addressed and removed from the

optical lattice. If starting with a fully populated square lattice, one could imagine with
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enough removal steps, any arbitrary 2D atom distribution could be achieved. Ideally

one would like a system where a number of complex atom distributions and potentials

could be utilised to study such physics as transport dynamics [165], edge states [166]

and local entropy [26]. A spatial light modulator (SLM) can allow for the creation of

complex 2D [61] and 3D [62] atom distributions and also provide a way to eliminate

the continuously varying chemical potential created by the Gaussian trapping potential.

An SLM can shape the phase front of an input beam and project a potential onto the

atoms if passed back through a focusing lens. This has been using to create a variety of

2D atom distributions, most notably in thermal atom systems with separation distances

of a few µm [61].

Realising novel potentials with atoms in an optical lattice provides a reconfigurable

test bed for quantum-simulation experiments. Another technical improvement of our

machine is the ability to change lattice configurations, from square to triangular. Tri-

angular lattices are of a particular interest as they open up the possibility of studying

frustrated systems [167–169]. Triangular lattices also allow for the possibility to create

kagome lattices [170], which opens up the possibility to study complex physics such

as, the ground state kagome antiferromagnet, crystalline ordering and quantum spin

liquids [171,172]. A key aspect of our quantum-gas microscope is the ability to change

the experiment dependent on the physics that is wanting to be investigated. This will

be primarily achieved by the customisable trap potentials which are created by an SLM

and allow us to probe a huge range of parameters for essentially the same experimental

apparatus.

6.3 Dual species

One of the main long term experimental goals, is the implementation of a second

atomic species into the experiment, 85Rb. Two-component bosonic systems can result

in fascinating physics, even for atoms just in the Mott-insulating regime [173]. These
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systems1 can then be used to study such complex fields as quantum magnetism [174],

quantum-phase transitions [175] and even spin-charge separation in effective 1D systems

[176]. To describe such systems one can assume the atoms are cold enough to be trapped

within the lowest Bloch band of the potential wells created by the optical lattices and

the dynamics of the system can be described through a two-component Bose-Hubbard

model, given by [173],

H = −ta
∑
〈i,j〉

(â†i âj + h.c)− tb
∑
〈i,j〉

(b̂†i b̂j + h.c) + U
∑
i

(n̂ai −
1

2
)(n̂bi −

1

2
)

+
1

2

∑
iα=a,b

Vαn̂αi(n̂αi − 1)−
∑
iα

µαn̂αi.

(6.1)

The nearest neighbour sites are denoted by 〈i, j〉 with the spin states of the different

component bosons being denoted by a, b. The annihilation and creation operators are

given by âi, b̂i and â†i , b̂
†
i with the boson occupation number for each species on site i

being n̂ia and n̂ib. The spin-dependent tunneling matrix elements are ta(b) with the on-

site interaction energy U , while the inter-species interaction is given by Va(b). Unlike in

a single-component system where one can control the interaction by tuning the depth

of the potential, a two-component system needs to be able to control the intra-species

interaction. Feshbach resonances between the two components can be utilised to control

the scattering lengths of each component [177] and probe new, exciting physics.

Implementation of a second species into the existing experimental setup would have

been almost impossible without design and planning before the experiment was built.

The atomic source used in the experiment is that of natural rubidium, so it already

contains each species. All of the laser systems required for the cooling and trapping

of 85Rb have been planned to propagate in the same paths that exist for the current

cooling and trapping of 87Rb - saving space and ensuring the same alignment for the

1It should also be noted that a dual species system that traps atoms within triangular lattices
is the perfect platform for exploring frustrated systems [167] and the complex dynamics behind spin
impurities [50].
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second species. The main challenging issue when implementing 85Rb, is the need for

additional magnetic coils which are responsible for the creation of the large magnetic

fields required to reach Feshbach resonances. For 85Rb-85Rb, there are three resonances

within a “reasonable” magnetic field regime2 where both atoms are in F = 2,mF = 2

state - 165 G, 171 G and 369 G [178]. For a mixture of 85Rb-87Rb, there are two

resonances which can be accessed when 85Rb and 87Rb are in states F = 2,mF = −2

and F = 1,mF = −1 respectively - 271 G and 382 G [179]. The requirement of large

magnetic fields require large magnetic coils, not only do they need to fit around the

science chamber but also around the initial MOT cooling chamber, where forced and

sympathetic evaporation will be performed. Therefore, these coils had to be placed

around the chamber before any of the other optics were implemented.

6.4 Conclusion

Single-site resolved imaging of ultracold bosons in an optical lattice has been developed

over the past decade and interest in quantum-gas microscopes, for various quantum-

simulation applications, has grown substantially from two labs to over a dozen. Over

the four years of my PhD, I have managed to take an empty lab and transform it into

a complex machine that is capable of imaging and manipulating single atoms. Consid-

ering during the majority of the last four years, there was a maximum of two people

working on the experiment, I feel that this is a huge achievement for any experimental-

ist. This thesis has shown two main results: the fast creation of an all optical BEC of

87Rb and the efficient creation and imaging of a single layer of 87Rb with single-site res-

olution. The fast creation of an all-optical BEC shows that, even in a complex machine

that has been designed for quantum-simulation experiments there is still the possibility

to explore other avenues, which may seem to be well established. The long-term goal

of the experiment is to create a configurable dual-species quantum-gas microscope that

2Reasonable is defined in this case, as anything below 400 G. Anything above this value and the
calculated water pressure required for the efficient cooling of the magnetic coils - which are sealed using
a neoprene gasket - would not be achievable.
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is suitable for a broad variety of quantum-simulation experiments. I believe that the

work I have done will hopefully benefit a new generation of PhD students and pro-

duce remarkable research results on spin frustration, out-of-equilibrium dynamics and

impurity dynamics.
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Coil design

The coils responsible for the the creation of the magnetic gradient were placed above

and below the science chamber. The objective below the chamber puts stringent re-

quirements on the size of the coils. A cross section of the objective inside the bottom

vacuum window atop the microscope board is shown in figure A.1. As can be seen, the

space between the bottom side of the vacuum window and the mount that the objective

is attached to is quite small. There is a total separation of 56.85 mm between the two.

This is the space in which the gradient coil has to be placed. This space is even further

reduced when taking into account the vacuum gasket and the bolts which are attached

to the flange. This results in an maximum absolute width of the coil holders being

50 mm.

The coil holders were made of brass with an overall width of 34 mm and an outer

diameter of 170 mm with the inner diameter for the wire of 76 mm. The interesting

part of the coil support is the water cooling through a snaking channel cut into one side

of the holder. This design (shown in figure A.2) allows for water to pass across the full

area of one side of the coil holder. Although this design is not new, we did use a new

method of sealing the coil. In the past, groups at Strathclyde have soldered a lid onto

the coil mount to make it watertight, but this once lead to a leak in the joints between

the two. Our method instead uses a neoprene gasket which is compressed down onto

the top of the mount over the water channel and reduces the chance of a leak.
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Figure A.1: A cross section of the objective with exact size measurements. The support
board is below the objective with the bottom vacuum window above it.
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Figure A.2: a) Image of the gradient coil support with water channel visible. b) Image
of the support during winding of the coil with blue thermal paste between each layer
of windings.

One of the downsides to using a compression-fitted rubber gasket over a soldered

seal, is that the water channel will not be able to handle as much pressure. This can

be a point of concern as lower flow through the channel will result in a lower rate of

heat extraction. This is due to the cold water having time to heat up at the start of

the channel and then not efficiently removing heat from the end of it. A number of

tests were performed once the wire had been wound round the holder. The wire used

was rectangular 2× 1 mm copper wire which was wound for 9 windings with 25 layers

resulting in a total resistance of 2.1 Ω. To test how well the water cooling dissipates

heat, 50 A is passed through the coil for 5 minutes with a cycle time of 10 seconds

on and 30 seconds off. During the test, temperature measurements were taken of the

outer surface of the coil, the back of the brass mount and the top of the water channel

continuously. Infrared images of the maximum temperatures measured of the outer

surface of the coil and the uncooled side of the brass mount are shown in figure A.3.

The water cooling is able to keep a 90 ◦C difference between the coil and the mount.

This cooling is essential as the coil mount is attached directly onto the science chamber

and the objective is placed through the center of the bottom coil. Any heating of the

chamber or the objective could cause irreversible damage to either part.
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Figure A.3: FLIR infrared images of a gradient coil after a cycle time test. a) Max-
imum temperature of the uncooled outer surface of the coil - 102.3 ◦C. b) Maximum
temperature of the uncooled back side of the brass mount - 21.6 ◦C.
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“A novel scheme for efficient cooling below the photon recoil limit,” EPL (Euro-

physics Letters), vol. 27, no. 2, p. 109, 1994.

136



Bibliography

[107] G. D. Bruce, E. Haller, B. Peaudecerf, D. A. Cotta, M. Andia, S. Wu, M. Y.

Johnson, B. W. Lovett, and S. Kuhr, “Sub-Doppler laser cooling of 40K with

Raman gray molasses on the D2 line,” Journal of Physics B: Atomic, Molecular

and Optical Physics, vol. 50, no. 9, p. 095002, 2017.
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