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Abstract 

 

Continuous crystallisation offers a number of benefits over traditional batch 

processing including reduced variability and consistent quality. This is of 

particular importance in pharmaceutical manufacturing where ensuring safety, 

efficacy and quality is essential. The motivation for this work has been to 

develop a novel meso-scale (internal diameter 10 mm) Continuous Oscillatory 

Baffled Reactor (COBR) and develop processes that can easily control 

polymorphic form. Alpha lipoic acid (ALA) is a poorly water soluble compound 

with challenging physical and chemical properties and is used as a model active 

pharmaceutical ingredient (API). 

Chapters 1, 2 and 3 of this thesis details a literature review, overall aims and 

objectives of the project and the materials and methods used throughout this 

work, respectively. Chapter 4 focuses on developing a novel crystal engineering 

approach to produce the metastable form, form II, of ALA. This was achieved 

using nicotinamide (NIC) as a solution phase additive. NIC is a widely 

investigated co-crystal former that is also a hydrotrope. Hydrotropic 

solubilisation of ALA and the impact on polymorphic outcome with respect to 

hydrotrope concentration has been investigated. The crystal structure of the 

new metastable form, ALA II, has been determined and the process conditions 

for achieving this form defined. 

To gain further insight into the crystallisation of ALA II, the process was scaled 

up to 1 L in a Stirred Tank Reactor (STR) using Process Analytical Technologies 

(PAT) (Chapter 5). FBRM enables onset of nucleation and growth of ALA 

crystals to be studied. The crystallisation of ALA II in the required 

concentration ranges was shown to be influenced by temperature and cooling 

rate. Evidence of solution-mediated phase transformation after 12 hours was 

obtained. The results suggested that continuous crystallisation could offer some 

opportunities to achieve dynamic control over polymorphic form that would be 

harder to achieve in batch.  This was examined in detail (Chapter 6) which 

describes the design, development and characterisation of a meso scale COBR. 

Residence time distribution (RTD) studies at a variety of mixing conditions were 

completed and a model predictive temperature control system developed. The 
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novel 10 mm ID platform established can deliver near plug flow operation with 

accurate temperature control, well suited to control of crystallisation processes. 

In Chapter 7 the development of a continuous crystallisation process for ALA 

polymorphs is described. The small scale batch crystallisation conditions 

investigated in Chapters 4 and 5 were converted into an unseeded cooling CC 

process. The polymorphic form of ALA was controlled by exploiting the 

hydrotropic effect of NIC and the ability to rapidly change process conditions in 

a continuous environment. 
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1.1 Continuous Manufacturing and Crystallisation in the 

Pharmaceutical Industry 

Continuous manufacturing (CM) is a relatively novel concept within the 

pharmaceutical industry and is receiving significant amount of research. One 

definition for CM is that it is a vision where processes are integrated, based on a 

systems approach, with model-based control whilst making use of flow1. Hence, 

CM, in its fullest implementation covers all aspects of a process and the 

distinction between primary and secondary processes are eliminated. CM offers 

many benefits including; control, consistency over a process, reduced operational 

costs and contribution to a ‘greener’ environment2, 3. Changing patient 

demographics, increased development and manufacturing costs are some of the 

driving forces behind the need for more flexible, reactive and cost-efficient 

production facilities contributing to a lean, demand-lead supply chain model. 

The potential economical benefits of continuous manufacturing in addition to 

better product quality allows it to be a viable option for the pharmaceutical 

industry to adopt to make considerable savings in cost, energy and product 

quality and consistency. 

Continuous manufacturing of pharmaceuticals involves bridging the three main 

stages; primary, secondary processes and supply chain networks. The primary 

stage involves the manufacture of the active pharmaceutical ingredients (API) 

and excipients, followed by processes such as, crystallisation, drying and size 

reduction. The secondary stage involves formulating the API with excipients to 

provide a final product (Figure 1.1). 

Figure 1.1 A schematic of the processes involved in a pharmaceutical 

manufacturing (figure adapted from reference 4). 
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There are tools which can support the development and manufacture of 

pharmaceuticals and these can be collectively termed as Process Analytical 

Technologies (PAT). CM utilises PAT to design, evaluate, monitor and control 

processes. PAT can be applied to ensure final products meet the specifications 

and if they do not, serve as a method of developing risk mitigation strategies for 

final product attributes5. This can be complemented with automation of 

hardware (e.g. pumps, heater/chillers), allowing the system to be less labor 

intensive.  

There is a need to fully understand the interactions between process 

parameters, material properties and Critical Quality Attributes (CQA) to 

develop and operate CM processes. This is termed Quality by Design (QbD) and 

is a move towards process and product development that is based on a scientific 

understanding of the key factors (Figure 1.2). 

Figure 1.2 Schematic of QbD (figure adapted from reference 6). 

Although CM has been adopted across numerous industries (e.g. oil refining7),  

the uptake by the pharmaceutical industry has been slow. The delay in 

implementation of CM to pharmaceuticals manufacturing has been attributed to 

the high initial investment costs as well as challenges associated with 

introducing innovation within a highly regulated pharmaceutical approval 

system8. A perceived risk for pharmaceutical companies changing from batch to 

continuous processing is that the industry is subject to very stringent 

regulations. The regulation covers all aspects of manufacturing including; raw 

materials, plant design, test standards used to determine safety/efficacy of 

pharmaceutical ingredients and packaging. Therefore, the pharmaceutical 
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companies must satisfy the Food and Drug Administration (FDA) in the US and 

the European Medicines Agency (EMA) in Europe. However, recently the FDA 

has approved lumacaftor/ivacaftor, a new cystic fibrosis drug and an 

antiretroviral medication named Darunavir9, both of which have incorporated 

CM to their manufacturing processes. These two examples signify a milestone in 

integrating continuous processes into commercial pharmaceuticals. 

Studies have evaluated the likely benefits of continuous manufacturing with 

respect to batch processing8, 10-13. A continuous twin screw granulation and 

drying process has been successfully transferred from batch to continuous 

process8 which demonstrated reduced manufacturing time and reproducibility of 

results but highlighted challenges around control of crystal size.   

Traditionally pharmaceutical manufacturing has been synonymous with batch 

processing and as a result continuous crystallisation has gained a significant 

amount of interest only in the last 20 years (Figure 1.3). 

Figure 1.3 Number of publications for continuous manufacturing (blue) and 

continuous crystallisation of pharmaceuticals (orange) between the years 1999 

and 2017. 

Benefits of continuous manufacturing with respect to crystallisation can be 

recognised in: reduction in solvent use, waste production, energy and footprint 

consumption, more control and automation of reactions, safer and more 
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economical scale up possibilities2, 14-16. An investigation into the continuous 

crystallisation of an API indicated that a continuous process offered significant 

advantages over batch production in terms of operation and costs with a 

reduction in process time of over 90%10. Further to this, a mathematical 

modelling framework transferring a Mixed Suspension Mixed Product Removal 

(MSMPR) crystalliser from batch to continuous was developed13. It was observed 

that continuous mode of operation achieved higher throughput with a shorter 

mean residence time and comparable yield to the previously examined batch 

process. However, not all processes may be suitable for continuous processes, for 

example low yields in the production of chiral crystals from continuous 

crystallisation has been highlighted17. Therefore, appropriate analysis of process 

and optimisation of batch process should be carried out prior to making a 

decision. 

 

1.2 Continuous Crystallisation Technologies 

There are a range of continuous crystallisers that have been demonstrated 

including MSMPR or Continuous Stirred Tank Cascade (CSTC) depending on 

the number of vessels as well as plug flow reactors (PFR) (Figure 1.4). 

Figure 1.4 Some commonly used crystalliser types (figure adapted from 

reference 108). 

PFRs can be subdivided into three categories namely; segmented flow reactor, 

tubular reactors with static mixers and oscillatory baffled reactor (OBR). A 
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second generation of OBR’s has also been developed referred to as meso 

(milliliter) scale OBR’s that enable processes to be operated at lower scale in 

development or for small volume manufacture.   There are different process 

platforms available and the aim of development is to identify the most suitable 

process conditions to achieve the desired product. Part of this is to look at 

process understanding and control approaches. Some of the differences and 

similarities between platforms is shown in Table 1.1. PFR offer some potential 

benefits for crystallisation due their excellent heat and mass transfer 

capabilities though must be adequately designed to accommodate required solids 

loadings or longer residence times for slower processes. 

Table 1.1 A summary of the main differences and suitabilities of static mixer 

based crystallisers and PFR’s (Table adapted from reference 18). 

Within the OBR good mixing is also achieved, an important factor affecting 

crystal properties allowing a uniform experience for the particles as they 

progress through the process conditions.  OBRs have the advantage that they 

can be modular to respond to changes in demand levels. However, a pressure 

drop associated with increasing the number of sections can be a limitation. It is 

perhaps simpler to add another cascade to form a series of cascades to convert a 

batch static mixer based crystalliser to continuous mode. Furthermore, 

depending on the initial solid loading needed for a process, CSTR may be more 

suitable as it is capable of handling higher solid content. Another point to 

consider would be the residence time needed for the reaction. PFR’s have narrow 

residence time profiles compared to MSMPR which have a wider residence time 

profile. As a result, the requirements of the system can also influence 

crystalliser choice.  

Attribute CSTR PFR 

Handling of Solids  (higher than PFR)  

Quickness to steady state X  

Narrow residence time X  

Operational complexity X  

Ease of scale-up X  

Enhanced heat and mass  transfer X  
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A study which investigated the crystallisation of paracetamol within an OBR 

and STR highlighted the OBR to be more effective than the latter in producing 

particles of smaller sizes, smoother surface with less crystalline imperfections19. 

Comparisons from crystallisations in batch stirred tank and continuous MSMPR 

reactors have also been studied20. The findings from this study indicated 

narrower size distributions (spans of 1.5 - 2 and 4 - 8, respectively) and lower 

yields (e.g. 20 - 50% and 30 - 70%, respectively) in the Continuous Oscillatory 

Baffled Reactor (COBR) compared to the MSMPR for l-Glutamic acid. The 

COBR demonstrated limited operating conditions (e.g. due to blocking of the 

reactor), whilst the MSMPR reactor was identified as being more versatile and 

was operated for up to 70 hours compared to several hours for the continuous 

OBR. Lastly, the outcome of the examination of the effect of mixing on 

enantiopurity of seeded crystallisation of sodium chlorate in STR and OBR has 

been investigated21. These findings provided further insight into the nucleation 

mechanism in the OBR and suggested that an alternative mechanism to that in 

the STC was observed which is significance is that it can affect CQA. 

In conclusion, there are several reasons why one crystallisation technology 

might be more suitable over the other and the process and outcomes need to be 

considered as a whole. Lastly, analyses of new continuous crystalliser platforms 

to determine; e.g. robustness, cleaning, mixing performance are needed to fully 

understand their application in pharmaceutical manufacturing and their 

suitability for the process, product requirements. 

 

1.3  Fundamental Process Parameters 

 Solubility 1.3.1

Solubility, is a thermodynamic quantity that defines the maximum amount of 

solute which can be dissolved in a particular solvent at a given temperature and 

pressure. In other words, when the chemical potentials of the solid (µsolid) and 

the solute in solution (µsolution) are equal, the solution will be in equilibrium 

and can be described as saturated (∆µ = 0), at constant temperature and 

pressure. 

∆𝜇 = 𝜇𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 – 𝜇𝑠𝑜𝑙𝑖d  Equation 1.1 
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Solubility of the solute in the respective solvent system is one of the first steps 

in designing a crystallisation process. Figure 1.5 is a representative solubility 

diagram, showing the undersaturated area, metastable zone width (MSZW) and 

supersaturated region. Below the solubility line, i.e. the undersaturated region, 

crystallisation cannot occur due to dissolution. Within the MSZ, crystallisation 

is not expected to occur spontaneously; however, factors such as seeding can be 

introduced to encourage nucleation and growth. Above the crystallisation line, 

spontaneous crystallisation can occur. 

Figure 1.5 Graphical presentation of the relationship between concentration, 

solubility and supersaturation. The images above represent initially a clear 

solution as the solution is undersaturated (Far right). Sequence of images (from 

right to left) within the MSZW; represent growth of crystals as the solution 

temperature decreases. 

Although the main function affecting solubility is temperature, this is also 

influenced by the purity of starting material and should be taken into 

consideration. If the solubility profile of the impurities is also known, better 

solvent purification estimation can be made. Solubility provides a starting point, 

however, it is supersaturation which is the driving force behind crystallisation 

processes. Supersaturation (Ss) is a dimensionless difference in the chemical 

potential of an API between solubility and the supersaturated point22 and can be 

expressed  in different ways (Equation 1.2 and Equation 1.3). In literature 
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supersaturation is commonly denoted as S, however, throughout this thesis it 

will be denoted as Ss to differentiate from S (entropy). 

 

Ss =
Csolute

Ssolute
  Equation 1.2 

 

Relative Ss =
Csolute− Ssolute

Ssolute
  Equation 1.3 

 

where Ss is supersaturation, Csolute = solution concentration and Ssolute = 

equilibrium solution concentration. 

 

Supersaturation can be generated by e.g. cooling, evaporation or addition of 

anti-solvent. However, cooling and anti-solvent addition are the preferred two 

methods as greater control over the conditions and yield can be achieved. The 

supersaturation level generated during the process has a direct and major 

impact on crystal properties including size, morphology, purity and polymorphic 

outcome23-25. Knowledge of solubility data, leads to information about the MSZW 

which is the supersaturated region at which spontaneous nucleation does not 

occur and as a result in the absence of any seed crystals the solution would 

remain crystal free for an extended period of time. MSZW can be identified as 

the temperature difference between point of solubilisation (Tsol) and at which 

solid material begins to form (Tnuc)26. 

 

MSZW =  Tsol −  Tnuc  Equation 1.4 

 

MSZW is an important process parameter to investigate as it indicates 

experimental boundaries after which spontaneous nucleation can happen. Thus 

keeping within this region is of paramount importance allowing more control 

over process and outcomes. MSZW is a kinetic parameter and depends on 

several process factors e.g. cooling rate, solvent choice and stirring rate27-29; 

hence, it needs to be defined for each crystallisation process. MSZW can be 

quantified using the polythermal method, where a saturated solution is cooled at 
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a known rate until nucleation is detected26 using for example; turbidity30, 31, 

electrical conductivity32, bulk video imaging33 and focused beam reflectance 

measurement26.  

 

 Nucleation Kinetics 1.3.2

The formation of new crystalline particles from solution is termed nucleation. 

Creation of nuclei through the continuous increase of supersaturation creates a 

new phase which results in a more organised structure with a lower free 

energy34. Although the mechanism by which nucleation takes place is not 

completely clear, currently mechanism of nucleation can be divided into two: 

primary and secondary which are covered below. 

 

1.3.2.1 Primary Nucleation 

Primary nucleation is the formation of nuclei which form and grow from a clear 

solution and can be further subcategorised as homogenous and heterogeneous 

(Figure 1.6).  

Figure 1.6 Mechanisms of nucleation 

Homogenous nucleation can be defined as a system which is initially in a state 

of equilibrium which then becomes metastable as a result of substantial 

supersaturation deliberately being created for example by cooling, and foreign 

materials (e.g. dust or wall of crystalliser)34 do not play a role. Heterogeneous 

nucleation is generally regarded as the process of most practical relevance to 

industrial processes which involves the formation of the new solid phase due to 

the presence of other particulates. The presence of foreign material 

(heteronuclei) between 0.1 – 1μm35 has been suggested to be the most 
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influential. Heteronuclei present in a supersaturated solution has been reported 

to reduce the energy needed for nucleation, meaning the energy barrier for 

heterogeneous nucleation is lower than that for homogenous nucleation. In 

practice, this means lower supersaturations would be needed for heterogeneous 

nucleation.  

Figure 1.7 provides an illustration where there is the addition of structures until 

a critical cluster size is attained which is more stable and energetically 

favourable to grow. These mechanisms form the basis of Classical Nucleation 

Theory (CNT) which is the most widely used theory to describe the nucleation 

process36. 

Figure 1.7 Diagram showing sequential addition molecules to form critical 

cluster which will result in nucleation (figure adapted from reference 35). 

The net free energy barrier required for cluster formation is ΔG, which is a 

balance between an increase in surface energy (favouring dissolution of nuclei) 

and a decrease in bulk energy (favouring growth of nuclei).37 The free energy 

change needed for the formation of a spherical cluster with a radius r is given by 

Equation 1.5. 

 

∆𝐺 = ∆𝐺𝑠 +  ∆𝐺𝑣 = 4𝜋𝑟2𝛾 +  
4𝜋

3
𝑟3∆𝐺𝑣  Equation 1.5 

 

where ∆𝐺𝑠 is the surface excess free energy, ∆𝐺𝑣 is the volume excess free energy 

given by the volume of the droplet and  is the interfacial tension. 
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For each solute-solvent system there is a definite critical cluster size (rc2) and 

amount of energy needed (Gcrit) to reach that point can be expressed in the 

following way. 

 

∆𝐺𝑐𝑟𝑖𝑡 =
4

3
πγrc

2  Equation 1.6 

 

The rate of nucleation (J), the number of nuclei formed per unit time/volume, is 

governed by; temperature (T), supersaturation level (S), interfacial tension () 

where v is molecular volume, A is the pre-exponential factor and k is the 

Boltzmann constant (Equation 1.7 and Equation 1.8).  

 

𝐽ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑜𝑢𝑠 = A exp [−
16πv2γ3

3k3T3(ln S)2
]        Equation 1.7 

 

𝐽ℎ𝑒𝑡𝑒𝑟𝑜𝑔𝑒𝑛𝑜𝑢𝑠 = 𝑘𝑏ℎ𝑒𝑡 exp [−
16πv2γ3𝑓()

3k3T3(ln S)2 ]          Equation 1.8 

 

where kbhet is the homogeneous nucleation rate constant and the factor f (φ) 

accounts for the decreased energy barrier to nucleation due to the presence of 

foreign solid particles. 

 

Whilst CNT has offered a starting point for explaining nucleation, it makes 

several assumptions38. The assumptions are: the nuclei are considered as 

spherical droplets, the formation of nuclei is by single addition of solute 

monomers, the nuclei formed have the same structure as the final crystal and 

the size of the nuclei is the only factor used to determine whether a formed 

nuclei is stable or unstable. Due to the several assumptions made by CNT and 

because it does not consider the influence of process conditions or impurities, 

this theory of nucleation has been reconsidered38. One suggested theory is the 

two-step nucleation theory34 also referred to as multi-step nucleation39.  In two-

step nucleation, dense clusters of solute molecules are produced (“pre-nucleation 

clusters”) and once an intermediate size is reached, the clusters restructure 

themselves to an organised crystalline nucleus within this droplet40 (Figure 1.8). 
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Figure 1.8 Simplified schematic of a proposed mechanism of two step 

nucleation mechanism (Figure adapted from reference 38). 

 

1.3.2.2 Secondary Nucleation 

Whilst formation of the first nuclei from a supersaturated solution occurs via 

primary nucleation (whether homogeneous or heterogeneous), induction of 

nucleation via crystal-crystal, crystal-impeller or crystal-wall interactions is 

referred to as secondary nucleation which is broadly grouped as “contact 

nucleation”35 (Figure 1.9).  

Figure 1.9 Schematic of the three main mechanisms of secondary nucleation: 

crystal – crystal collision (A), crystal – impeller (B) and crystal – wall (C). 

Contact nucleation is generally problematic to forecast and hard to prevent and 

may be the dominant nucleation process in some crystallisation processes. 

Uncontrolled secondary nucleation is in most cases an undesirable event and it 

can cause problems in product quality. Crystal-crystal collisions in liquid 

medium can cause fractures resulting in smaller crystals and an alteration in 

the material properties of the parent crystal. This leads to a reduction in the 

B C A 
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original volume of crystals therefore affecting final crystal product and size 

distribution with the increased generation of fines. 

Crystal-impeller collisions have been shown to be the most prominent 

mechanism with the geometry and position of the impeller having some effect on 

secondary nucleation rates41.  Conversely, crystals containing defects are prone 

to internal stress and this can also result in fragmentation generating secondary 

nuclei. Although secondary nucleation is generally an unwanted event, 

“seeding”, where crystals are intentionally added to exploit secondary nucleation 

is a method often used with the aim of producing a final product with a specific 

particle size/particle size distribution or polymorphic form. However, the effect 

of seeding is linked to the percentage of seeds added and the addition 

temperature and, therefore, needs to be examined to identify the suitable 

conditions. 

 

 Growth Kinetics 1.3.3

Once nuclei of sufficient size have formed in a supersaturated solution, growth 

of crystals can begin by attracting solute molecules to the surface of the 

nucleus22. The two main stages involved are: mass transport from bulk solution 

to the interface between crystal and solution followed by addition of growth 

units through surface integration steps42 where the slowest step is the rate-

limiting step for crystal growth. This is the foundation of the crystal growth 

theory based on the growth units binding in a consecutive manner in a 

supersaturated solution43. Other growth theories have also been reported43. 

Growth rate (G) in its basic form can be represented by the change in crystal 

size (x) over time (t)37. This assumes that small crystals and large crystals have 

the same linear rate of growth (i.e. size independent). 

 

G =
dx

dt
        Equation 1.9 

 

G can be quantified as a function of supersaturation which can be represented 

by the following equation. 
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G = kSg                 Equation 1.10 

 

where k is overall crystal growth coefficient, S is supersaturation and g is order 

of the overall crystal growth. 

 

One way of expressing crystal growth rates as a function of crystal size is shown 

in Equation 1.1144. However, other models for size-dependant growth rate have 

also been developed44. 

 

G = kSg(1 + γL)b                Equation 1.11  

 

where k is overall crystal growth coefficient, S is supersaturation, g is order of 

the overall crystal growth, L is dimensionless factor and b is exponent 

parameter. 

 

Aside from diffusion and surface integration steps one other process which may 

affect crystal growth and consequently the crystal size distribution is Ostwald 

ripening which can be viewed as an instability of the system which will only 

resolve when free energy  has reached its lowest value42. Small crystals which 

are more unstable will dissolve, reducing the number of crystals present overall 

and larger crystals will continue to grow, increasing the crystal size 

distribution45. 

 

1.4 Desirable Particle Attributes 

Crystallisation is a unit operation with the ultimate aim of delivering an API in 

a form suitable for human use. Since crystallisation is a method of purification, 

the level of impurities in the crystallisation process or in the final product is 

pivotal. Impurities in the crystallisation medium can influence the nucleation 

and growth rates, crystalline form, morphology, habit and crystal size 

distribution46, 47 which can impact in-vivo performance. Consequently, purity 

remains the most important outcome to control.  Other crystal features can 

affect downstream secondary manufacturing processes leading to operational 
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difficulties but these physical properties of the API can often be controlled in the 

final crystallisation step48 and as a result are secondary in terms of prominence.  

 

 Polymorphic Form 1.4.1

Polymorphism is the existence of more than one crystalline form of a 

compound22 as even though chemically they may be identical, the molecules are 

arranged differently within the lattice (Figure 1.10). 

Figure 1.10 Illustration of different packing arrangements within the crystal 

lattice which leads to polymorphism.  

Different polymorphs can have altered properties such as stability, solubility 

and bioavailability as a result studying a wide range of experimental conditions 

to discover and identify possible polymorphs is vital.  According to the Ostwald’s 

rule of stages, all metastable forms will form and transform until the form with 

the lowest free energy is reached (Figure 1.11). 

Figure 1.11 Hypothetical energy changes observed for an API with three 

different polymorphs which will continue until the lowest energy level is reached 

(figure adapted from reference 49). 
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An example of the significance of polymorphism with respect to in-vivo 

performance is chloramphenicol palmitate which has three known polymorphic 

forms (the stable form A, the metastable forms B and C). Polymorph A is 

thermodynamically stable, but its absorption in humans is significantly lower 

than that of polymorph B. The metastable forms of chloramphenicol palmitate 

shows a  higher dissolution rate than form A leading to higher solubility even 

when the same dose was administered50. Although metastable polymorphs have 

generally an increase in solubility51,  due to their instability, stable polymorphs 

are preferred for manufacture. Other types of polymorphism which van be 

observed during the discovery of new solid state forms. The definitions as 

accepted by FDA52 and some reported examples can be seen below (Table 1.2). 

 

Table 1.2 Definition and examples of pseudopolymorphism. 

  

Polymorphism is a double-edged sword, whilst an undesired polymorphic 

conversion can compromise regulatory success, in some cases 

solubility/bioavailability issues can be addressed. Thus, the pharmaceutical 

industry must judiciously assess the experimental space for polymorphism for 

Type Definition 

Co-crystal 

Solids that are crystalline materials composed of two or 

more molecules in the same crystal lattice (neutral guest 

molecules) e.g. Alpha Lipoic Acid-Nicotinamide Co-crystal53, 

Urea-Barbuturic Acid54 

Salt 

Compounds that result from replacement of part or all of 

the acid hydrogen of an acid by a metal/radical acting like a 

metal; an ionic or electrovalent crystalline compound. 

e.g.the antimalarial agent α-(2-piperidyl)-3,6-

bis(trifluoromethyl)-9-phenanthrene methanol 

hydrochloride55 

Solvate/Hydrate 

Multiple component crystals  where the guest molecule is a 

solvent or water, respectively. e.g. Carbamazepine 

Hydrate56 



 

   18 

every drug during the development stage to tighten the experimental conditions 

which yield the desired form. 

 

 Crystal Size Distribution 1.4.2

Crystal size distribution (CSD) provides size information or span of size for a 

given sample. Secondary processes, for example filtration and drying, and 

product efficacy (such as bioavailability and stability) can be affected by CSD, 

thus tight control over this attribute is critical57.  

The balance between benefits and adverse side effects of API’s can depend on 

the dissolution rate which is affected by CSD58. Control of CSD can enable the 

optimisation of the dissolution rate to maximize the benefit whilst lessening the 

undesirable side effects59. A broad CSD can also affect storage of the final drug 

product; large particles will travel towards the bottom and very fine particles 

can grow together to form lumps of crystals leading to caked powders60.   

Whilst smaller particles are preferred due to quicker dissolution profile, larger 

particles are preferred from a manufacturing perspective. CSD is determined by 

crystal growth, primary nucleation and secondary nucleation, agglomeration 

and supersaturation. Formation of a high number of nuclei results in smaller 

crystals with broad distribution and the agitation rate, mass of seed crystals, as 

well as temperature profile are important parameters that strongly influence 

the CSD of products59. Thus, to minimise secondary processes, experimental 

conditions should be optimised. More recently, however, a methodology that 

allows finding regions of attainable particle sizes in crystallisation processes has 

been reported which uses crystallisation kinetics and defined process start and 

end points61. This in turn allows experimentalists to assess if the desired 

particle size specifications can be met and if so, under which conditions and 

equipment. 

Secondary processes may still be needed to reduce particle size even after 

optimisation of experimental conditions or if a further reduction is needed for 

delivery of the API to specific organ (such as pulmonary delivery). Post-

processing of crystals to reach desirable crystal size can be carried out in several 

ways (Table 1.3.) 
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Table 1.3 Pharmaceutical particle engineering techniques available to reduce 

particle size. 

  

An example of particle size reduction has been demonstrated for danazol, an API 

used in the treatment of a variety of conditions including cystic fibrosis and 

endometriosis. In this example, the average particle size of 10 μm was reduced 

to 169 nm which displayed around 59-fold increase in specific surface area and 

consequently bioavailability65.  Another application of particle manipulation is to 

produce crystals suitable for aerosol delivery to nasal cavity or pulmonary area 

(particle size less than 1000 nm62) and this has recently been demonstrated for 

paracetamol66.  As a result, a narrow CSD with a tight control over the mean 

particle size is necessary.  

  

 
Fluid Energy 

Milling 

Ball 

Milling 

Media 

Milling 
Microfluidisation 

Achievable 

particle size 
1-30 μm62 200 nm62 350 nm63 1-15 μm64 
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 Crystal Shape 1.4.3

Crystal shape plays a role in the quality and effectiveness of an API as crystals. 

Different shapes can have different bioavailabilities as the degree of adsorption 

is determined by the dissolution rates of different crystal faces. As a result, it is 

a parameter which needs to be controlled and monitored58. There are numerous 

shapes which can form from a crystallisation process and these have been shown 

below in (Table 1.4). 

Table 1.4 Commonly observed particle shapes (adapted from reference 67). 

The shape of a crystal is determined by both internal and external factors such 

as solvent type, impurity/additive concentrations, solution temperature and 

supersaturation48, 68. The impact of solvent choice and experimental conditions 

has been demonstrated for the crystallisation of phenytoin where crystallisation 

in alcohols resulted in needle shape crystals and rhombic obtained from 

acetone69. A further example can be seen in Figure 1.12 which displays the 

Particle Shape Name Shape Shape Description 

Equant 

 

Particles of similar length, 

width and thickness 

Acicular 
 

Slender, needle-like 

Columnar 

 Long, thin particles(width and 

thickness greater than needle-

like particles 

Lath 

 

Long, thin, blade-like 

particles 

Flake 

 

Thin, flat particles, similar 

length and width 

Plate 

 

Flat particles (similar length 

and width but thicker than 

flakes) 
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crystals that were obtained for the crystallisation of celecobix in various solvents 

and through different experimental conditions. These results are supported by 

other literature examples70-72. 

Figure 1.12 Polarised photomicrographs (a) pure drug (celecobix); (b) 

recrystallised from ethanol, (c) recrystallised from methanol, (d) recrystallised 

from butanol, (e) recrystallised from toluene at 25C, (f) recrystallised from 

chloroform at 25C, (g) recrystallised from carbon tetrachloride, (h) 

recrystallised from toluene at 60C, (i) recrystallised from chloroform 60C 

(images from reference 73). 
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Needle-like crystals can block the filter, increasing the time required for 

filtration. Needles and flake like crystals are difficult to dry, handle in powder 

form, formulate and tablet48, 73.  As well as manufacturing challenges brought 

about by crystal shape, a variation in in-vitro/in-vivo performance can also be 

observed. This has been reported for rod-shaped and spherical nanocrystals of 

an API74.  Comparison of their dissolution and bioavailability reported rod 

shaped crystals to have performed better in both instances. The difference was 

attributed to larger surface area and a smaller diffusion layer provided by the 

rod shaped crystals compared to the spherical crystals. A similar case has been 

demonstrated for ibuprofen, where high-aspect ratio rods were obtained from 

non-polar hydrocarbon solvents, such as hexane or heptane. However, in the 

presence of more polar solvent (e.g. methanol), equant, low-aspect ratio crystals 

were formed. The resulting crystals had a better dissolution profile as well as 

enhanced processing properties relative to the rods grown from non-polar 

solvents71. A change in crystal shape can also be due to a change in 

polymorphism hence any change in crystal shape needs to be further examined. 

In conclusion, crystallisation is a multifaceted, intricate process with numerous 

outcomes to control and monitor.  A summary of the events which take place 

during crystallisation and the CQAs which they can influence is shown in 

(Figure 1.13). 

Figure 1.13 A schematic of the interaction between process parameters and 

product quality (figure adapted from reference 60). 
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1.5 Methods of Crystallisation and Moving from Batch to 

Continuous 

The method of crystallisation may be specific to the process and, therefore. must 

be designed to suit the desired outcomes of the process such as polymorphic 

form, crystal shape, size distribution, scale of operation and future 

manufacturing plans. There are a number of methods of crystallisation and 

main techniques used in pharmaceutical industry. However, supersaturation is 

the driving force of crystallisation and this is generated through different ways 

which can influence the crystallisation method selected.  

 

 Cooling Crystallisation 1.5.1

Cooling crystallisation can be selected if the solubility of the API shows strong 

temperature dependence.  This means when the temperature of a suspension is 

reduced, supersaturation is created, resulting in nucleation and growth (Figure 

1.14).  Once the MSZW is determined, it is then possible to drive the system 

where it is cooled to the supersaturated region to induce nucleation and then 

kept within the MSZW to promote crystal growth and reduce uncontrolled 

primary nucleation.  Since system parameters such as cooling rate can be 

controlled, the relationship between system parameters and product 

specifications can be determined. Consequently, the crystallisation process can 

be optimised to deliver the desired crystal attributes.  

Figure 1.14 Mechanism of supersaturation formation during a cooling 

crystallisation (figure adapted from reference 60). 

 



 

   24 

 Anti-solvent Crystallisation 1.5.2

As a means of generating supersaturation, typically a second solvent (anti-

solvent) (which the API has a substantially lower solubility) is added to the 

solution causing a reduction in the solubility of the API in the resultant solvent 

composition60 (Figure 1.15).  

Figure 1.15 Mechanism of supersaturation formation during an anti-solvent 

crystallisation (figure adapted from reference 60).  

 

 Evaporative Crystallisation 1.5.3

Evaporative crystallisation is the process by which solvent is removed by 

evaporation over time and chosen if the solubility of API does not show strong 

temperature dependence. Upon evaporation, the solute concentration rises, 

increasing the supersaturation which, in turn, is consumed by the newly formed 

crystals60 (Figure 1.16).  

Figure 1.16 Mechanism of supersaturation formation during evaporative 

crystallisation (figure adapted from reference 60).  

This process will continue until solution volume is sufficiently reduced. 

Depending on the solvent’s evaporation rate, the temperature can be adjusted 
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which may also affect the crystal properties. Large scale operation of 

evaporative crystallisation has been demonstrated in the commodity chemicals 

sector industry75, 76. However, in the pharmaceutical industry, evaporative 

crystallisation has largely been used for small scale discovery of new chemical 

forms or compositions. The findings from evaporative experiments have been 

transformed to a cooling crystallisation which still makes this a valid method 

within the pharmaceutical sector54.  

 

 Crystallisation Techniques  1.5.4

There are numerous crystallisation methods which may be API/process specific. 

Furthermore, change of crystallisation methods has been shown to alter the 

properties of final drug product and despite there being many crystallisation 

methods, cooling and anti-solvent crystallisation are the most commonly used in 

pharmaceutical industry77. Cooling crystallisation can be chosen if the solubility 

shows a strong dependence on the temperature, greater than 0.005 g/g °C, and if 

the solubility at the lowest possible temperature is sufficiently low so as to 

ensure a sufficient yield78. This technique has several advantages including: 

constant solvent composition, easiness of control over process conditions and 

monitoring and reversibility (temperature cycling)79. Despite cooling 

crystallisation being one of the most commonly deployed methods used in the 

pharmaceutical industry, it can deliver low yield80 which from an economical 

aspect may be undesirable. However, this can be rectified by combining cooling 

crystallisation with antisolvent crystallisation. 

If temperature dependence or solubility is an issue, anti-solvent crystallisation 

may be of advantage. Anti-solvent crystallisation is suitable if  the API is heat 

sensitive or unstable in high temperatures as crystallisation is carried out at 

constant temperature. Another advantage is that the solvent activity also 

changes significantly, hence this approach can have more profound effect on the 

crystal morphology or polymorphic form than in the case of the cooling 

crystallisation81. Anti-solvent crystallisation heavily involves mixing of process 

streams. This mixing usually results in high local supersaturation close to the 

inlet points. Therefore, locally at the flow inlets nucleation occurs after which 

the crystals grow out upon suspension in the bulk solution. Due to these mixing 
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effects and local variations in process variables, it is difficult to control such 

processes60. That said both methods (cooling and antisolvent) have often been 

applied concurrently to purify APIs81-83. Some other considerations to design a 

crystallisation are detailed in Table 1.5. 

Table 1.5 Crystallisation design parameters. 

Parameter Definition 

Material Balance 

 

Material (mass) balance considers the quantity of 

starting materials needed and the quantity of the 

product. Material balances are useful in studying the 

efficiency of the operation, calculating yield and for 

troubleshooting. 

 

Energy Balance 

 

Energy balance is calculated to determine the energy 

required for a process to be operated. Energy balance 

aids in designing crystallisation processes and 

selection of heat exchangers. 

 

Population Balance 

 

The population balance describes the material balance 

that accounts for the distribution of different size 

crystals in the crystalliser mainly by considering the 

nucleation and growth kinetics of the system. 
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1.6 Process Analytical Technologies 

Process Analytical Technology (PAT) is the design and control of manufacturing 

processes through real-time measurements with the goal of ensuring predefined 

product quality5 thereby avoiding failed batches through active manipulation of 

the process. There are a variety of PAT tools and techniques available which 

have been briefly discussed in Table 1.6. 

Table 1.6 Examples of PAT available within a laboratory environment. 

 At-line and on-line PAT methods present particular limitations. With 

these methods, sample needs to be removed for analysis and a change in 

environmental conditions such as temperature can alter the crystal properties 

such as polymorphic form and may not be a true representation of process fluid. 

PAT 

Category 
Description 

Time Scale for 

Results 

Sample 

Preparation 

In-line 

Often probe based techniques 

which are in direct contact with 

process fluid e.g. monitoring of 

temperature using 

thermocouples. 

Instantaneous No 

On-line 

Measurement where sample is 

removed from reaction vessel 

for analysis, and may be 

returned to the reaction vessel 

e.g. FTIR 

Instantaneous No 

At-line 

With at-line measurements, 

sample is removed, isolated and 

analysed in close proximity to 

the process stream e.g. XRPD 

analysis or DLS  

Minutes Yes 

Off-line 

Sample removed and analysed 

away from process stream. e.g. 

HPLC 

Less than one 

hour 
Yes 
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There is a risk of that during the isolation of material in preparation for further 

analysis, the material can undergo changes e.g. material can agglomerate 

changing the CSD or convert to another polymorph. This would result in the 

data collected not being representative of the product prior to isolation. Such 

risks can be minimised by utilising in-line PAT probes alongside such analytical 

tools. Such PAT probes can analyse the process fluids, thereby reducing errors 

associated with sample preparation and transportation. The time in which PAT 

data is available needs to be considered as it is necessary for the data to be 

available in a suitable time-frame to enable real-time decision making. The 

major advantage of this technology is the capacity to monitor and control the 

process directly in situ providing a wealth of real-time data e.g. with 

spectroscopic probes. In situ monitoring is essential to have better 

understanding of the process and to obtain accurate kinetic and physicochemical 

parameter estimates for model-based control.  In summary, the importance and 

role of PAT tools have been demonstrated extensively and a summary of the 

techniques available is provided below. 

 

 UV Spectroscopy 1.6.1

Analysis of the solution phase using attenuated total reflection ultraviolet (ATR-

UV) spectroscopy is a potential technique for monitoring a crystallisation 

process. Within crystallisation, the main role of UV, when used in absorbance 

mode, is to quantitatively determine concentration using the Beer-Lambert law 

(Equation 1.12). 

 

A = lεc        Equation 1.12 

 

where 𝑙 is the path length, c is the solution concentration, and 𝜀  is a constant 

which relates chemical properties and experimental conditions. 

 

 Focused Beam Reflective Measurement  1.6.2

Focused Beam Reflective Measurement (FBRM) consists of a focused laser beam 

rotating at a constant rate whilst scanning the particles which enter the 
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scanning zone. When the light emitted by the laser hits a crystal, a sensor 

records and analyses the backscattered signal (Figure 1.17).  

The data collected, called a chord length, is defined as the distance of the path 

followed by the beam as it moves across the crystal from one edge to another. As 

the velocity of the beam is known, the size of the crystal can be calculated by 

multiplying the rotating speed of the laser by the period of time during which 

the backscattered signal is received. 

Figure 1.17 Schematic illustrating chord length measurements taken with a 

FBRM probe. 

This data is called the Chord Length Distribution (CLD) which is statistically 

related to the Crystal Size Distribution (CSD) giving a description of the real 

crystal population. Whilst FBRM is not particularly well suited to accurately 

describe large aspect ratio particles (e.g. needle shaped crystals), its ability to 

carry out real-time measurements without the need for sample removal or 

calibration has made FBRM an invaluable technique for nucleation/dissolution 

kinetics26, 84, polymorphic transformation detection85  and particle chord counts 

and length distribution86. 

 

 Fourier Transformed InfraRed  1.6.3

Offline Fourier transform infrared spectroscopy (FTIR) is a technique whereby 

an infrared spectrum of a solid or liquid can be obtained very quickly and 

without damaging the material. With this method data can be obtained over a 

wide spectral range therefore making it suitable for an array of compounds. This 

technique can be used in conjunction with other techniques for polymorphic 

identification e.g. DSC or XRPD. 
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 Powder Diffraction  1.6.4

Powder diffraction (XRPD) is a commonly accepted technique for identification 

of polymorph materials including solvate and hydrate determination.  

Polymorphic forms of an API can have specific physicochemical properties 

possible influencing: melting point87,   solubility50 and morphology88   yielding 

this as an important parameter in the pharmaceutical industry. XRPD allows 

identification, differentiation and quantification between polymorphic forms. 

However, one consideration is that sensitivity of XRPD has been reported to 

have a 5 weight percentage lower boundary of detection89 and that is only 

suitable for solid, powdered material and other techniques are needed for single 

crystals or solutions. Furthermore, preferential orientation can pose a problem, 

where if particles are not randomly orientated, some changes in the presence or 

intensity of peaks may be observed. However, it is a non-destructive and 

definitive technique and the sample can be recovered which may be particularly 

important in the early stages of drug development.  

 

 Particle Vision and Measurement 1.6.5

Particle Vision and Measurement (PVM) represents a supporting tool to the 

FBRM and UV as it monitors process conditions during the crystallisation 

process using imaging. Since it is capturing images of the crystal slurry in real 

time, it provides not only quantitative information like CSD for spherical and 

non-spherical particles but also qualitative information like change in 

morphological form during nucleation86 (whilst this does not unambiguously 

infer a change in polymorphism it would warrant further investigation). A 

potential disadvantage of this method can be if the probe window is 

partially/fully coated with particles, which can reduce the resolution of images. 

However, despite this potential issue, this technique represents a positive 

approach that encourages the continuation of this method allowing monitoring 

of crystallisation proesses. The application of this technique within this research 

was mainly to detect onset of nucleation and gain further information about the 

crystallisation system under investigation26.  
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 Scanning Electron Microscopy 1.6.6

Scanning Electron Microscopy (SEM) is a microscope based technique whereby 

the region of interest is scanned with focused beam of electrons at great 

magnifications (up to 200,000 times magnification) to identify crystal properties 

e.g. surface characteristics. SEM offers a powerful imaging capability to 

investigate from micron scale to a few nanometers90. 

 

 Dynamic Light Scattering  1.6.7

Dynamic Light Scattering (DLS) is an established experimental technique for 

studying dispersions with nanoscale species as small as 0.3 – 10.0 microns91, 92. 

This method is based on the hypothesis that small particles, when suspended, 

will move in an unsystematic, random manner, known as Brownian motion93. 

When a laser light is directed to the moving particles, the light will scatter and 

its intensity will alter with smaller particles having a higher velocity than the 

larger particles92, 94, 95. Consequently, as there is a difference in the shift in the 

light frequency this technique allows information about the size to be extracted. 

The diameter is referred to as the hydrodynamic diameter91 and can be 

converted into particle size using the Stokes-Einstein equation96 (Equation 

1.13). 

 

dH =
kT

3πμD
  Equation 1.13 

 

where dH = hydrodynamic diameter, k is Boltzmann’s constant, T is absolute 

temperature, μ is viscosity and D = diffusion coefficient. 

 

 Gas Adsorption 1.6.8

Gas adsorption is an offline technique of choice to examine and confirm surface 

characteristics such as porosity observed for solid materials. The technique 

specifically determines the amount of gas adsorbed, providing information 

regarding type of porosity, specific surface area and pore size distribution and 

has been used in literature for this purpose97-99. Different gases such as N2, Ar, 

and CO2 can be used as adsorptives (adsorbable gas), depending on the material 
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under investigation. However, N2 adsorption at 77 K and over a wide range of 

pressures has been used routinely100. Qualitative and quantitative information 

can be derived from this method.  Surface area can be calculated using the 

Bruauer-Emmett-Teller (BET) method, deriving a wide range of information by 

plotting the changes in weight over a range of relative pressures.   

 

 Differential Scanning Calorimetry  1.6.9

Differential Scanning Calorimetry (DSC) is a type of thermal analysis in which 

the quantity of heat released or absorbed by the sample is measured against 

temperature.  The temperature profile can include heating and cooling cycles at 

a fixed rate of temperature change101. DSC has become an indispensable 

technique for drug development102 and pharmaceutical manufacturing as 

thermal analysis is used to measure physical and chemical properties such as 

melting point, decomposition, changes between crystalline phases and solvate 

and hydrate detection.   

 

 Particle Size Analysis 1.6.10

Morphologi G3 is a static automated microscopy based imaging technique able to 

provide data on transparency, size and shape distribution of the sample. The 

lower and upper limits of detection are 0.5 – 1000 micron. It is able to provide a 

wealth of information on each particle or entire sample examined including, but 

not limited to, circle equivalent diameter, length, width and aspect ratio, 

circularity, convexity and elongation. Its application within pharmaceutically 

relevant work has been demonstrated103-106. This is an at-line method, requiring 

some sample preparation; however it is easy to use and highly sensitive. The 

technique is frequently used along with a laser diffraction particle sizing method 

to gain a better understanding of product or process. 

 

 IR Spectroscopy 1.6.11

In-situ IR spectroscopy has demonstrated its suitability for concentration 

monitoring during crystallisation processes107, 108. Whilst this technique requires 

a concentration calibration to be carried out, concentration monitoring is 
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essential to have better understanding of the process and to obtain accurate 

kinetic parameter estimates for model based control. The availability of the 

concentration measurements along with the CSD measurements can give better 

insight in to the process and allow model predictive control measures to be 

employed. 

 

 Raman Spectroscopy  1.6.12

Raman spectroscopy is a complementary technique to XRPD, which probes the 

vibrational modes of a molecule, relying on changes in the molecular 

polarisability109. Similarly to XRPD, raman scattering provides fingerprint 

information on samples by investigating peak positions and comparing them to 

references samples. Furthermore, in-site raman spectroscopy has been used to 

monitor both the solid and liquid phase of a suspension allowing differentiation 

between polymorphs and SMPT to be detected which may occur during a 

crystallisation process108. Thus, an in-situ raman probe represents an easy, fast 

and sensitive tool to detect quantities of different polymorphic fractions in 

suspension.  

 

 Optical Microscopy 1.6.13

Optical microscopy is a useful supporting tool to other analytical techniques 

used in solid state chemistry. An optical microscope can be used to determine 

the crystallinity and the crystal morphology of a sample. In contrast to SEM 

where a very specific area of the crystal is examined, optical microscopy can be 

used to examine a wider area and as such can provide a broader picture.  
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1.7 OBRs: Background and Operating Principles 

This section of the literature survey begins with an introduction to the 

Oscillatory Baffled Reactor (OBR) model including; its mixing mechanism, fluid 

mechanics and applications within industry. This is followed by a review of the 

applications of OBRs in the crystallisation of API’s.  

 

 Oscillatory Baffled Reactor 1.7.1

An oscillatory baffled reactor (OBR) can be described as a tubular reactor with 

the presence of periodically spaced baffles (Figure 1.18). The image below is a 

single orifice design although multi-orifice designs have also been used110.  

Figure 1.18  Single orifice OBR with equally spaced baffles. 

The fluid mixing within an OBR is classified as oscillatory flow mixing which 

has been investigated for at least three decade as a novel way of achieving 

efficient and controlled mixing in baffled tubes111, 112.  

Figure 1.19 Schematic of the two oscillating mechanisms (figure adapted from 

reference 115). 

OBR has a number of advantages but of particular interest is the reactor’s 

ability to reduce long reaction times, good mixing, efficient heat and mass 

transfer rates and near plug flow mode of operation. Oscillation is provided by 

an oscillator and can be via two mechanisms; moving/pulsing fluid or 

moving/oscillating baffle as displayed in Figure 1.19. Mixing within a moving 
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fluid system is achieved by the use of for example: hydraulic, pneumatic or 

electro-mechanical devices and is designed such that the internal structures 

remain stationery. Whereas for a moving baffle set up, the mixing can be 

achieved by using a diaphragm or piston and involves the periodic motion of the 

internal baffles. Within such systems mixing is an additive effect, as the 

oscillatory motion of the fluid is superimposed upon the net flow of the fluid113.  

 

 Mixing 1.7.2

Mixing within an OBR is achieved by the generation and cessation of eddies (a 

whirling motion of fluid within flow) which are generated by interaction of the 

fluid with periodically spaced baffles. As this is repeated throughout the entire 

length of the reactor, the strong radial motions created provide uniform mixing 

in each restricted zone and all the way along the reactor.  When the process 

fluid goes through the reactor, eddies are created around the constrictions (i.e. 

baffles), enabling significant radial motion.  On a down stroke, eddies are 

created on the opposite side.  Intensity of eddy formation and cessation can be 

controlled accurately, enabling great control over mixing and the ability to alter 

flow regime. There are a number of scales of mixing and flows which can be 

observed within a system  Table 1.7 114 and Table 1.8115. 

Table 1.7 Length scales of mixing. 

 

 

 

Type of mixing Description 

Macro 
This is mixing on the largest scales of the fluid flow, i.e. the 

mixing within a vessel and occurs by convection. 

Meso 

Smaller length scale than the vessel but larger than the 

smallest mixing scale. it is associated with turbulent 

diffusion of material into the surrounding fluid. 

Micro 

This is the smallest scale of fluid flow and includes 

diffusion. This leads to mixing on the molecular level and 

can consequently affect fast chemical reactions. 
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Table 1.8 Types of flow which can be present within a reactor. 

The type of mixing generated within a crystalliser can be determined by 

Residence Time Distribution studies, is discussed further in Chapter 6. 

 

 Fluid Mechanics 1.7.3

The periodically formed vortices can be controlled by a combination of 

geometrical and operational parameters including: baffle diameter, baffle 

spacing, oscillation frequency and amplitude. In addition to this information, 

there are also several additional factors that are needed for the operation of an 

OBR which are summarised in Table 1.11. These can be broadly categorized as 

baffle design parameters, operational parameters and the dimensionless group 

and will be examined in the following sections. 

  

Flow type Description 

Plug Flow 

Plug-flow is defined as a systematic flow of fluid 

through a reactor, and the key aspects are (i) all fluid 

elements travel at the same speed in the direction of 

flow, (ii) perfect mixing in the radial direction, and (iii) 

all flow elements reside for the same length of time. 

 

Laminar Flow 

In laminar flow, the speed at the centre of the tube is 

equal to that of the incoming flow, whilst the velocity at 

the wall decreases due to drag forces. As a consequence, 

the fluid at the centre would leave first and fluid 

travelling along the wall later on, leading to a wide 

variation in the residence time of fluids. 

 

Turbulent Flow 

In turbulent flow, direction of flow is irregular, random 

and local fluctuations of flow velocity is observed. Due 

to the random movement of elements within turbulent 

flow, mixing is enhanced compared to laminar flow. 
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1.7.3.1 Baffle Design Parameters 

Within this section, geometrical parameters relating to OBRs are discussed. The 

design features which will be considered are: baffle spacing (or length) (L), baffle 

thickness () and baffle open area ratio () (Figure 1.20). 

Figure 1.20 Baffle design parameters important for OBR design. 

 

1.7.3.1.1 Baffle Spacing 

Baffle spacing (or length) (L) is the distance between each baffle and it 

influences the shape and length of vortices formed116. To achieve uniform and 

ideal mixing, L, should allow the vortices to fully expand and travel throughout 

all the baffles within the reactor. Short L distances suppress full vortex 

formation since vortices formed can collide with the baffle leading to a reduction 

in the much desired radial dispersion, inhibiting the key mechanism involved in 

transfer of fluid from the wall to the centre of the reactor. On the other hand, 

long baffle distances lead to vortices that do not spread throughout the full 

length of the reactor, producing areas of poor mixing.  

 The effect of altering the baffle spacing on the efficiency of mixing at a 

range of distances has been investigated117 where one and a half the internal 

diameter (1.5D) was demonstrated as the most effective baffle spacing.  

However, studies by Ni et al118 found baffle spacing of 2D in  the lowest mixing 

time and was recommended as the optimal baffle spacing. However, baffle 

lengths of 1.8D have also been suggested119. Typically, a baffle spacing between 

1D and 3D is used with 1.5D being the most commonly used baffle length for 

OBR based on studies carried out by Brunold et al117. 

 
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1.7.3.1.2 Baffle Thickness 

Baffle thickness () and its influence on mixing has been investigated118, 120. In 

this study six baffle thicknesses were investigated ranging from 1 to 48 mm and 

the results suggested that the thinner baffles were favorable for vortex 

generation, which promote good mixing (Figure 1.21).  

One possible explanation given for this was that the eddies formed require a 

surface to adhere to and if the time needed for adhesion is too long, the shape of 

the eddies formed can be distorted, affecting mixing time. Therefore, for the 

purposes of good mixing, baffle thickness of 2 to 3 mm was identified as the 

optimal value. The importance of baffle thickness and its impact on mixing 

performance has recently been highlighted in other studies121.   

Figure 1.21 Effect of baffle thickness on mixing time at three different 

frequencies: 1 Hz (red), 2 Hz (blue) and 3 Hz (green). (Figure plotted with data 

from reference 118). 
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1.7.3.1.3 Baffle Open Area Ratio 

Baffle open area () relates the internal diameter of the baffle (D) to the 

constriction diameter (D0) (Equation 1.14) and is an indication of the width of 

the vortices formed.  

 

α = (
Do

D
)2    Equation 1.14 

 

Studies considered the effect of  on mixing time or axial dispersion. Ni et al118 

studied the effect of  (ranging from 0.11 to 0.51 ) on mixing time and found that 

the lowest value of  (0.11) displayed the best mixing and, therefore, required 

shorter mixing times.  This has been supported by oil-water dispersion 

studies122, where the smallest orifice diameter (0.22) achieved complete 

dispersion at lower minimum oscillation frequencies. This was attributed to 

more power being applied to the system resulting in more intense mixing.  

Experiments carried out by Gough et al123 compared a number of orifice 

diameters and its effect on flow patterns. At the smallest orifice diameter of 13  

mm ( = 0.26) small symmetrical eddies were formed at the sharp edges of the 

baffle but these did not cover the entire column cross-section, nor the complete 

length of the inner baffle region, and stagnant regions indicative of bad mixing 

were identified between the eddies.  

When the orifice diameter was increased to 16.2 mm ( = 0.32) eddies extended 

to the walls of the reactor and covered a greater area of the inter-baffle zone. An 

orifice diameter of 31.5 mm ( = 0.40), resulted in loss of the symmetry 

(indicative of plug flow) and intensive interaction between eddies lead to chaotic 

mixing. The orifice diameter was increased to 34.5 mm ( = 0.48) and the 

formation of eddies was destroyed and little mixing could take place. Typically,  

a baffle open area between 0.2-0.5 is selected124. 
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 Operational Parameters 1.7.4

Operational parameters refer to the settings which can be adjusted by the 

experimentalist depending on the crystallisation process and platform used 

(Table 1.9). 

Table 1.9 Experimental settings applicable in OBR. 

 

  

Operational Considerations  

Amplitude & Frequency 

 

The unique mixing effect generated by 

oscillation is generally achieved across 

typical ranges of 0.5–20 Hz (frequency, f) and 

1–100 mm (centre-to-peak amplitude, x0)115.   

Amplitude should be kept minimal to 

enhance radial mixing and minimise axial 

mixing. 

Flow Rate 

Flow rate can be determined by the required 

residence time for the crystallisation process. 

It can also be used to determine effect of net 

flow Reynolds number which consequently 

influences mixing. 
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 Dimensionless Group 1.7.5

OBR’s can be characterised by a number of dimensionless numbers (Table 1.10). 

These allow the system to be categorised and allow identification of factors 

which can be altered to achieve the desired flow/mixing conditions125. 

Dimensionless numbers are also important for scale up as they can inform of the 

conditions required for particle product or process outcomes. 

Table 1.10 Dimensionless group, definitions and formulae. 

 

 

  

Dimensionless Value 

and  Definition 

                          Formula 

Oscillatory Reynolds 

Number (Reo): Intensity 

of mixing 

Reo =
2πfx0ρd

μ
 

f: oscillation frequency (Hz) 

xo: centre to peak amplitude (m) 

: density of fluid (kg m-3) 

d: diameter (m) 

μ: net flow velocity (ms-1) 

Net Flow Reynolds 

Number: The externally 

imposed net flow 

Ren =
ρdu

μ
 

 : fluid density (kgm-3) 

d: tube diameter (m) 

u: superficial fluid velocity (ms-1) 

μ: viscosity (Pa s) 

Strouhal Number: The 

eddy propagation 
St =

d

4πx0
 

 

d: diameter (m) 

x0: amplitude (m) 

 

Velocity Ratio: Ratio of 

oscillatory Reynolds 

number to net flow 

Reynolds number 

ψ= 

Reo

Ren 
 

Reo: Oscillatory Reynolds Number 

Ren: Net flow Reynolds Number 
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Table 1.11 Summary of the operational and geometrical parameters required 

for the operation of an OBR. 

 

 

 

 

 

 

 

 

 

 

 

  

Parameter Unit Symbol 

Baffle Spacing mm L 

Constriction Diameter mm D0 

Baffle Open Area Ratio -  

Baffle Thickness mm  

Amplitude mm xo 

Oscillation Frequency Hz f 

Flow Rate ml min -1 - 

Oscillatory Reynolds Number - Reo 

Net Flow Reynolds Number - Ren 

Strouhal Number - St 

Velocity Ratio -  
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 Applications of OBR’s 1.7.6

The enhanced processing aspects with regards to mass and energy transfer, 

effective mixing, narrow RTD profile and wide range of operating (amplitude 

and frequency) window have led to various applications of the OBR. This 

technology has been utilised for the purposes of crystallisation and some 

examples can be seen (Table 1.12).   

Table 1.12 Examples of variety of OBR reported in literature used for 

crystallisation. 

OBR’s within literature have so far successfully been utilised as crystallisers at 

a conventional scale (<10 mm I.D). However, these tend to require a significant 

amount of starting materials, solvent and human resources115. This has led to a 

new avenue within OBR technology to overcome some of the difficulties 

associated with the previous generation of OBRs, the meso-scale OBR285. 

Majority of literature surrounding meso scale OBR’s have been limited to 

inorganic chemistry and, thus, further work is required to fully assess its 

suitability for pharmaceutical crystallisation processes. The next few chapters 

will deal with the development and application of a meso scale OBR with 

particular focus on polymorphic control of a pharmaceutically relevant 

compound.   

Internal Diameter API Reference 

69 mm – Multiorifice (Cooling) Lactose 107 

15 mm – Single orifice (Cooling) Beta L-Glutamic Acid 126 

16 mm – Single orifice (Cooling/Multi-

component) 
Lipoic Acid - Nicotinamide 

53 

15 mm – Single orifice (Anti-solvent) Salicyclic Acid 127 

25 mm – Single orifice (Cooling) API 10 

35 mm - Single orifice (Cooling) Urea 128 

50 mm - Single orifice (Cooling) L-glutamic acid 129 

15 mm - Single orifice (Cooling/Multi-

component) 
Paracetamol 

130 
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2 Aims and Objectives 

  

Chapter 
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2.1 Aims 

An aim of this project was to design, develop and demonstrate a novel scaled 

down (meso scale) continuous crystallisation platform which can be utilised for 

the robust, versatile and reproducible operation of crystallisation processes. This 

is desirable as it allows development using smaller amounts of materials than 

conventional platforms require. The constructed crystalliser was designed to 

deliver accurate control over critical quality attributes (e.g. purity, form, shape 

and size) and to be capable of extended operation at steady state and afford 

opportunities for real time monitoring and control.  

The second main aim was to develop a crystallisation process that was able to 

switch control between polymorphic forms of an API. The model compound α 

Lipoic Acid (ALA) was selected and the crystallisation process investigated to 

provide the required information to develop the continuous process in the meso 

COBR.  The goal is to take an API from early discovery stage and solid form 

selection to a continuous crystallisation process with specific control over 

polymorphic form that could be readily scaled to meet production demands. 

The following research questions were identified arising from these research 

aims:  

Research Question 1: Can the COBR be successfully scaled down to 10 mm 

internal diameter whilst maintaining the advantages in mixing and heat 

transfer in addition to optimal management of solids in flow? 

Research Question 2: What is the optimal baffle geometry design for a 10mm 

internal diameter COBR to support continuous crystallisation and ensure 

adequate particle suspension? 

Research Question 3: Can the production of a metastable form of Alpha Lipoic 

Acid in the presence of a hydrotrope be scaled up from small scale (10mL) to 

1000 mL in a STR? 

Research Question 4: Can a batch crystallisation process for controlled 

formation of metastable ALA polymorph be converted from batch to continuous 

in a meso COBR?    
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2.2 Objectives  

2.2.1 Design a meso scale OBR to minimise well documented problems 

associated with baffled crystallisers specifically suboptimal mixing and solid 

entrapment115, 118.  

i. Develop several prototypes to assess the optimal baffle design within a 10 

mm COBR by identifying the oscillatory conditions needed to achieve 

uniform particle suspension.  

2.2.2 Construct, characterise and develop the novel COBR based on the optimal 

baffle design identified previously. 

i. Characterise the flow performance under a wide design space of 

operating conditions and determine residence time distributions (RTDs). 

ii. Integrate model predictive temperature control to allow automated 

control over reactor temperature for process control.  

2.2.3 Investigate the role of Nicotinamide in controlling the polymorphism of 

Alpha Lipoic Acid by studying the hydrotropic effect of Nicotinamide on Alpha 

Lipoic Acid and identifying the conditions for polymorphic selection at scales up 

to 1000 mL. 

i. Carry out small scale experiments to understand the role of Nicotinamide 

in the crystallisation of Alpha Lipoic Acid.  

ii. Carry out small scale experiments under controlled experimental 

conditions to identify the conditions at which the metastable form of 

Alpha Lipoic Acid crystallised. 

iii. Scale-up from 5 mL to 1000 mL using a STR and PAT to illustrate 

crystallisation of the metastable form of Alpha Lipoic Acid. 

2.2.4 Development a continuous crystallisation process in the DN10 platform to 

control the polymorphic form of Alpha Lipoic Acid through the hydrotropic effect 

of NIC. 

i. Design a platform to allow kinetic information to be translated from 

batch STR to a batch OBR crystalliser. 

ii. Transfer from batch OBR to continuous meso scale COBR to achieve 

control of the polymorphic form of Alpha Lipoic Acid.    
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3 Material and Methods 

  

Chapter 
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3.1 Materials 

Alpha Lipoic Acid (C8H14O2S2, Form I, CAS Number: 1077-28-7, 98%) and 

Nicotinamide (C6H6N2O, Form I, CAS Number: 98-92-0, 98.5%) were obtained 

from Sigma Aldrich. Isopropanol alcohol was obtained from VWR. Double 

distilled water was available in laboratory from a Millipore water purification 

unit. The purchased ALA and NIC were confirmed as Form I by X-ray powder 

diffraction and no further purification steps were taken. All solvent used were 

used as received. 

 

3.2 Methods  

Analytical techniques that were used for process analysis was carried out using 

a variety of in-line and off-line techniques. For process monitoring and control, 

UV spectroscopy, FBRM and PVM were used. Offline analyses included XRPD, 

SEM, DSC, DLS, FTIR and BET.  

 

 Process Analytical Technologies 3.2.1

3.2.1.1 UV spectroscopy 

UV-vis optical transmission spectroscopy was performed in-line using a 6mm 

ATR probe connected to a Carl Zeiss MCS 600 UV131 spectrometer equipped 

with a CLD 500 deuterium lamp (190 – 2200 nm).  

 

3.2.1.2 Focused Beam Reflective Measurement (FBRM) 

FBRM data were acquired using a Mettler Toledo FBRM G400132 probe attached 

to a control computer. FBRM data were analysed using iC FBRM software. 

 

3.2.1.3 Fourier Transformed InfraRed (FTIR) 

ATR-FTIR spectra were collected off-line using Bruker Tensor II IR133 

spectrophotometer equipped with diode laser, KBr beamsplitter and a Digitech 

detector. Data analysis was carried out with OPUS software version 7.5. 
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3.2.1.4 Differential Scanning Calorimetry (DSC) 

DSC measurement was carried out in Netzsch DSC214 Polyma134 instrument. 

The thermal analysis was carried out with Netzsch Proteus Analysis software 

version 7.0.1. 

 

3.2.1.5 SEM (Scanning Electron Microscopy) 

SEM analysis was carried out on a Keysight FE-SEM8500B135.  

 

3.2.1.6 Dynamic Light Scattering (DLS) 

DLS measurements were carried out using Malvern ZetaSizer ZS 3600136 

equipped with 632.8 nm laser. Solutions of known concentration were prepared 

and analysed in triplicate. The Zetasizer software was allowed to automatically 

determine the attenuator and measurement position for each sample. An 

attenuator is used to fine-tune the intensity of the laser source which is adjusted 

depending on the scattered light (derived from particle size and 

concentration)137. The measurement position is changed by moving the focusing 

lens to adjust the scattering and flaring from the sample which is generated at 

that particular attenuator position137. The Z-average value was used to 

determine the average size of clusters within solution which is an intensity 

based measurement based on the mean value obtained96. Data were analysed 

using the Zetasizer software version 7.12. 

 

3.2.1.7 Gas Absorption 

The analysis was carried out in a Quantachrome, autosorb iQ and ASiQwin 

Model 6138. The process involved weighing out just over 1 g of material and 

degassing for 18 hours to remove any moisture or air.  

 

3.2.1.8 Microscopy 

Optical images were acquired using a Leica DM6000 FS139 series microscope 

equipped with 5x, 10x, 50x and 100x magnification objective lenses. Images were 

visualised using LAS-AF version 2.6.0. 
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3.2.1.9 Powder Diffraction (XRPD) 

Solid materials for structural solution were characterised off-line on a Bruker 

D8 Advance140 equipped θ/θ geometry, primary monochromatic radiation (Cu 

Kα1λ = 1.54060 Å), a Braun 1D position sensitive detector using transmission 

capillary geometry in an 0.7 mm borosilicate glass capillary. 

Powder data collected for phase identification were collected on a Bruker D2 

Phaser141 diffractometer with 2θ/θ geometry; Cu Kα1,2  source radiation (Kα1 

1.56060 Å and Kα2 1.54439 Å ratio of each not 50:50) - 1.54060 Å with a 

LynxEye1D Detector.  All powder patterns were analysed were analysed using 

DIFFRAC EVA version 1. 

 

3.2.1.10 Easymax & Optimax 

The Easymax and Optimax are STR with a total working volume of 100 mL and 

1000 mL, respectively provided by Mettler Toledo142. They offers precise heating, 

cooling (-40 °C to 180 °C) and stirring capabilities. PAT tools including FBRM, 

IR and PVM can be easily added to the experimental set-up and synchronised 

for start-up. All data and trends can be captured for evaluation through 

IControl. 

 

3.2.1.11 Crystalline 

The Crystalline holds up to 8 glass vials with a working volume of 8 mL and is 

provided by Technobis143. Each reactor can be independently controlled for 

temperature and stirrer speed and type (overhead or magnetic). Real-time 

measurements, using turbidity and particle images, can be acquired to enhance 

process understanding and development.  

 

3.2.1.12 Crystal 16 

This device has 16 wells each designed to hold HPLC glass vials of total volume 

of 1.8 mL and is provided by Technobis143 . The reactor can be magnetically 

stirred at a certain speed and are divided into four blocks that can be 

individually heated and cooled. Real-time measurements are acquired using a 

turbidity probe. 
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3.2.1.13 PVM 

In situ images of slurry were acquired using Particle Vision Measurement 

(PVM) probes provided by Mettler Toldeo V819 series144. Images were acquired 

every 1 minute. 

  



 

   52 

4 Discovery and 

Characterisation of Form II Alpha 

Lipoic Acid 

  

Chapter 
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4.1 Introduction 

Crystal engineering is the design of molecular solids using the accessible 

molecular interactions, to formulate API’s with the desired physical and 

chemical properties145 and can be used to improve the solubility, dissolution rate 

and bioavailability146 by; crystal size and habit modification65, 73, 74, 

polymorphism50, 147, 148 and co-crystal formation53, 54.  

The ability to engineer API’s with suitable in-vivo characteristics, with optimum 

physical and chemical properties for stable and robust solids, provides a strong 

incentive for the exploitation of crystal engineering. One approach for crystal 

engineering is to use additives to modify the crystallisation process. These can 

include specific additivities such as polymers149, impurities150 or hydrotropes151. 

However, there are still gaps in the fundamental understanding of the 

important factors that contribute to the crystallisation of different solid-state 

forms of a compound in the presence of additives. As a result, the experimental 

challenge still lies in the selection of physical form with optimal solid-state 

properties for a given application and which can be produced reliably.  

The work presented here examines the application of a hydrotropic additive to 

control the crystallisation of Alpha Lipoic Acid (ALA) and aims to develop an 

understanding around the mechanism through which hydrotropes exert their 

effect. This has led to the discovery of a new form of ALA when crystallised in 

the presence of a hydrotrope. The conditions under which the metastable form of 

ALA can be accessed were examined to find out whether the specific interaction 

between the hydrotrope and ALA contributed to the formation of the metastable 

ALA. Also, the new polymorph’s crystal structure is solved and reported. 
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 Lipoic Acid 4.1.1

ALA, also known as thioctic acid, 5-(1,2-dithiolan-3-yl) pentanoic acid, 6,8-

thioctic acid, 6,8-dithioctane acid and 1,2-dithiol-3-valeric acid, is a naturally 

occurring strong antioxidant152, 153 which has also demonstrated benefits in the 

treatment of diabetes154, 155 and cancer153, 156, 157. Despite there being research 

into the biological mechanism it has mainly been limited to cell activity158 and 

anti-inflammatory properties159, 160 with limited work on crystallisation and 

material properties. To date, one crystal form of ALA has been reported161 

(Figure 4.1) along with a ALA-Nicotinamide (NIC) co-crystal53 and an ALA--

cyclodextrin inclusion complex162. 

Figure 4.1 Chemical structure and formula of ALA I (top) and crystal packing  

of ALA Form I (bottom). 

The behaviour of ALA in solution has been studied by following changes in the 

UV absorption of the solution over a 54-hour period163. This revealed that when 

solution containing ALA was exposed to light, slow changes in the UV spectrum, 

characterised by decreasing absorption at 330 nm and increase absorption in the 

250 nm were observed. This does not occur in solution which was protected from 

light163. ALA has also been shown to polymerise, producing a sticky, colourless 

material when exposed to heat164. Efforts to stabilise the system by complex 

formation with cyclodextrins165, 166 and co-crystallisation with nicotinamide53 are 

reported. The solubility of ALA in a number of mixed solvents (cyclohexane/ 

ethyl acetate, heptane/ethyl acetate, and hexane/ethyl acetate), has also been 

determined167 and in pure ipa53 and water53. In the mixed solvent systems, the 

solubility of ALA increased with increasing ethyl acetate ratio, indicating that 

C8H14O2S2  
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ALA has a higher solubility in pure ethyl acetate. Amongst the three different 

mixed solvent systems, at constant solvent ratio to ethyl acetate, the solubility 

decreased in the order of hexane > heptane > cyclohexane. The crystallisation of 

ALA has not been widely studied – with the exception of the work exploring the 

discovery and scale-up of ALA-NIC co-crystal process53. Evidence for a 

metastable polymorph, ALA II, was obtained during the development of the 

ALA-NIC co-crystal; however, no details on its preparation or crystal structure 

have been reported to date. These aspects are explored in more detail in this 

chapter. 

 

 Hydrotropes and Crystallisation 4.1.2

Hydrotrope (also referred to as cosurfactant and solvosurfactant168) is the term 

referred to a diverse class of water-soluble, not highly surface-active substances 

that increase the solubility of a solute169. Compounds including nicotinamide, 

sodium acetate, sodium salicylate, sodium p-toluene sulfonate and sodium 

citrate have been found to enhance the solubility of a variety of drug substances 

as shown in Figure 4.2170-172.  Other terminology, which describes similar 

solubilisation mechanisms have been detailed in Table 4.1.  

Figure 4.2 Chemical structures of some known hydrotropes: A: Nicotinamide, 

B: Sodium Salicylate, C: Sodium Citrate, D: Sodium Acetate, E: Sodium p-

toluene sulfonate and F: Urea. 

In recent years, there have been examples leading to the discovery of new 

polymorphs from failed co-crystallisation trials. For example, metastable form of 

Olanzapine (Form IV151) was obtained from a failed co-crystallisation attempt 

A B C 

D 
E F 
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with NIC. In this report, solute and co-former molecules were proposed to be 

involved in specific interactions which favoured the formation of the metastable 

polymorphs. It was also observed that when crystallised under identical 

conditions, only in the presence of NIC was ALA II obtained. NIC, Vitamin B3, is 

a substance well documented to demonstrate hydrotropic solubilisation171-179. 

Based on its low toxicity and evidence of solubilisation, NIC has demonstrated 

its value as a solubility enhancer in pharmaceutical formulations177.  

Table 4.1 Definitions of similar terminology describing solubilisation 

mechanism. 

Studies investigating the effect of various hydrotropes on the solubility of well-

known API’s concluded that the degree of solubilisation changed with the 

hydrotrope structure176, 182, 183 (Figure 4.3). Jain et al176 investigated the 

hydrotropic efficiency of a number of hydrotropes on indomethacin, a non-

steroidal anti-inflammatory agent which is practically insoluble in water. The 

Terminology Description Reference 

Hydrotrope 

Freely soluble organic compounds which at a 

concentration considerably enhance the aqueous 

solubility of organic substances, otherwise 

insoluble under normal conditions. These 

compounds may be anionic, cationic or neutral 

molecules. 

180 

Solutrope 

Addition of a large amount of a solid solute to 

any solvent (not limited to water)  which causes 

an increase in the solubility of another slightly 

soluble solute - restricted to include solids only 

in order to distinguish solubilisation from 

cosolvents. 

168 

Lyotrope 

Cations and anions which are ranked along the 

lyotropic series according to their reduction of 

protein solubility. These structures do not 

exhibit hydrophilic–lipophilic sections as seen 

with hydrotropes. 

181 



 

   57 

solubility enhancement of indomethacin by the hydrotropes was in decreasing 

order of; sodium p-hydroxy benzoate > sodium benzoate > nicotinamide > 

resorcinol > urea. Similar studies investigating zaleplon, a poorly water-

soluble non-benzodiazepine hypnotic drug, found the solubility of zaleplon 

increased between 350 and 2000 fold, respectively, when equimolar amounts of 

sodium benzoate and resorcinol were used182. These results are in agreement 

with Agrawal et al183 findings; where the solubility enhancement of nimesulide 

by the hydrotropes was observed in decreasing order as piperazine > sodium 

ascorbate > sodium salicylate > sodium benzoate > and nicotinamide.  

Figure 4.3 Change in aqueous solubility of indomethacin as a function of 

hydrotrope concentration (sodium nicotinate (blue), sodium benzoate (green), 

nicotinamide (red) and sodium p-toluenesulfonate (purple) figure drawn with 

data from reference 184). 

The above studies attributed these findings to the hydrotropes’ ability to 

interact with the solute as a result of the large surface area and, if present, an 

aromatic sextet provided by the benzene ring. These sites would be available for 

non-bonded and van der Waal’s interactions with water and the solute, 

contributing to the solvation of the solute.  

Additionally, the effect of hydrotrope concentration on solubilisation efficiency 

has also been examined176, 182, 183.  These indicated that there is a concentration 
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(which is specific to the hydrotrope – solute system170) at which the hydrotrope 

shows a significant increase in solubility of the solute, termed the Minimum 

Hydrotropic Concentration (MHC)185. When sufficient amounts of hydrotrope are 

in solution, there is an increase in the hydrotrope-hydrotrope association around 

the solute as opposed to the bulk solution. It is this accumulation around the 

drug which has been suggested as the basis of MHC173, 186, 187. Whilst MHC is 

widely accepted, cases where there was a lack of MHC which produced a great 

increase in solubility has been identified. This led to the suggestion that 

hydrotropic solubilisation may be a continuous phenomenon172.  

Features like the presence of both hydrophilic to hydrophobic units, degree of 

hydrophobicity, the number of aromatic rings, a planar molecular geometry of 

the solute and the solvent’s ability to be both a proton donor and acceptor have 

been shown to be important172, 188, 189. However, finding a suitable hydrotrope for 

a given API remains empirical only through trial and error. That said, the 

hydrophobicity and aromatic surface area, hydrogen bonding and other bond 

capabilities have been put forward as important factors for predictive 

capabilities189 and recently the task of selecting an appropriate hydrotrope has 

been explored through machine learning methods184.  

The difficulty of explaining hydrotropic mechanisms has arisen from the 

specificity and the structural diversity of hydrotropes. Despite the belief that the 

mechanism may vary from system to system or may be a concentration 

dependant mechanism183, 190, a number of possibilities explaining hydrotropic 

solubilisation behaviour have been put forward. These are summarised in the 

following sections. 

 

4.1.2.1 Complexation Between The Solute and The Hydrotrope 

A complex has been suggested to form by the interaction between the planar 

hydrophobic regions of the hydrotropic agent and the solute to reduce the 

exposure of the hydrophobic regions to water177. This can be due to electron 

donor acceptor interactions, hydrogen bonding and hydrophobic interactions171, 

191. Complex formation between hydrotrope and solute can be either a 1:1 or a 

1:2 complex, whereby the drug is associated with one hydrotrope molecule or 

located between two hydrotrope molecules, respectively. 
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Hydrotropic solubilisation of riboflavin was previously reported191 in the 

presence of caffeine through complex formation. The solubility of riboflavin in a 

0.0927 M solution of caffeine in water was increased by three fold. The 

formation of a non-fluorescent complex, by the addition of caffeine on the 

fluorescence of riboflavin in aqueous solutions was demonstrated.   

Furthermore, studies by Suzuki et al171, investigated the mechanism of 

solubilisation of nifedipine with NIC, urea and their analogues. Thermodynamic 

properties for both the 1:1 and 1:2 complex formation of Nifedipine with NIC, 

indicated that whilst the system became more ordered with complex formation 

(negative S); the overall G was negative signifying thermodynamic 

favourability and spontaneity towards solvation. The H values indicated the 

involvement of other intermolecular forces as well as hydrogen bonding.  

Whilst complex formation has been put forward as a plausible explanation for 

hydrotropic solubilisation, this theory has been challenged. The degree to which 

NIC was able to solubilize riboflavin was studied by Coffman et al172. Over the 

NIC concentrations studied, a 36-fold increase in riboflavin solubility was noted. 

However, no significant changes in the UV/vis spectrum of riboflavin indicative 

of complexation were observed. Also, because NIC and riboflavin are both -

electron acceptors, complexation was ruled out as the method of solubilising 

riboflavin. However, a number of other studies have proposed complexation to be 

the main mechanism of solubilisation171, 175, 177, 192.  

 

4.1.2.2 Self-aggregation of The Hydrotrope 

The self-aggregation theory, assumes that the self-association of a hydrotrope 

occurs stepwise, initially through monomer addition. As the concentration of the 

hydrotrope increases, firstly dimers are formed, followed by trimers resulting in 

higher order associations through consecutive monomer addition to existing 

small aggregates in solution193.  

Compounds structurally similar to NIC, N,N-diethylnicotinamide (DENA) and 

N,N-dimethylbenzamide (DMBA), were studied for their solubilisation 

efficiency189. Their aggregation behaviour in solution was described by the 

formation of dimers only, whereas the latter required the presence of dimers, 

trimers, and tetramers. The higher aggregation tendency of DMBA due to its 
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more hydrophobic nature was suggested as a reason for its overall higher 

solubilising ability, compared with DENA. Further studies investigated the 

solubilisation of paclitaxel with DENA and examined the self-aggregation of 

DENA using NMR188. As the concentration of DENA reached 0.1 M, the 

chemical shifts of all protons of the nicotinamide ring started to decrease, 

indicating the self-aggregation of DENA molecules.  The MHC value of DENA 

was estimated to be 0.12 M, which was very close to the concentration of 0.11 M 

where DENA begins to exhibit solubilisation of paclitaxel.  This may allow the 

suggestion to be made that self-aggregation is necessary for hydrotropic 

solubilisation, since attainment of MHC has been recognised as an important 

part of achieving hydrotropic solubilisation185. Similar findings have been 

reported by Das et al194 who concluded that the aggregate formations were 

driven by the hydrophobic tail of the hydrotrope and that MHC was related to 

the onset of self-aggregation. Molecular dynamic simulation194 showed the solute 

molecules to incorporate inside the core of the clusters of hydrotrope molecules, 

which increased as the hydrotrope concentration increased. This suggests that 

hydrophobic solute molecules would prefer to stay in a hydrophobic environment 

over an aqueous medium. Agreeing with other studies, which concluded that 

self-aggregation of hydrotrope will allow the separation of the hydrophobic 

solute from water, easing the energy increase to the system174. 

Conversely, studies which have demonstrated hydrotropic solubilisation with 

NIC, indicated the level of self-aggregation undertaken by NIC not to be 

sufficient enough to be essential to the enhanced solubility175 and that the self-

aggregation may in fact reduce the  degree of solubilisation173. 
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4.1.2.3 Breaking of the ‘‘Water Structure’’ by The Hydrotrope 

The ordering of water is increased when non-polar solutes are dissolved in water 

molecules195 and hydrophobic hydration (clathrate cage and cavity based model) 

describes the changes of water around a non-polar solute. The clathrate cage 

describes the association of non-polar solute with the tetrahedral water 

molecules through van der Waals interactions, to become a five molecule 

structure. The water cluster forms a partial cage around the non-polar solute 

leading to an ordering effect on the solvent and to a large decrease in entropy195.  

In the cavity based model, the formation of a cavity in the water to accommodate 

the solute and the interaction of the solute with the water molecules is 

considered to lead to the structuring of the solvent, decreasing entropy196. To 

overcome these effects, the non-polar solutes can aggregate within the solution 

(the hydrophobic effect). This will decrease the interaction between water and 

the non-polar solute increasing the disorder within the system, which is 

thermodynamically favourable197. It is reported that urea and NIC have the 

ability to reduce hydrophobic bonding through their ability to disrupt the 

structure of water by providing alternative hydrogen bonding possibilities195, 198. 

Such molecules become associated with the structured water making it easier to 

produce a cavity in which the non-polar solute can be accommodated. 

Hydrophobic bonding of the solute becomes thermodynamically less favoured 

and increases the disorder of the system, promoting solvation195, 196. 

The solvent dependent nature of hydrotropy was examined by assessing the 

solubilisation efficiency of NIC and urea on riboflavin with a number of solvents 

(methanol, N-methylformamide, dimethyl sulfoxide, acetone and water)172. An 

examination of solvent properties revealed that the solvent’s ability to be both a 

proton donor and acceptor was important since; in water, methanol, and N-

methylformamide, solubility of riboflavin increased with increasing hydrotropes’ 

concentrations but decreased in dimethyl sulfoxide and acetone. This study 

proposed that hydrotropes may act by altering the solvent’s ability to participate 

in structure formation through intermolecular hydrogen bonding. The 

solubilisation efficiency of N, N diethylnicotinamide on nifedipine has also been 

investigated in different solvents and solvent dependant effects were also 

reported171.  
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Investigations by Booth et al169 assessed the hydrotropic solubilisation of butyl 

acetate and butyl benzoate with three hydrotropes (urea, sodium benzoate, and 

sodium salicylate) in the same solvent system (water). If the hydrotrope induced 

its effect by changing the water structure, both solutes were expected to exhibit 

a similar degree of solubilisation. The extent of solubilisation of both butyl 

acetate and butyl benzoate in the same solvent-hydrotrope system was different. 

Further studies, which include statistical thermodynamics, dismissed changes 

to water structure as the mechanism of hydrotropic solubilisation and suggested 

the accumulation of the hydrotrope around the solute and release of water 

molecules upon preferential interaction between solute and hydrotrope to be the 

main effects leading to hydrotropic solubilisation169, 173, 186.   

 

4.1.2.4 Bridging  

Breslow et al suggested that molecules such as urea, can directly assist the 

solvation of non-polar materials in water by acting like a bridge between the 

polar water and the non-polar solute197. This idea stemmed from research which 

investigated the solubilising efficiency of guanidium chloride (a compound 

reported to increase the solubility of poorly soluble solutes often reported to act 

similarly to urea199). An increase in the solubility of benzene resulted in an 

increase in the surface tension (making formation of cavitation energetically 

more demanding). This allowed the suggestion to made that this compound was 

unlikely to exert its effect through structure breaking methods as that would be 

expected to lead to a reduction in surface tension. A reduction in the Gibbs 

energy of the system, as a result of the more favourable solvent and additive 

interaction in relation to the previous solute and solvent interaction was 

suggested as the reason for the solubility increase190. This theory has been 

supported by the interaction and resultant solubilisation of alkyl-p-

hydroxybenzoates and of -phenylalanine with urea200. 
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Consequently, hydrotropes have been reported to interact with the solute and/or 

solvent in several ways leading to structural changes in solution. A summary of 

the, thus far, discussed methods and their respective potential structural 

changes in solution are shown in Figure 4.4. 

Figure 4.4 Schematic representing the possible ways in which hydrotropes may 

be interacting with the solute leading to hydrotropic solubilisation.  

A number of similarities can be identified between hydrotropes and surfactants 

(e.g. aggregation, solubilisation, and need for a minimum concentration) and 

this has led to the suggestion that in some ways hydrotropes do not differ in 

association behaviour from regular surfactants201. However, there are some 

significant differences and some of these are:  

i. For surfactant the concentration needed generally is in the order of 

millimolar or less the Critical Micelle Concentration (CMC), however, it 

is in the molar range for hydrotropes (MHC)186.  

ii. The degree of solubilisation exhibited by hydrotropes is generally higher 

than that observed for surfactants185. 
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iii. The concentration dependant variation is greater in hydrotropes than 

surfactants185. 

iv. Hydrotropes may have specific effects depending on the solutes whereas 

surfactants will solubilise a wider range of compounds 185. 

v. Surfactants have long hydrocarbon chains whereas hydrotropes are 

characterised by a short, bulky, compact moiety202.  

vi. When surfactant concentration is increased above its CMC, surfactant 

molecules self-aggregate into micelles. Hydrotropes, due to the smaller 

nature of the hydrophobic region do not form micelles170.  

Investigations of hydrotrope-solvent mixtures concluded that the solution 

properties changed as a function of hydrotrope concentration203. Such properties 

describe the solute-solvent interactions, thus, can affect the nucleation process 

and the crystallisation outcomes. As such, further advances in understanding 

hydrotropy is required to determine the important factors that contribute to the 

crystallisation of different solid-state forms of a compound in the presence of an 

hydrotrope. There is the potential to use modern technologies to enable 

development of the knowledge base around hydrotropism and therefore extend 

their application within the pharmaceutical systems.  

A hypothesis was made that NIC would interact with ALA and this specific 

interaction would lead to the crystallisation of ALA II. Although the exact 

mechanism by which this leads to the metastable form is unknown, the 

interaction may lead to a number of possibilities: 

i. NIC may be increasing the solubility of ALA I in the solvent system 

studied, allowing access to a metastable form upon cooling. 

ii. NIC may be interacting with ALA and the NIC-ALA structure could be 

acting as a molecular template leading to the metastable form. 

iii. NIC may be influencing the nucleation rates of ALA I and ALA II i.e. in 

the presence of NIC, the nucleation of ALA II may be increased with 

respect to ALA I. 

iv. If it can be assumed that ALA II may form regardless of the presence of 

NIC, it may be that NIC is retarding the transformation of ALA II to 

ALA I. 
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The initial task would be to identify if NIC acts as a solubiliser. This can be 

carried out by using a supersaturated solution of ALA which has reached its 

solubility equilibrium after which NIC would be added and changes in ALA 

solubility will be monitored. If this is confirmed, the change in solubility can be 

linked to the presence of NIC. To determine the role of NIC on the 

crystallisation of ALA II, a series of experiments would be carried out to 

understand if any differences in the solutions containing NIC can be identified 

with respect to the solution absent of NIC. Lastly, with the effect of NIC on the 

solubility of ALA quantitatively determined, this can be used to calculate the 

supersaturations in which ALA II forms. These experiments would be repeated 

without NIC to determine if there is any evidence of ALA II forming. 

 

4.2 Experimental 

 Preparation, Structure Solution and Solid state Characterisation 4.2.1

of ALA II 

0.51 g (2.47 mmol) of ALA I and 0.31 g (2.54 mmol) Nicotinamide (NIC) were 

dissolved in 4.5 mL of ipa and 5 mL of water, respectively. Two solutions were 

mixed at room temperature and transferred to a freezer at -17 C (+/-0.5) and 

kept there for 24 hours. The crystals formed were filtered under vacuum, 

washed with distilled water and dried at room temperature.  

Single crystals for structure solution were prepared using the setup described in 

Chapter 3 section 3.2.1.11. Solutions with the above concentrations were 

prepared and placed isothermally at -5 C without stirring and held for 24 

hours. Single crystal X-ray diffraction intensities were collected using a Bruker 

D8 Venture diffractometer with a Cu source (=1.54178 Å) at ambient 

temperature (297K) between 2θ range 3.85-74.23. Data were reduced and the 

cell refined using SAINT as incorporated in the APEX3 software204. SADABS 

was used for the absorption correction205 as its capable of correcting for errors 

such as incident beam inhomogeneities. The crystal structure was solved by the 

intrinsic phasing method in XT and refined using XL in the OLEX2 refinement 

package206. Enhanced rigid bond restraints were applied over all non-hydrogen 

atoms. The appropriate AFIX constraints were applied to the hydrogen atoms to 

ride all parent atoms. 
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4.2.1.1 DSC 

The thermal analysis was performed by heating 5 mg of the sample at a scan 

rate of 10 C/min in an aluminium pan with pierced lid covered under nitrogen 

gas flow. The investigation was carried out over the temperature range 20-80 C 

using the instrumentation detailed in Chapter 3 Section 3.2.1.4). Blank 

correction was carried out with an empty pan prior to sample analysis.  

 

4.2.1.2 XRPD 

Solid materials were characterised off-line via XRPD using a Bruker D8 

Advance using transmission capillary as described in Chapter 3 Section 3.2.1.9. 

2θ range and count time were as detailed in Table 4.2.  

Table 4.2 Variable count time scan parameters. 

 

4.2.1.3 IR 

IR spectra were recorded on a Bruker Tensor II IR spectrophotometer as 

detailed in Chapter 3 Section 3.2.1.3. Blank reference was taken with air.  

 

 Hydrotropic Effect of Nicotinamide on ALA 4.2.2

A concentration calibration curve for ALA was constructed using known 

concentrations of ALA I in ipa:water 9:10 v/v at room temperature. Excess ALA 

was dissolved in ipa:water 9:10 v/v solvent system and stirrer at a constant 

temperature of 10 C and 70 rpm until the UV signal stabilised, indicating 

equilibrium had been reached. Increasing amounts of NIC (as a solid) was added 

whilst an inline ATR-UV probe took measurements periodically. To record 

changes in ALA concentration, wavelength 333 nm was selected. NIC’s 

maximum absorbance was recorded at 265 nm (solvent system taken as 

2θ-range Step size Seconds/step 

3° to 30° 0.017° 2s 

30° to 43° 0.017° 8s 

43° to 56° 0.017° 16s 

56° to 70° 0.017° 24s 
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reference). Reference measurements for NIC and ALA are shown below in 

Figure 4.5 and Figure 4.6. Concentration of NIC was increased after 60 minutes. 

Investigations were carried out in a Mettler Toledo EasyMax set up as described 

in Chapter 3 Section 3.2.1.10.  

 

Figure 4.5 Reference UV measurement for NIC in ipa 9:10 water v/v, λmax = 

261 nm. 

Figure 4.6 Reference UV measurement for ALA in ipa 9:10 water v/v, λmax = 

333 nm. 
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 Effect of Nicotinamide on Polymorphic Outcome of ALA 4.2.3

The influence of NIC concentration on the polymorphic outcome of ALA 

crystallisation was investigated by carrying out small scale cooling 

crystallisation experiments. Individual vials containing ALA solutions (0.11 

g/mL of ipa) and NIC solutions with concentrations between 0-0.36 g/mL of 

water were prepared. One vial of ALA solution was then mixed with one vial of 

NIC solution at 20 C and this was repeated for all NIC solutions prepared. All 

solutions were then crash cooled to -10 C. These experiments were completed 

using the equipment as detailed in Chapter 3 Section 3.2.1.11. The crystals 

formed were filtered under vacuum, washed with distilled water and air dried. 

 

 Ex-Situ Transformation Measurements Using XRPD 4.2.4

ALA II stability was assessed by slurring a suspension of ALA II in ipa:water 

9:10 v/v was analysed over 24 hours using the Crystalline setup (Chapter 3 

Section 3.2.1.11). The stirring speed was set at 1000 rpm. Each vial was stirred 

at a constant temperature of -15 C, -10 C, 0 C, 10 C and 20 C. At the 

relevant time interval, an aliquot of solution was removed, filtered, dried and 

the solid was examined via XRPD.  

 

 Dynamic Light Scattering 4.2.5

DLS measurements were carried out using a Malvern ALV/LSE- 5004 

instrument using the methodology described in Chapter 3 Section 3.2.1.6. 

Solutions were prepared at room temperature and filtered with a 0.22 micron 

filter before being placed in a clean, glass sealable vial. Investigations were 

carried out at constant temperature (25 C), using a scattering angle θ = 173° 

and laser light wavelength λ = 632.8 nm. The size profile within solutions was 

assessed for six hours at hourly intervals with a final measurement taken at 24 

hours. Each sample was analysed three times and the average size detected of 

the three runs, was plotted and used for comparison. 
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 Solubility Measurements  4.2.6

The solubilities of ALA II and NIC in ipa water 9:10 v/v mixtures were 

measured as a function of temperature using the setup described in Chapter 3 

Section 3.2.1.12. For each well, using the turbidity sensor, the clear point was 

detected.  A stirrer speed of 800 RPM and a heating rate of 0.5 C/min was 

selected to investigate solubility of ALA II between 0 - 20 C.  

Excess ALA I was slurred in ipa : water 9:10 v/v solvent system at a range of 

temperatures (0 C – 20 C) for 24 hours using Crystalline setup (Chapter 3 

Section 3.2.1.11). After 24 hours, the solution was filtered and weighed. Solvent 

was allowed to evaporate until no more change in weight could be detected.  

 

 Solid State Stability  4.2.7

Solid state stability of ALA II was assessed by storing crystals at -17 C and at 

room temperature for up to 12 months. The effect of humidity or light was not 

taken into consideration. Bruker D2 diffractometer was used to detect any 

changes in crystalline purity of material using the methodology described in 

Chapter 3 Section 3.2.1.9.  

 

 Microscopy 4.2.8

Optical images were acquired using a Leica DM6000 FS series microscope. 

Images were visualised using LAS-AF version 2.6.0 (Chapter 3 section 3.2.1.8). 
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4.3 Results and Discussion 

Solid state characterisation of the crystallised product was carried out using 

DSC, IR, capillary and variable count and variable temperature XRPD. 

Structure determination of ALA II was also carried out. 

 

 Preparation, Structure Solution and Solid State Characterisation 4.3.1

of ALA II  

Sample was prepared as described in 4.2.1. The crystals obtained from under 

these experimental conditions were a different crystalline form than the 

previously reported form, ALA I. 

 

4.3.1.1 DSC 

DSC analysis showed that ALA II had an onset temperature of melting at 48.4 

C, whilst for ALA I this was slightly higher at 57.6 C (Figure 4.7). In addition, 

no mass loss was observed in the TGA, suggesting it to be an anhydrous 

crystalline phase (not shown here). A single endothermic event, indicating 

melting, was observed with no further thermal events thereafter. The lower 

melting temperature, would therefore confirm, ALA II to be the metastable and 

ALA I to be the stable form. The shoulder at 48.4 C for ALA II was considered 

to be due to sample preparation as uneven distribution of sample can lead to 

such anomalies. 
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Figure 4.7 DSC analysis of ALA II (blue) and ALA I (red). 

 

4.3.1.2 IR 

The infrared spectra of ALA polymorphs I and II are shown in Figure 4.8. The 

following modes; 2702 cm-1 corresponding to (C-H), 1712 cm-1 corresponding to 

(C=O), 1449 cm-1 corresponding to (CH2), 1414 cm-1 corresponding to (CH2 - 

C=O), 1250 cm-1 corresponding to (C-OH) and 934 cm-1 corresponding to (COOH, 

dimer) have been reported during the isolation and characterisation of ALA I207. 

On comparison of the spectrums, the mode corresponding to (C=O) appear to be 

at similar wavelengths, with a slight broadening for ALA II.  No major 

differences can be seen at 1414 cm-1 corresponding to (CH2 - C=O) or 1250 cm-1 

corresponding to (C-OH). At around 1450 cm-1 the peak corresponding to (CH2), 

is seen to have shifted to the left by 10 cm-1 for ALA II. The peak at round 900-

950 cm-1 corresponding to (COOH, dimer) is also seen to have moved to the left 

by 20 cm-1 for ALA II. This may indicate the packing of the dimers to be 

different between ALA I and II. The peaks corresponding to (CH2) and (COOH, 

dimer) would be useful peaks for polymorph identification. However, with the 

exceptions noted above, the spectra for ALA I and II are very similar in peak 

positions across the spectrum with variations of <3 cm−1. 
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Figure 4.8 FTIR spectra for ALA I and ALA II. 

 

4.3.1.3 XRPD 

Capillary powder data was collected for ALA II and is shown alongside the 

powder pattern for ALA I extracted from CCDC (Reference THOCAR1) (Figure 

4.9).  

Figure 4.9 Capillary powder pattern for ALA I (top) and ALA II (bottom). 
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For ALA II some of the characteristic peak positions at 2θ are as follows: 

7.7356, 9.6489, 12.5378, 15.4527, 18.0288, 18.4836, 18.8496, 19.2266, 

19.4679 and 19.6554. These show numerous differences from the pattern 

derived from ALA I e.g. at 2θ = 9.6489 and 15.4527 peaks can be observed for 

ALA II that are otherwise absent in ALA I.  Furthermore, over the temperature 

range of 100 K to 300 K powder data were also collected to investigate if this 

would lead to any changes in polymorphism (Figure 4.10). No further changes 

indicative of solid state transformation could be observed over the temperature 

range examined. However, a shift in some of the peaks can be seen due to the 

thermal expansion of the sample rather than a solid form change. 

Figure 4.10 Powder pattern for ALA II at temperatures from 100 K to 300 K.  
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4.3.1.4 ALA II Crystal Structure 

A single crystal sample was obtained as described in Section 4.2.1 and the 

crystal structure of ALA II was solved using single crystal diffraction. The 

diffraction pattern was indexed to a triclinic unit cell with the dimensions in 

Table 4.3.  The crystal packing as viewed down the b-axis is shown in Figure 4.11. 

Figure 4.11 Crystal packing of ALA II 

 

Table 4.3 Crystal Structure of ALA II 

Based on the refined crystal structure, the morphology of ALA II was predicted 

using the Bravais Friedel Donnay Harker (BFDH) model using Mercury 3.9   

Lattice Parameters 

Formula unit 

Molecular weight (g/mol) 

Crystal system 

Space group 

a (Å) 

C8H14O2S2 

206.33 

Triclinic 

P-1 

4.758 (12) 

b (Å) 9.191 (3) 

c (Å) 11.637 (3) 

α () 89.101 (15) 

 () 80.810 (13) 

 () 78.873 (16) 

Volume (Å3) 492.9 (2) 

Goodness of Fit 1.046 
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incorporated within the Cambridge Crystallographic Data software package208. 

The BFDH approach considers the binding energy between the different crystal 

faces and does not account for solvent effect, supersaturation or experimental 

growth conditions22. However, it does provide a theoretical morphology to 

compare with the observed crystals produced under different conditions. The 

predicted morphology of ALA II produced an elongated block-like habit, in 

comparison to the tabular shaped ALA I209. Microscopy image of a single ALA II 

crystal was obtained with dimensions of 300 x 1100 μm. A general similarity 

between the single crystal of ALA II and the predicted morphology shown in  can 

be observed (Figure 4.12 and Figure 4.13).  

Figure 4.12 A crystal of ALA II (left) and the predicted crystal morphology of 

ALA II (b-axis). 

Figure 4.13 Predicted morphology of ALA II viewing from a-axis (left) and c-

axis (right). 
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 Solubility 4.3.2

Solubility of ALA I, ALA II and NIC were obtained in ipa : water 9:10 v/v solvent 

system (Figure 4.14). ALA I and II have different temperature dependent 

solubilities whilst NIC has around a 12-fold higher solubility at 20 C. The 

dotted lines represent extrapolated data and are based on the solubility data 

acquired. It is predicted that, as the solubilities of ALA I and II do not cross each 

over the investigated temperature, this would indicate a monotropic relationship 

between ALA I and ALA II.  

Figure 4.14 Log scale solubilities of ALA I (red square), ALA II (blue circle) and 

NIC (black triangle) in ipa : water 9:10 v/v. Concentration of ALA and NIC used 

to crystallise ALA II are indicated by the orange circle and triangle, respectively. 

The metastable form has a higher solubility compared to the stable form of ALA 

and NIC shows an order of magnitude higher solubility compared to ALA in the 

same solvent system. By definition hydrotropes are water soluble chemicals and 

it could be that this greatly enhanced solubility of NIC in the solvent system 

plays a critical role in the hydrotropic action of NIC. Furthermore, the 

concentration of NIC used in ALA II formation, is undersaturated with respect 

to itself and explains why NIC remains in solution at the isolation temperature. 
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Similarly, the co-former used to obtain the metastable form of paracetamol and 

mefenamic acid through the templating approach is also selected on the 

condition that it has a higher solubility than the API and is undersaturated at 

the isolation temperature meaning the co-former does not precipitate148, 210. 

Enhanced solubility observed for most metastable polymorphs can be explained 

by the difference in the Gibbs energy where stable forms have lower free 

energies. However, in the case of metastable forms, more solid will dissolve as a 

result of higher free energy211 (Equation 4.1). 

 

∆GII−I = ∆HI−II − T∆SI−II  Equation 4.1 

 

where: G is free energy, H is enthalpy, T is temperature and S is entropy.  

 

Dissolution, the preceding step to solubility, is a thermodynamically favourable 

process. In cases where GII-I is above zero, dissolution and solubility of 

polymorph II will be higher as its energetically unfavourable and the system 

will try to minimise free energy. Solubility studies between polymorphs have 

found the ratio of polymorph solubility to be less than two51 indicating that the 

solubility difference observed here is plausible. The lower solubility of ALA I 

suggests lower free energy and an increased stability of this form compared to 

ALA II, is in line with the findings for the solubilities of each form and solution 

mediated transformation studies.  

 

 Concentration of NIC Effect on Polymorphic Form of ALA   4.3.3

The effect of NIC on the outcome of polymorphic form was assessed by carrying 

out crystallisation experiments under identical conditions. The crystallised 

material was analysed by XRPD and is reported in Table 4.4 and as a schematic 

in Figure 4.15. These results would indicate that the quantity of NIC has an 

important effect on the solid form crystallised as the concentration of NIC is 

increased, the polymorphic outcome transitions from ALA I (stable) to ALA II 

(metastable) and lastly to the ALA-NIC co-crystal.  
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From the ratios investigated, between 0 – 0.57 mole fraction of ALA : NIC - ALA 

I was obtained. Whilst from 0.40 – 0.49 mole fraction ALA II and between the 

range of 0.13 – 0.24 ALA-NIC co-crystal resulted. 

Table 4.4 ALA-NIC experiments crystallised under identical conditions. 

 

A similar concentration dependent effect has been reported for flufenamic acid 

and mefenamic acid210 and acridine212. At a certain concentration, flufenamic 

acid allowed the crystallisation of the metastable form of mefenamic acid. This 

was attributed to the concentration of flufenamic acid in the solution being 

below the solubility limit at the isolation temperature. However, at higher 

concentrations, the system would be supersaturated with respect to flufenamic 

acid resulting in the flufenamic acid mefenamic acid co-crystal or physical 

mixtures of both ingredients. Similarly, for acridine crystallisation with 50 mol 

% of the secondary component impeded the co-crystallisation, resulting in the 

formation of two new metastable polymorphs. Likewise, as NIC concentration is 

increased, the ALA-NIC co-crystal is obtained. This could be due to the 

supersaturation of NIC attained at the higher concentrations, allowing NIC to 

be incorporated into the crystal lattice with ALA.  

Mole fraction of ALA : NIC ALA Form 

1 I 

0.799 I 

0.710 I 

0.661 I 

0.569 I 

0.493 II 

0.399 II 

0.436 II 

0.243 Co-crystal 

0.185 Co-crystal 

0.129 Co-crystal 
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Solid forms outcomes resulting in a single component is represented by 

Equation 4.2213 and for each component of a co-crystal of API (A) and co-former 

(B), to give co-crystal AaBb, is represented by Equation 4.3214: 

 

Asolid  Asolution          Single component   Equation 4.2 

 

aAsolution+bBsolution Aasolid Bbsolid     Multi-component              Equation 4.3 

Figure 4.15 Polymorphic form of ALA when crystallised under identical 

experimental conditions with increasing NIC concentrations. ALA I (red), ALA 

II (blue) and ALA-NIC co-crystal (green).  
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Table 4.5 Range of molar concentration used during small scale crystallisation 

trials with corresponding solid forms recovered and equilibria. (Average ALA 

concentration was 0.250 M for all experiments with a standard deviation of 

0.004). 

The possible effects of NIC on the resultant polymorphic form of ALA at the 

concentrations which resulted in ALA I or ALA II have been separately 

discussed below in Section 4.3.7. 

 

 Determination of Hydrotropic Effect of Nicotinamide on ALA  4.3.4

Solubilisation of ALA through hydrotropic action of NIC was determined using a 

stirred tank reactor allowing measurements to be carried out at constant 

temperature using an in-situ ATR -UV probe. 10 C was selected as the 

temperature to determine the hydrotropic effect of NIC on ALA I as the 

solubility was measurable using the ATR-UV probe and polymerisation of ALA 

was not observed.  

NIC demonstrates solubilisation of ALA I as the measured concentration 

increases as a function of increasing NIC (Figure 4.16). On increasing the 

hydrotrope concentration, firstly the drug solubility increased gradually but at 

5.29 mg/mL, a significant increase in the solubility of ALA I was observed. A 

noteworthy feature in Figure 4.16 is the presence of the flat line between NIC 

Molar 

Concentration 

of NIC (M) 

Polymorphic 

Outcome of 

ALA 

Solid-solution Equilibrium Equations 

 

0-0.189 I ALAsolution + NICsolution  ALA(I)solid + 

NICsolution 

 

0.26-0.377 II ALAsolution + NICsolution  ALA(II)solid 

+NICsolution 

 

0.7-1.530 ALA-NIC Co-

crystal 

ALAsolution + NICsolution    ALA-NICsolid 
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concentrations 7.88 and 14.23 mg/mL. This has been observed for DENA, a 

structurally similar molecule to NIC with hydrotropic properties189. This was 

noted for all the solutes which were solubilised in the presence of DENA 

(suggesting it to be a feature of the hydrotrope as opposed to the solute) and was 

attributed to the self-aggregation behaviour of DENA. 

Figure 4.16 Concentration of ALA as a function of NIC concentration (error 

bars represent standard deviation). 

 

The similar findings here allows the suggestion to be made that, the flat kink 

observed prior to a significant increase in solubility, is indicative of the self-

aggregation of NIC previously reported174, 186. Between starting and the 

maximum concentration of NIC an increase of 88.7% in ALA concentration was 

calculated. The change in concentration was not linear, showing a sigmoidal 

response which has been attributed to intermolecular interactions involved in 

the solubilisation process185. Also, once the maximum concentration of ALA I 

within this system was reached (Cmax at NIC concentration of 36.6 mg/mL), 

there was a reduction in the concentration of ALA irrespective of NIC addition. 

Within the concentrations of NIC studied, a decrease in solubility was detected 

when NIC reached 0.39 M (47.075 mg/mL). Increase in concentration of NIC 

results in NIC-NIC self-association174, 186, 193  and although this self-aggregation 

has been considered a contributing factor to solubilisation, recently it has been 

demonstrated that strong NIC-NIC self-association in fact reduces hydrotrope 

solubilisation efficiency by up to 40% 169, 173, 187 leading to a reduction in 
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solubilisation efficiency. Furthermore, between the observed maximum 

solubility and the last solubility value recorded, a 15% reduction in the solubility 

of ALA was detected.  

 

 Stability of ALA II in Solution 4.3.5

For polymorphic compounds, solution mediated transformation is an important 

process whereby a metastable phase converts into a more stable crystalline 

form.  Solvent-mediated polymorphic transformation (SMPT) is induced by the 

difference in solubility of the metastable and stable polymorphs. Hence, the 

metastable form will dissolve and nucleation and growth of the stable 

polymorph will take place reducing the free energy of the system. A number of 

conditions can influence overall rate of the transformation process including; 

stirrer speed and type, seed size, surface interactions between polymorphs, 

solvent and temperature215-217 and solid loading218. Within this investigation, the 

effect of temperature on the rate of transformation was investigated whilst 

keeping stirrer speed, solvent composition (ipa : water 9:10 v/v) and stirrer type 

constant. However, in all cases, excess ALA II was added based on the solubility 

data (Section 4.3.2) thus solid loading was not kept constant.  

Ex-situ analysis via XRPD of solution mediated transformation of ALA II can be 

seen in Table 4.6. It is observed that the transformation of ALA II, which is in 

contact with aqueous solution at temperatures at 0 C, 10 C and 20 C, is 

complete within 6 hours and at -10 C and -15 C ALA II had not fully 

transformed to ALA I within 33 hours.  

Table 4.6 Ex-situ transformation of ALA II (Blue) to ALA I (Red) at a variety of 

temperatures. The mixture of ALA I and ALA II are represented by the purple 

box. 

Temperature 0C 20 0C 10 0C 0 0C -10 0C -15 0C 

Sampling Time (hours)      

6      

21 - - -   

33 - - -   
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The effect of temperature on the transformation rate of piracetam (form II – 

metastable to form III - stable) has been investigated over the temperature 

range of 5–50 °C218. The appearance of the stable form of piracetam decreases 

from 43 h at 5 °C to 2.5 h at 50 °C, while the metastable to stable 

transformation time decreased from 93 h at 5 °C to 6.75 h at 50 °C, concluding 

that the rate of transformation increased with temperature. In this system, the 

time for appearance of ALA I is inversely related to temperature, in keeping 

with the literature example of piracetam, detailed above. This could be 

attributed to the increased solubility of ALA II at higher temperatures, 

increasing the relative supersaturation with respect to ALA I resulting in an 

increase in the overall rate of transformation218, 219. Based on these results, when 

ALA II is produced, it is expected to be stable for long enough without rapid 

transformation to ALA I. 

 

 Dynamic Light Scattering 4.3.6

By keeping the concentration of ALA constant, the effect of NIC concentration 

on the intermolecular interactions in solution was investigated as it was 

hypothesised that NIC concentration may be leading to other solid forms of ALA 

(Table 4.7).   

Table 4.7 Experimental conditions used to assess the effect of NIC on solution 

characteristics in ipa : water 9:10 v/v 

ALA (g) NIC (mass %) Expected ALA Form 

0.268 0 ALA I 

0.268 

0.268 

0.33 

0.37 

ALA I 

ALA II 

0.268 0.68 ALA-NIC Co-crystal 

It was observed that, solutions which contained 0.33, 0.37 and 0.68 w/w of NIC 

reached a final average size of 77.33 nm, 52.14 nm and 45.76 nm, respectively. 

Samples which only had ALA I (i.e. no NIC), reached an average final size of 

2303 nm.  These results would suggest that the average size reached after 24 

hours for the solutions containing varying concentrations of NIC, were very 
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similar. The biggest difference observed was for the vial which did not contain 

NIC, where the final size of particles was above 2000 nm (Figure 4.17).  

Figure 4.17 Average particle size recorded (logarithmic scale) for samples with 

identical ALA concentration with varying NIC concentration (n=3), black dashed 

line indicates upper limit for definition of mesoscale. No measurements were 

taken between t = 6 and t = 24 the line between those times are to guide the eye 

only. 

These results are in keeping with the findings by Robertson et al220 who 

investigated mesoscale droplets for solutions of 2,6-lutidine (hydrotrope) in 

water with the addition of cyclohexane (poorly soluble compound). The size of 

the mesoscale droplets for 15%, 30%, 45% and 60% of lutidine, with addition of 

constant mass of cyclohexane resulted in mesoscopic droplets without any 

significant differences in the size of the droplets. However, the general trend 

noted were that, the size of the mesoscopic droplets increased with decreasing 

hydrotrope concentration within solution. Under the conditions examined, the 

presence of NIC greatly influenced the final size (final size in the ALA only 

solution 2303 nm and 45.67 nm in 0.68 w/w of NIC). Further to this under the 

experimental conditions examined, the size of the droplets decreases with 

increasing hydrotrope concentration which is in keeping with the results 

obtained for the 2,6-lutidine/water/cyclohexane system220. Although the final 
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average droplet diameter was not significantly affected in the NIC containing 

solution, the occurrence of each size group was investigated for solutions 

containing only NIC (Figure 4.18) and for solutions with increasing 

concentrations of NIC at a constant mass of ALA (Figure 4.19). 

Figure 4.18 Average number distribution of the frequency of each size, t = 24, n 

= 3. 

Aqueous solutions of NIC did not show any mesoscale cluster formations at any 

of the concentrations investigated at t = 24 hours (Figure 4.18). Observations 

made here may be molecular clusters which are sizes in the order of 1 nm as 

observed by Subramanian et al221 in hydrotrope only aqueous solutions. Upon the 

addition of ALA, mesoscale differences emerge and the presence of larger than 

previously noted particles can be seen (Figure 4.19).  Formation of mesoscopic 

droplets only by the addition of ALA are consistent with findings by 

Subramanian et al221 where only on the addition of cyclohexane to the 

hydrotrope-solvent system did larger particles form. This was attributed to the 
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stabilisation and rearrangement of the solvent–hydrotrope structures by the poorly 

soluble solute leading to the formation of larger droplets. In the complete absence 

of NIC, the solution resulted in three different size classes of particles (Figure 

4.19).  The concentration of ALA I was the same for all other vials studied, hence 

the difference was attributed to the influence of NIC and the role it plays within 

the solution. The solubility measurements for ALA I (Section 4.3.2) indicate that 

at the given composition and temperature, the solution is expected to be 

undersaturated.  Therefore, it is not expected to be due to the precipitation of 

ALA I and no evidence for this was observed at crystallisation temperatures 

which may indicate this to be temperature dependant effect. Similar 

observations have been made and reported as; oiling out222, 

micro/emulsification223 or the ouzo effect220. Further investigations may be 

helpful in allowing more definite conclusions to be made as to the composition of 

the solution. Solutions with 0.33 mass % of NIC produced a bimodal distribution 

of particles which at 0.37 mass % transition to unimodal distribution. These 

could be mesoscopic droplets which have been observed to range from 50nm to 

orders of 100 nm in diameter224. These results may serve as evidence for 

“mesoscale solubilisation” which has been defined as the formation of mesoscopic 

droplets which results in increased solubility of hydrophobic compounds in 

aqueous solutions as a result of non-ionic hydrotropes221.  Investigations of 

ternary (hydrotrope-solvent-solute) solution properties revealed mesoscopic 

droplets formed only in the region where thermodynamic anomalies had been 

observed in hydrotrope-solvent composition (e.g. heat capacity, excess molar 

volumes, activity coefficient and excess partial molar entropies)221. Such 

thermodynamic changes can alter the interactions between the solvent and 

solute, changing the local molecular environment, influencing the crystallisation 

outcomes. In the presence of NIC, crystallisation occurs in the presence of 

mesoscopic clusters and, hence, nucleation occurs in a different molecular 

environment leading to a different solid form (ALA II). Similarly, during the 

crystallisation of acridine, 50 mol % of terephthalic acid or cis,transmuconic acid 

lead to the formation to metastable forms of acridine212. It was thought to result 

in the formation of distinct aggregates in solution prior to crystallisation and, 

thus, in the induction of polymorphism. 
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Figure 4.19 Average number distribution of the frequency % of each size, t = 24, 

n = 3. 
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A move to the left and a decrease in the occurrence of larger clusters are 

observed for NIC ratio 0.68 % w/w (Figure 4.19). Radial distribution function 

studies and molecular dynamic simulations of tertiary butyl alcohol (TBA) –

water–cyclohexane solutions with increasing concentrations of TBA have been 

reported221.  Both techniques showed that as the hydrotrope concentration 

increased, the tendency to form TBA–water–cyclohexane droplets disappeared. 

At the highest concentrations of hydrotrope examined, the hydrotrope and solute 

preferred to mix with each other and no cluster formation was detected.  At 

concentrations above 0.68 mass % of NIC, it could be proposed that ALA-NIC do 

not interact to form clusters in the same manner to result in the formation of 

mesoscopic droplets. The clusters reported in Figure 4.19 may, therefore, be a 

mixture of self-aggregated clusters of NIC (NIC has been reported to undergo 

self-aggregation173) and the basic interaction of ALA-NIC without higher ordered 

interactions that would lead to clusters and mesoscopic solubilisation. The 

structure of the mesoscopic droplets have been investigated with molecular 

dynamic simulations for TBA (hydrotrope), water (solvent) and cyclohexane 

(hydrophobe) ternary system (Figure 4.20)221. This study has shown aggregated 

hydrophobic solute molecules which are surrounded by the hydrotrope.  

Figure 4.20 Schematic of the mesoscopic droplets which form in solutions 

containing hydrotropes and a poorly water soluble solute (image adapted from 

reference 221). 

The concentration of the hydrotrope is proposed to be denser in the layer 

surrounding the aggregated poorly soluble solute as opposed to the bulk 
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solution. Higher order interactions between the hydrotrope and water molecules 

that surround the solute aggregate, is proposed to lead to cluster formation. 

   

 Nucleation of ALA II 4.3.7

The experimental concentration of NIC used to achieve ALA II was 32.6 mg/mL 

(Section 4.2.1). The average of the concentrations measured at 28.88 mg/mL and 

36.58 mg/mL was taken to estimate the increase in solubility at 32.6 mg/mL 

(Figure 4.16). The calculated percentage increase in solubility was then applied 

to the experimentally obtained solubility data of ALA I and ALA II. These are 

referred to as estimated solubility of ALA with NIC and ALA II with NIC 

(Figure 4.21).  

Figure 4.21 Log scale solubilities of ALA I (red square), ALA II (blue circle) and 

NIC (black triangle) in ipa : water 9:10 v/v. Solid lines represent predicted 

solubility based on the expected increase in solubility of ALA I at experimental  

NIC (ALA I: red empty squares and ALA II: blue empty circles), experimental 

ALA concentration (orange circle). 
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To investigate the effect of supersaturation and to differentiate this from the 

role NIC may be playing in leading to ALA II, ALA was crystallised in the 

presence and absence of NIC at three different supersaturation ratios using the 

isothermal method described in detail elsewhere225.  At constant mass of ALA 

and NIC, crash cooling crystallisation experiments were performed using the 

concentrations of ALA and NIC as described in Section 4.2.1. 

The supersaturation ratios achieved were calculated using the equations fitted 

to the experimentally obtained solubility for ALA without NIC and the 

estimated ALA solubility with NIC.  The polymorphic form of ALA obtained 

from the experiments over the range of supersaturation ratio 16.0 to 3.8 is 

shown in Figure 4.22. Under the experimental conditions examined, regardless 

of the supersaturation ratios, ALA II could not be isolated unless ALA was 

crystallised in the presence of NIC.  On comparison of the supersaturation ratios 

attained, ALA II was generally isolated at lower supersaturations.  

Figure 4.22  Resultant solid state of ALA when crystallised with and without 

ALA. (Red: ALA I and Blue: ALA II). 

An exception may be at supersaturation ratios 7.04 and 8.66 where ALA I and 

ALA II were obtained, respectively. However, if the formation of ALA I at 

supersaturation ratio 7.04 was due to insufficient driving force for the 

nucleation of ALA II, increasing the supersaturation (10.62 or 16.04) would be 

expected to result in ALA II. However, regardless of the supersaturation, ALA II 
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was not obtained in the absence of NIC. These results confirm that NIC is 

required to produce ALA II.  

During these experiments it was also observed that nucleation of solutions 

without NIC occurred more rapidly (typically less than 1 minute) than with 

solutions containing NIC (5-6 minutes). As supersaturation increases, 

nucleation rate increases (J)25 (i.e. induction time decreases, tind). This may 

result from the fact that NIC increases the solubility of ALA and consequently 

decreases supersaturation relative to ALA I and II leading to longer induction 

times (Equation 4.4). 

 

J = 1
tind

⁄   Equation 4.4 

 

With the demonstrated increase in solubility of ALA in the presence of NIC, 

nucleation of the metastable form is estimated to be occurring at lower 

supersaturations than would be the case for crystallisations from pure ALA 

solution. Hence, despite there being a greater driving force for the nucleation of 

ALA I, ALA II preferentially nucleates (Equation 4.5).  

 

B = kb∆Ssb  Equation 4.5 

 

where: B is nucleation rate, kb is the nucleation constant, Ss is supersaturation 

and b is nucleation order.  

 

The effect of supersaturation on the polymorphic content of phenylbutazone has 

been studied25. Similarly, as supersaturation increased, the fraction of the stable 

polymorph increased. It was concluded that, at low supersaturations, the 

relative nucleation rate of the metastable form was considerably greater 

(attributed to the lower interfacial tension of the metastable form which is 

expected to reduce the supersaturation required for nucleation226) than the 

relative crystal growth rates; hence, the nature of the polymorph that 

crystallised was determined by the relative nucleation rates. However, at higher 
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supersaturations, whilst nucleation rates of both forms were considered to be 

equal and the effect of supersaturation on the nucleation rate becomes more 

dominant compared to the interfacial tension, growth rates of the stable form 

were significantly higher, resulting in the formation of the stable form. 

Therefore, the competition between the rates of nucleation and growth rates of 

the two polymorphs dictates the polymorph outcome. Similar findings for L-

glutamic acid have been reported where the competition of nucleation kinetics 

between the α form (metastable) and the β (stable) form was shown to be a major 

factor in determining the polymorphic form227.  

Interfacial tension, , is inversely proportional to the logarithm of solubility228, 

meaning as solubility increases,  decreases. NIC was found to increase the 

solubility of ALA (Section 4.3.4) coupled with evidence of mesoscale 

solubilisation (Section 4.3.6). Due to the enhanced solubility of ALA in the 

presence of NIC, the number of solute molecules per unit volume and the 

frequency of molecular transport would be greater, leading to a smaller 228. A 

reduction in  would result in a smaller critical nucleus size (Equation 4.6). The 

data obtained from DLS experiments (Section 4.3.6) may serve as evidence; since 

solutions with NIC lead to mesoscopic clusters in solution ( 40 nm). Thus, 

solubility affects the probability of intermolecular collisions and reduces , 

leading to larger J, resulting in a higher nucleation rate for ALA II at lower 

supersaturations where  is more influential. 

 

∆𝐺𝑐𝑟𝑖𝑡 =
4

3
πγrc

2          Equation 4.6 

 

Nucleation rates of polymorphs as a function of supersaturation have been 

explored by Cardew and Davey229 (Figure 4.23).  This study concluded that the 

phase which has a higher nucleation rate can vary with supersaturation and 

depends on the surface (e.g. interfacial tension) and bulk parameters (e.g. 

solution composition and temperature). For the nucleation of ALA II, the 

fundamental role of NIC has been demonstrated. Such examples have been 

reported where the metastable form of tolbutamide, exclusively crystallised in 
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the presence of 2,6-di-O-methyl-β-cyclodextrin and the stable form crystallised 

in the absence of the cyclodextrin230.  

Figure 4.23 Alternative nucleation kinetics of a polymorphic system, I  (stable) 

and II (metastable) (image from reference 229).  

Further examples include; the crystallisation of maleic acid which yielded a 

metastable form only in the presence of caffeine231 and the cocrystallisation 

trials between isonicotinamide and felodipine where isonicotinamide failed to 

enter the lattice of felodipine, leading instead to the nucleation of the metastable 

form of felodipine232. In such cases, the presence of a secondary component was 

thought to have played a structure directing role in the formation of a 

metastable form. In particular, the amide group of isonicotinamide was thought 

to have played a structure directing role in the formation of the metastable form 

of felodipine. Likewise, crystallisation studies between flufenamic acid and 

mefenamic acid lead to the metastable form of mefenamic acid when crystallised 

in the presence of flufenamic acid210. The interaction between the two 

components, possibly by hydrogen bonding between carboxyl groups was 

thought to interfere with the growth of mefenamic acid, resulting in the delay of 

formation of the stable form and, thus, allowing competitive formation of the 

metastable form. Other examples where additives influence on the nucleation 

kinetics of polymorphs have been reported for ortho amino benzoic acid233 and 

acridine212.  

Solution phase additives have frequently been shown to have a substantial effect 

on the outcomes of a crystallisation process (e.g. polymorphic form). Amphiphilic 

molecules, such as NIC, can position themselves at the solute/solvent interface 

and can affect nucleation kinetics depending on their specific structure and 
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interactions with the solute234, influencing the packing of the emerging 

structure, which may promote the growth of one form over another. This is 

thought to occur during the nucleation phase, where solutes are associating in 

solution to create building units, the molecular interactions between associated 

solute and template create specific pre-arrangements, templating the nucleation 

of a specific polymorph212, 235. Here, however the results support a specific effect 

of NIC on the crystallisation of ALA polymorphs. The hydrotropic effect of NIC 

is leading to the formation of mesoscopic clusters, creating a distinct molecular 

environment in which nucleation of ALA occurs. This is impacting in the relative 

nucleation kinetics of the two polymorphs and favouring the formation of the 

metastable form II (Figure 4.24).  

Figure 4.24 Schematic of the effect NIC is proposed to be having in solution 

leading to ALA II  

 

 Solid state Stability  4.3.8

ALA II was found to be stable for 12 months and for around 1 month when 

stored at -17 C and at room temperature (~22 C), respectively.   



 

   95 

4.4 Summary 

The crystallisation and crystal structure of a novel metastable polymorph of 

ALA, ALA II, is reported. The polymorph is obtained selectively and consistently 

in the presence of NIC, which has a hydrotropic effect on ALA solubility. The 

results presented show evidence for NIC interaction with ALA impacting on the 

relative nucleation kinetics for ALA that favours the formation of form II. In 

contrast, under all conditions tested in the absence of NIC, ALA I was always 

produced.  

Crystallisation of metastable forms can lead to improved dissolution and 

solubility profiles. Hydrotropy is shown to be an alternative method of 

controlling solid form of ALA from a novel polymorph through to creating a 

cocrystal at higher NIC concentrations. This is a significant result in showing 

for the first time that the hydrotrope effect can have a potential role in the 

discovery and control of polymorphism and can be used to design strategies for 

selectively obtaining metastable polymorphs. Further work required to establish 

the specific mechanism of selecting polymorphic prediction and the 

transferability/general applicability to other materials and solution systems. 
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5 Scale-Up of Crystallising 

Alpha Lipoic Acid Form II 

  

Chapter 
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5.1 Introduction 

The behaviour and success of a crystallisation process is generally affected when 

moving from small scale to a larger scale operation. From a fluid mechanics 

point of view, good mixing can be easily achieved at small scale, however, 

inhomogeneities in mixing can readily occur at larger scale. Poor mixing leads to 

regions of high local supersaturation which can, in turn, drive undesirable 

nucleation and agglomeration. Differences in local stirrer intensity can also lead 

to changes in particle breakage and secondary nucleation processes48. Growth 

rate is also dependent on supersaturation as well as the presence and identity of 

any impurities, the mixing regime, particle breakage and agglomeration7. 

Particular difficulties affecting scale up are stirrer speed (which affects shear 

rate and particle breakage) and power per unit volume (which affects mixing 

time, particle suspension, and frequency of exposure to the high shear zones)48. 

The hydrodynamics present within a crystalliser at a given rpm will show 

variation from one position within the crystalliser to another. This can results in 

concentration gradients, suspension and heat transfer difficulties. Often, more 

homogenous mixing is achieved close to the impeller with poorer mixing in other 

parts of the crystalliser.  This is an issue to address as crystals respond to their 

immediate environment236. 

The difficulty around scale up of processes remains challenging as not all the 

parameters which vary with the dimensions of the vessel, scale in the same way 

(Figure 5.1). Mixing time is directly proportional to an increase in process 

volume to a point whereby this becomes unrealistic. Heat transfer is 

significantly affected, where a volume increase of 50 would need 100 times more 

power. The potential consequence of this in cooling crystallisation is clear given 

that heat transfer is the method of supersaturation generation.  Consequently, 

the reduction in available heat transfer area combined with reduced mixing 

efficiency in larger scale crystallisers makes scale up process in STR scale 

challenging. 
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Figure 5.1 Relationship between some of the parameters used for scale up 

(Image adapted from reference 237). 

In order to address these issues, a number of approaches have been used when 

scaling up a process in a STR including power input238,  volume average shear 

rate239 and Computational Fluid Dynamics (CFD)240.   Due to the complicated 

nature of scale up within a STR the most appropriate approach is often case 

specific10.  

The numerical simulations of scaling-up are based on the inner geometry of the 

crystalliser, the type of mixer, presence of probes, fluid volume and properties. 

There are three essential principles which govern fluid flow: (1) mass is 

conserved; (2) Newton’s second law of motion and (3) energy is conserved. These 

three fundamentals can be expressed and solved with the help of CFD using the 

Navier-Stokes equation (Equation 5.1). 

 

𝜌
𝜕𝑢

𝜕𝑡
+ 𝜌(𝑢 ∙ ∇)𝑢 = ∇ ∙ [−𝑝𝐼 + 𝜇(∇𝑢 + (∇𝑢)𝑇)]  Equation 5.1 

 

Here μ is the dynamic viscosity kg/(m.s), u is the velocity (m/s), ρ is the fluid 

density (kg/m3), and p is the pressure (Pa).  

 

Volume Scale Up Ratio (Plant/Lab) 

P
o
w

e
r 

In
cr

e
a

se
 R

a
ti

o
 (

P
la

n
t/

L
a

b
) 



 

   99 

Three different outcomes are produced from CFD simulations; shear rate, 

turbulent dissipation energy and turbulent kinetic energy. Turbulent kinetic 

energy and local energy dissipation rate, are micromixing performance 

indicators240 and are important to keep constant when scaling up237. Shear rate 

is defined as the speed at which one layer of fluid passes another layer and this 

can influence the local conditions to which crystals are exposed to21. The three 

parameters used consider a wide range of fluid parameters as turbulent 

dissipation rate can be related to power density whilst turbulent kinetic energy 

is related to Reynolds number.  As a result, these outcomes were used to 

investigate the scale up of the crystallisation of ALA II. 

The aim of this chapter is to identify conditions with the help of CFD that would 

allow the scale up of material from initial discovery stage to 1000 mL in order to 

produce more material and gain insight into the process and parameters that 

affect the outcome.  

 

5.2 Materials and Method 

Predictions of flow fields in all three STRs shown in Figure 5.2 were obtained 

through simulations carried out with CFD models built in-house using 

COMSOL Multiphysics 5.2.1.199241. The scale up study was based on three-

dimensional, time-independent simulations. Model information can be seen in 

Table 5.1. In all cases a tetrahedral mesh with normal coarseness was used. The 

numerical investigation of scaling up from 5 mL to 1000 mL was based on the 

inner geometry of the crystalliser, the type of mixer (magnetic stirrer bar for 5 

mL and pitch blade turbine for 100 mL and 1000 mL), presence of probes 

(temperature, FBRM and PVM), fluid volume and physical properties (Figure 

5.2). A table of the approach taken to scale up this process with the aid of CFD is 

shown in Table 5.2. 
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Figure 5.2 3D mesh used for each of the crystallisers investigated at three 

different scales A: 5 mL, B: 100 mL and C: 1000 mL (images not drawn to scale). 

Top: Computational mesh defining the geometry and boundary conditions. 

Middle: Surface used with agitator and PAT. Bottom: Resultant velocity maps 

from the CFD calculations. 

A – 5 mL B – 100 mL C – 1000 mL 

Computational mesh 

Surface used to calculate flow fields 

Velocity maps 
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Table 5.1 The meshing used for the CFD simulations. 

Mesh  

Features 

5 mL 

Crystalliser 

100 mL 

Crystalliser 

1000 mL 

Crystalliser 

Maximum element 

size (mm) 

1.07 3.48 6.7 

Number of vertex 

elements 

27 105 147 

Minimum element 

size (mm) 

0.32 1.04 2 

Number of edge 

elements 

663 1895 1761 

Maximum element 

growth rate 

1.15 1.15 1.15 

Number of 

boundary elements 

9144 26200 13856 

Curvature Factor 0.6 0.6 0.6 

Number of 

elements 

 

82013 328221 163516 

Resolution of 

Narrow Regions 

 

0.7 0.7 0.7 

Free meshing time 

(s) 

1.61 1.95 2.58 

Minimum element 

quality 

0.2427 0.0032 0.2094 
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Table 5.2 A workflow approach to scale up with CFD. 

 Small Scale Controlled Crystallisation Experiments 5.2.1

The first step was to carry out a number of small scale experiments where 

process conditions could be varied to identify circumstances in which ALA II 

could be isolated. To build a systematic understanding of the performance of the 

system under different process conditions as a function of scale, the most 

significant process parameters were identified. Whilst keeping the concentration 

of ALA and NIC constant, both cooling profile and stirrer speed were 

investigated using a benchtop multi-reactor crystalliser.   

Table 5.3 Experimental conditions tested at small scale. 

 

  

Step 1 Step 2 Step 3 Step 4 

Build crystalliser 

model 
Screen experimental 

process conditions 
Select CFD 

approach    
Carry out 

experimental 

measurement 

 Vial A Vial B Vial C Vial D Vial E Vial F 

ALA Wt 

(g) 

 

0.0536 0.0536 0.0536 0.0536 0.0536 0.0536 

NIC Wt 

(g) 

 

0.0326 0.0326 0.0326 0.0326 0.0326 0.0326 

Cooling 

Rate 

 

-5 

C/min 

-5 

C/min 

Controlled 

staggered  

Controlled 

staggered 

-0.1 

C/min 

-0.1 

C/min 

 RPM 800 400 800 400 800 400 
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For all experiments, NIC solution was added when transmissivity was 100%, 

indicating all of ALA I was dissolved (Figure 5.3). This allowed the two solutions 

to be mixed at room temperature before being subjected to a temperature 

change. 

Figure 5.3 Controlled staggered cooling rate: An initial rapid cooling rate of 1 

C/min was used which was then followed by a slower cooling rate of 0.2 C/min 

where the solution was held for ten minutes between temperatures changes. 
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 Initial Scale Up (100 mL) 5.2.2

Mixing conditions from the small scale (5 mL – 800 rpm) experiments were 

simulated using CFD to translate the appropriate mixing conditions to 100 mL 

(Table 5.4). Using Equation 5.2, 350 rpm was chosen at the 100 mL scale.  

Table 5.4 Mixing conditions calculated from CFD for 5 mL and 100 ml working 

volume. 

 

 Final Scale Up (1000 mL) 5.2.3

A larger set up, with a total working volume of 1000 mL was then used as a final 

scale of crystallisation. CFD simulations were based on 100 mL conditions 

(Table 5.5). Using Equation 5.2, 600 rpm was chosen at the 1000 mL scale. 

 

 

 

 

Scale 
RPM 

(minute) 

Shear 

Rate (1/s) 

Turbulent 

Dissipation Rate 

(m2/s3) 

Turbulent Kinetic 

Energy (m2/s2) 

5 mL 800 32.509 0.059657 0.002248 

 

 

 

 

 

100 

mL 

 

50 9.903 0.004213 0.000401 

100 12.505 0.007252 0.000813 

150 15.391 0.011529 0.001232 

200 18.966 0.018163 0.001694 

250 22.926 0.027578 0.002177 

300 27.109 0.040225 0.002687 

350 31.432 0.056566 0.003240 

400 35.847 0.077008 0.003838 

450 40.326 0.101850 0.004478 

500 44.860 0.131230 0.005151 
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Table 5.5 Mixing conditions simulated from small scale to 1000 mL working 

volume. 

 

 Experimental Conditions for Scale Up Experiments 5.2.4

The total difference between shear rate, turbulent dissipation rate and 

turbulent kinetic energy were used to identify the conditions which were most 

similar for both 100 mL and 1000 mL scale. Figure 5.4 displays the difference in 

Scale 
RPM 

(minute) 

Shear 

Rate (1/s) 

Turbulent 

Dissipation Rate 

(m2/s3) 

Turbulent Kinetic 

Energy (m2/s2) 

100 mL 800 32.509 0.05966 0.0022483 

 

 

 

 

 

1000 

mL 

 

50 2.9226 0.0004375 0.00017976 

155.56 7.653 0.0044813 0.00086002 

261.11 13.291 0.017465 0.0019421 

366.67 19.122 0.043525 0.0034007 

400 20.967 0.055232 0.0039497 

433.33 22.809 0.068863 0.0045418 

466.67 24.647 0.084612 0.0051804 

472.22 24.952 0.087469 0.0052922 

500 26.481 0.10262 0.0058643 

533.33 28.31 0.12316 0.0065988 

 566.67 30.135 0.14638 0.0073837 

 577.78 30.742 0.15484 0.0076608 

 600 31.951 0.17274 0.0082313 

 633.33 33.761 0.20248 0.0091435 

 666.67 35.562 0.23603 0.010128 

 683.33 36.456 0.25455 0.010657 

 700 37.352 0.27397 0.011199 

 788.89 42.069 0.40012 0.014524 

 894.44 47.6 0.60527 0.019396 

 1000 53.148 0.87035 0.024939 
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the error of the three variables used for a range of RPMs and is calculated using 

Equation 5.2. 

 

Error=√(x − x1)2 + (y − y1)2 + (z − z1)2                       Equation 5.2 

 

where (x is shear rate, x1 is the reference shear rate, y is turbulent dissipation 

rate, y1 is the reference turbulent dissipation rate, z is the turbulent kinetic 

energy and z1 is the reference turbulent kinetic energy. 

 

As 350 rpm and 600 rpm had the smallest error for 100 mL and 1000 mL 

experiments, respectively, these RPM values were chosen. It is expected that 

these conditions should provide the closest conditions to the previously used 

conditions to successfully crystallise ALA II. 

Figure 5.4 Error for mixing conditions at both 100 mL and 1000 mL scale 
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The linear cooling profile programmed for 100 mL and 1000 mL experiments 

(Figure 5.5). 

Figure 5.5 Linear temperature profile used for both 100 mL and 1000 mL 

experiments. 

 

 Experimental Set-Up and Procedure (100 mL) 5.2.5

Using the set-up in Figure 5.6, a cooling crystallisation of ALA I in the presence 

of NIC, with the aim of crystallising ALA II, was carried out using the following 

experimental procedure and setup. Unfortunately, due to the solution becoming 

a slurry and blocking the imaging pane of the PVM probe, it was not possible to 

capture clear and meaningful images and no data from PVM is presented. 

The stirrer speed was set to 350 rpm and the reactor temperature was set to 20 

C. ALA which was dissolved in IPA was added to the crystalliser and stirred for 

five minutes. The NIC solution was then added and stirred for a further five 

minutes. At the end of ten minutes, the reactor was set to cool to -15 C at -5 

C/min and then held for 12 hours.   

Once nucleation had taken place, a sample was taken, dried and analysed to 

determine which form of ALA had formed initially, at the end of the experiment 

a sample was also removed for XRPD analysis to identify any phase 

transformation. 
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Figure 5.6 Experimental set-up for 100 mL. 

 

 Experimental Set-Up and Procedure (1000mL) 5.2.6

Based on the values obtained from the CFD model (Figure 5.4), the 

experimental set up (Figure 5.7) and procedure was used.  

Figure 5.7 Experimental set-up for 1000 mL. 

The stirrer speed was set to 600 rpm and the reactor temperature was set to 20 

C. The ALA solution dissolved in IPA was added to the crystalliser and stirred 

for around five minutes. The NIC solution was then added and stirred for a 

further five minutes. At the end of the ten minutes, the reactor was set to cool to 

-15 C at -5 C/min and then held for 12 hours.   Once nucleation had taken 

place, a sample was taken, dried and analysed to determine which form of ALA 

PVM 

Agitator 

100 mL 

Thermocouple 

FBRM 

PVM 

Agitator 

1000 mL 

Thermocouple 

FBRM 
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had formed initially, at the end of the experiment a sample was also removed for 

XRPD analysis to identify any phase transformation. 

 

 Physical Characterisation 5.2.7

5.2.7.1 SEM  

Samples were gently tapped onto sticky carbon tabs added to 10 mm diameter 

aluminium stubs and placed under vacuum for three minutes prior to transfer to 

the SEM for analysis. Beam voltage of 1000 V, with detection of backscattered 

electron signal, at magnifications of x2500 and x1500 was used. 

 

5.2.7.2 Gas Adsorption 

A 20 point adsorption, 20 point desorption isotherm at 77 K was carried using 

the instrument detailed in Section 3.2.1.7. Approximately 1 g of material was 

accurately weighed into a 9 mm diameter glass cell, and degassed under vacuum 

for 18 h at 25 °C, prior to the sorption isotherm being conducted. Brunauer-

Emmett-Teller (BET) surface area was calculated within the Quantachrome® 

ASiQwin™ software version 3.01, using 6 points within the P/Po range 0.05 to 

0.35.  Adsorbate details were as follows:  Nitrogen Temperature 77.350 K, 

Molecular. Weight.: 28.013 g, Cross Section: 16.200 Å², Liquid Density: 0.808 

g/cc.   

 

5.2.7.3 XRPD 

Solid materials were characterised off-line via XRPD using a Bruker AXS D2 

Phaser 2nd generation diffractometer as described in Section 3.2.1.9. Data were 

collected at room temperature from 4-35° 2θ with a 0.01° 2θ step size and 1 s 

step count time. Phase purity quantification was carried out using software 

Bruker AXS Topas version 5. 

 

5.2.7.4 FBRM 

FBRM data were collected as described in Section 3.2.1.2. 
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5.3 Results and Discussion 

 Small Scale Controlled Crystallisation Experiments  5.3.1

The aim of this section was to discover under which crystallisation conditions 

ALA II would form. Three different cooling rates and two different stirrer speeds 

were investigated. It can be seen in Figure 5.8 under most of the hydrodynamic 

conditions tested ALA II was successfully isolated. However, conditions D and F 

produced mixed polymorphs of ALA. Conditions D and F both had slow (400 

rpm) stirrer speeds, with variable and slow cooling profiles, respectively. 

Figure 5.8 XRPD patterns from the initial small scale experiments which 

investigated the effect of cooling rate and mixing on polymorphic outcome in the 

presence of NIC.  

Condition A: 5 C/min, 800 rpm, B: 5 C/min, 400 rpm, C: Controlled staggered 

cooling rate (Figure 5.3), 800 rpm, D: Controlled staggered cooling rate (Figure 

5.3), 400 rpm, E: 0.1 C/min, 800 rpm and F: 0.1 C/min, 400 rpm. 

A C E 

B D F 
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Table 5.6 Polymorphic outcome of the small scale experiments. 

Given that concentration, solvent and final temperature was kept constant, the 

difference in polymorphic outcome can be attributed to the differences in stirrer 

speed and cooling rate. A control experiment was performed in which NIC was 

excluded and other parameters (i.e. concentration, cooling profile and mixing 

conditions) were kept constant.  This showed that when crystallised under 

identical conditions but in the absence of NIC, ALA I was preferentially 

crystallised (Figure 5.9). 

Figure 5.9 XRPD patterns from the initial small scale experiments which 

investigated the effect of cooling rate and mixing on polymorphic outcome 

without NIC.  

Condition A: 5 C/min, 800 rpm, B: 5 C/min, 400 rpm, C: Controlled staggered 

cooling rate (Figure 5.3), 800 rpm, D: Controlled staggered cooling rate (Figure 

5.3), 400 rpm, E: 0.1 C/min, 800 rpm and F: 0.1 C/min, 400 rpm 

  

Vial A Vial B Vial C Vial D Vial E Vial F 

ALA II ALA II ALA II ALA I & II ALA II ALA I & II 

A 

B 

C 

D 

E 

F 
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One other control experiment was carried out which investigated the effect of 

agitation (800 rpm) on the polymorphic outcome of ALA. The solutions prepared, 

contained NIC. The vials were placed in the reactor when the investigated 

temperature had been reached and kept until nucleation was detected. The 

results of these experiments can be seen in Table 5.7.   

Table 5.7 Polymorphic forms of ALA obtained crystallised under mixed and 

unmixed conditions. 

The series of control experiments confirmed NIC’s critical role in isolating ALA 

II as, under identical and controlled experimental conditions but without NIC, 

ALA I was consistently obtained (Figure 5.9). Additionally, the metastable form 

of ALA was crystallised in the absence of mixing when the suitable isolation 

temperature was used (Table 5.7). This may allow the suggestion to be made 

that the isolation temperature/cooling rate has a fundamental role in 

crystallising ALA II rather than the presence/intensity of agitation. However, 

when ALA-NIC solution was exposed to a mixing regime and a cooling rate 

simultaneously, the success of being able to crystallise ALA II was influenced by 

both variables (Figure 5.8). 

The nucleation behaviour of gestodene – ethanol system, as a result of a varying 

cooling rates and agitation speeds for the batch cooling crystallisation has been 

reported by Wang et al27. The MSZW was measured at four different cooling 

rates and whilst, the MSZW was directly proportional to the cooling rate used, it 

was inversely related to the agitation speed. This confirms that cooling rate and 

agitation speed have opposing effects on the MSZWs of systems. This has been 

an reported for other systems e.g. paracetamol – ethanol242, L-glutamic acid – 

water243.  

The effect of cooling rate on MSZW has been attributed to the kinetic factor 

relating to the ordering of the structured crystal nuclei from molecular 

clusters244 which leads to the widening of the MSZW. The relation between 

Temperature (°C)  0 -5 -10 -15 

Polymorphic Form of 

ALA 

Mixed ALA I ALA I 

& II 

ALA II ALA II 

Unmixed ALA II ALA II ALA II ALA II 
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agitation rate and MSZW has been explained by the detachment of nuclei from 

the stirrer’s surface to the bulk solution, as a result of fluid shear, leading to 

surface induced heterogeneous nucleation243. An alternative explanation has 

also been suggested, where it is proposed that the rate of secondary nucleation 

increases with agitation, triggering nucleation to be detected earlier245. 

The two variables discussed; cooling rate and agitation can be related to the 

isolation of different polymorphs by reference to the degree of supersaturation 

achieved, Figure 5.10.  

Figure 5.10 A hypothetical temperature concentration graph displaying the 

effect of cooling rate and agitation on MSZW of polymorphs I-III. Broadening or 

narrowing of the MSZW (represented by the dashed lines) can lead to the 

isolation of different polymorphs. The isolation temperature (hence 

supersaturation) will depict the final polymorphic form (figure adapted from 

reference 244). 

If the MSZW is increased to the left e.g. by imposing a faster cooling rate, higher 

levels of supersaturations can be achieved before nucleation occurs, and the 

solution can become supersaturated with respect to a more soluble metastable 

polymorph allowing isolation of that form. The influence of the crystallisation 

process parameters on the polymorphic outcome of famotidine has been 

studied246.  When higher cooling rates were used (quenching with an ice bath 

and 1 C/min), the metastable form was more likely to form. This was attributed 

to the metastable limit of polymorph B being exceeded under those conditions 

allowing that form to be isolated. The same trend has been noted for other 
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polymorphic systems: gestodene – ethanol27 (investigated up to 2 C/min) and L-

Glutamic acid – water247 (investigated up to 3 C/min). In contrast to these 

results, the metastable form of carbamazepine (form II) has been successfully 

crystallised from experimental conditions regardless of the cooling rate used 

(cooling rates investigated were from 0.25 C/min to ice-cooling)248. This 

indicates that the desired form can be produced as long as the correct conditions 

are present.  

Although the effect of agitation on MSZW and its subsequent outcome on 

supersaturation is known, relating that to polymorphic outcome has, thus far, 

been challenging. For the reactive crystallisation of L-glutamic acid, two 

different mixing speeds, 250 and 500 rpm were selected. The polymorphic 

composition of the crystal product was not significantly affected by the mixing 

intensity249. Furthermore, this has been shown in other systems such as the 

carbamazepine – saccharin co-crystal where form-I was preferred when the 

agitation speed was increased, the effect of the agitation rate on polymorphic 

selection was not as pronounced as the supersaturation generation method250. 

Sefcik et al248 investigated the influence of agitation on the polymorphic outcome 

of carbamazepine, a highly polymorphic system56. This study concluded that, 

whilst under quiescent conditions, the metastable form II was produced 

however, the presence of agitation resulted in crystals which were typically form 

III (stable form). In that case, whilst stirring was a key factor influencing the 

initial polymorphic form obtained, it also influenced the rate of SMPT. This 

would suggest that when the metastable form is obtained, suitable conditions 

need to be provided to be able to preserve the polymorphic form and inhibit 

SMPT. The observed differences in the effect of agitation have been attributed 

to: 

i. m-hydroxybenzoic acid: differences in the crystal structures, where 

nucleation of one polymorph may be more sensitive to changes in shear 

flow conditions251. 

ii. L-glutamic acid: agitation being sufficient to disrupt nucleation of the one 

polymorph or lead to nuclei which lack the necessary well-formed 

crystallographic facets on which other forms can nucleate252. 
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Therefore it is challenging to predict the way in which process conditions 

(specifically cooling rate and agitation) will influence the polymorphic outcome 

as the response appears to be system dependent. It was concluded that NIC was 

key for ALA II to crystallise. ALA II was successfully crystallised under most 

conditions investigated except; where controlled staggered (initially 1 C/min 

then 0.1 C/min) and a slow cooling rate (0.1 C/min) were used with 400 rpm 

stirrer speed.  Thus, condition A (stirrer speed 800 rpm at a cooling rate of -5 

C/min) were taken forward and investigated at larger scale crystallisers. 

 

 Initial Scale Up (100 mL) 5.3.2

Changes in mixing processes, are described by the model parameters 

determined using CFD. Simulation results offer valuable insights for 

determining optimal operating conditions and equipment parameters on scale. 

The primary outcome of this scale up was to ensure the correct polymorphic 

form had been crystallised using the suitable mixing conditions determined 

through CFD. FBRM and PVM were applied to gain further understanding of 

the system.   

The CSD is determined by crystal growth, nucleation, secondary nucleation, 

breakage and fines (Figure 5.11).  

 

Figure 5.11 Effect of supersaturation on nucleation rate, growth rate and 

particle size (Image adapted from reference 253). 
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The number of nuclei formed increase exponentially as supersaturation 

increases. At low supersaturation, the growth process is dominant and particle 

size is determined by the growth process of crystals. At higher supersaturations, 

the nucleation rate increases. The process is controlled by nucleation with a 

higher number of nuclei thus limiting crystal growth  

The general trend from the FBRM signal is observed in Table 5.8. Initially there 

are a low numbers of particles and a gradual increase in the number of particles 

can be observed as cooling progresses. The majority of the particles appear to be 

smaller than 10 μm with very few particles larger than 100 μm. 

Table 5.8 Trends of the various particle size bands for 100 mL scale. 

Nucleation was identified based on total counts (no weight) when a significant 

increase in the number of particles was detected (Figure 5.12).  The nucleation 

temperature was identified as -7.9 C (total particle number above 300). It is 

evident that after nucleation there is a steady increase in particle count in the 

size range of 10-100 μm and <10 μm. However, the number of particles between 

100-1000 μm remained the lowest throughout the experimental time. 

Trend 00:02:34 00:14:45 00:14:55 00:15:15 

Temperature (C) 20.12 -7.97 -8.26 -8.82 

counts No Wt <10 29.2 346.24 445.15 660.18 

counts No Wt 10-100 13.7 71.79 88.45 129.22 

counts No Wt 100-1000 0.0776 0.0305 0.0305 0.0305 

counts No Wt 42.98 418.06 533.63 789.44 
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Figure 5.12 FBRM data for counts of particles at all weights. 

The peaks and troughs seen post-nucleation in Figure 5.12 can be due to a 

number of events. A similar observation has been reported in aluminium 

potassium sulfate - water system where the smallest size band of particles (0-20 

μm) showed similar trends and was attributed to the presence of fines26.  

In keeping with the potassium sulfate - water system, the smallest particles (0-

10 μm) are the contributing particles to this observation. Fines can be due to 

multiple nucleation events taking place where, as cooling progresses through 

the solution further nucleation events happen. This particularly may be the case 

when a fast cooling regime is used as the crystalliser will not have time to reach 

temperature equilibrium. However, other process including; secondary 

nucleation or particle breakage could also be contributing to the CSD. 

However, the main aim was to investigate polymorphism and as a result the 

effect of cooling rate or agitation on the CSD has not been further explored. 

Studies investigating the relationship between cooling rate and CSD for 

potassium dichromate showed that the crystals obtained from a cubic profile 

were larger; more uniform in size with fewer fines and low levels of 

agglomeration. The crystals obtained from a linear profile were smaller in size 

with more agglomeration and fines254. Similarly, studies investigating physical 
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properties of L-glutamic acid crystals obtained poorly formed smaller crystals at 

high agitation speeds252. Therefore, these experimental settings may have 

contributed to the small crystal size obtained for these experiments. 

 

 Final Scale Up (1000 mL)  5.3.3

When ALA II had been successfully crystallised at the 100 mL scale, the next 

step was to identify if this would be possible at a 1000 mL working volume. The 

hydrodynamic conditions at 100 mL scale were used in the CDF model to 

determine the mixing conditions for this experiment. The concentration of 

materials and experimental procedure was kept identical to the previous smaller 

scale experiments.  

In Figure 5.13, the trends associated with particle size, which are inferred from 

chord length distribution, can be observed. In keeping with the previous 

experiments, particle size remained small and very few particles within 100-

1000 μm were detected. The possible reasons for this have been explained in 

Section 5.3.2. 

Table 5.9 Trends of the various particle size bands for 1000 mL scale. 

 

 

 

 

 

 

 

Trend 00:27:49 00:42:10 00:47:31 00:49:01 

counts No Wt <10 3.12 148.63 360.91 1826.35 

counts No Wt 10-100 1.03 22.87 80.11 1022.01 

counts No Wt 100-1000 0.0317 0.0164 0.301 15.42 

Counts (No Weight) 4.18 171.51 441.32 2.863.77 

Temperature(C) -3.37 -15.05 -15.03 -14.93 
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Figure 5.13 FBRM data for counts of particles at all weights. 

  

Similarly to the 100 mL experiments, peaks and trough after the main 

nucleation event can be seen (Figure 5.13). However, this effect appears to be 

delayed compared to the previous 100 mL scale experiment (Figure 5.12).  If this 

is due to multiple nucleation events, the delay may be due to the difference in 

the time each system needed to reach the desired temperature.   
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In both cases, a sample was removed at the beginning, when nucleation was 

observed and at the end of the experiment after the hold period. The sample was 

filtered, washed and dried and the solid material left was analysed by XRPD. 

Sampling was carried out in this way to understand if the desired polymorphic 

form had been obtained and whether it would convert to the stable form with 

time. 

Figure 5.14 Powder pattern for the 100 mL scale immediately after nucleation 

(A) and after 12 hours (B), 1000 mL scale immediately after nucleation (C) and 

after 12 hours (D). 

 

Although the temperature data does not indicate a deviation from the desired 

temperature, given there is a reduced surface to volume ratio it is more difficult 

for the system to maintain this temperature throughout the vessel and this is a 

recognised challenge when scaling up in STR129. The challenges surrounding 

heat transfer capabilities of STRs have been shown through CFD where 

temperature gradients have been observed for STRs255, 256 and in this case this 

A 

B 

C 

D 
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may have triggered SMPT. This means that cooling rates obtainable in small 

scale STRs are significantly higher than those achievable in larger scale 

crystallisers. Given the increase in volume and corresponding challenges around 

heat transfer, there is an expected reduction in the efficiency of the mixing 

which would further contribute to temperature and concentration variation 

throughout the vessel. This can be seen in Figure 5.15 where both 100 mL and 

1000 mL experiments were set up to perform the same experimental procedure 

but it took the 100 mL vessel around 20 minutes to reach the desired 

temperature and twice as long for the 1000 mL vessel. This is a limitation of the 

cooling capability of the platform. 

Figure 5.15 Temperature profiles for 100 mL and 1000 mL experiments. 

These points must be taken into consideration when considering why ALA II 

might have formed initially but the powder patterns from the end of the 

experiment would indicate there to be some transformation to ALA I.    

 

5.3.3 Physical Characterisation 

To determine the size and properties of the particles formed, SEM and gas 

adsorption were completed. SEM allowed the size, shape and other surface 
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properties to be identified. Due to some observations made, the material 

produced was then also assessed using gas adsorption.  

 

5.3.3.1 SEM 

In order to characterise the solid material, SEM images were collected of the 

raw material, ALA I and ALA II (Figure 5.16 and Figure 5.17).  Samples of ALA 

I and ALA II were crystallised from small scale uncontrolled conditions. Some 

porosity was indicated for recrystallised ALA I, however the level and 

consistency was not identical to that of ALA II which was considerably more 

porous. 

Figure 5.16 SEM images taken of the raw material (left), recrystallised ALA I 

(centre) and ALA II (right). Scale bar indicates 10 μm. 

Figure 5.17 Zoomed in SEM image of ALL II. Scale bar indicates 5 μm (left) 

and 2 μm (right).  
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Initially, the effect of washing was investigated to identify if this could be the 

cause for the porous surface obtained. This was achieved by crystallising ALA II 

in the presence of NIC as previously explained; however, during the filtration 

step one sample was washed with deionised water whilst one sample was not. 

From the images in Figure 5.18 both samples were identical from this 

perspective, thus washing was eliminated as the reason. 

Figure 5.18 ALA II unwashed (left) and washed (right). 

It was of interest to see if ALA II produced from different scales had different 

surface properties. Thus, ALA II obtained from 100 mL and 1000 mL were also 

analysed by SEM.  It was observed that the scale of crystallisation did not 

change the presence of porosity. However, images obtained from the sample 

crystallised at 1000 mL visually appeared to be less porous (Figure 5.19). 

Figure 5.19 ALA II crystallised at 100 mL scale (left) and 1000 mL (right). 
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One possible reason reported in literature responsible for the formation of 

porous materials prepared by a solvent-based processes, is due to removal of 

included solvent molecules from inside the material which has been attributed 

to possession of irregular shapes, or inefficient packing of crystals257. Examples 

of porous crystalline materials are reported though not heavily97, 98, 257, 258, as 

crystallising species will typically endeavour to maximise contact with each 

other as per thermodynamics, to reduce any void space. Therefore, the presence 

of porosity will often require the assembly of specifically shaped rigid structures 

capable of strong and directional interspecies interactions97.  

Whilst the washing of crystallised material did not affect the formation of 

porosity the scale of crystallisation appeared to affect the level of porosity.  As 

SEM was not able quantify the depth or type of porosity, gas adsorption studies 

were carried out on these samples. 

 

5.3.3.2 BET 

In addition to the images obtained from SEM, gas adsorption studies were 

performed on samples from all crystallisation scales.  Gas adsorption studies 

specifically provide information regarding type of porosity, specific surface area, 

pore size distribution and shape. N2 adsorptions over a wide range of pressures 

can be used to acquire quantitative and qualitative information. For all three 

samples analysed, the surface area obtained can be seen (Table 5.10). 

Table 5.10 Surface area obtained for samples from all three scales and the raw 

material. 

  

Experimental Scale Surface Area (m2/g) % Increase 

Raw Material 0.423 - 

10 mL 1.354 220.09 

100 mL 1.347 218.44 

1000 mL 0.775 83.22 



 

   125 

In agreement with the SEM images, surface area was the lowest for the samples 

obtained from the 1000 mL scale (83.22%). Several possible reasons can be 

suggested as to why the crystals have formed in this way.  As previously 

explained, porosity can be due to solvent inclusion (and the subsequent 

removal). The removal process would leave voids/pores during extraction of 

solvent during the filtration process. However, if this was the reason it would be 

expected for the porosity to be higher and deeper than what appears to be only 

present on the crystal surface. Furthermore, the void space of ALA II was 

calculated using Mercury208. Porosity builds from the molecular scale up and 

requires the presence of channels throughout, with a minimum diameter of 3 

Å
258

. The void space calculations using a 2 Å probe radius resulted in no void 

space. However, using a probe radius of 0.7 Å, a void space of 4 % was 

calculated. Thus, whilst ALA II is less efficiently packed, the diameter is much 

smaller than the value required to satisfy the definition of conventional porosity 

(Figure 5.20).  

Figure 5.20 Packing of ALA II and the void space available using a probe 

radius of 0.7 Å and a grid spacing of 0.1 Å. 

Nucleation and growth of crystals is heavily dependent on supersaturation. 

Defects and strains on the crystal may be appear if there is non-uniform growth 

of crystals i.e. some crystals grow more rapidly in areas of higher 

supersaturation236 or if the experimental conditions do not allow enough time for 

the new molecules to settle to their position259. In these experiments, voids 
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observed during the growth of crystals could be due to the cooling rate used as 

this was the method of supersaturation generation.  It has been reported260 that 

when a slow cooling rate is used defects have time to heal and when a high 

cooling rate is used, the defects are frozen into the lattice. However, when an 

intermediate cooling rate is used the defects can agglomerate leading to surface 

defects such as voids. The increase in surface area decreases as the scale of 

crystallisation increases. Highest surface area was obtained for the 10 mL 

experiments and the smallest change was calculated for the largest scale 

studied. It is known that the time taken for the system to reach the desired 

temperature was almost double for the 1000 mL scale (Section 5.3.5.3). Hence, it 

could be that the slower cooling rate present in the larger scale experiments 

allowed the molecules to arrive to their equilibrium position and any 

imperfections to heal, leading to a lower surface area. 

Table 5.11 reports the surface area obtained for raw and processed 

pharmaceutically relevant chemicals. In comparison to the literature data, the 

increase in surface area obtained is generally lower than the other methods used 

to increase surface area e.g. micronisation. Although there is visual evidence of 

porosity, the level would not be sufficient for applications reported within 

literature e.g. the separation and  extraction of gases and solvents258. However, 

it is still interesting that the material would retain this characteristic as it is not 

the most energy efficient form. 
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Table 5.11 Surface area for raw and processed API’s. 

 

  

API 

 

Surface Area 

m2/g 

% 

Increase 

Processing 

 

Reference 

Deflazacort 4.2 950 Micronised 261 

Deflazacort 0.4 - Raw material 261 

Deflazacort 1.9 375 Hollow crystals 261 

Diclofenac 1.73 - Raw material 262 

Diclofenac 

Sodium 

1.37 - 
Raw material 

262 

Diclofenac 2.4 38.73 Jet milled 262 

Diclofenac 

Sodium 

11.3 724.82 Jet milled 262 
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5.4 Summary  

The purpose of this work was to advance the understanding from the discovery 

stage of isolating ALA II. This included identifying experimental conditions 

under which ALA II was successfully crystallised. Once experimental conditions 

were established, a larger volume STR batch crystalliser was used to develop 

further understanding of behaviour within solution leading to the isolation of 

the metastable form.  

ALA II was successfully isolated at both 100 mL and 1000 mL scales; some 

phase transformations were noted at the largest scale investigated. 

Transformation of ALA II to the stable polymorphic form may be attributed to 

the literature reported difficulties regarding scale up in STR’s. Solid material 

obtained was noted to be porous, however, further studies of this has revealed it 

to be most likely a surface property and possibly due to the experimental 

procedure.  

Previous experiments (Chapter 4) revealed the solid state outcome to be dictated 

by the concentration of NIC. Due to the nature of ‘batch’ production the 

composition is fixed and therefore the likelihood of being able to control the 

polymorphic form, by altering the concentration of NIC, would be challenging 

with such a set up. Furthermore, difficulties relating to heat transfer 

capabilities of a STR and the consequences of this resulting in SMPT have been 

identified. An OBR, which has improved heat transfer capabilities, may address 

this issue. Lastly, a continuous platform may allow the polymorphic form to be 

better controlled and if desired, changed from ALA I, ALA II and ALA-NIC co-

crystal at any point in the process.  
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6 Design, Development 

and Characterisation of a Novel 

Continuous Oscillatory Baffled 

Reactor 

 

 

 

 

 

 

 

Part of this chapter is based on:  

Reference 282 L. N. Ejim, S. Yerdelen, T. McGlone, I. Onyemelukwe, B. 

Johnston, A. J. Florence and N. M. Reis, Chemical Engineering Journal, 2017, 

308, 669-682. 
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6.1 Introduction 

Meso scale OBRs were originally demonstrated for use in reaction engineering 

(ester saponification reaction124) and suspension studies of particles relevant to 

catalysis (silica resin, polyamine resin and ionic exchange resin263). Subsequent 

studies on meso OBR have used an internal diameter (I.D) of 4.4–5 mm; 

although, an ID up to 10 mm can be classified as meso scale264.  

Complementing the range of studies regarding the characterisation263, 265, 266, 

inorganic267-269 and biological processes270 within a meso scale OBR (Table 6.1), 

the batch and continuous crystallisation of paracetamol66 (meso scale 4.4 mm 

SPC OBR271)  was recently investigated. The study aimed to assess the impact of 

process operating conditions on crystal size with the suitability for enhanced 

direct crystallisation of micronised powders. It was concluded that mixing 

intensity, supersaturation and temperature determined the crystal size 

properties. The continuous mode was shown to be more suitable in the 

production of inhalable size particles due to smaller residence times, limited 

crystal growth and reduced friction, breakage and aggregation of the crystals.  

Platforms for crystallisation must provide conditions suitable for the formation 

and growth of nuclei or seeds, and the suspension and effective transport of 

particles. The appropriate experimental conditions will be dictated by the 

specifications and the performance required for the particles (e.g. size and shape 

of particles, flowability or compressibility).  To define an operating space and the 

capabilities of the crystalliser which will be appropriate for the specific 

crystallisation process, a range of hydrodynamic conditions must be investigated 

and characterised.  

The work presented here begins by studying a range of novel meso scale baffle 

geometries to identify the optimum design which was then used to construct an 

OBR for continuous crystallisation. This work was carried out by determining 

the minimum critical amplitude for suspension of particles over a range of 

frequencies. The novel COBR was then further characterised with the help of 

CFD, Residence Time Distribution (RTD) studies and preliminary heat transfer 

studies. 
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Table 6.1 Chronological order of the design, characterisation, development and 

application of the meso scale OBR. 

Process Year Reference 

The fluid mechanics relating to a novel oscillatory 

flow micro reactor 

 

2003 263 

Fluid mechanics and design aspects of a novel 

oscillatory flow meso-reactor 

 

2005 265 

Application  of a novel oscillatory flow micro-

bioreactor to the production of gamma-decalactone 

in a two immiscible liquid phase medium 

 

2006 270 

Biodiesel reaction screening using oscillatory flow 

meso reactors 

 

2007 272 

The intensification of gas–liquid flows with a 

periodic, constricted oscillatory-meso tube 

 

2007 273 

The axial dispersion performance of an oscillatory 

flow meso-reactor with relevance to continuous flow 

operation 

 

2008 274 

Development and evaluation of novel designs of 

continuous mesoscale oscillatory baffled reactors 

 

2010 266 

Liquid backmixing in oscillatory flow through a 

periodically constricted meso-tube 

 

 

2010 275 
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Continuous screening of base-catalysed biodiesel 

production using - new designs of mesoscale 

oscillatory baffled reactors 

 

2011 276 

Characterisation of fluid mixing in novel designs of 

mesoscale oscillatory baffled reactors operating at 

low flow rates (0.3 – 0.6 ml/min) 

 

2011 121 

Effect of geometrical parameters on fluid mixing in 

novel mesoscale oscillatory helical baffled designs 

 

2011 277 

Rapid determination of the reaction kinetics of an 

n-butylbenzaldimine synthesis using a novel 

mesoscale oscillatory baffled reactor 

 

2012 267 

Characterisation of mesoscale oscillatory helical 

baffled reactor — experimental approach 

 

2012 278 

Numerical study of the flow pattern and heat 

transfer enhancement in oscillatory baffled reactors 

with helical coil inserts 

 

2012 279 

Rapid determination of reaction order and rate 

constants of an imine synthesis reaction using a 

mesoscale oscillatory baffled reactor 

 

2013 280 

Continuous-Flow precipitation of hydroxyapatite at 

37 degrees C in a meso oscillatory flow reactor 

 

 

2013 268 
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Precipitation of hydroxyapatite at 37 degrees C in 

a meso oscillatory flow reactor operated in batch at 

constant power density 

2013 281 

   

Intensification of carboxylic acid esterification 

using a solid catalyst in a mesoscale oscillatory 

baffled reactor platform 

 

2017 269 

A factorial approach to understanding the effect of 

inner geometry of baffled meso-scale tubes on solids 

suspension and axial dispersion in continuous, 

oscillatory liquid-solid plug flows 

 

2017 282 

Effect of operating conditions on batch and 

continuous paracetamol crystallization in an 

oscillatory flow mesoreactor 

2017 66 
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 Mesoscale Oscillatory Baffled Reactor 6.1.1

The main body of OBR literature so far has been for “conventional” scale (ID>15 

mm), sharp edged OBRs10, 118, 247, 283, 284. However, meso scale OBRs have been 

shown to have promise for pharmaceutical manufacturing66.  This is attributed 

to their small total working volume, ability to handle solid and liquid phases 

and operability at low flow rates (mL/hour) with reduced starting materials, 

process development time, waste and man-power264, 267, 280, 282, 285. The 

“conventional” OBR sharp geometry was altered where the baffles were 

smoothed, thus reducing the high shear regions to suit bioprocess applications286 

and to maximise the mixing efficiency by eliminating “dead-zones” in which 

particles may sediment or become trapped115 leading to the development of a 

smooth-walled, periodically constricted (SPC) tube.   

Figure 6.1 Diagram of a sharp-edged baffle (left) and smooth edged baffle 

(right). 

Studies by Reis et al265 on a meso scale SPC OBR, involved screening fluid 

oscillation conditions for suspension of solid catalysts which revealed suspension 

of solids to be possible up to 40 % v/v265. The degree of backmixing and mixing 

time was found to be controlled by the oscillatory conditions (frequency and 

amplitude) 275, 285 which have been supported by other studies on meso scale SPC 

OBR systems274.   

A range of other meso scale OBR with a variety of baffle configurations have 

been developed and characterised and some of the designs can be seen in Figure 

6.2264. The integral baffle (Figure 6.2 - A) was designed as to have an I.D of 5 

mm with smooth period constrictions266. The RTD profile has been studied over 

the flow rates from 0.3 – 8 mL/min121, 266 and near plug flow was achieved at flow 
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rates above 1.7 mL/min. At lower flow rates from 0.3-0.6 mL/min oscillatory 

conditions were shown to have little influence which was attributed to the baffle 

thickness and diffusion process becoming more influential at the lower flow 

rates121 due to the time scale for diffusion approaching the residence time264.  

Central axial baffles (Figure 6.2 – B) comprised of 4 mm stainless steel discs, 

placed along a 2 mm diameter rod and have performed similar to the axial 

designs at flow rates from 1-8 mL/min266. Compared to the integral designs, due 

to the higher shear, the central baffles have been used for homogeneous liquid 

reactions280.  

Helical baffles (Figure 6.2 – C, D, and E) have perhaps received the most 

interest as they have demonstrated the widest range of oscillatory conditions at 

which plug flow could be achieved. The helical baffled reactor reached near plug 

flow behaviour at higher oscillation amplitudes compared to central and integral 

baffles designs266. The fluid mixing inside meso scale oscillatory helical baffled 

reactors was investigated with a range of helical pitches, wire diameters and 

oscillatory conditions277. The wire diameter had little effect on the fluid mixing 

at amplitudes below 2 mm. A relationship between the helical pitch and 

amplitude was reported, where increasing the pitch required an increase in 

oscillation amplitude to achieve near plug flow conditions277.  

RTD studies indicated that a higher degree of mixing was attributed to a 

stronger interaction between the two flows identified in a helical baffle278 

(central and swirling) which has also been confirmed with CFD and PIV279, 287. 

The helical designs have proven beneficial in screening processes involving 

immiscible liquids276, 288.  
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Figure 6.2 Mesoscale baffle configurations; (A) integral baffles, (B) central axial 

baffles, (C) round-edged helical baffles, (D) sharp-edged helical baffles, (E) 

sharp-edged helical baffles with a central insert, (F) wire wool baffles. (Image 

taken from reference 264). 

Baffle length, L,  and orifice open area, α,  control the size and shape of the 

mixing vortices within an OBR118. These have been identified as critical 

parameters which must be kept constant during scale up to reduce process 

development time and minimise scale up related setbacks115.  By keeping  L, α  

and mixing intensity (𝑅𝑒𝑛, 𝑅𝑒𝑜 and 𝑆𝑡) similar, the scale-up of continuous OBRs 

has been studied by Smith and Mackley110. For the OBR’s studied (24 mm, 54 

mm and 150 mm), axial dispersion was independent of the baffle diameter. More 

recently, the scale-up of the meso scale OBR’s has been studied266, 286. Thus far, 

scale up has been shown to be feasible meaning laboratory scale experiments 

can be used to design and optimise larger scale operations.   

Applications of meso scale SPC OBR’s have been shown for a number of 

processes. Reis et al289 demonstrated that for the production of a flavouring 

agent used widely in the food industry, there was an improvement of 50% in the 

time needed to reach the desired concentration and productivity compared to an 

equivalent reaction in a 2 L STR290.  The intensive mixing and low shear 

imposed on the bacteria were concluded as the reasons.  A similar study which 

investigated a fermentation process, found an increase in biomass of 83%, 

compared with a scaled-down STR291. Thus the advantages demonstrated for 

biological operations, have been attributed to lower shear289, 291 and enhanced 
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mass transfer rates which has been further confirmed with gas/liquid292 and O2 

mass transfer studies293.   

Furthermore, Zheng et al294 compared biodiesel conversion rates between batch 

and continuous smooth meso scale SPC OBR which concluded that under 

identical experimental conditions of temperature and composition, equivalent 

conversion rates were obtained. The precipitation of HAp, used in bone 

replacement therapy, has been explored both in batch and continuous mode in a 

meso OBR with an ID of 4.4 mm. In both cases, improvement in production rate 

with enhanced crystallinity, smaller particles and narrower particle size 

distribution was obtained268, 281. A heterogeneously catalysed esterification 

process of carboxylic acid was studied by Eze et al269 in a 5 mm meso scale OBR 

which concluded a significant decrease in both process development time and 

material use.  

Mesoscale systems have successfully been demonstrated for batch and 

continuous crystallisation processes. However, concerns over high solid loadings 

and encrustation have been highlighted115. Nevertheless, literature for the meso 

scale OBRs have confirmed reductions in process development, control over 

mixing and enhanced mass transfer. A variety of mesocale geometries have thus 

far been studied with different optimal flow conditions identified. Part of this 

study aims to establish a viable mesoscale OBR with assessment of potential 

implementation of PAT, automation and control.  Evaluation of the axial 

dispersion of a meso scale SPC OBR at a range of flow conditions is reported. 

 

 Characterisation Methods 6.1.2

6.1.2.1 Residence Time Distribution (RTD) 

Mixing behaviour within an OBR depends on numerous key geometrical 

parameters that include the baffle spacing, baffle shape and open cross sectional 

area, and the importance and relationship between these geometrical 

parameters have been explained previously (Chapter 1).  

Although difficult to achieve, plug flow is the ideal type of flow during 

continuous operations and can be defined as the travel of fluid through a reactor 

with the key features of no overtaking fluid elements in the direction of flow, 

perfect mixing in the radial direction and all flow elements reside for the same 
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length of time115. In order to attain ideal plug flow behavior, the flow must be 

turbulent i.e. turbulent plug flow. This is achieved by the cyclic generation and 

movement of vortices which results in multiple zones of turbulent mixing 

progressing in a plug flow manner over the length of the reactor, moving 

material from once baffle to another (Figure 6.3).  

Figure 6.3 Varieties of flow. 

Once plug flow is achieved all elements should spend exactly the same time in 

the system and have a uniform process experience, producing a population of 

identical crystals. However, realistically, process elements can take different 

times to progress through the reactor. One such way of quantifying the 

difference in the actual and theoretical travel time and the spread of variation 

within species is by carrying out Residence Time Distribution experiments 

(RTD). These experiments are performed by introducing an inert tracer which 

allows its concentration to be determined as a function of time. The 

concentration-time profile generated from the tracer experiments are analysed, 

and modelled to represent overall flow behaviour and for diagnosing when there 

is deviation from ‘plug flow’. The experimental procedure can be conducted in a 

number of ways but one way in which this can be achieved is by introducing a 

tracer rapidly into the feed stream in as short time as possible. This technique is 

referred to as ‘pulse input’295. One of the main challenges with this method lies 

in injecting the tracer in the minimum time possible. Alternatively, the 

‘imperfect pulse technique’ can be used where data is taken from two points a 

fixed distance apart are compared which can accommodate discrepancies due to 

the way the pulse is introduced. The outlet concentration is measured as a 

function of time generating a normalised concentration time curve. 

As data is recorded from two different points, the response at the second position 

can be calculated by the convolution of the first position using the transfer 
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function (Tr) which can convert a given upstream response to a downstream 

response in the system274.   

The imperfect pulse model was fitted to experimental data. A Pipeline Pilot 

protocol296, available within the electronic lab notebook, was used to 

automatically  complete these calculations using previously reported 

procedures297. Concentrations were normalised using the following equation: 

 

C(t) =  
c(t)

∫ c(t)dt
∞

0

=
Cpulse

M

υ

=  
Ci

∑ Ci∆ti
   Equation 6.1 

 

The mass of tracer flowing through the system is equal to the area under the 

RTD curve (equivalent to the summation of 𝐶𝑖∆𝑡𝑖), where 𝑀 is the mass of tracer 

(kg) and 𝜐 is fluid velocity m3s-1. The model response 𝐶2(𝑡)′ at position 2 was 

calculated by convolving the measured input response 𝐶1(𝑡)′ and the model 

𝑇𝑅(𝑡): 

 

TR(t) =  √
Peτ

4πt3 exp {
−Pe

4t

τ

(1 −  
t

τ
)

2
}     Equation 6.2  

 

where, 𝜏, is the mean residence time and 𝑃𝑒 is the Peclet Number. 

 

𝐶2(𝑡)′ =  ∫ 𝑇𝑅(𝑡 − 𝑝)𝐶1
𝑡

0
(𝑝)d𝑝.  Equation 6.3 

 

where 𝑝 is the time response downstream and 𝑡 is the time response from the 

upstream response.  

 

The model calculated response 𝐶2(𝑡)′ is then compared to the experimental 𝐶2(𝑡) 

using the target function defined as: 

 

∆C =  ∑ {C2(ti) −  C2(ti)
′}

2N
i=1    Equation 6.4 

 

The 𝑃𝑒  number is varied until the difference between the calculated and 

predicted responses is minimised, which is taken as the systems 𝑃𝑒 number.  
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The two models reported in literature which have been applied to model meso 

OBRs are: Tanks in Series (TiS)121, 266, 275, 278 and Axial Dispersion model274, 275, 282.  

The difference between these two models is that the dispersion model considers 

the reactor as a whole and any deviation from plug flow is due to diffusion-like 

process – dispersion (D)298. On the other hand, the TiS model divides the reactor 

into compartments (N) and the deviation from plug flow is determined by the 

number of compartments. Studies for meso scale OBRs have reported that when 

𝑁≥10, reasonable plug flow is achieved, whilst decreasing 𝑁 leads to flow similar 

to a stirred tank reactor278.  Both techniques have been considered identical299 

and selection of the model so far appears to be based on preference. However, 

more recently, the tanks-in-series mode has been found unable to represent the 

liquid backmixing at certain hydrodynamic conditions275. For this study the 

axial dispersion model with imperfect pulse method was used.  

 

 Crystallisation Control Strategies 6.1.3

For a given crystallisation process, appropriate design and control of the 

crystallisation process conditions is paramount to produce products with ideal 

particle properties. Two main classes of control approaches have been deployed: 

(i) model based and (ii) model free control techniques (direct design)300. A model 

predictive controller (MPC) predicts the future output and depending on the 

difference between the predicted and measured outputs, appropriate change in 

measured input can be calculated301. Plant-wide MPC of an end-to-end 

continuous pharmaceutical manufacturing process which included series of 

chemical synthesis, crystallisation and a tablet formation steps has been 

developed302 and used for the control of a seeded cooling crystallisation of 

lactose303. On the other hand, model free control approaches are based on the 

use of PAT-based measurements and feedback control mechanisms300. Due to 

the advancement of PAT, measurement of solution concentration304, 305, particle 

count304, detection of polymorphic form306 and temperature control307 have made 

it possible for the development of advanced control strategies through model free 

approaches.  
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6.2 Materials and Method 

 Baffle Design  6.2.1

To assess the importance of baffle design, a range of glass straights were 

manufactured by Soham Scientific. In collaboration with the University of 

Loughborough the minimum critical amplitude required for particle suspension 

was compared. A number of baffle parameters (Figure 6.4) along with the shape 

of the baffle (smooth or sharp as shown in Figure 6.1) was investigated. 

Figure 6.4 Image showing the baffle parameters which were investigated. 

The variety of baffle designs tested can be seen in Table 6.2 and Figure 6.10. 

Poly-vinyl chloride (PVC) particles (with an average size of 140μm and a density 

of 1.4 g/mL) were supplied from Sigma Aldrich (CAS number:  9002-86-2) and 

double distilled water was used from the laboratory. Each tube was connected 

horizontally to a piston-driven electromagnetic oscillator controlled by an 

amplifier and a signal generator. A micro mesh with a fine wire diameter made 

of stainless steel fibre, was fitted at this end of the tube to prevent the backflow 

of particles into the piston. A fixed mass of 6.8 g of monodispersed PVC particles 

equivalent to 10% weight percentage for the slurry were homogenously 

suspended in deionised water at room temperature. Once the particles were 

suspended in the tubes, they were allowed to completely settle after which 

oscillation was reapplied, and amplitude was increased until it was visually 

detected that all particles were fully suspended to detect the minimum critical 

amplitude. The minimum amplitude required to fully suspend the PVC particles 

was measured from the liquid level of a 0.5 mm I.D. unbaffled vertical plastic 
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tube, connected to the other end of the tube. Thus, whilst the baffle geometry is 

being varied (e.g. baffle length), as the diameter remains constant (all meso 

tubes in this study have an internal diameter of 10 mm), changes in the liquid 

level can be attributed to the applied amplitude. At least three experimental 

repeats were carried out at values of f = 2, 5 and 7 Hz. 

 

Table 6.2 Baffle parameters altered for optimum baffle design identification. 

 

  

OBR 

reference 
Constriction 

Orifice open 

area ratio (α) 

Length to 

diameter 

ratio 

Internal 

volume (mL) 

A Smooth 0.12 3 58 

B Smooth 0.25 1.5 56 

C Smooth 0.18 2.3 61 

D Smooth 0.12 1.5 48 

E Smooth 0.25 3 63 

F Sharp 0.25 1.5 69 

G Sharp 0.12 3 72 

H Sharp 0.12 1.5 54 

I Sharp 0.25 3 70 

J Sharp 0.18 2.3 65 
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The experimental set up for the baffle design can be seen (Figure 6.5). 

 

Figure 6.5 Experimental set-up used for the baffle design studies (image from 

reference 282).  

 

 Assessment of Oscillatory Conditions for Particle Suspension 6.2.2

Using the OBR reference A (Table 6.2), a mesoscale OBR reactor was built. 

Glass straights were manufactured by Soham Scientific. To determine the 

minimum amplitude required for particle suspension, PVC particles supplied 

from Sigma Aldrich (CAS number:  9002-86-2) were suspended in double 

distilled water. Particle suspension was assessed at 5, 6 and 7 Hz. Ten straights 

were connected to give a total reactor length of around 8 m. A fixed mass of 25 g 

of monodispersed PVC particles targeting 6.3 w/v % for the slurry were 

homogenously suspended in deionised water at room temperature. Once the 

particles were homogenously suspended in the tubes, they were allowed to 

completely settle after which oscillation was reapplied, and amplitude was 

increased until it was visually detected that all particles were fully suspended. 

The minimum amplitude required to fully suspend the PVC particles was 

measured from the liquid level of a 10 mm I.D. unbaffled vertical plastic tube, 

connected to the end of the reactor. 



 

   144 

 Residence Time Distribution Study of Meso scale SPC OBR 6.2.3

Patent Blue V sodium salt was purchased from Sigma Aldrich (CAS number: 

20262-76-4) and double distilled water was used from the laboratory. Jackets of 

the glass straights which were going to be used for visualisation purposes were 

filled with glycerol and a perspex box also filled with glycerol was fitted around 

the straight. Two webcams were placed at two different positions throughout the 

reactor and Yawcam software was used to capture an image every five second.   

The minimum critical amplitude required for particle suspension was identified 

visually for each frequency with a known concentration of solids and identical 

oscillatory conditions were then used for liquid RTD. Furthermore, prior to 

beginning the experimental section of RTD determination experiments both the 

peristaltic pump and oscillator were calibrated to ensure the capabilities of the 

hardware had been pre-determined and taken into consideration for set-up and 

calculation.  

A 0.75 mg/mL stock solution of dye was prepared and used throughout the 

experiments. Air bubbles were removed from the reactor and using a 5 mL 

syringe, 1 mL of tracer dye was injected.  A web camera (Logitech 12-bit) located 

adjacent to the outlet of the reactor was used to measure the concentration of 

particles during the experiment.  

A light source (230 V, 120 W Halogen, Kopp) provided illumination of the region 

of interest. In order to reduce optical distortions the jacket of the straight as well 

a rectangular Perspex optical box was filled with glycerol and fitted around the 

straight. A diffuser was used to spread the light and provide homogeneous 

illumination of the particles, minimising inaccuracy in particle concentration 

measurements.  

Image capturing software was set to capture an image every five seconds. 

However, image capturing time was found to deviate between 5 to 6 seconds. 

The average sampling time was extracted for the second camera and this 

average time was used as the sampling time for the RTD calculations. Images 

collected were processed using ImageJ software version 1.51G and the mean 

pixel grey scale was converted to concentration of tracer (g/mL) using Beer 

Lambert’s Law.  Position and camera settings were kept identical for all 

experiments. Changes in background light may cause distortions in the images 
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captured. This was minimised by placing a black-out a curtain around the 

experimental set-up (Figure 6.6). 

 

Figure 6.6 Experimental set up for liquid RTD experiments using the imperfect 

pulse method. 
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 Model Predictive Temperature Control 6.2.4

A PharmaMV system308 was integrated with the DN10 meso scale SPC OBR to 

develop a model predictive temperature control as part of the initial platform 

development. The methodology used to develop the MPC and further details 

including the mathematical model and equations are detailed elsewhere303. For 

these studies, the reactor consisted of nine sections and each section was 

connected to one circulator (Figure 6.7).   

Figure 6.7 Schematic of the reactor used to build the model predictive 

temperature model. 

Deionised water was used both as jacket and reactor fluid. There were two 

temperature probes (denoted as e.g. T1) per section to measure the reactor’s 

temperature.  

To understand the response of the circulators, the jacket fluid temperature and 

the reactor fluid temperature, a range of step tests were completed. Eight 

temperature measurements corresponding to four different sections (5th to 8th) 

of the reactor are shown in Figure 6.8, step tests were applied to the 

circulators/jacket temperature to analyse their effect on temperature. The red 

circle is an example of the step test and the subsequent response. Using the 

T°-3 T°-4 

T°-5 T°-6 

T°-8 
T°-7 

T°-9 T°-10 

T°-11 T°-12 

T°-13 T°-14 

T°-16 T°-15 

T°-17 T°-18 

T°-1 T°-2 

Section 1 (jacket connected to circulator 1) 

Section 9 (jacket connected to circulator 9) 
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experimental data, a pseudo random binary sequence (PRBS) has been applied 

to each circulator to generate data for model identification which allows 

statistically rich data to be obtained automatically303. 

Figure 6.8 An example of the step tests carried out in sections 5 (Temperature 

9 and 10), 6 (Temperature 11 and 12), 7 (Temperature 13 and 14), and 8 

(Temperature 15 and 16) and their response. 
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 CFD Analysis 6.2.5

CFD model was built in collaboration with a master’s student and further 

details of the model and study can be found elsewhere309. A 3-D time dependant 

model was built based on geometry identified previously282.  Laminar flow model 

has been successfully utilised to describe the fluid profile in an OBR310 and the 

axial dispersion coefficient analysed from the Large Eddy Simulations (LES) 

agreed with that from the laminar simulations311. As such, whilst LES models 

are simulations specifically incorporating turbulent flow, since the obtained 

axial dispersion coefficient have been comparable to laminar flow model 

simulations, the latter was used for this study.  All experiments were studied 

using a single phase laminar flow model. The fluid material chosen for the study 

was water and a normal mesh (167169 elements) was the most accurate mesh 

for the simulations as seen in Figure 6.9.  Simulations were carried out for three 

different frequencies (5, 6 and 7 Hz) at three different flow rates (5, 10 and 20 

mL/min). 

Figure 6.9 Mesh built for smooth constricted OBR with an I.D of 10 mm. 
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6.3 Results and Discussion 

 Baffle Design 6.3.1

The effect of the straight geometry on the minimum fluid amplitude for full 

suspension of particles was carried out in batch mode for frequencies 2, 5 and 7 

Hz as in seen Figure 6.10282. The required minimum oscillatory amplitude to 

fully suspend PVC particles can be considered as an indirect means of 

determining the extent of radial mixing generated within each baffle. 

Figure 6.10 Images of the variety of baffles investigated. (Image taken from 

reference 282). 

The minimum critical amplitude for suspension varied according to the baffle 

geometry. Figure 6.11 shows the meso scale tubes with SPC geometries in 

general required lower critical amplitude compared to the SEPC of the same 

baffle length and constriction. For example, SPC tube B and SEPC tube F (both 

l = 15mm and do = 5 mm at a fixed f = 2 Hz), needed a minimum critical value of 

6.7 mm and 9.8 mm, respectively, which represents an increase of 46 %. The 

need for higher amplitudes for the shape edged baffles can be related to the 

presence of ‘dead corners’. This is defined as stagnant regions within each baffle 

where the vortex strength is inadequate for full mixing resulting in small 

Sharp Edged Periodic Constricutions (SEPC) Smooth Periodic Constricutions (SPC) 
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quantities of tracer/particles becoming trapped312, which, was visually observed 

during the experiments.  

Within the SPC geometries, minimum critical amplitude was lower for 

geometries with longer baffle length, l, and smaller baffle constriction, d0. For 

instance, tubes A (l = 30 mm, do = 3.5 mm), B (l = 15 mm, do = 5.0 mm) and C (l 

= 22.5 mm, do = 4.2 mm) had the lowest amplitude requirement282. Overall, Tube 

A required the lowest amplitude for full PVC particle suspension at these 

conditions which is a linear scale up of a previously studied meso scale SPC 

OBR265. 

Figure 6.11 Suspension studies showing minimum amplitude (xo,crit) for full 

suspension of particles. 

This significant variance in particle suspension is attributed to the differences 

in power input/dissipation and degree of radial mixing. The efficiency of particle 

suspension by 𝑓 and 𝑥𝑜  is linked to the settling velocity of the particles. The 

fluid velocity must be higher than the particles terminal velocity to achieve 

suspension, to allow the particles to be elevated up and over the baffled tube 

wall. The dominance of the radial velocity during the oscillatory flow minimises 

the particle settling velocity; the periodic upward motion increases the fluid 

drag force and helps to suspend the particles in liquids.  
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The settling velocity of the particles ( 𝑢𝑝) can be estimated using Stokes Law: 

 

up = √
4

3
  

1

CD
gdp (

ρp−ρf

ρp
)  Equation 6.1 

  

Where 𝜌𝑝  is the density of the particles,  𝜌𝑓  is the density of water, 𝑑𝑝  is the 

diameter of the particles and CD is the drag coefficient.  

 

The particle settling velocity distribution was calculated using Equation 6.6. 

The mean  up was calculated as 0.048 ms−1(the average of all the calculated up 

with the given particle size range). The peak oscillatory axial velocity (𝑢(𝑡)𝑚𝑎𝑥 =

2𝜋𝑓𝑥𝑜)  required for complete suspension of the particles should be significantly 

higher than 𝑢𝑝, to allow a high energetic efficiency of particle suspension to be 

achieved within the reactor (i.e where u(t)max is much greater up). The peak 

oscillatory axial velocity (u(t)max), is dependent on frequency (f) and amplitude 

(x0) and thus is a way of determining the energetic efficiency of the particular 

baffle geometry with respect to particle suspension, where lower u(t)max is 

associated with more energetically favourable conditions265.  

 

u(t)max = 2πfx0   Equation 6.2 

 

For all ten meso baffle designs tested, the value of u(t)max calculated ranged from 

0.021 - 0.124 m s-1, with tube I (SEPC, l/d = 3) and E (SPC, l/d = 3) having the 

largest values of 0.089 and 0.069 ms-1, respectively (at 5 Hz). The u(t)max for 

complete suspension of particle decreases with the increase of frequency which 

would indicate the generation of sufficient radial mixing for suspension of 

particles. Whilst this has been previously observed for a similar SPC meso scale 

OBR265 it also agrees with general operational rules for OBR’s of higher 

frequency and lower amplitude115. 
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Figure 6.12 Oscillation peak velocity, u(t)max required for full suspension of 

particles. 

In conclusion, although the suspension of particles can be improved by changing 

the oscillatory conditions, the SPC geometries proved to suspend particles more 

efficiently than the SEPC tubes with the same dimensions under equivalent 

operating conditions (Figure 6.12). SPC tube A (l = 30 mm, do = 3.5 mm) 

appeared as the most suitable for PVC particles’ suspension as it needed the 

lowest amplitude regardless of frequency and oscillatory peak axial velocities.  

For the ten meso scale straights, continuous liquid solid flow was modelled using 

plug flow with axial dispersion model. Both SPC and SEPC meso-tubes were 

capable of delivering a near plug flow behaviour and the values of axial 

dispersion coefficient were estimated for the solids to be in the range of 1.0 - 2.2 

x10-4 m2 s-1. Further details of this investigation can be found elsewhere282. 

 

  Development of Reactor 6.3.2

A meso scale SPC OBR continuous platform based on the geometry l = 30 mm, 

do = 3.5 mm (Tube A) was constructed and its suitability for crystallisation 

processes was assessed.   Several challenges had to be overcome to establish an 

operational platform. 
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6.3.2.1 Construction: Connectors 

Two types of connections to go between glass straights were tested. Below is an 

image of the connection. The first option was a metal clip which would go over 

the glass straights and can be tightened (Figure 6.13). The length of the screw 

part of the clip limited the degree of tightening available. This clip could not be 

tightened enough to provide the necessary alignment of the glass straights.  An 

alternative was sought for which would allow more flexibility. Two metal clips 

which go over the glass straights and screw in three different parts was 

designed and tested. This configuration provided the necessary flexibility and 

degree of tightening which allowed the construction of a leak free reactor. Figure 

6.13 shows the way in which the clips directly rested on the glass straights. 

Although this was a more successful method, as the metal clips were directly 

resting on the glass, it was very easy for the glass to crack as a result of over 

tightening which was overcome by small manoeuvres of tightening. This 

prototype equipment could be further enhanced for ease of use and flexible 

deployment and reconfiguration by improving the robustness and performance 

of the connecting straights. 

Figure 6.13 Metal clip type one (left), metal clips type two (centre) and metal 

clip resting on glass (right). 
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6.3.2.2 Construction: Washers 

Polytetrafluoroethylene (PTFE) solid gaskets did not compensate for any 

irregularities which may be present on the surface of the glass which may differ 

from straight to straight as all were handmade (Figure 6.14). The black washers 

(FEP - Viton encapsulated) were more flexible and were able to compensate for 

any irregularities. This alternative proved to be more successful and was taken 

forward for the construction of the reactor. 

Figure 6.14 FEP flexible washer (left) and PTFE solid washer (right). 

 

6.3.2.3 Customisation and Advanced Control Strategies 

As this was a custom built crystalliser some additional features were also built-

in (Figure 6.15). These included jacketed glass bends, sample removal ports and 

ports for PAT.  

Figure 6.15 Additional features of the crystalliser with jacketed bends (left) and 

sample port (right). 
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In an effort to reduce bubble retention the COBR was built with an upward 

angle of 7. This was based on the findings that the optimum angle for a novel 

micro-OBR was 10° allowing all bubbles to be removed from the system in less 

than one minute under certain flow conditions263, 265.   

A schematic of the final set up of the reactor is shown Figure 6.16.  This 

comprised of 10 straights, 4 bends, 5 heater chillers (2 straights and bend per 

heater chiller), one oscillator, the required number of peristaltic pumps and 

feed/seed tanks. The set up was modular and can be altered in terms of total 

volume/sections depending on the crystallisation system under investigation.  

This reactor was integrated with Perceptive Engineering Pharma MV and 

Siemens PCS 7 monitoring and control systems. Siemens SiPAT is a modular 

software solution that allows PAT-based data to be collected and integrated to 

enable different PAT enabled monitoring and control strategies. With the 

integrated PAT platform, crystallisation processes can be monitored, controlled 

and optimised by measuring and calculating the CQA of end products in real 

time. This continuous monitoring of product quality can prevent deviations from 

specifications313.  

Perceptive Engineering provides model based Advanced Process Control (APC). 

PharmaMV is designed to support development and deployment of multivariable 

technologies for monitoring and control within the system.  The PharmaMV 

platform provides modular tools to design, deploy and maintain advanced 

applications for batch and continuous processes. 

Perceptive's PharmaMV complements SIPAT with real-time, predictive control 

capabilities313. 
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Figure 6.16  Interface allowing the monitor and control of the platform. 
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Control over a continuous cooling crystallisation process has been demonstrated 

for two COBR based processes with I.D of 69 mm and 15 mm for lactose303. 

Control strategies were developed for reactor temperature which allowed the 

solute concentration and particle size to be controlled. PAT allowed real-time 

monitoring and control of the crystal quality and as the need for manual 

sampling is eliminated (which can introduce artefacts in the solid sample e.g. 

due to temperature variations) PAT helps in relating OBR process conditions to 

the crystallisation process and consequently to the resultant product attributes. 

Spectral data collected from FTIR was used to build a concentration calibration 

model which predicted the concentration of API in the solution. The CLD was 

obtained from FBRM. The seed and feed flows were manipulated to remain 

within the desired concentration range and to achieve the target CSD. 

The novel DN10 crystallisation platform integrates SiPAT, PCS7 and 

PharmaMV in one complete module. FBRM and UV as part of PAT technologies 

have been integrated which would allow crystal size and concentration to be 

monitored and controlled, if desired. 

 

6.3.2.4 Internal Diameter 

The internal diameter of this reactor was specified as 10 mm, however due to 

the smooth periodic constrictions a large amount of space is ‘lost’, meaning only 

the centre of the baffle is 10 mm in diameter. In order to compensate for this the 

reactor was filled with water and the full length of the reactor was determined.  

An average diameter over 10 straights was calculated assuming it to be a 

straight non-baffled cylinder using Equation 6.8, herein referred to as hydraulic 

diameter.  

 

V = πr2h   Equation 6.3 

 

Volume (V) = 0.395 L  

         Length (h) = 7.98 m   

         Radius (r) = 3.969 mm = diameter (d) =7.939 mm 
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From these calculations, the diameter calculated indicates a reduction of around 

21 %. Also, in the baffle design studies a difference in the target and measured 

diameter was found282. The opposite was found for an OBR with sharp edged 

baffles with an internal diameter of 15 mm where it was found to be closer to 16 

mm108.  Therefore, not only would the hydraulic diameter compensate for the 

reduction of the available surface but would also any account for differences in 

the diameter due to the straights being individually manufactured.   

 

 Assessment of Oscillatory Conditions for Particle Suspension 6.3.3

The value of f had an impact on the particle suspension, since the particles were 

suspended at a reduced x0 when f was increased from 5 to 7 Hz (Table 6.3). 

Increasing f reduces the particle settling velocity, resulting in reduced x0 

required for suspension. The u(t)max values for 5 and 7 Hz are in agreement 

with previously calculated values282. An explanation of the effect of f and x0 on 

suspension of particles has been explained in Section 6.3.1.  

Table 6.3 Oscillatory conditions tested for particle suspension. 

 

 RTD 6.3.4

RTD analysis is a quantitative method that is typically used to understand and 

investigate mixing and flow. Understanding RTDs for crystallisation platforms 

has been used in the initial steps to characterise platform performance, 

optimisation and scale up of manufacturing processes. The RTD of a meso scale 

SPC COBR with a total length of around 8 m has been performed to develop our 

understanding of the mixing and flow performance of this specific COBR 

platform under a range of process conditions which are a practically useful 

range of crystallisation conditions (Table 6.4). 

 

 u(t)max (ms-1) 

f (Hz) 5 6 7 

x0 (mm) 5.5 7 4.5 

 0.035 0.044 0.028 
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Table 6.4 Parameters investigated for the liquid RTD study. 

The change in concentration of a dye tracer solution as a function of time was 

modelled using the axial dispersion with a plug flow model298. Table 6.5 shows 

the input variables which applied to all experiments. The results are interpreted 

as vessel dispersion number (the reciprocal of Pe number, also referred to as 

dimensionless axial dispersion number in literature)  to understand the effect of 

flow conditions on the overall RTD performance274 (Equation 6.5). 

 

Vessel Dispersion Number =  
D

uL
          Equation 6.5 

 

where D is axial dispersion (m2s-1), u is velocity of fluid (m/s) and L is the 

distance between two measurement points (m). 

 

Table 6.5 Constant for all calculations. 

  

Frequency (Hz) → 

Flow Rate (mL/min) ↓ 
5 6 7 

5 Residence time 80 minutes 

10 Residence time 40 minutes 

20 Residence time 20 minutes 

Input Variables 

Variable Input value 

Distance to camera #1 (m) 0.79 

Distance to camera #2 (m) 4.01 

Density of solvent (kg/m3) 1000 

Hydraulic Diameter (m) 7.94e-003 
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The measured tracer profile was used to estimate the vessel dispersion number 

at each set of conditions of flow rate and frequency. Experimental findings for all 

oscillatory conditions as can be seen in Figure 6.17 and Table 6.6. 

 

Figure 6.17 Experimental and imperfect pulse model responses. Raw data 

(blue) with the model response overlaid (dotted red). Graph labelling indicates 

experimental frequency_experimental flow rate_experiment repetition number. 

5Hz_20mLmin_2 7Hz_20mLmin_2 

6Hz_20mLmin 6Hz_20mLmin_2 
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continuation of Figure 6.17  

5Hz_10mLmin 5Hz_10mLmin_2 

6Hz_10mLmin 6Hz_10mLmin_2 

7Hz_10mLmin 7Hz_10mLmin_2 
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 continuation of Figure 6.17 

  

7Hz_10mLmin_3 7Hz_10mLmin_4 

5Hz_5mLmin_2 5Hz_5mLmin_3 

6Hz_5mLmin 6Hz_5mLmin_3 
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continuation of Figure 6.17 

  

7Hz_5mLmin_1 7Hz_5mLmin_2 

7Hz_5mLmin_3 5Hz_5mLmin_1 
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Table 6.6 Summary of the oscillatory conditions and respective axial dispersion 

number. 

 

 

 

Experiment f 

(Hz) 

xo 

(mm, p-p) 

Flow 

Rate 

(mL) 

Peclet 

Number 

Vessel 

Dispersion 

Number (-) 

5Hz_20mlmin_2 5 11 20.1 313 0.0032 

6Hz_20mlmin_1 6 14 20.1 100 0.01 

6Hz_20mlmin_2 6 14 20.1 123 0.0081 

7Hz_20mlmin_2 7 9 20.1 137 0.0073 

5Hz_10mlmin_1 5 11 10.34 47 0.0412 

5Hz_10mlmin_2 5 11 10.34 31 0.0624 

6Hz_10mlmin_1 6 14 10.34 35 0.0286 

6Hz_10mlmin_2 6 14 10.34 38 0.0263 

7Hz_10mlmin_1 7 9 10.34 592 0.0017 

7Hz_10mlmin_2 7 9 10.34 42 0.0238 

7Hz_10mlmin_4 7 9 10.34 47 0.0213 

7Hz_10mlmin_3 7 9 10.34 52 0.0192 

5Hz_5mlmin_2 5 11 5.051 192 0.0052 

5Hz_5mlmin_3 5 11 5.051 36 0.0278 

6Hz_5mlmin_1 6 14 5.051 42 0.0238 

6Hz_5mlmin_3 6 14 5.051 53 0.0189 

7Hz_5mlmin_2 7 9 5.051 74 0.0135 

7Hz_5mlmin_1 7 9 5.051 137 0.0073 

7Hz_5mlmin_3 7 9 5.051 145 0.0069 

5Hz_5mlmin_1 5 11 5.051 34 0.0294 
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To ensure efficient mixing, the velocity ratio, which is the ratio of oscillatory to 

net flow velocities, must be at least greater than 1113. Here, velocity ratio’s 

between 25 and 156 were investigated. When vessel dispersion number was 

plotted against the velocity ratio, Figure 6.18, the flow rate of 10 mL/min (ReN = 

27.6) was determined as having the highest vessel dispersion number under all 

three frequencies. This difference could be as a result of the distribution of the 

balance between the mixing generated by the eddies and the advection by the 

axial flow through the baffle orifice; an observation reported for 15 mm I.D 

sharp edged COBR314.  

Figure 6.18 Raw vessel dispersion number as a function of velocity ratio for all 

three frequencies at each flow rate (red: 20 mL/min, blue: 10 mL/min and green: 

5 mL/min). 
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Furthermore, vessel dispersion value for 6 Hz and 20 mL/min and 6 Hz and 5 

mL/min was generally than values reported for 5 Hz and 7 Hz. This may be 

because a higher amplitude was needed for complete particle suspension (Table 

6.3). An increase in the amplitude of operation can lead to a larger dispersion 

due to the increased turbulence, changing the balance between the radial and 

the axial mixing314. Although not investigated here an increase in f (at constant 

x0)  would be expected to lead to an increase in mixing intensity inside each 

cavity and thus not necessarily to an increase in the axial dispersion285.  With 

the exception of the dispersion values for 10 mL/min, the remaining results are 

in good agreement with previous vessel dispersion values of 0.04282.   

So, results are in good agreement highlighting the platform’s performance in 

accordance with theory. A number of exceptions were seen with differences in 

the experimental and model responses (Figure 6.17). For example, the results 

for experimental conditions 7Hz_5mLmin_3, show the model response to be not 

completely overlaid with the experimental response. This was most likely due to 

the use of the average sampling time for the mean residence time calculations. 

This observation is more pronounced for the experiments carried out at 5 

mL/min where the sampling time deviation was more pronounced. Taking 

5Hz_5mLmin_2 as an example the model response has a tail whereas the 

experimental response does not. This was attributed to two things. Firstly, the 

model response is based on the experimental C-curve from the first 

measurement point and so if there was a tail in the experimental data this 

would be reflected in the model response. Secondly, the intensity of the dye may 

be too low towards the end of the experiment, resulting in the contrast being too 

low for the software to be able to capture any differences.  

In Figure 6.19 where the red line represents the upper limit of deviation for plug 

flow298, the lowest vessel dispersion number were achieved with the highest flow 

rate of 20 mL/min for all frequencies investigated. These conditions represent 

the closest to plug flow. However, the largest deviation from plug flow were 

observed for conditions of 5 Hz and 6 Hz at 10 mL/min, and at 5 Hz and 6 Hz at 

5 mL/min. The greater interaction of the baffles and promotion of turbulence 

and radial mixing as a result of the higher flow rates may explain these 

observations. However, at the lower frequencies and lowest flowrate (5 mL/min), 
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the wider spread of the tracer and hence, enhanced dispersion in the axial 

direction, may be attributed to the hold-up of the tracer as a result of less 

efficient mixing. These results are in keeping with the previous observation 

where high flow rates provide the best ‘close to plug flow’ conditions314.  

Figure 6.19 Vessel dispersion number plotted as a function of Velocity Ratio for 

5, 6 and 7 Hz for high and low flow rates (Log-log scale). Red line represents 

upper limit of plug flow. Error bars represent standard deviation. 

Within the conditions examined, velocity ratios ranged from 25 to 117 have 

provided near plug flow conditions. Studies characterising different meso scale 

OBR’s have identified the highest degree of plug flow to be achieved at velocity 

ratios of 4–10266, 39–40121 and 25–90278. Although the variation amongst meso 

scale OBR which may be due to different baffle designs, the variation between 

conventional OBR’s and meso scale OBR has been attributed to diffusion being 

more prominent in meso scale OBR’s, which may explain why in general higher 

values of velocity ratio have been needed to achieve near plug flow264. Therefore, 

although higher velocity ratio values are required in the smaller geometries to 
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provide near plug flow conditions, these are achievable confirming the potential 

suitability of the platform for continuous processing as a PFR.   

The relationship between Strouhal number (St) on vessel dispersion was also 

examined (Figure 6.20).  St value describes the eddy propagation and is 

inversely proportional to the oscillation amplitude. As a general trend, as St is 

increased, vessel dispersion number decreases. The St numbers investigated 

were between 0.09 and 0.14 and the lowest vessel dispersion number was 

obtained for St 0.11. For conventional OBR’s St values below 0.2 indicate 

insufficient eddy generation to generate effective mixing within the baffle 

region.  However, results obtained here are in keeping with the findings relating 

to a meso SPC OBR with an I.D of 5 mm which provided near plug flow 

conditions within a St value of 0.08 and 0.4274.  For other meso scale structures, 

St between 0.2 and 0.13, has been found to improve mixing significantly121. 

Figure 6.20 Vessel Dispersion Number plotted as a function of Strouhal 

number for 5, 6 and 7 Hz for high, medium and low flow rates. Error bars 

represent standard deviation. Red line represents upper limit of plug flow. 
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To summarise, higher x0 resulted in higher levels of axial dispersion. On 

examination of the velocity ratio, higher flow rates improved mixing thereby 

minimising axial dispersion and lower values of vessel dispersion were 

calculated. Vessel dispersion number reduced with increasing f. This can 

indirectly be related to amplitude, as higher f required lower x0 for particle 

suspension thereby reducing the amount of axial dispersion. Several optimal 

numbers have been identified in literature for meso scale OBR’s. The 

relationship between flow behaviour and different flow descriptors (e.g. Strouhal 

number and velocity ratio) is complex, and depends upon the baffle design121. 

This study largely complements the wealth of data available within literature 

for meso scale OBR’s. 
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 CFD Analysis 6.3.5

In order to understand if the findings from experimental RTD could be further 

explained, CFD was used to simulate the flow under the experimental 

conditions. The suitable time interval can be calculated using the sinusoidal 

velocity time function which is the motion of the piston per oscillation cycle.   

Figure 6.21 Start and end point of phase positions for 5 Hz (Top), 6 Hz (Middle) 

7 Hz (Bottom) and sampling points of an oscillation cycle- indicated by the blue 

circles, red circle indicates the time of simulations in Figure 6.22. 
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Parametric sweep of f, x0 and flow rate was completed and the velocity (m/s) and 

direction of flow was plotted (Figure 6.22). The snapshots represent the point 

just before the flow will begin to reverse (the half way point in an oscillation 

cycle) and is the highest point of turbulence. For all experiments, the highest 

velocity is around the baffle constrictions. This is in keeping with reported CFD 

models of OBR in which the presence and impact of the baffles on velocity 

profiles was observed315. CFD simulations of a variety of baffle designs found at 

the point of flow reversal, disc-and-donut geometry created three zones of 

circular flow whilst the flow with an integral baffles was characterised as 

parallel streamlines which coincides with the observations made in this study315. 

In contrast to the simulations for 5 mL/min and 10 mL/min, there appears to be 

a higher degree of mixing present in 20 mL/min simulations (larger eddies 

which occupy most of the baffle). 20 mL/min conditions experimentally (Section 

6.3.4) resulted in near plug flow mixing, whilst this was not the case for the 

other conditions examined. Whilst this is a very straightforward comparison of 

the conditions within the baffle, it does confirm that there is a difference in the 

size/shape/number of eddies formed which may contribute towards the 

experimental findings.  

Figure 6.22 Velocity and direction of fluid at flow rate at each f and x0. 

5 Hz 10 mL/min 6 Hz 10 mL/min 

7 Hz 10 mL/min 
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continuation of Figure 6.22. 

  

7 Hz 5 mL/min 

5 Hz 20 mL/min 5 Hz 5 mL/min 

6 Hz 20 mL/min 6 Hz 5 mL/min 

7 Hz 20 mL/min 
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 Model Predictive Temperature Control 6.3.6

MPC is a receding horizon technique in which the current control action is 

obtained by solving on-line at each sampling instant303. In the series of 

experiments carried out one circulator was considered for each section (where a 

section was two straights and one bend). After a temperature change, each 

circulator has a noticeable effect on the corresponding section within the reactor. 

An interaction was observed where a change in circulator one, caused a small 

change in the temperature in section two indicated by an increase in 

temperature reported by “Temperature 3-PV” (highlighted in red) (Figure 6.23). 

Figure 6.23 Response of a change in temperature where a small interaction 

between circulator one and section two (temp probes 3 & 4) of the reactor can be 

seen which is highlighted in red. 

Similar finding were reported for a COBR with an I.D of 15 mm, where a change 

in one circulator created disruption to the cooling profile further down the 

reactor303. As a result, changes to the temperature within a single straight may 

Increase in circulator 1 

Response of Section 1 

Response of Section 2 
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require several circulators to be adjusted to compensate for this effect. In the 

DN10, this interaction is resolved rapidly and is not observed by the fourth 

thermocouple, which is part of Section 2. 

Circulators responded to a change in temperature of 10 °C in approximately 3 

minutes and system temperature stabilised in around 5 minutes (Figure 6.24) 

which is three times quicker than a COBR with an I.D of 15 mm studied 

elsewhere108. 

Figure 6.24 Response of DN10 system to a step change in the temperature of 

one circulator and corresponding temperatures observed in the system. 

The reduction in the response time to a temperature change in the circulators 

and the rectification of the interaction noted in Figure 6.23 can be considered as 

initial indications of the enhanced heat transfer capabilities of this system.   

  

Circulator 7 SP 

(°C) 

Circulator 7 PV 

(°C) 

Temperature 

14-PV  
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The performance of the MPC model can be visualised, where when the MPC is 

activated the system effectively controls the circulators to reach the target 

temperature within the system (Figure 6.25). 

Figure 6.25 MPC effectively controlling the temperature over DN10 sections to 

achieve the target profile. 
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The performance of the model was tested by activating and deactivating the 

temperature control model. Once the MPC was activated, after the system had 

stabilised, the target temperatures were successfully reached with a maximum 

deviation of 1.04 C (Figure 6.26). This shows the MPC ability to effectively 

control the circulators and account for any interactions between the sections. 

This will enable the desired cooling profile to be reached throughout the reactor.  

 

Figure 6.26 Temperature achieved in each section of DN10 when MPC is 

active. 
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6.4 Summary 

The overall aim of this study was to design, develop and characterise a novel 

meso scale OBR capable of continuous operation at reduced scale. Initial 

investigations showed that baffle shape and geometry strongly influenced the 

amplitude needed to suspend particles, with smooth periodic constrictions 

requiring lower amplitudes than sharp edged baffles.  

With the optimised baffle design, the mixing characteristics in the novel COBR 

with an I.D of 10 mm (DN10) was determined. Within the hydrodynamic range 

examined, several mixing conditions have been identified which exhibited low 

axial dispersion thus operating close to plug flow.  However, higher amplitudes 

and flow rates of 5 mL/min and 10 mL/min demonstrated a deviation from plug 

flow. The differences in the results were attributed to the difference in the eddie 

formations and mixing in each cell.  

Simulations of flow at different frequencies, amplitudes and flow rates have 

confirmed differences in the mixing regime in each baffle. With the 

identification of operational parameters suitable for the purposes of a 

crystallisation process, the system has been further enhanced with the 

implementation of model predictive temperature control that promotes an 

effective means of ensuring consistent temperature control, a key process 

parameter in certain crystallisation processes.  

The new system, therefore, has the potential to be used to deliver continuous 

crystallisation processes under near plug flow operation and with accurate 

temperature control. 
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7 Continuous 

Crystallisation of ALA Polymorphs 

  

Chapter 
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7.1 Introduction 

Crystallisation is a complex process, featuring a number of phenomena such as 

primary nucleation, growth, secondary nucleation, agglomeration, and particle 

breakage60. The success of a crystallisation process is determined by its ability to 

reach predefined quality targets reproducibly. These targets may include a 

combination of crystal size, polymorphic form, yield, purity or crystal habit17. 

However, the process is sensitive to variation such as cooling rate or mixing.  

Understanding how experimental changes may influence process outcomes and 

the potential implications of this for downstream processing is, therefore, of 

considerable interest. 

 

 Technology Transfer between Crystallisers 7.1.1

Transferring from a batch STR to a continuous OBR presents novel design 

considerations in addition to operational and experimental challenges. Some of 

the factors to be considered are shown in Figure 7.1.  

Figure 7.1 Process and experimental design considerations when transferring 

between different crystallisation technologies.  

Process conditions have a direct effect on outcomes, such as crystal size 

distribution or polymorphism20, 129, 284. As a result, such aspects need to be 

considered early on since, for example; high solid loading can lead to 

blockages115 and different mixing regimes can change the kinetics of the 

system108.  

The transfer challenges of batch to continuous operation can be minimised by 

utilising small scale platforms which are similar to the final crystalliser113. This 
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allows the system under investigation to be exposed to a similar environment, 

providing valuable information on process parameters which can then be used to 

design larger scale operations (Figure 7.2).  

Small scale platforms have been utilised successfully as a starting point towards 

developing continuous processes107-109. The importance of reactor design is 

recognised as mechanisms of nucleation have been shown to vary with the 

configurations316 resulting in different crystallisation outcomes20, 108, 316.  Two 

OBR designs (moving fluid (MF) and moving baffle (MB)) were compared for the 

enantiotropic purity of sodium chlorate crystals obtained through a cooling 

seeded crystallisation316. Under otherwise identical experimental conditions, it 

was found that the MB produced higher levels of pure enantiomeric crystals 

compared to the MF set-up. On examination of the effect of mixing intensity, it 

was concluded that purity of material was largely unaffected by a change in 

mixing intensity in MB but the opposite was observed in MF experiments. 

Trends obtained were attributed to differences in shear rate, axial dispersion 

and deposition of a thin layer of liquid at the top of the reactor in the MF set-up 

which can create areas of higher local supersaturation and influence nucleation 

behaviour. Other studies have complemented these findings21, 317.  

Figure 7.2 Examples of the type of information which can be acquired from 

small scale experiments. 

The tendency of the system to foul/encrust which is a potential challenge 

particularly where higher supersaturation conditions may be used to drive 

nucleation can be determined from small scale experiments. Fouling can be 

defined as the unwanted accumulation of material on surfaces including walls of 

the crystalliser and/or temperature/PAT probes318 (Figure 7.3).  Fouling can 
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prevent the system from achieving steady state, reduce available heat transfer 

surfaces, affect probe windows and possibly cause blockages319.  

Surface properties and a range of process conditions can promote fouling 

including; solvent choice, supersaturation, mixing efficiency and impurities320, 

321. The primary nucleation event, with respect to secondary nucleation, is 

thought to be a major contributor to the fouling process322. Although, fouling is a 

hindrance to both batch and continuous operation and in-process detection can 

be incorporated, it is more of an operational challenge in the latter. 

 

Figure 7.3 Examples of fouling (images acquired reference 108). 
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 Experimental Considerations 7.1.2

Crystallisation experiments can be performed “seeded” or “unseeded”. Seeding is 

the deliberate addition of small crystals after which the supersaturation can be 

depleted through their growth (Figure 7.4). 

Figure 7.4 Schematic illustrating the principle of a seeded crystallisation 

process. The growth of seed crystals are shown as a function of the 

supersaturation (the dashed line between solubility line and seed crystals) 

generated by means of cooling.    

Growth of the seed crystals is encouraged as the outcomes of the crystallisation 

process (e.g. crystal size, polymorphic form and likelihood of fouling) can be 

better anticipated and controlled323. The ideal seed addition point should be near 

the solubility line and within the midpoint of the metastable zone limit323. If 

these conditions are not met, seeding may not be feasible, in which case unseeded 

crystallisation may be an option. 

Unseeded crystallisation is the creation of nuclei through the generation of 

supersaturation in-situ. Spontaneous nucleation and growth take place 

simultaneously. Operationally, unseeded crystallisation processes can often lead 

to a metastable form324 as at sufficiently high levels of supersaturation the 

metastable forms may have higher nucleation rate kinetics and will appear 

first249,229. Whilst seeding allows greater control over particle properties and 

operation at lower supersaturation, crystallisers also need to have ports to feed 

the seed material in to the crystalliser. These need to be designed and managed 
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in order to ensure consistent flow of feed/seed material to ensure the necessary 

experimental procedures can be executed to deliver crystals with the desired 

qualities.  

Several CQA control mechanisms have been developed. Some of the control 

strategies include; manipulation of seed and feed pumps303, temperature 

cycling306 and concentration control303, 305, 325. A strategy for polymorphic control 

using feedback control techniques based on PAT tools has been developed306 and 

is shown below (Figure 7.5). 

  

Figure 7.5 Diagram of a feedback control method (figure adapted from 

reference 306). 

The approach consists of detecting the desired polymorphic form and upon 

detection of the undesired form; a temperature cycle is triggered causing 

dissolution. This is complemented by supersaturation control which maintains 

the solution concentration within appropriate levels to obtain the correct 

polymorphic form. These strategies seek to control the nucleation and growth 

processes and inhibit the formation of crystals which are out of specification (e.g. 

CSD or polymorphic form). Continuous crystallisation can offer benefits such as; 

reduced downtime between batches, less batch-to-batch variation, greater 

control over particle attributes such as particle size distribution and solid state 

and incorporation of control strategies10, 107, 303. Lawton et al10 has demonstrated 

the successful continuous isolation of an API in a COBR with reduced 

operational time from 9 hours to 12 minutes. The COBR has also been shown to 

be beneficial in the synthesis of vanisal sodium and aspirin with the addition of 

effective cleaning protocols to demonstrate the flexibility and efficiency in 
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cleaning with minimal waste production326. Further advantages have been 

highlighted and include; isolation of metastable form of API like compounds e.g. 

L-glutamic acid20, reduction in production time of lactose from 13 to 20 h in 

batch down to 4 h by continuous crystallisation107 and control over particle size 

making it possible to directly crystallise paracetamol particles suitable for 

pulmonary drug delivery66.  

Control and optimal operation of a crystallisation process is made significantly 

more complicated by the addition of a second component. However,  

multicomponent crystallisation in a continuous environment on a large scale has 

been reported109, 130. One such example is the urea and barbituric acid (UBA) 

system with three known polymorphs109.  A COBR with I.D 15 mm was shown to 

consistently deliver crystallisation of UBAI (most stable). However, selective 

crystallisation of either UBAII (least stable) or UBAIII (metastable) was 

challenging. Dampening of oscillation, sedimentation of material and fouling 

were identified as possible causes. One other example is the continuous cooling 

crystallisation of paracetamol form II in the presence of metacetamol130. Whilst 

paracetamol form II was produced at a large scale COBR, phase purity was not 

achievable with varying amounts of metacetamol hydrate present in the final 

product. To obtain phase pure paracetamol form II, addition of sections to the 

COBR to increase the residence time was suggested.  

The aim of this work was to design a continuous cooling crystallisation process 

to successfully control the polymorphic form of ALA purely by the addition of 

NIC solution. The strategy was to introduce streams of ALA and NIC separately 

and this is referred to as multiple streams in flow. The term multi-component 

crystallisation is only referred to the experiments resulting in the ALA-NIC co-

crystal. 
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7.2 Experimental 

 Materials 7.2.1

Alpha Lipoic Acid (ALA I, CAS: 1077-28-7) and Nicotinamide (NIC, CAS: 98-92-

0) were obtained from Sigma Aldrich and used without further purification. 

Isopropanol was acquired from VWR and double distilled water was available in 

the laboratory. 

 

 Experimental Method 7.2.2

7.2.2.1 Batch Cooling Crystallisation Experiments 

Based on previous batch crystallisation studies (Chapter 4) there was an 

understanding that the ratio of ALA to NIC had a critical role in determining 

the solid form of ALA. However, the impact of the platform on nucleation 

kinetics was still to be defined. A batch SPC system with an I.D of 15 mm was 

designed (Figure 7.6) which was scaled up by keeping α (orifice open area) 

equivalent between the DN10 meso scale OBR and SPC batch OBR (Table 7.1). 

Figure 7.6 Baffle geometry of the batch system (above) and schematic of the 

batch SPC platform (below). 

This platform enabled the integration of a FBRM probe which allowed detection 

of nucleation and a thermocouple to monitor temperature. To allow greater 

temperature control the platform was thermally insulated (Figure 7.7). 
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Table 7.1 Geometrical design features of the SPC batch DN15 platform. 

 

Figure 7.7 Final set-up of the batch OBR used to determine the nucleation 

kinetics of ALA II.  

Based on the previous small scale results (Chapter 4 and 5) the compositions in 

Table 7.2 had shown to successfully yield ALA II (where concentration is 

expressed as weight per volume of solvent).  These conditions were taken 

forward to test the potential of the OBR to control the polymorphic form by the 

addition of NIC acting as a hydrotrope. The heater/chiller (HC) was set to cool 

automatically at the fastest rate possible which was around 1.1 C/min.   
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Table 7.2 List of experimental conditions used in STR batch experiments. 

Once nucleation was detected a small amount of sample was removed, filtered, 

washed with double distilled water and left to dry before being analysed with 

XRPD to determine the polymorphic form. 

 

7.2.2.2 Continuous Crystallisation of ALA Polymorphs 

Previous batch experiment had successfully yielded ALA II and thus 

demonstrated the OBR to be a suitable platform for the crystallisation of ALA 

(Section 7.2.2.1).  

The aim of these experiments would be to test if the meso scale COBR can 

provide a novel approach to enable the form of ALA to be selected or “dialled 

up”. The conditions taken forward were designed to test the potential to control 

the polymorphic form purely by stopping or starting the addition of dissolved 

NIC as a hydrotrope. Compositions chosen covered a variety of ALA:NIC ratio’s 

which corresponded to the three polymorphic forms of ALA so far obtained; ALA 

I, ALA II and ALA-NIC co-crystal.  

  

STR 

Experiment 

Batch OBR 

Experiment 

STR 

Experiment 

Batch OBR 

Experiment 

Total volume of 

solvent (mL) 

Total volume of 

solvent (mL) 

Total volume of 

solvent (mL) 

Total volume of 

solvent (mL) 

9.5 120 9.5 120 

Concentration of 

ALA (g/100 mL) 

Concentration of 

ALA (g/100 mL) 

Volume of IPA 

(mL/100 mL) 

Volume of IPA 

(mL/100 mL) 

5.37 5.37  47.37 47.37 

Concentration of 

NIC (g/100 mL) 

Concentration of 

NIC (g/100 mL) 

Volume of H2O 

(mL/100 mL) 

Volume of H2O 

(mL/100 mL) 

3.27 3.27  52.63 52.63 
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7.2.2.3 Continuous Experimental Set-Up 

The experimental set-up consisted of the DN10 COBR (described in Chapter 6), 

five heater chillers, one oscillator, two peristaltic pumps, two feed tanks and a 

simple filtration and collection setup Figure 7.8 and Figure 7.10. 

Figure 7.8 Y-piece to flow streams (left), stock solutions of individual streams 

ALA in IPA and NIC in water (centre) and filtration set up (right). 

 

A summary of ALA and NIC conditions and their corresponding polymorphic 

outcomes obtained from previous batch STR cooling crystallisation experiments 

(Chapter 4) are shown in Table 7.3.   

Table 7.3 A summary of the compositions and respective polymorphic outcomes. 

  

Mass of Ala (g) Mass of NIC (g) ALA:NIC Mass 

Ratio 

Polymorphic 

Form 

0.245 0 - I 

0.245 0.0365 6.712 I 

0.255 0.155 1.645 II 

0.245 0.5778 0.424 Co-crystal 
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7.2.2.3.1 Determination of Flow Rate 

In order to determine a suitable flow rate, the theoretical cooling rate was 

calculated for 40 mL/min, 50 mL/min and 60 mL/min (Table 7.4). These flow 

rates were selected as they would provide an acceptable balance between 

achievable cooling rate and the residence time. The difference between the 

starting temperature and the isolation temperature was -27 C. The total length 

of the reactor was 8 m resulting in a temperature difference of -3.38 C/m.      

Table 7.4 Comparison of flow rates and respective theoretical cooling rates. 

 

From the theoretical calculations, 50 mL/min was expected to deliver an 

appropriate cooling rate to produce all ALA polymorphs with a suitable 

residence time. 50 mL/min would give a residence time of eight minutes which, 

based on the previous work, is also consistent with the RT needed to produce the 

metastable form of ALA. The system was aimed to be operational for a minimum 

of four residence times assuming no significant fouling/blockage issues. 

  

Flow Rate 

mL/min 

Area (m2) Volumetric flow rate 

(m3/s) 

Velocity 

(m/s) 

Cooling 

Rate/min 

40 7.85x10-5 6.67x10-7 8.493x10-3 -1.72 

50 7.85x10-5 8.33x10-7 1.062x10-2 -2.15 

60 7.85x10-5 1x10-6 1.274x10-2 -2.58 
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7.2.2.3.2 Determination of mixing conditions  

Powder density (P/V) is used to estimate the power required to achieve the 

desired mixing regime and is expressed in terms of power per unit volume 

(W/m3) (Equation 7.1). P/V and St number of the conditions which provided the 

narrowest axial dispersion from Chapter 5 were used as a target with the aim to 

select the appropriate f and xo in order to achieve similar mixing conditions to 

the batch SPC OBR and the continuous platform264 (Table 7.5). 

 

P
𝑉⁄  =  

2𝜌𝑁𝑏

3𝜋𝐶𝐷
2 (

1−𝛼2

𝛼2 ) 𝜒𝑜
3 (2𝜋ƒ)3  Equation 7.1 

 

where Nb = number of baffles per unit length of OBR (m-1), CD = the coefficient of 

discharge of the baffles (typically 0.7)286, xo= oscillation amplitude, centre-to-

peak (m), ƒ = oscillation frequency (Hz). 

 

Table 7.5 Oscillatory condition used for batch and continuous OBR set-up. 

 

 

 

 

 

 

 

Oscillatory Conditions for DN15 

Diameter (mm) Frequency (Hz) Amplitude (c-p, mm) St 

15 4.9 2 0.597 

Oscillatory Conditions for DN10 

Diameter (mm) Frequency (Hz) Amplitude (c-p, mm) St 

10 6.3 1.33 0.597 
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7.2.2.3.3 Determination of final experimental set up 

A stock solution of ALA at 0.11 g/mL was prepared based on the studies carried 

out in Chapter 4. The concentration of NIC stock solution was varied to deliver 

the correct mass ratio of ALA and NIC. Comparing Table 7.3 and Table 7.6 the 

mass ratios of ALA and NIC agree and are expected to deliver the corresponding 

polymorphs of ALA.  

Table 7.6 Initial experimental conditions for ALA I (2), ALA II (3) and ALA-NIC 

Cocrystal (4). 

 

The experimental approach taken can be summarised as shown in Figure 7.9.  

Figure 7.9 Workflow to design the continuous crystallisation experiments. 

  

Experiment ALA 

Stream 

mL/min 

NIC 

Stream 

mL/min 

ALA 

g/min 

NIC 

g/min 

Mass 

Ratio 

2 23.70 26.30 2.581 0.384 6.721 

3 23.70 26.30 2.581 1.369 1.885 

4 23.70 26.30 2.581 5.309 0.486 
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7.2.2.4 Continuous Crystallisation of the ALA-NIC Co-Crystal 

The previous experiments in Section 7.2.2.2 had ended prematurely due to 

fouling and subsequent blockages. The fouling and encrustation problems were 

most likely due to the primary nucleation322 and thus, a new strategy was to 

reduce the concentration of ALA stock solution and increase the isolation 

temperatures. ALA stock solution with a concentration of 0.095 g/mL and NIC 

stock solution of 0.2019 g/mL was prepared (Table 7.7). These steps allowed the 

process to be operated for a longer period, allowing more experimental data to be 

collected. Findings from Chapter 4 had shown ALA II to be successfully isolated 

at lower temperatures. Consequently, the likelihood of being able to obtain pure 

ALA II would be more challenging. Hence, the multiple stream crystallisation 

process was tailored for the continuous production of the multi-component co-

crystallisation of ALA-NIC. 

Table 7.7 Crystallisation conditions of ALA-NIC co-crystal (Exp-7-1 and Exp-7-

2). 

ALA Stream 

mL/min 

NIC Stream 

mL/min 

ALA (g/min) NIC (g/min) Mass Ratio 

 

 

 

 

 

23.70 26.30 2.2512 5.3091 0.4240 
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Figure 7.10 Experimental set-up for continuous experiments. Individual 

streams of feed ALA-IPA and NIC-Water were introduced into the reactor using 

a Y-piece. 

A flow cell with a total volume of 12 mL was connected to the outlet of the 

reactor to determine if and when steady state had been reached Figure 7.11. 

This flow cell, which has a low volume, in combination with the high flow rate, 

was used to avoid settling of product. 

Figure 7.11 Flow cell with FBRM probe connected to the outlet point of DN10. 

FBRM probe 

Outlet from 

flow cell to 

collection 

vessel 

Outlet from 

reactor 
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Figure 7.12  Temperature profiles achieved for each experiment (average of two 

temperature probes per cooling zone (CZ)). The first CZ was kept at 15 C to 

allow the solution to mix and reach homogeneity before being cooled. The 

solution is assumed to have mixed homogenously before reaching CZ 2. 

 

7.2.2.5 SEM 

Samples were gently tapped onto sticky carbon tabs added to 10 mm diameter 

aluminium stubs, and placed under vacuum for three minutes for analysis using 

equipment detailed in Chapter 3 Section 3.2.1.5. A beam voltage of 1000 V, with 

detection of backscattered electron signal, at magnifications of x2500 and x1500 

was used. 

 

7.2.2.6 XRPD 

Solid materials were characterised off-line via XRPD using a Bruker AXS D2 

Phaser 2nd generation diffractometer as detailed in Chapter 3 Section 3.2.1.9 

Data were collected at room temperature from 4-35° 2θ with a 0.01° 2θ step size 

and 1 s step count time. Sample was also analysed, at room temperature, by 

XRPD on a Bruker D8 Advance (Chapter 3 Section 3.2.1.9). The range and count 

time are shown in Table 7.8. 

 

 

 

-15

-5

5

15

1 2 3 4 5

T
e
m

p
e
r
a

tu
r
e

 (
C

) 

Cooling Zone (CZ) 

Exp-1 Exp-2 Exp-3 Exp-4 Exp-5 Exp-6 Exp-7



 

   195 

Table 7.8 Variable count time scan parameters. 

 

7.2.2.7 FBRM 

Using the equipment as detailed in Chapter 3 Section 3.2.1.2. A moving average 

of 11 points with the primary distribution function was used to detect nucleation 

and the data was analysed using iC FBRM software version 4.4.29.  

 

7.2.2.8 Particle Size Distribution 

Particle size was measured using a Malvern Morphologi G3 (Malvern 

Instruments). Analysis was done in triplicate, and mean results are presented 

as D50, average and standard deviation. Data analysis was carried out using 

Malvern Morphologi Software Version 8.20. 

  

2θ-range Step size Seconds/step 

3° to 30° 0.017° 2s 

30° to 43° 0.017° 8s 

43° to 56° 0.017° 16s 

56° to 70° 0.017° 24s 
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7.3 Results & Discussion 

This section will describe the findings from the experiments carried out and is 

divided into two parts (Figure 7.13). The first part will describe the results from 

the batch OBR experiment. The multiple streams in flow continuous 

crystallisation experiments will be presented in the second part. 

Figure 7.13 Schematic of the experimental approach. 

 

 Batch Cooling Crystallisation Experiment 7.3.1

Isolation of ALA II was previously carried out in a STR from 5 mL up to 1000 

mL (Chapter 5). Due to a change in platform, prior to running continuous 

crystallisation experiments, suitable mixing conditions and nucleation 

temperature which could deliver ALA II in an OBR had to be determined. This 

was the first step in converting a batch experimental run a continuous 

procedure.  

Powder diffraction analysis of sample from the batch OBR experiment confirmed 

the polymorphic form to be ALA II with a small amount of ALA I (13 %). The 

concentration and ratios of ALA and NIC were based on small scale experiments 

which consistently produced ALA II (Chapter 4 and 5). Both ALA and NIC 

solution were prepared and mixed before being introduced to the reactor (pre-

mixed). Therefore, a mixture of polymorphs would be unlikely due to the 

concentration of materials. However, there was a slight difference in both the 

mixing performance and the cooling efficiency between the horizontal and 

vertical sections of the batch OBR (Figure 7.7). The horizontal section was less 
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efficiently mixed which was evident as some sedimentation of solid was 

observed. Due to the physical limitations of the setup it was not possible to fully 

insulate around the horizontal glass section. This may have affected the final 

temperature that was obtained within the reactor. Thus, the occurrence of ALA 

I may be due to primary nucleation of ALA I or transformation of ALA II to ALA 

I. Furthermore, the CLD from the batch cooling crystallisation experiment is 

shown in Figure 7.14. The nucleation temperature was identified to be around -

10 C which was comparable to the nucleation temperature identified in STR 

(Chapter 4 and 5). 

Figure 7.14 FBRM data presented with the cooling profile used during the 

experiment. 

No fouling on the reactor walls or PAT probes was observed. This was a positive 

result, as fouling can lead to difficulties with regards to heat transfer and 

monitoring product quality. Furthermore, the suspension of crystallised solid 

material was checked on the vertical section of the setup and no suspension 

problems were noted. 

In summary, this experiment identified a nucleation temperature (around -10 

C) for ALA II to base the design of the continuous process. It also allowed 

suitable oscillatory conditions to be confirmed. This was achieved by 

-20

-10

0

10

20

30

0

2000

4000

6000

8000

10000

0 500 1000 1500 2000 2500 3000

T
e
m

p
e
r
a

tu
r
e
 (

0
C

) 

C
o

u
n

ts
 

Time (seconds) 

counts, No Wt, <10 (Primary) counts, No Wt, 10-100 (Primary)

counts, No Wt, 100-1000 (Primary) counts, No Wt (Primary)

temperature



 

   198 

approximating the fluid mechanics within a meso reactor to those within the 

scaled-up batch SPC OBR.  

 

 Continuous Crystallisation Experiments of ALA Polymorphs 7.3.2

To transition from batch experiments to a continuous process there was an 

interesting challenge in being able to design experiments whereby the 

polymorphic outcome was controlled by the concentration of NIC. Whilst seeding 

is commonly used to control polymorphic outcome129, 327, 328, in this case the 

hydrotropic effect of NIC would be exploited in a continuous crystallisation 

environment. Exp-1 and Exp-5 were carried out as control experiments. Exp-1 

contained no NIC and the crystalliser and the cooling profile were checked to 

confirm which form of ALA crystallised under those experimental conditions. 

Exp-5 used a pre-mixed solution of ALA and NIC (suitable to crystallise ALA II) 

which was then fed into the crystalliser. This experiment was able to confirm 

that the system and experimental procedure were suitable for the crystallisation 

of ALA II, independent of the method of mixing.  Exp-2, Exp-3 and Exp-4 used 

multiple streams to assess the impact of NIC on the solid state of ALA solely 

through the hydrotropic effect of NIC. The experimental approach, results and 

the corresponding XRPD powder patters are shown in Table 7.9 and Figure 7.15. 

Table 7.9 Summary of the experimental crystallisation conditions and results 

 Exp-1 Exp-2 Exp-3 Exp-4 Exp-5 

Expected 

Form 

ALA I ALA I ALA II ALA-NIC 

co-crystal 

ALA II 

Pre-mixed 

(Control 

Experiment) 

√ - - - √ 

Multiple 

Streams 

- √ √ √ - 

Obtained 

Form 

ALA I ALA I Mixed 

forms of 

ALA 

ALA-NIC 

co-crystal 

Mixed 

forms of 

ALA 

 



 

   199 

Figure 7.15 XRPD patterns for crystallisation of ALA polymorphs (Exp1-5). 

Exp-1 proved that in the absence of NIC, ALA II did not form and pure ALA I 

was obtained. This is in line with previous results observed in batch STR 

(Chapter 4 and 5). Exp-2, which had both ALA and NIC components, produced 

the phase pure ALA I. This supports the findings in Chapter 4 where only above 

a certain NIC concentration ALA II formed. Exp-4 successfully demonstrated 

the formation of the ALA-NIC co-crystal which was also in agreement with 

previous experimental results where higher NIC concentrations resulted in the 

ALA-NIC co-crystal (Chapter 4). The experiments designed for the 
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crystallisation of ALA II (Exp-3 and Exp-5) produced a mixture of ALA I (major) 

and II (minor). Isolation of mixed polymorphs of ALA has been observed 

previously in experiments which were aiming to identify suitable crystallisation 

conditions (Chapter 5). A number of possible reasons, more specific to this set-

up, which may have contributed to the mixed polymorphs are considered.  

 

7.3.2.1 Experimental Conditions Impacting on Polymorphic Form (e.g. 

Frequency, Amplitude) 

Briggs et al108 and  Palmer et al20 studied the effect of mixing intensity and 

cooling rate on the polymorphic outcomes of L-glutamic acid and L-glutamic 

acid/D-mannitol, respectively.  

Amplitude and frequency have been reported to influence the purity of crystal 

material20. Increasing oscillation frequency showed a mixture of l-glutamic acid 

polymorphs with a higher frequency (3 Hz) resulting in slightly higher levels of 

the stable  form.  The same observation was made when amplitude was 

increased. These findings are in keeping with the results from Ni et al129. 

Conversely to the findings for l-glutamic acid where more intensive oscillatory 

conditions lead to a higher content of the stable form, the opposite was observed 

for D-mannitol20. Experiments completed at lower amplitudes (10 mm) lead to 

the formation of the stable form of d-mannitol. However, an increase in 

amplitude to 30 mm (same frequency) resulted in only the metastable form, but 

increasing frequency alone led to a higher content of the stable form.  This 

indicated that the higher amplitudes were necessary to isolate the metastable 

form and that the higher frequencies increased the rate of transformation to the 

stable form.  

Observations noted during unseeded cooling crystallisation of L-glutamic acid 

specifically in oscillatory PFRs revealed back propagation of nucleation under 

near plug flow conditions following the onset of primary nucleation108. The 

proposed mechanism suggests that due to the oscillatory motion within the 

system, the crystals move against the direction of net flow towards the inlet, 

prompting secondary nucleation during each oscillatory back stroke (Figure 

7.16). With the experimental setup used during the continuous crystallisation of 

ALA, this statement cannot be exclusively made as all the straights were 
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thermally insulated, preventing visual observations being made. However, if 

this effect is present, it can be hypothesised that the new nuclei formed due to 

secondary nucleation transform to the stable form as the temperature in CZ 3 

(~0 C) is much higher than CZ 4 and CZ 5 (~-12 C). This may have contributed 

to the mixed polymorphs of ALA.   

Figure 7.16 Schematic of the proposed secondary nucleation propagation 

mechanism (figure taken from reference 108). 

A single set of oscillatory conditions were used during the experiments 

investigating the cooling crystallisation of ALA polymorphs (Table 7.5). The 

examples above highlight the potential effects of experimental conditions on 

polymorphic purity, particularly as the interaction of frequency and amplitude 

was more influential on phase purity than each component individually meaning 

both attributes contribute significantly to final solid form obtained20.  

The polymorphic outcome of varying the experimental conditions have been 

examined for ALA II in small scale STR experiments (Chapter 5).  Both mixing 

regime and cooling profile have shown to affect the phase purity. SMPT has 

been observed in the OBR108, 284 therefore initially phase pure ALA II may have 

formed but experimental conditions may have resulted in both ALA I and II.  

The cooling profile achieved during these experiments consistently resulted in a 

gentler cooling rate (Figure 7.12) which from previous experiments (Chapter 5) 

demonstrated to often lead to mixed polymorphic forms (e.g. the temperature 

change between CZ 2 and 3). Higher cooling rates and gentler agitation levels 

may therefore aid in obtaining phase pure ALA II.  
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The experimental plan also aimed to continuously filter the solution. If there 

was a reduction in the efficiency of this process, ALA II may have transformed 

to ALA I during the final filtration step. Although inline sampling was not 

incorporated into this experimental set up, future experiments could include 

samples to be removed during the experiment rather than waiting until the 

material has eluted from the crystalliser. This may help shed light on the origin 

of ALA I.   

 

7.3.2.2 Final Reactor Temperature 

To examine the effect of the final temperature on polymorph purity, the isolation 

temperature during the crystallisation of L-glutamic acid were varied from 5 to 

40 C129. Final isolation temperature was identified as another parameter 

influencing crystal polymorphism as the isolation of the metastable form of L-

glutamic acid was more noticeable at lower temperatures. This result was 

explained by the dissolution of crystals being more favourable at higher 

temperature, accelerating SMPT. However, these results are in contrast to the 

findings by Palmer et al20 who found that the polymorphic compositions were 

similar for experiments carried out at isolation temperatures of 40 C and 10 C. 

Phase pure ALA II has been consistently obtained at temperatures below -5 C 

under mixed conditions and below 0 C under quiescent conditions (Chapter 5). 

Although the final isolation temperature was higher than -5 C during the 

continuous experiments, under the mixing conditions present in the COBR, 

lower isolation temperatures may be needed to isolate phase pure ALA II and 

inhibit SMPT.  

 

7.3.2.3 Effects of pre-seeding 

The pre-seeding effect in OBRs has been defined as the retention of miniscule 

fragments of crystals present from previous experiments and has been examined 

by Ni et al284.  The crystal material from previous experiments can lodge within 

the walls, baffles or other parts of the experimental set-up to which the process 

fluid is exposed to.  These parent crystals then act as seeds for any subsequent 

experiments, affecting the physical purity of the final material.  
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Cooling crystallisation of l-glutamic acid was seeded with the metastable form 

allowing the α form to be the dominant phase. However, in subsequent unseeded 

experiments the α form crystallised under conditions which previously had only 

produced the stable  form. This was attributed to the retention of α L-glutamic 

acid crystals around 1-10 μm (acting as seed crystals) which had remained 

despite the cleaning procedure. 

Although this observation has not been made, experiments resulting in ALA I 

were carried out first. Therefore, in this case, miniscule ALA I crystals from 

previous experiments may have deposited on the glass surface, the 

thermocouples or O-rings allowing ALA I to detach and act as seeds leading to 

the growth of ALA I crystals at the expense of ALA II. In the literature this has 

been related to the materials of construction which has been shown to 

promote/inhibit the nucleation of different polymorphs under identical 

experimental conditions129. During these experiments, the COBR was cleaned 

using pure IPA (without any water) since ALA has a very high solubility in this 

solvent (~ 960 g/L). Also, as no water was used for the cleaning process, the risk 

of polymerisation (which forms a difficult to clean, very stick gum like residue) 

was eliminated. Therefore, further work to investigate the effect of different 

surfaces or the implementation of more efficient cleaning strategies between 

experiments is highlighted.  
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7.3.2.4 Fouling 

Fouling was observed during the continuous crystallisation of ALA polymorphs. 

Briggs et al’s108 efforts to obtain control of L-glutamic acid highlighted persistent 

fouling during unseeded experiments in COBR. Fouling arose due to the high 

supersaturation levels within the system in order to achieve primary nucleation 

resulting in uncontrolled nucleation and growth and impaired heat transfer329. 

Growth of an unwanted form or retention of unwanted crystals can lead to 

SMPT. The methodology taken relies on the primary nucleation event. This may 

be addressed by eliminating the need for primary nucleation and reducing 

supersaturation attained within the COBR through seeding. 

To summarise, evidence has been presented for the consistent formation of α L-

glutamic acid indicating that when the system and the experimental procedure 

is well understood and designed it is possible to isolate a metastable form in 

COBRs20. However, for systems containing more than one component isolating 

phase pure metastable forms in COBR’s have thus far proven challenging 

(Paracetamol form II130 and UBA form III109).  

Experiments aiming to isolate ALA II resulted in a mixture of ALA I and II. 

While this was not the desired output, several possible reasons which may have 

contributed to this have been identified. Suggestions have been made which can 

be further investigated to determine their effect on the purity of the physical 

form. As there is evidence that ALA II was present, with an improved 

experimental set-up and further understanding of the system phase pure ALA II 

may be isolated.  
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7.3.2.5 Crystal Morphology  

SEM images of ALA I and ALA II were obtained from the continuous trials 

(Figure 7.17). This allowed comparison of the crystal surface between 

experimental conditions used for continuous operation and during the cooling 

crystallisation in STRs (Chapter 5). An aliquot of solution from the outlet was  

filtered, washed with double distilled water then left to air dry overnight before 

being transferred to the refrigerator for storage.  

Figure 7.17 SEM images of recrystallised ALA I (left) and ALA II (right) from 

the continuous crystallisation experiments. Scale bar on images represents 5 

μm. 

It was concluded that the crystallisation technique (batch STR studied in 

Chapter 5 or the continuous OBR) and the different hydrodynamic 

environments had little effect on the somewhat unusual surface topology and 

porosity. This feature was attributed to the experimental procedure used where 

cooling rates may not allow the growth steps to be fully completed resulting in 

such surface defects (Chapter 5).  

ALA II crystals appear to be larger in comparison to the ALA I crystals. The 

growth kinetics of ALA I and ALA II have not been investigated in detail. 

However, there were indications (Chapter 4) that ALA II nucleates at lower 

supersaturations. The number of nuclei formed increase as supersaturation 

increases. At low supersaturation, the growth process is dominant whilst at 

higher supersaturations, the process is dominated by nucleation with a higher 



 

   206 

number of nuclei formed, consuming supersaturation, thus, limiting crystal 

growth253. As such, it may be hypothesised that if ALA II does nucleate at a 

lower supersaturation, the growth process is mainly governing the size 

distribution of particles. 

 

 Continuous Crystallisation Experiments of ALA-NIC Co-crystal 7.3.3

The feasibility of continuous crystallisation was assessed with respect to ALA-

NIC co-crystal.  During continuous operation, FBRM has been used as a means 

of determining the point of nucleation and when steady state has been 

reached107, 108, in respect to the point at which the chord length or particle count 

do not change with time330. As the particle count was very low at the start of the 

experiment, nucleation was detected when particle count was around 100 

(Figure 7.18). 

Figure 7.18 CLD data collected from the flow cell between residence times (RT) 

1-5, each segment represents one residence time (480 seconds). 

The first 5 RT can be seen in Figure 7.19 and nucleation was confirmed to have 

taken place during the 5th RT with the system reaching steady-state within 1.5 

RT’s of nucleation. The results obtained here are in keeping with previously 

reported findings for cooling crystallisation performed in COBR’s20, 107, 108. 

During continuous processing, there is a start-up period where system adjusts 

before reaching steady-state. The material produced under steady-state 
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operation should then be consistent and lie within the specified attributes. To 

achieve steady state, up to two RTs have been reported for unseeded 

crystallisation processes108 and 1-1.5 RTs for seeded crystallisation processes107, 

108. This difference has been attributed to the unseeded experiments relying 

upon a nucleation event prior to the appearance of crystals. Conversely, during 

seeded experiments, desupersaturation of the feed solution will begin as soon as 

seeds are introduced and these will grow as long as the process operates within 

the MSZW without fouling or product settling.   

The CLD data for all the particle size bands is shown in Figure 7.19. The 

majority of the particles were between 10-100 μm and particles between 100-

1000 μm contributed the least to the total particle count.  This may be due to the 

experimental set up which is designed to induce nucleation and soon after 

nucleation the crystals leave the reactor, limiting subsequent growth. The 

abundance of smaller particle agrees with the batch STR crystallisation of ALA 

II at both 100 mL and 1000 mL scales (Chapter 5). 

Figure 7.19 FBRM data collected from the flow cell, each segment represent 

one RT (480 seconds) with a total run of 8 RT’s. 

Some peaks and troughs in the particle count can be seen (Figure 7.19). This has 

been reported in literature during the use of FBRM within an OBR 
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crystallisers107. This observation was attributed to the forward and backward 

motion provided by the oscillator and the subsequent movement of particles 

within the crystalliser. Also, ALA-NIC co-crystals appear to be plate like, 

intergrown and agglomerated and these crystal features may also contribute to 

some of the noise that is observed in the CLD (Figure 7.18 and Figure 7.19). 

Whilst this pulsing effect and crystal features do complicate interpretation of 

FBRM data, clear trends can be observed e.g. when steady state was reached. 

 

7.3.3.1 Particle Size Distribution 

Off-line particle size analyses of the product from the continuous crystallisation 

experiments was carried out in triplicate. The average of three samples is shown 

in Figure 7.20. The crystals obtained from the COBR had a unimodal PSD with 

a D50 of 32.74 μm, D90 of 54.17 μm and a standard deviation of 17.47 μm.  These 

results are in line with the FBRM result (Figure 7.19) where the largest 

contribution to the size distribution of particles came from particles between 10-

100 μm.  

Figure 7.20 Off-line PSD of ALA-NIC co-crystal. 
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A slight spread of the PSD to right can be seen (Figure 7.20). This is most likely 

due to agglomeration which is the clustering of crystals to form larger sized 

particles331 (Figure 7.21).  

Figure 7.21 Microscopy images of ALA-NIC co-crystals with evidence of 

agglomeration. CE diameter of crystal A: 164 μm and B: 137 μm. 

Cooling rate, concentration, solvent and agitation rate have shown to impact 

likelihood for a system to agglomerate331. Whilst controlled agglomeration has 

shown to be a useful way of modifying particle properties332, it is often an 

undesirable process, especially for modelling of processes. It can affect achieving 

target CQAs by impacting growth rates42 and reduce washing and drying efficiency 

downstream319 and incorporation of ultrasonic irradiation has shown to reduce 

the amount of agglomerates333.  

  

A B 
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7.3.3.2 Solid Form 

Samples obtained from the ALA-NIC co-crystal experiments were analysed with 

XRPD to confirm the solid form obtained (Figure 7.22 and Figure 7.23). Both 

pattern are comparable with each other and to the previously reported ALA-NIC 

co-crystal53, indicating the ALA-NIC co-crystal was successfully crystallised. 

Figure 7.22 Powder pattern ALA-NIC co-crystal (Exp-7-1). 

 

 

Figure 7.23 Powder pattern ALA-NIC co-crystal (Exp-7-2). 
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7.3.3.3 Crystal Morphology 

Samples collected from the continuous experiments were examined also with 

SEM (Figure 7.24). They can be seen to be agglomerated, plate like crystals in 

keeping with the previous findings of the ALA-NIC co-crystal53.  

Figure 7.24 SEM images of ALA-NIC co-crystal obtained from the optimised 

continuous crystallisation experiments. 

ALA-NIC co-crystal images appear to be solid, non-porous crystals, in contrast 

to the observations made for ALA I and ALA II.  It was previously mentioned in 

Chapter 5 that, cooling rate can lead to surface irregularities; and in this case 

the final isolation temperature was increased. This would reduce the overall 

cooling rate and may have allowed the crystals to grow, completing each growth 

step fully.  

Summary of the resultant solid form and yield obtained ((Equation 7.2) for all 

experiments are reported in Table 7.10.  

 

Yield (%) =  
total mass obtained (g)

mass flow rate (
g

min
)∗residence time (min)

 × 100                      Equation 7.2 

  

Whilst the potential application of hydrotropy in a continuous environment has 

been effectively demonstrated for polymorphic control; further optimisation of 

this process would be necessary to allow phase pure isolation of ALA II.  This 

should be possible as long as a suitable hydrodynamic environment for the 
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nucleation of ALA II is provided and SMPT is inhibited. Low yield may be due to 

the short residence time used during these experiments. To increase 

yield/productivity; a seeded crystallisation approach could be developed, RT 

could be increased, or the temperature profile in the reactor could be optimised.  

Table 7.9 Summary of results. 

 

7.4 Challenges 

This section provides a summary of some of the challenges faced during this 

work and how they were resolved.  

 

 Temperature Control 7.4.1

One of the first challenges faced was obtaining the desired temperature within 

the COBR. This was a major issue as if the desired temperature profile could not 

be achieved then the prospect of a successful crystallisation was at risk. It was 

identified that this was due to the lack of insulation around both the COBR and 

the piping from heater/chiller to COBR. The visual evidence of condensation and 

subsequent ice confirmed this. Thus, the first step was to insulate the COBR 

and piping with polyethylene, a form of thermoplastic insulation and 

aluminium. In addition to this, heater/chillers with a higher cooling capacity 

were used for CZ 4 and 5 (Lauda RP 855). These steps helped considerably and 

Exp Expected Obtained Yield Notes 

1 ALA I ALA I 33% Control Experiment 

2 ALA I ALA I 48% - 

3 ALA II ALA II & I 36% - 

4 
ALA-NIC 

Cocrystal 

ALA-NIC 

Cocrystal 
12% - 

5 ALA II ALA II & I 42.5% Control Experiment 

6 
ALA-NIC 

Cocrystal 

ALA-NIC 

Cocrystal 
35% Feasibility study (1) 

7 
ALA-NIC 

Cocrystal 

ALA-NIC 

Cocrystal 
32.6% Feasibility study (2) 
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much more realistic conditions were achieved within the crystalliser. However, 

the heater/chillers were controlled manually and some fluctuations between 

experiments can be seen. Temperature control in CZ 3 was particularly 

challenging as the straight was partially covered with the perspex box (used 

during the RTD experiments in Chapter 6) and thus could not be fully thermally 

insulated. Also, for CZ 1-3 HC with a smaller cooling capacity were used (Lauda 

Eco RE 630). For future works, implementation of real time control and use of 

higher specification HC for all CZ would likely allow tighter control of 

crystalliser temperature.  

 

 Flow and Concentration Adjustment 7.4.2

The aim was to allow both streams to be mixed in the first temperature zone 

before being subjected to cooling profile. However, it was also the ratio of each 

flow which controlled the polymorphic outcome. If the NIC stream had a 

significantly higher flow rate, it was exposed to the cooling before being mixed 

with IPA leading to formation of ice and subsequently blocking of the reactor. To 

overcome this, the stock concentration of NIC solution was increased without 

increasing the flow rate. This enabled both streams to be mixed and the freezing 

point of the solid was lowered sufficiently to continue with the experiment.  

 

 Isolation and Wash Step 7.4.3

The aim of this work was to isolate the metastable form of ALA as previously 

detailed. However, conditions of isolation meant there was a danger of the form 

dissolving or converting once the slurry left the temperature controlled 

environment. To minimise this, firstly the outlet was kept as short as possible 

and a continuous filtration set up was attached. This allowed the slurry to be 

filtered and washed as soon as it left the crystalliser therefore minimising the 

likelihood of dissolution or other phenomena.   
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7.5 Summary  

Overall, the concentration of NIC was confirmed to have a strong impact on the 

solid state of ALA crystallised in continuous mode. Three different 

concentrations of NIC were used with the aim of producing the previously 

studied three different solid state forms. All ALA polymorphs were produced 

which represents a systematic study of the continuous crystallisation of both 

single and multi-component systems through exploitation of hydrotropy.  

Whilst the continuous isolation experiments revealed fouling and subsequent 

blockages this was partially addressed by lowering stock solution concentrations 

and increasing isolation temperatures.  

Phase pure isolation of ALA II was not possible and several contributing factors 

have been identified. To attain both higher yield and pure ALA II in the 

continuous crystallisation processes, increasing the residence time and 

increasing the number of cooling stages should be considered.  

This work is the first reporting the feasibility of this mesoscale OBR for the 

purposes of crystallisation. Overall, the mesoscale OBR has shown significant 

potential as a lab scale continuous crystalliser. In this case study, the 

experimental set-up has allowed the polymorphic form to be tailor made which 

thus far has not been possible for batch crystallisation techniques. 

 

 

  



 

   215 

8 Conclusions and Future 

Work 

  

Chapter 
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8.1 Conclusions 

This thesis reports the design and development of a novel meso scale OBR 

capable of continuous operation. Key conclusions for each of the chapters are 

summarised in the section below. 

 

 Chapter 4 8.1.1

A novel metastable polymorph of ALA (referred to as ALA II) which was 

previously obtained during co-crystallisation trials of ALA I and NIC was 

initially investigated at small scale (working volume < 10 mL). 

i. Crystal structure of ALA II has been determined and the theoretical 

morphology calculated. Comparison with experimental findings shows 

reasonable agreement although interesting topology of crystals was 

noted. 

ii. When crystallised under identical conditions, ALA II was obtained only 

in the presence of NIC. The hydrotropic action of NIC was confirmed by 

UV analysis.   

iii. The solid state outcome of ALA II is dictated by the presence and 

concentration of NIC, final temperature reached and process conditions.  

iv. ALA II, the metastable form, is isolated at lower supersaturation levels 

whereas at higher supersaturations the stable form formed. These 

observations suggest NIC has a structure directing or templating role in 

the solution, affecting the relative nucleation kinetics of ALA I and II in 

favouring the formation of ALA II. 
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 Chapter 5 8.1.2

The controlled process conditions (temperature, stirrer speed) were identified at 

small scale (5 mL). The scale up of the crystallisation of ALA II was explored in 

100 mL and 1000 mL STR to investigate the effect of process parameters on the 

polymorphic form. This allowed FBRM to be used to enhance process 

understanding. 

i. Experimental conditions under which ALA II was successfully 

crystallised have been characterised using CFD. CFD was used to 

compare the process conditions with respect to each crystallisation scale 

and select conditions.  

ii. ALA II was successfully taken from the discovery/screening stage (5 mL) 

and produced at both 100 mL and 1000 mL scales. 

iii. ALA II formation is relatively insensitive to mixing environment and is 

critically dependent upon NIC concentration and crystallisation 

temperature.  

 

 Chapter 6 8.1.3

A novel meso-scale COBR with an internal diameter of 10 mm (mesoscale) was 

designed, developed and characterised. 

i. The effect of baffle design on minimum amplitude required for full 

suspension of particles was studied. The work highlighted the reduction 

of minimum amplitude required in SPC compared to sharp edged baffles 

to achieve full particle suspension.  

ii. Liquid RTD along with CFD simulations have enhanced our 

understanding of the mixing regime within the COBR and indicated a 

range of oscillator conditions at which near plug-flow can be achieved. 

This provides a clear understanding of the prevailing process conditions 

during operation of continuous crystallisation. 

iii. The platform was integrated with a model predictive temperature control 

enabling automated setup and control of a key crystallisation parameter. 
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 Chapter 7 8.1.4

The feasibility of this novel OBR for the purposes of continuous crystallisation 

was investigated with the previously studied ALA-NIC system (Chapter 4 and 

5). The goal was to control a key pharmaceutical attribute, specifically crystal 

form. 

i. Three different concentrations of NIC were used to isolate the three 

known solid-states of ALA (namely; ALA I, ALA II and ALA-NIC co-

crystal) confirming the NIC role in controlling the solid state of ALA and 

is translated to a continuous flow environment.  

ii. The continuous experiments encountered fouling and blockages which 

was addressed by lowering stock solution concentrations and isolation 

temperatures. Further optimisation of the process could be achieved. 

iii. Meso scale COBR can control the polymorphic form of ALA, providing 

access to a wide range of material properties in a highly controlled and 

scalable manner.  
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8.2 Recommendations for Future Work  

The experimental work reported here suggests firstly; that polymorphic control 

is possible through the use of hydrotropes and secondly; that the meso scale 

OBR system is showing significant potential as a lab scale continuous 

crystalliser. However, scope for more experimentation in this area of research in 

order to enhance application of this technology and optimisation of processes is 

required. Some recommendations for future work are considered in the following 

sections. 

 Hydrotropes and Crystallisation 8.2.1

Progression of this work would be to identify further hydrotrope API systems to 

determine if polymorphic control can be achieved as demonstrated with the ALA 

system. Crucially, this would highlight the potential transferability of this 

approach. This will also enable the development of a database of hydrotrope-API 

interactions which will complement the existing literature. Solubilisation 

through hydrotropy has been predicted using machine learning algorithms 

based on considerations of molecular properties184. Using the database created 

and machine learning methods the possibility of rapid and suitable hydrotrope 

selection may be possible and process development can take place without 

material/time consuming screening procedures. Application of hydrotropes to 

form screening would provide access to novel forms potentially.  

 

 Lipoic Acid and Hydrotropes 8.2.2

A basic phase diagram of ALA as a function of NIC concentration (at constant 

solvent composition and temperature) has been investigated. It will be 

important to develop a comprehensive understanding of ALA-NIC phase 

behaviour as a function of e.g. cooling profile, mixing regime and isolation 

temperature using techniques including UV (concentration data) and Raman 

(information regarding solid form). This will be the base for effective continuous 

processes to be established to control the crystallisation of ALA.  

An understanding of the phase diagram will allow systematic approaches to be 

taken for the development of crystallisation processes as recently reported for 

the continuous cooling crystallisation of paracetamol319. However, crystallisation 
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processes are further complicated by the presence and effects of additives and 

the approaches needs to account for this. Building a systematic method through 

the use of workflows, the main areas identified for control and optimisation of 

the crystallisation processes of ALA in the presence of NIC are; process 

parameters (e.g. supersaturation, temperature, concentration of NIC and 

fouling), the quality attributes (e.g. purity, crystal size, size distribution and 

solid form) and modelling of process parameters with the final crystal attributes. 

Further work is required also to understand the cause of the porous and pitted 

crystal morphology. Studying the nucleation and growth of ALA II using Atomic 

force microscopy (AFM) may allow the surface of the crystals to be analysed and 

allow further information to be gathered. 

 

 Platform and Predictive Capabilities 8.2.3

Building upon the work described in chapters 4, 6 and 7, first principle and 

empirical modelling provides a way towards the fundamental understanding of 

crystallisation behaviour of API’s in the presence of hydrotropes.  In 

combination with MPC, the success of in-line PAT in allowing target attributes 

to be reached rapidly has been demonstrated for the crystallisation of lactose303. 

In the reported example, reactor temperature, solution concentration and crystal 

size were monitored and adjusted to reach the desired crystal attributes. Such 

workflows will provide the basis for multicomponent crystallisations or 

crystallisation of API’s in the presence of additives e.g. where the concentration 

of hydrotrope additives is the control variable. 

Initial indicators of enhanced heat transfer have been identified for a meso-scale 

OBR (Chapter 6). Further investigation is needed to understand and control this 

property to be able to design the suitable controlled cooling profiles. Such 

studies will complement the RTD findings. A further extension of the RTD work 

(Chapter 6) would be to combine RTD profiles with other predictive modelling 

tools (population balance modelling which will describe phenomena including 

nucleation, growth, attrition and agglomeration), allowing the crystal properties 

to be modelled as a function of different mixing regimes accessed within the 

meso COBR.  
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To advance the capabilities of the meso scale COBR, the current materials of 

construction (glass) and the way in which the straights are connected can be 

improved to allow a more robust plug-play set-up. If the neck of the straights 

could be strengthened with the aid of a plastic sheath, this may act as a cushion 

and reduce the contact and pressure generated during tightening of the metal 

clips which rest on the glass straight. This will allow the platform to be quickly 

modified to suit other types of crystallisation processes including; anti-solvent or 

API’s with different nucleation/growth kinetics. This is a key aim in enabling 

flexible, modular processing. 

 

 Continuous Processing 8.2.4

This work has illustrated the application of combining two individual continuous 

feed streams to control the solid form of ALA with the basic integration of a 

filtration set up (Chapter 7). To further demonstrate the possibility of end-to-

end continuous manufacturing, the current experimental procedure can be 

improved to mitigate the persistent fouling observed during the continuous 

crystallisation experiments. Different materials of construction334, ultrasound335 

or seeding approaches108 have so far demonstrated to reduce the risk of fouling.   

The basic filtration set up, which was directly connected to the outlet of the 

reactor, can be improved and additional processes can be integrated. Achieving 

these goals, coupled with close-loop feedback to control, allows the ability to 

have on-demand, controlled manufacture of materials, with tight control of 

material attributes. The goal is to enable this, quickly, inexpensively and 

robustly. 
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