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Abstract

This thesis presents a comprehensive assistive technology system, designed and im-

plemented, to support the challenge faced by Visually Impaired (VI) individuals when

they enter a new indoor environment. To design such a system, existing similar systems

were first reviewed with their features and limitations. The identified limitations of the

existing systems motivated the proposed work.

The proposed system consists of a compact unit with a camera and accompanying

sensors providing the Visually Impaired individual with a convenient and cost-effective

solution, unlike the conventional method of using a white cane. The features are de-

veloped to ease visualization of the indoor environment for the Visually Impaired indi-

viduals and to make them independent of any external assistance in the visualization

of the room. The proposed system was compared with similar existing systems. The

evaluation was done by comparing accuracy results between the proposed system and

existing systems. The proposed system was discussed with the people having visual

impairments and was well appreciated. With a new overall system design and imple-

mentation, this thesis contributes to the fields of Electronic and Electrical Engineering,

Digital Image Processing and Signal Processing.
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Chapter 1

Introduction

In this thesis, a smart system that helps the Visually Impaired individuals in their

daily life is presented. The proposed system allows the Visually Impaired individu-

als to acquire some information about the objects presented in a new visited indoor

environment. In this chapter the motivation for research is explained, the research

background and literature survey are given, the research contributions are listed and

the outline of the reminder of the thesis is detailed.

1.1 Research Motivation

Quality of life for a person is directly related to his/her understanding of their surround-

ings. Visually Impaired individuals can not easily visualize the surrounding space, and

need to touch and identify everything as they move and interact, which creates a big

gap in how they perceive their surroundings. According to World Health Organization

(WHO), approximately 1.3 billion people live with some form of vision impairment

while 36 million people are completely blind [1].

Visually Impaired individuals do not prefer the use of cane for moving and inter-

acting, and many even refuse to use them because they do not want to be different.

This sparked a very critical issue in their daily lives. They should be able to visualize

the new space they enter. This is the missing gap in many researches that focuses on

the blind community. The commercial products and solutions are also focused in other

directions, and they do not fill this gap. The same is for the research field.
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The motivation for the work presented in this thesis stems from the interaction with

Visually Impaired people.

1.2 Background and Related Work

The research started with the background search of existing systems for the Visually

Impaired people. Many solutions have been proposed to address the needs of the Visu-

ally Impaired. To reach the objective stated in the research motivation, the background

research starts with the most common solutions, which are for navigation purposes.

1.2.1 Navigation

Most proposed solutions are to help the Visually Impaired in navigation and obstacle

detection. One of the newest systems made is the Smart Cane [2] shown in Fig. 1.1.

Figure 1.1: The smart cane. Image from [2]

The smart cane is a guidance stick. It comes with “smart” addition which is an

Ultra-Sonic sensor that is fixed on the center-top of the cane, with a changeable angle

base. It detects the objects and the obstacles in-front of it in a preset range. Then it

gives a vibration or a buzzer feedback to indicate that there is an object ahead. The

idea of the Smart Cane design was brought forward to have a safe independent mobility

for the Visually Impaired, but there were still some limitations.
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The problem with the cane is that it does not give an absolute measured distance to

the objects, so it is only useful for obstacle detection and navigation. It does not give

any extra information about the objects ahead. The preference and satisfaction rates

of using a Smart Cane were low with the Visually Impaired people because of these

limitations. As was discussed in the paper results [2], the users did not like the extra

weight of the sensor on the cane. This system created a confusing environment for

the users because of the ultra-sonic wide detection range, resulting in the users losing

the space-distance aspects. The Smart Cane is still a viable option for many Visually

Impaired individuals, but the added weight and limited information about the objects

still made quite a number of people look for better solutions.

There are other guidance systems based on a completely different concept. Such

as “Audio guidance system for blind” [3]. This system works with voice commands in

smartphone devices. The system make use of the voice recognition services available

in smartphones. It creates a very-easy-to-use interface, as the only interaction needed

is a voice command. This guidance system will help the blind person to reach the

destination. The idea behind such a system is by using Near-field communication (NFC)

tags. These tags are placed in various locations, and they contain the information

needed to start the guidance system. Fig. 1.2 shows some NFC tags.

Figure 1.2: NFC tags with a smartphone device. Image from [4]

These tags are placed on the designed path for navigation.
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This enables the user to get a lot of information by the usage of smartphones or a

capable device that can read the tags. One big issue of this system is that the place

should already be equipped and changed to fit the new installed tags. This means it

can not be placed everywhere and anywhere, making the changes to the place will put

a lot of restrictions on availability. NFC/RFID tags require a distance under 10cm to

be read. This guidance system can solve the problem of limited information about the

objects, but the distance and location physical additions restrict this solution. Another

variant of this system is made by using Radio-frequency identification (RFID) tags [5].

These tags can have a higher reading distance, but at the price of bigger reader size.

In addition, the RFID readers are not implemented yet in smartphones, meaning the

user will need to carry out another system unit to read the tags. Both technologies

are an interesting approach. Although this type of systems can not solve the obstacles

problem, as it is only an informative guide.

1.2.2 Objects characteristics identification

Other systems that meet different needs of Visually Impaired have been proposed. A

system that is used to detect color of objects has been proposed [6]. This color recog-

nition system consists of a pen-sized enclosure with various elements. Fig. 1.3 shows

the design of the pen. The first main part is the color sensor at the tip, accompanied

by an indicator and feedback LEDs. The second part consists of a processing unit and

battery in the middle section. The last part is the output speaker and the power on-off

switch.

The concept behind such a system is very simple yet effective. The processing unit

reads the data from the color sensor, and then outputs the color detected through the

speakers. The results of experiments made the system reach 85% of success rate. This

system is very useful for the target audience, but it has many limitations. The first

problem with this system is that the sensor needs to be close and directed on the object,

as the color sensor reads the light data, any misalignment will create a big error rate.

The second problem is that result can be achieved using a smartphone with appropriate

software. This makes carrying another system for only one purpose not justified.
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Figure 1.3: Color sensing pen structure. Image from [6]

The third problem is the system can only detect the color of the object, it can not

detect any other information or details about the object.

Another system that uses color sensing but in different application is currency

identification [7]. Currency notes are different from place to place. Many countries

have tried to implement a new currency note that the visually impaired can use. Fig.

1.4 shows the recognition dots on different values of the currency to indicate the value.

The problem with this method is that these dots get worn out from usage and become

obsolete. This is where the currency identification system comes. It uses a color sensor

that detects the currency colors and identify it from the saved color database. This

system had a high success rate of 84.72%.

Figure 1.4: Currency recognition dots. Image from [7]
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This system has many limitations. First is that each currency uses different color

coding, meaning that for each currency you need to add a separate database. Second

is the color detection depends on the light available, this means the success rate will

change depending on the environment. Lastly, the use of a smartphone software method

is still a better approach than using a standalone device. Both color detection systems

have their uses, but the limitations discussed above, made them an unpopular choice

for the visually impaired.

1.2.3 Area identification

Another recent approach that enables visulasition of the environment is LIDAR (Light

Detection and Ranging). LIDAR can be used for real-time object detection [8]. LIDAR

is a surveying method that measures distance to a target by illuminating the target with

pulsed laser light and measuring the reflected pulses with a sensor. Differences in laser

return times and wavelengths can then be used to make digital 3-D representations of

the target. The idea behind such a system is by using light reflection across multiple

layers. These light data can then be filtered and classified, then drawn out to get a

depth map of the area. Fig. 1.5 shows a sample area output of LIDAR systems.

Figure 1.5: LIDAR image output. Image from [9]

This depth map can be used to give users a prescriptive of their environment. This

system still has some limitations, the first is that to cover a wide range, the system

needs to be mobile to be able to draw the whole area. The second problem is that the

process computation load will be high as the amount of light points is huge.
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The third problem is that this system can only detect the shape and position of the

objects, but other information like the object description and features will require

another system.

Another method to map the area around the user is by detecting the plane areas [10].

The detection of walk-able plane areas is done by using an RGB-D camera. An RGB-D

image is simply a combination of an RGB image and its corresponding depth image.

A depth image is an image channel in which each pixel relates to a distance between

the image plane and the corresponding object in the RGB image.

Figure 1.6: Detection of walk-able plane areas. Image from [10]

This system can detect the plane area after processing the depth image. Fig. 1.6

shows how the system can detect the plane area and reject any other parts, like the

obstacles ( in this case a box ) and the sidewalk ( as it is lower than the floor ). This

system is a good approach to detect the area and the obstacles. The use of an RGB-D

camera means that the system gets both the depth and standard color image of the

area. This system still does not get more information about the object, but it is a step

toward the objective.

1.2.4 Microsoft Azure Kinect

One popular depth RGB camera is Microsoft Kinect shown in Fig. 1.7. Microsoft

Kinect has been extensively used lately for navigation, object and area detection pur-

poses. First, a quick general overview of the Kinect technology will be given and then

some relevant work based on Kinect camera will be discussed. The focus will be on the

newest model, the Azure Kinect [11]. The Azure Kinect uses Microsoft Azure cloud

platform [12].
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Figure 1.7: Microsoft Kinect: 3D-Depth camera and object tracking. Image from [13]

Microsoft Azure is a cloud computing service created by Microsoft for building,

testing, deploying, and managing applications and services through Microsoft-managed

data centers. Azure cloud services have many fields including the compute field. The

compute field have sub-categories. The Face library is used for face recognition, while

the emotion library is used for emotion recognition. The video library is used to analyze

videos. The computer vision supports the object detection and recognition library. The

object detection library will be used for comparison with the proposed system of this

thesis. The biggest limitation of Azure Kinect is that it relies on constant network

connection to the cloud server (online status). This means that any interference or

weak coverage will make the services redundant (unusable).

1.2.5 Microsoft Kinect-based systems

A blind navigation system based on the Kinect is proposed in [14]. The system flow is

shown in Fig. 1.8.

Figure 1.8: Blind navigation system based on Microsoft Kinect. Image from [14]
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The system uses the depth data from the Kinect, processes it on the computer, and

then outputs the data to the user as audio. This system is similar to the other obstacle

detection systems. The main advantage of such a system is using the powerful Kinect

libraries. The Kinect depth libraries reduce the workload on the system. When the

system recognizes an obstacle, it sends a voice feedback to the user. This system uses

the Kinect and the popular processing function “Windows function” [15]. In signal

processing, a window function is a mathematical function that is zero-valued outside

of some chosen interval, normally symmetric around the middle of the interval, and

usually decreasing away from the middle. The system obstacle detection is based on

a novel type of windowing technique. This windowing method uses a column based

window that scans the image in a recursive pattern, and computes mean or average

value of each step. This computer vision algorithm yields high accuracy results. This

system is very useful in navigation scenarios. The two main limitations are that this

system is still indicating only the obstacles as it is not providing details about the

objects, and it is based on the Kinect. The limitations of Kinect will be discussed

shortly.

Another similar system is proposed in [16], but with different output method. A

vibrotactile feedback system uses the same depth data method of other systems such

as [14], but the main difference is that it uses a left and right vibration modules to

simulate the object distance to the user. The system flow is shown in Fig. 1.9.

Figure 1.9: Kinect-based vibrotactile feedback system. Image from [16]

This system is a merge concept between the smart cane system [2], and the Kinect

navigation system [14]. This system uses k-nearest neighbors algorithm [17]. In pattern

recognition, the k-nearest neighbors algorithm is a non-parametric method used for

classification, the input consists of the k closest training examples in the feature space.

An object is classified by a vote of its neighbors, with the object being assigned to the

class most common among its k nearest neighbors.
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With this algorithm, this system can identify fast and accurately the obstacles for real-

time navigation. The idea behind the system is promising, as absence of audio feedback

means that even the visually impaired with hearing impairment can still benefit from

the system. In addition, there are still many users who do not like the audio output.

This system still has the limitation of the reviewed other systems, including that it

does not give more information about the object, and the use of the Kinect is another

factor that will be discussed next.

A lot of research has been done on object detection using Kinect (see, e.g., [18], [19], [20]).

The research in [21] uses the Kinect object detection libraries with modifications. The

Kinect object detection uses a complex algorithm, but due to the powerful processor

inside the Kinect box, it can handle operations fast. This system uses Point cloud

method [22]. A point cloud is a set of data points in space. Point clouds can be used

to represent volumetric data. [21] uses the Point Cloud Library [23] which is an open-

source library of algorithms for point cloud processing tasks supported by Kinect.The

library contains algorithms for feature extraction and segmentation. This system uses

this library to achieve a high accurate and fast object detection. Fig. 1.10 shows the

Kinect normal capture of objects. Fig. 1.11 shows the cut capture of removing the

table while leaving the objects only on focus. This system focuses only on the short-

coming part from the other systems. The actual object information and description

are needed as much as the perspective. This system had an average accuracy of 83%

without calibrations. The accuracy increased to 88% with calibrated process.

Figure 1.10: Kinect Object Detection sample. Normal capture. Image from [21]
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Figure 1.11: Kinect Object Detection sample. Cut capture. Image from [21]

This research concludes that the Kinect is a powerful tool, that can have the ability

to get all various information about the object - starting with the object itself (name

and description) then the object depth and place in the area-map. Lastly it has the

ability to use the Azure cloud, increasing the system portability and reducing the

training time. Despite all the above, Microsoft Kinect have many issues. It is a bulky

device, with high wattage usage, and a high price. These problems are common for all

systems based on Kinect.

1.2.6 Proposed system

The research reported in this thesis aims to remove the limitations of Kinect-based

systems while providing similar accuracy. The task is to design a system that can

detect objects and provide information about the detected objects. With minimum

user interaction, the proposed system (Indoor Envision System) aims to overcome the

limitations and problems of the systems based on Kinect as well as other systems

reviewed above, while it will try to keep up close in the accuracy and results.

The proposed system should have the following characteristics:

1. Portable, offline (with no need for any network connection), and low power con-

suming system.

2. Capable to detect objects and their distance to the user.
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3. Capable to acquire more information about the objects (i.e dimensions).

4. Possess a user-friendly input and output interfaces.

5. Requires no physical change on the location with minimum amount of interaction.

The proposed system will take into considerations the previous work done on other

similar systems. The output and testing of the proposed system will be compared to

the existing systems.

1.3 Research Contributions

The research presented in this thesis pertains to the academic fields of Electronic and

Electrical Engineering, Digital Image Processing and Signal Processing. The main

contribution lies in bringing together latest advances in imaging technology and machine

learning into an overall system design. In particular, the following steps were performed

to develop the overall system:

1. The performance comparison of Single Board Computers (SBC) and their System-

on-Chip (SoC), in terms of the possible features available, the ability to integrate

them into a main system and connect different peripherals and the design of a

system using SBCs.

2. The image processing of raw image data from a CCD camera, object detection

algorithms by the use of machine learning libraries and neural networks with

mathematical tensor models.

3. The signal processing of Time-of-Flight (ToF) laser sensor to output the absolute

distance from the object and the use of changeable Field-of-View (FoV) laser IR

receiver to measure the approximate object height.

In summary, state-of-the-art in hardware and software design, including machine learn-

ing and signal processing tools are used to design, implement and test the proposed

system and compare the results with state of the art.
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1.4 Thesis Outline

This Thesis is organized into three main research parts: Chapter 2 consists of the

structure of the proposed system, choosing the most suitable base system that will

meet the objectives, the main processing unit and the sensor addition for the proposed

system. In Chapter 3, the hardware and software integration of the proposed system

main process is detailed. Chapter 4 discusses the proposed system testing setup, output

results, the proposed system testing summary comparisons and visually impaired people

feedback about the proposed system. Chapter 5 concludes the research and highlights

possible improvements for further work.

14



Chapter 2

Overall Proposed System Description

In this chapter, the overall system is presented. The selection of the main components

of the system and its subsystems are discussed in detail. The selection is based on the

cost and availability. This chapter also details comparisons between the selected main

components of the system and other available systems.

2.1 Overall System

The proposed system consists of three major parts shown in Fig. 2.1:

1. Single Board Computer: The Single Board Computer section is responsible for

reading the input and producing the output to the user.

2. Object Detection: The object detection section consists of CCD camera and

object detection software model.

3. Time-of-Flight sensor: The Time-of-Flight sensor section consists of a sensor that

measures the distance to the object and the object height.

Figure 2.1: The main system components: (1) SBC (2) CCD Camera (3) ToF sensor
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The system operation flowchart is shown in Fig. 2.2.

Figure 2.2: The flowchart of the proposed system

The system starts with powering up, and initializing, then triggering the process

that communicates with the CCD camera to get the processed image data. Then two

operations are conducted at the same time; one is the Time-of-Flight sensor operation

and the other is the object detection operation. The results of both operations are

saved and combined to produce the output to the user.
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2.2 Single Board Computer

The system requires a base processing board able to connect to all other system

parts including the input and output units and it should be able to execute the high-

computational image processing models. Using low-power micro-controllers as the main

base board is not feasible since they have a limited processing capability. A much better

choice for the main processing base unit is a single-board computer (SBC) [24]. The

SBC is a complete computer unit built on a single circuit board. It includes micro-

processor, memory, input-output units and it functions as general purpose computer.

Many available systems are using such efficient SBCs [25] [26].

Figure 2.3: The RaspberryPi is a low cost, single-board computer that can be used to
design systems. Image from [27]

RaspberryPi (RPi) [27] shown in Fig. 2.3, is often used as SBC. It has a wide range

of general purpose input-output (GPIO) pins, and it supports a Camera Serial Interface

(CSI), with other features and compact size that offer great system portability.

RPi is a good choice as a base processing board for the proposed system, but it has

some limitations:

1. The kernel compatible with its System-on-Chip is a legacy 3.XX kernel. The

new mainline Linux kernel is 4.XX [28] which contains improvements for Linux

systems.
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2. There is no internal storage and the system requires an external storage to work

(for example a MicroSD card).

3. The consumption power for RPi is above 1W. This requires the use of a big high

capacity battery to maintain decent run-time.

Further research resulted in finding a better option than the RPi. The OrangePi

Zero Plus2 [29] shown in Fig. 2.4 has a better and faster CPU, with an internal storage

of 8GB, smaller and lighter, consumes less overall power, has better software support

and lower price rate. All the other required features are present in both boards like the

CSI and GPIO needed for the other parts of the system.

Figure 2.4: The OrangePi Zero Plus2 (left) with expansion board (right). Image from
[29]

The comparison between RaspberryPi 2B and OrangePi Zero Plus2 is shown in

Table 2.1. From Table 2.1, it is clear that the OrangePi Zero Plus2 outperforms Rasp-

berry PI 2B in most aspects. The only falling point is RAM size where Raspberry Pi

2B has 1GB RAM compared to 512MB RAM of OrangePi Zero Plus2. However, since

the processing speed is the most important factor in designing the proposed system,

the extra RAM size has limited impact.
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SBC RaspberryPi 2B OrangePi Zero Plus2

SoC Broadcom BCM2836 AllWinner H5

CPU
ARMv7 (32-bit)
900MHz quad core

ARM Cortex-A53 (64-bit)
1.2GHz quad core

RAM 1GB 512MB

Internal storage None 8GB eMMC v5.1

Camera interface Yes Yes

Power consumption (avg) 1.75W 700mW

Size (L x W x H mm) 86 x 51 x 21 48 x 46 x 12

Weight (g) 45 20

Software Support
Support legacy
Linux Kernel 3.XX only

Support mainline
Linux next kernel 4.XX

Price (MSRP) 35 USD 23.90 USD

Table 2.1: Comparison between the RaspberryPi 2B and OrangePi Zero Plus2

2.3 Object Detection

The object detection section is composed of two parts: Tensorflow and CCD camera

module.

2.3.1 Tensorflow

Machine learning [30] is the scientific study of algorithms and statistical models that

computer systems use in order to perform a specific task effectively without using di-

rect instructions. This means relying on patterns and inference instead. It is seen as

a subset of artificial intelligence. Machine learning algorithms build a mathematical

model based on sample data. The models are usually called “training data”. Machine

learning algorithms are used in a wide variety of applications, including computer vi-

sion. Machine learning is closely related to computational statistics, which focuses on

making predictions using computers. Creating accurate machine learning models ca-

pable of localizing and identifying objects in a single image remains a core challenge in

computer vision.
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The Tensorflow Object Detection API is an open source framework built on top of

Tensorflow that makes it easy to train and use object detection models. Each model is

called a Tensor.

Tensorflow supports many platforms. The used platform in this project is Linux-

based as the choice of the SBC fits this operating system. The initial test of Tensorflow

interfaced with the chosen SBC OrangePi Zero Plus2 using the default compact models

proves its compatibility and its needed functionality.

The workflow of Tensorflow Object Detection algorithm is divided into four main

stages. First the data images are captured, then the important features are extracted

and classified. Finally, the classifications are loaded into a model and tested. The

testing data will be a different set than the trained data. Fig. 2.5 shows the workflow.

Figure 2.5: Tensorflow Object Detection workflow

Numerous object detection algorithms have been proposed. Recently, Region-

Convolutional Neural Network (R-CNN) [31] was proposed to deal with the tasks of

object detection, localization and classification.

R-CNN is a special type of Convolutional Neural Network (CNN) that is able to

locate and detect objects in images. The architecture of R-CNN is shown in Fig.

2.6. The input image is processed to get the regions extracted. A huge number of

regions are then individually warped to compute the features. Then the regions will be

classified. The output is generally a set of bounding boxes that closely matches each

of the detected objects, as well as a class output for each detected object.
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Figure 2.6: The architecture of R-CNN. Image from [31]

Some more recent improvements include Fast-R-CNN [32] and Faster-R-CNN [33].

Despite that, there were still problems with R-CNN such as:

1. Training the data is too long because of the huge number of regions.

2. Training happens in multiple phases.

3. Network is too slow at inference time.

To overcome these problems, two famous new architectures were created: YOLO

(You Only Look Once) [34] and SSD (Single Shot MultiBox Detector) [35]. In SSD,

Single Shot means that the tasks of object localization and classification are done in

a single forward pass of the network. MultiBox [36] is the name of a technique for

bounding box regression. Detector means the network is an object detector that also

classifies those detected objects. Fig. 2.7 shows a comparison between R-CNN, SSD

and YOLO. As shown in the figure, Faster-R-CNN have the highest raw accuracy, while

SSD is faster, and YOLO is the fastest but with lower accuracy than the other two.

Fig. 2.8 shows the comparison from the accuracy point-of-view only.

Figure 2.7: Comparison between R-CNN, SSD, and YOLO in terms of speed across
accuracy. Image from [37]
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Figure 2.8: Comparison between R-CNN, SSD, and YOLO in terms of overall accuracy.
Image from [38]

YOLO have worse accuracy compared to Faster-R-CNN and SSD, while SSD is

very close to R-CNN in accuracy. This makes SSD the best algorithm that balances

between the speed and accuracy. Due to this, SSD algorithm is used widely in object

detection systems and it is the used algorithm in the proposed system. Tensorflow

object detection API uses SSD algorithm and several models based on it.

In particular, the proposed system uses Common Objects in Context (COCO) [39]

based SSD model. This model is used in Tensorflow applications, as it is fast, has

a large database and easy to train for improvements. The integration of the object

detection software model will be explained in Section 3.2.4.

2.3.2 CCD Camera Module

The camera module that is used with the proposed system is chosen to be GC2035.

As shown in Fig. 2.9, the module contains a flexible cable that help in mounting the

camera easily. The camera model supports capturing RGB images up to 1600x1200

pixel resolution.

Figure 2.9: CCD camera with the extension board and cable. Image from [29]
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To get an efficient use of Tensorflow object detection library, a quick comparison was

made to find out the best resolution that should be used by the system. The comparison

is done by fixing the camera to get the same object image but with different resolutions.

The images are then processed by the standard Tensorflow model to get the output

accuracy percentage. The processing time is estimated by the system for comparing

purposes.

Table 2.2 shows an indoor test that uses the same CCD camera module with default

Object detection settings. As shown in the table, the increase in resolution (number of

pixels) increases the process time. Although this increase is not exponential it is still

significant.

Camera resolution
(pixel)

640x480 800x600 1280x720 1600x1200

Total pixels (in Megapixels) 0.3 0.48 0.9 1.9

Processing time
(second)

40 45 70 170

Output accuracy 56% 87% 88% 90%

Table 2.2: Comparison test between different resolutions with CCD camera module

The use of low resolution leads to a poor accuracy, while the use of a high resolution

gives a long processing time. From Table 2.2, the change in accuracy between the high

and middle resolution is approximately under 5%. The proposed system CCD camera

is chosen to use the resolution of 800x600 (0.48MP) because of faster processing time

with good output accuracy.

2.4 Time-of-Flight Sensor

Time-of-Flight [40] is a method for measuring the distance between a sensor and an

object, it is based on the time difference between the emission of a signal and its return

to the sensor, after being reflected by an object. Various types of signals can be used

with the Time-of-Flight principle, the most common being light. The usage of Infrared

(IR) ToF sensor means that the system can get the absolute distance to the object.
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There are many ToF sensors manufacturers available. The proposed system is using

ToF sensors from STMicroelectronics.

ToF sensor model VL53L0X VL6180X VL53L1X

Size (L x W x H mm) 4.4 x 2.4 x 1.0 4.8 x 2.8 x 1.0 4.9 x 2.5 x 1.56

Distance range
(mm)

0 - 200 0 - 100 0 - 400

Region-of-Interest Fixed Fixed Programmable

Price (MSRP) 2.26 USD 2.26 USD 3.6 USD

Table 2.3: Comparison between ToF sensors from STMicroelectronics

STMicroelectronics offers three models of ToF sensors shown in Table 2.3. As shown

in Table 2.3, VL6180X does not meet the objective needed as 100mm is a very short

distance. While VL53L1X is the most expensive and also a bit larger, VL53L1X has

two main advantages over VL53L0X; the increase in detection range to double and the

functionality of having programmable Region-of-Interest (ROI). The use of changeable

ROI means that the sensor is able to detect more information than the distance, for

example height of the object. Fig. 2.10 shows VL53L1X ToF sensor package.

Figure 2.10: VL53L1X ToF sensor. Image from [41]

VL53L1X default Field-of-View (FOV) is 27 degree [42]. From the datasheet, it can

be reduced to 20 degree and even further to 15 degree. This change in FOV results

in a change of measured distance which makes the system able to calculate the height

or depth of the object referring to the programmable ROI. The ToF operation and

integration with other system parts will be discussed in detail in Sections 3.1.3 , 3.2.5.
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Chapter 3

Implementation of the Proposed System

In this chapter, the system hardware and software sections are detailed. The available

technology is detailed. The comparisons between different technologies of each system

block is shown, and this led to the selection of the system components. The main

system software function and the system prototype implementation are presented and

discussed in detail. The system interface and usage is explained.

3.1 System Hardware

The proposed system follows a standard hardware scheme that consists of input, pro-

cessing block and output described one by one in the following sections.

3.1.1 User Interface

The system requires the user to initiate the process as shown in the system flowchart in

Fig. 2.2. The goal of an input interface is to be efficient and easy to be used by Visually

Impaired individuals. There are three attempts made to design the user interface.

The first attempt was to implement a capacitive touch input interface. Touch

interfaces are easy to use and to implement. The touch key is shown in Fig. 3.1.

However, since the goal is to make the input interface accessible to Visually Impaired

individuals, only touch without any feedback is not an efficient solution. The addition

of a feedback to the touch like a vibration motor or a buzzer shown in Fig. 3.1, will

create an accessible touch interface. But the vibration could disturb the system.
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Figure 3.1: Touch key (left) vibration motor and buzzer modules (right)

The second attempt was to test a new input method, a gesture sensor that translates

1D gestures to input commands. The gesture commands are simple and easy to use.

The gesture sensor shown in Fig. 3.2 has one main limitation; 10cm is the minimum

distance needed to input a gesture. This relatively long distance means that it is hard

to use the system while using the gesture commands, making this solution not practical.

Figure 3.2: APDS-9960 [43]: 1D gesture sensor module. Image from [44]

The third attempted input method is to use a mechanical switch. A mechanical

key switch is a simple switch relying on contact between two conductive materials.

Mechanical switches have many advantages such as a relatively long life expectancy

which means fewer problems with heavy usage. They generate an audible click that

gives a positive feedback feel, and they are active only when pressed. These advantages

of mechanical switches allow the Visually Impaired individuals to feel the keys and

their position before using them.
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Figure 3.3: Various mechanical keys with different sizes and cap design

There are more than one type of mechanical switches. Fig. 3.3 shows variety of

considered mechanical switches. In mechanical switches, poles refer to the number

of circuits controlled by the switch, while throws refer to the extreme position of the

switch. Because the input commands should be one for each switch, makes the use

of double-poles or double-throws switches not suitable. The needed type is the simple

Single-Pole Single-Throw (SPST) switch [45]. The input interface PCB is designed

using the chosen mechanical switches.

Figure 3.4: Input interface PCB design
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The input PCB consists of simple 3 keys, one main key for selection and two sided

keys for navigation on the interface options. The PCB prototype design is shown in

Fig. 3.4. The software interface is discussed in the software section of user interface.

3.1.2 Main System Unit

The base system used is OrangePi ZeroPlus2 as chosen in section 2.2.

Figure 3.5: OrangePi Zero Plus2 with expansion board and cubic case. Image from [29]

OrangePi Zero Plus2 has a case made for it with all the cuts for the external ports.

The system case is shown in Fig. 3.5. The proposed system is using the system cubic

case with slight modifications. The cubic case has six sides:

1. Cubic left side:

The left side contains the input interface PCB mounted. As mentioned in the

user interface section 3.1.1, the input PCB consists of 3 mechanical keys. Fig.

3.6 shows the prototype PCB. The red key is the main selection key, while the

two sided keys are for navigation.
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Figure 3.6: Input interface PCB

2. Cubic back side:

The cubic back side is closed. Fig. 3.7 shows the mounting points of the system

when the back cover is opened.

Figure 3.7: Cubic case back opened to show the system mounting points

3. Cubic upper side:

The upper side of the cubic case is used to pass the serial debugging cables needed

to interface with the SBC. The CSI cable, ToF sensor cables and the input PCB

cables are also connected to the main system through this side as shown in Fig.

3.8.

4. Cubic right side:

This side is empty and clean for a hand grip of the system.
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Figure 3.8: Cubic Upper side: 1-Input PCB 2-Serial Debugging 3-CSI 4-ToF sensor

5. Cubic front side:

This side is the one facing away from the user and toward the object, it contains

the CCD camera and ToF sensor. Fig. 3.9 shows the system front side.

Figure 3.9: Cubic front side: Housing the CCD camera and ToF sensor

6. Cubic lower side:

This side has the power port and audio/USB outputs ports.
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3.1.3 Time-of-Flight Sensor

The Time-of-Flight sensor is fixed at the front side of the system cubic case. The initial

testing for this sensor was promising. It was found that the sensor needs significant

processing power to be able to use the data acquired meaningfully. The use of CPU

processing power leads to a reduction in processing power for the object detection

process. This reduction affects the object detection process. Fig. 3.10 shows the

ToF sensor with the object detection library on the same processor with total time

48 seconds, versus side-loading the ToF process to an external processor (a micro-

controller) to get a total time of 27 seconds.

Figure 3.10: Comparison between using ext. processor vs only main processor

The addition of an external processor reduces the total time by approximately

56.25%. This led to the necessity of using an embedded external micro-controller

with the ToF sensor. The next step is to set the communication method between the

external processor and the internal processor. There are three common communication

protocols: 1- Serial UART protocol, 2- I2C protocol, 3- SPI protocol.

The Serial Peripheral Interface (SPI) protocol is dependent on 3 or 4 wires for

communication, which makes it a hard method to use. The Serial UART protocol uses

2 wires, one for Rx (receiver) and one for Tx (transmitter). The UART interface is a

perfect method if the system needs to have two ways communication.
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The UART port can have up to 115.2 Kbit per second (kbps). The I2C protocol also

uses 2 wires, but one is for data (SDA) and another for clock (SCL). This protocol

works by Master-Slave policy, and can work with a high data rate speed of 400 Kbit

per second (kbps). This means the I2C is faster than UART by around 4 times. The

limitation of this protocol is that it can work as one direction at a time (Master to

Slave).

Figure 3.11: ToF sensor(1) with an embedded micro-controller(2)

Since there is no need for real-time two-way communication, it has been chosen that

the main processor will communicate via the I2C protocol with the external processor.

Fig. 3.11 shows the ToF sensor with its external processor.

3.1.4 Output

The output section is a critical section of the system. The most common output method

for the Visually Impaired people is Braille. Braille [46] is a tactile writing system used

by people who are visually impaired. Braille users can read computer screens and other

electronic supports using refreshable Braille displays. Fig. 3.12 shows a standard 8-dot

refreshable Braille cells. The use of Braille cells for output has three disadvantages:

1. The cost of refreshable Braille cells is high due to the patent technology.

2. The power requirements for refreshable Braille cells is 200 DCV [47].

3. The size and weight of refreshable Braille cells is more than the system with case.
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All above disadvantages make the use of Braille cells a hard choice for the proposed

system. Thus, the search for a more suitable alternative is needed.

Figure 3.12: Refreshable Braille Cells: 8-dots that display Braille characters. Image
from [48]

The alternative for Braille output is using audio feedback output. As many Visu-

ally Impaired individuals use voice applications and feel more comfortable with audio

outputs, the proposed system output all the system results as an audible output.

The system can support a Bluetooth headset or a wired headset; the wired headset is

used for testing prototype. The system is using a Text-to-Speech (TTS) [49] to convert

the results to audio. The TTS configurations is discussed in the software section of

output stage.

3.1.5 Power

The powering section of the system is also important, as the system does not start or

function without a correct powering up module. The OrangePi Zero Plus2 does not

have high power requirements as was discussed in section 2.2.

The system will use a standard Li-polymer battery with a dedicated charging/dis-

charging module. The powering of the system is by the standard micro-USB cable

attached to the system case lower side. The chosen module has a high capacity of

4000mah. As shown in Fig. 3.13 the actual output capacity is lower due to the internal

loss and the conversation rate of the charging module.
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The power usage of the system is around 700mW as stated in Table 2.1. With the same

required voltage (5V) for the system, this battery module has approximately 5 hours

of continuous use.

Figure 3.13: Battery module capacity at 5V

3.1.6 System Hardware Prototype

The system prototype implementation is shown in Fig. 3.14. This prototype is used

with the implemented software to get the testing results.

Figure 3.14: System implementation final prototype
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3.2 System Software

The OrangePi ZeroPlus2 supports the mainline Linux kernel 4.xx, which is the latest

updated kernel and Linux operating system at the time of testing. The used operating

system is based on header-less server Lubuntu [50]. The operating system does not

contain any desktop or graphical interface, and the only method to access the system

is either by serial port (UART) or SSH (Secure Shell) port over network.

The main function of the system is programmed using Python [51]. Python is

a high-level programming language for general-purpose programming. It consists of

separate modules that each works independently or together to perform a function.

Python is a programming language that has full support for Linux systems, and it has

support for Tensorflow libraries and hardware interfacing libraries.

3.2.1 Main System Function

The main system function is the program code that runs on system power up. It is the

sole code that must be running to control all other processes in the system. The main

function must be run on startup. This can be done by using the Linux rc.local script

file. The script starts after the boot up of Linux system. The other important note is

that the script also disable memory killer and enable swap, to enforce the Linux system

to not kill the main process for any reason. The system is locked on the main function

unless it gets an exit command or a debug command.

The main system function is “main.py”. It is executed at the end of the startup

script. The main function contains the user menu interface, giving the Visually Im-

paired user a linear command interface to use the system functions.

3.2.2 User Interface

The input interface for the proposed system is important. The Visually Impaired user

needs to have a simple and easy to use interface to be able fulfill the system objective.

The system uses a linear user interface. The Visually Impaired user can navigate

by the two navigation buttons on the input interface PCB.
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The navigation can be done in both ways, once the user wants to select an option he

clicks the selection button. The advantage of a linear user interface is that it enables

users to learn the system quickly and use it efficiently. Fig. 3.15 shows the flowchart

of the menu interface.

Figure 3.15: User interface menu: linear menu with bi-directional loop navigation

The interface has 5 selectable modes:

1. Start System Main Process Mode: The function part that starts all the system

process to get the final results

2. System Debugging Mode: This is debugging mode for testing and calibrations.

(It is only set in the menu for testing purpose and will be removed in the final

design. The user does not need to do anything with the Debugging mode)

3. About System Mode: Menu to show information about the current system.

4. System Reboot Mode: restart the system.

5. System Power off Mode: power off the system.

Once the logical operation for the interface is finished, the next step is to translate

it to Python code using the hardware buttons.
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The OrangePi ZeroPlus2 has many GPIO pins. Fig. 3.16 shows the pinout of

the board. The input interface PCB buttons is connected directly to the board pins,

including the common ground pin.

Figure 3.16: OrangePi ZeroPlus2 GPIO pinout. Image from [29]

The chosen pins for the system design are: PA14, PA15 and PA16. The reason

for this choice is for the convenience of the prototype design. As these three pins are

close to the GROUND pin, this creates an easy to design wires between the Input PCB

and the system. The system will use only three input pins, as there are only three

buttons on the Input PCB. While all three will share one connection to the GROUND

pin. The Python GPIO controlling is done by the pyA20 library. The library first sets

the buttons mapping, then it initializes the GPIO. It sets the direction after that; in

this case it is INPUT as all three buttons are input commands. Finally, it sets the

PULL-UP resistors to make the buttons ready for input reading.

The input reading is direct. If the input button is pressed then it gives a LOW

signal to the board, this signal triggers the corresponding function. The navigation

variable is set as “menu” while the selection variable is set as “setc”. This simple linear

interface is the main function loop. The system will stay on this menu interface until

it starts one of the selection functions, or gets interrupted by debugger.
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3.2.3 Output

The system output method uses Text-to-Speech (TTS) as discussed in hardware output

section 3.1.4.

TTS can be categorized into two main types: online cloud TTS and offline TTS.

The online TTS requires an always on connection to the cloud server, which imposes a

limitation on the system. Therefore, offline TTS is considered the better choice for the

system. There are more than one TTS engine available. The proposed system is using

eSpeakNG [52]. eSpeakNG is a compact, open source, software speech synthesizer

for Linux and other platforms. It uses a format synthesis method, providing many

languages in a small size. Much of the programming for eSpeakNG’s language support

is done using rule files with feedback from native speakers. This makes eSpeakNG a

good and compatible choice to use for generating the audible messages. eSpeakNG

has ready-to-use libraries for Linux systems. There are customization for the engine

output; for example the sample rate of the voice, pitch, volume level and other voice

options. To ensure a good audio quality, the system is using the standard settings for

the English (UK) voice. Fig. 3.17 shows the effect of low sampling rate when generating

the voice wave.

Figure 3.17: Effect of sample rate on the generated wave. Image from [53]

A higher sampling rate gives a better output. The sampling rate of the audio output

is chosen to be 48kHz (DVD quality). The TTS engine directly converts the text to

audio and outputs it via the chosen audio device i.e headphones. The TTS also output

all the system audible messages, including the processing and debugging messages.
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The TTS engine works together with the input PCB to create the full user interface.

The system process command contains the object detection process and ToF sensor

process with the system results output.

3.2.4 Object Detection Function

The system main process starts after the user selection. The main process starts

both the object detection process “image object detection.py” and ToF sensor pro-

cess “tof.py” simultaneously. ToF sensor process work is done by the external micro-

controller. The result is then retrieved by ToF process.

The Object detection process starts with an audible message to the user, then the

process will setup the required environment, imports and model preparations. Then

the process loads the Tensorflow model into memory. After the model is loaded, the

label map for the model is also loaded. Finally, the system indicates to the user that

the loading process is finished. The next step in the process is the image capture. The

process communicates with the CCD camera through the CSI interface, the system

gives a notice that the image is being taken. Then the system gets the raw image in

YUV420P format, resolution of 800x600 pixels (0.48MP) and save it. Then, the system

informs the user that the image is saved and then it loads the image to memory. Finally,

the process starts the detection process, and give results based on accuracy scores.

The score is based on the accuracy output of the object detection algorithm. The

score is retrieved from object detection result. The system only considers scores higher

than 70%, lower scores are ignored. The process saves the results and finish by exiting

back to main function. The system speaks the results (the object detected).

3.2.5 Time-of-Flight Sensor Function

The ToF sensor process starts at the same time as object detection process. The ToF

sensor process is dependent on I2C communications between the main processes and

the micro-controller. The process starts with enabling the ToF sensor. The rc.local

script turns off the sensor to save the power on startup. The next step is setting the

registers on the micro-controller that set the ToF for standard mode.
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Then the process waits for the micro-controller readings, once it returns the results the

process saves it. The next part of the process is the Region-of-interest data capturing.

The ToF sensor have programmable ROI, giving a change in the FOV of the sensor.

After reading the data with the changed ROI, a simple mathematics calculation is

done to generate the required results from the data acquired. Fig. 3.18 shows how the

changeable FoV changes the distance measured. This change can be used in calculation

to get an approximate height of the object. The simple equations 3.1 and 3.2 are shown

below.

tanO =
ObjectHeight

Distance
(3.1)

ObjectHeight = tanO ∗Distance (3.2)

Figure 3.18: ToF sensor measurements

The ToF process will do the calculation and save the results. Any result that is out

of range is discarded. Finally, the ToF process ends and power off the ToF sensor. The

system main process will output the final ToF results after the object detection results.

The main process ends after the results output and returns to the main menu.
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3.3 System Cost Analysis

This section analysis the system components cost. The system cost is an important

factor for comparisons with other systems. The cost advantage is preferable in indirect

comparisons. Table 3.1 shows the cost breakdown.

System Component Price (MSRP USD)

SBC ( OrangePi Zero Plus2 ) 23.90

Expansion board for OPiZP2 1.79

System case 1.99

CCD camera module with cable 5.90

ToF sensor module and external MCU 3.6 + 4.3

Input PCB and output headphones 0.39 + 1.99

Battery module with battery and cable 5.14

Total cost 49.00

Table 3.1: System cost analysis: cost breakdown. Prices reported on December 2018.

As shown in Table 3.1, the total system estimated cost is 49.00 USD. This is less

than the estimated 60.00 USD for the smart-cane [2]. The Azure cloud price point [54]

is also higher than the proposed system. Fig. 3.19 shows a pie-chart of components

percentage. The most expensive part is the SBC with 48.78% of total cost. The

SBC is the core of the system, this means that close to half the system cost is in the

processing unit. While the least expensive is the system expansion board at 3.65%. The

input/output section is at 4.86% of the total cost; the reason is that the input PCB is

custom-made as explained in section 3.1.1. The addition of an external MCU to the

ToF sensor had an effect of about 8.77% increase on the total system. This addition is

improving the speed of ToF process by 56.25% as explained in section 3.1.3, thus the

increase is acceptable. The CCD camera module cost is close to the ToF package cost.

The only flexible component is the battery module. As explained in section 3.1.5 the

capacity of the used module is 4000mAh. The use of different capacity will change the

price accordingly.
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Figure 3.19: System cost analysis: components cost on the proposed system

The proposed system is cost effective; compared to other systems with similar or

close functionality. The other advantage of the system components is they are all either

open-source [55] or partially open-source; this creates a flexible system structure that

can have room for improvements in both hardware and software.
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Chapter 4

Testing and Results

This chapter will discuss the system testing. The testing will focus on the accuracy of

the system, by reporting performance comparison results with both Microsoft Azure

Cloud and Microsoft Kinect. The purpose of testing is to check the usability of the

proposed system, that is, if the system meets the research objectives. There is also

an indirect comparison with an already researched system. Various comparisons were

performed to show all possible sides of the system.

4.1 Testing Setup

The testing setup for the proposed system is as follows:

1. The testing room is assumed to be well lit, with standard office size (8 x 10 ft).

The layout is shown in Fig. 4.1.

Figure 4.1: Standard room layout.
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2. The testing is done with the system prototype and battery module shown in Fig.

4.2. Tensorflow model is standard “ssd mobilenet v1 coco” model, ToF sensor

with factory default calibrations and the main system process function.

Figure 4.2: System prototype and battery module with headphones.

3. The results are saved for each test. The output is listened via headphones and

printed in debug mode. The time measurements are taken with an external digital

time-stop clock (in seconds) shown in Fig. 4.3. Any in-system time measurements

will not be used to avoid throttling the CPU processing power.

Figure 4.3: Digital time-stop clock.
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4. The object actual name is recorded as commonly known. The distance to the

objects is measured perpendicularly from the system by a tape meter (in cen-

timeters). The height of the object is measured by a ruler (in centimeters) if

applicable.

5. The same test image (.jpg) is used in Microsoft Azure Cloud Vision to get com-

parison result. Fig. 4.4 shows the results page. The cloud time measurement is

ignored due to the required network connection.

Figure 4.4: Microsoft Azure object detection cloud interface [56].

The system testing is divided into two main parts:

1. Ideal positioning testing: The ideal positioning testing is on fixed objects. The

objects are placed in the center, the distance and position are calculated and

fixed. The system takes pictures and processes them. This testing shows the

ideal scenario results.

2. Natural positioning testing: The natural positioning testing is on objects while

moving. The objects are in the room, including on the floor or on the ceiling.

This testing shows the normal use of the system by Visually Impaired individuals.

The first testing part shows the system result in the ideal situation. It is used to

estimate the limit that the system can reach. The second testing part is the normal

test that shows the true nature of the system. Each test image result is shown in a

table.
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The table shows the image, object actual name, system object results, object dis-

tance from system, system calculated distance, object height, system calculated height

and Microsoft Azure cloud object result. The Azure cloud test is displayed as an im-

age inside the test table. The results show the description/tag of objects found with

confidence score. The confidence score is the same as accuracy score that is explained

in section 3.2.4.

4.2 Test results and comparison with Microsoft Azure

The Microsoft Azure Cloud provides a basic cloud server for object detection. Table

4.1 shows the cloud basic server specifications [57] versus the proposed system. The

cloud server has a more powerful CPU, while the available RAM is 7 times of what is

available in the proposed system. The main advantage of the proposed system is that

it can work offline; this advantage helps to overcome any issues when there is a network

interference or weak coverage. The proposed system will keep a steady performance

regardless of any network loss.

System Component Proposed System Microsoft Azure Cloud (Basic)

CPU
Allwinner H5 -
4 cores - 1.2GHz

Intel R© Xeon R© E5 -
1 core - 2.4 – 3.1 GHz

RAM 512 MB 3.5 GB

Object detection model
Offline API
(Tensorflow)

Online API
(Azure Computer Vision)

Table 4.1: Comparison between the Proposed System and Microsoft Azure Cloud.

The testing is done with 300 test results. This section will discuss seven samples of

those test results. The discussed samples of test results are divided into the two testing

categories defined in section 4.1. Additional test results are shown in Appendix A.

The first test result is shown in Table 4.2. The first test is done by ideal positioning

method. The object is a water bottle. The object was fixed in place for the test. The

system was focused directly on the object to yield the best results (ideal positioning

testing). The result of the system is “bottle”, which is an acceptable result.
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The table also shows that both distance and length results are within 5% error margin.

The Azure cloud result is also “bottle” with 97% confidence. This test is a direct test.

Both the system and the Azure cloud got the object correctly.

The second ideal positioning test result is shown in Table 4.3. This test shows

one limitation of the system. When there are multiple objects close to each other,

the system gives only the first object that it detects. In this test it is a calculator,

while the pen and pencil are ignored. The cloud result is also similar, with calculator

being the only detected object, while it adds “indoor” or “table” with a “close up of

electronics” to the detection list. The distance result is close to the measured distance,

having only 2 cm as an error margin. While the length is not applicable due to the

angle of the objects to the system. This test shows that both systems were able to get

a correct object detection, while the Azure cloud result is wider due to the multi-object

detection.

The third test is also an ideal positioning test. The result is shown in Table 4.4.

This test is very interesting, as this is the test that had the longest system time. The

system result is the same as the object which is a “TV remote”. The distance result is

close to the measured distance. Due to the dark object in the image, the Azure cloud

results were not close. The highest result is “indoor” which is a generic result. This test

shows that dark objects are harder to recognize. Also, they will take longer processing

time comparing to other objects.

The fourth test is a natural test shown in Table 4.5. The object in focus is the

phone table, the system output is also “table”. The distance/height results are also

within acceptable error margin. In this test, the Azure cloud result is far off from the

object. The caption result is “a stove top oven sitting inside of a room” with confidence

of 31%. The actual valid result is “wall” as it has the highest confidence of 96.6%. In

both cases, the cloud result is not correct. Strangely, the Azure result also detected

the trash bin with a low 10% confidence. Also, the “indoor” and “floor” results were

high in confidence, but this is a very generic result and it is not acceptable.

The fifth test is a natural positioning test shown in Table 4.6. The object is a box

or an obstacle. Large items that are placed in the room will be considered as obstacles.
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The proposed system rejected all results because the highest detected accuracy score

is below 70% as explained in section 3.2.4. The cloud result is also not correct or even

close, “a close up of a glass door” with a low confidence 62%. The highest result is

“art” with under 10% confidence. This test shows that not even the Azure cloud object

detection can detect close obstacles. Also, the proposed system is not valid for obstacle

detection, as the main focus is the detection of objects in the room. In this case another

sensor or trigger is needed for indoor navigation and obstacles identification.

The sixth test is a natural test shown in Table 4.7. This test shows another limita-

tion of the system - for some objects it detects the reflection. In this test a “window”

was given because the door is close to windows design. The Azure cloud result is better

here as it was able to detect it is a “close up of a door” with 88% confidence. Also,

both “white” and “door” were the highest results in confidence rate. The huge trained

database of the Azure cloud shows that it can distinguish better in some cases.

The seventh test is a natural positioning test. Table 4.8 shows the test result. This

is another test that shows an important factor. The moving with the system creates

motion blur on the images. Also, shaking or rapid movements will create the same

blurred images. There is a point until the image will not be recognizable anymore.

This test shows an object which is a “sofa” but the image is slightly blurred. The

system was still able to get an output result, and that is “Furniture” . The Azure

cloud result gave “a living room with a leather chair” with 86% confidence. Both

systems gave a valid result as the descriptions may differ from person to another.

4.2.1 Testing Summary

The testing summary pie chart for Microsoft Azure Cloud service is shown in Fig. 4.5.

The average detection rate was 76.67%. This average accuracy is obtained with the

system setup described in Section 4.1. Other setups may have different average results.

On the other hand, Fig. 4.6 shows the testing summary pie chart for the proposed

system. The average detection rate of identified objects with both distance and height

information is 16.67%, while the average detection rate for identified objects with only

distance is at 56.67%. System total average object detection accuracy was 73.34%.
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With fewer specifications, the proposed system was able to stay close to the Mi-

crosoft Azure cloud system. The average detection rate difference is lower than 10%.

Figure 4.5: Pie Chart of testing summary - Microsoft Azure Cloud.

Figure 4.6: Pie Chart of testing summary - Proposed System.
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Image

Object name Water Bottle

System result
with process time
(s)

Bottles / 51.90

Object distance
(cm)

25

System distance
(cm)

23.9

Object Height
(cm)

25

System Height
(cm)

29.72

Azure Cloud result

Table 4.2: Result 1 - Ideal positioning
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Image

Object name Calculator and Pen/Pencil

System result
with process time
(s)

Calculator / 65.08

Object distance
(cm)

20

System distance
(cm)

18

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table 4.3: Result 2 - Ideal positioning
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Image

Object name TV Remote

System result
with process time
(s)

TV Remote / 71.34

Object distance
(cm)

17

System distance
(cm)

16.8

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table 4.4: Result 3 - Ideal positioning
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Image

Object name Phone table / trash can

System result
with process time
(s)

Table / 55.09

Object distance
(cm)

30

System distance
(cm)

31.1

Object Height
(cm)

65

System Height
(cm)

49.22

Azure Cloud result

Table 4.5: Result 4 - Natural positioning
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Image

Object name Box / Carton

System result
with process time
(s)

No object detected

Object distance
(cm)

Not Applicable

System distance
(cm)

Not Applicable

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table 4.6: Result 5 - Natural positioning
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Image

Object name Door

System result
with process time
(s)

Window / 47.81

Object distance
(cm)

Not Applicable

System distance
(cm)

Not Applicable

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table 4.7: Result 6 - Natural positioning
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Image

Object name Sofa

System result
with process time
(s)

Furniture / 61.8

Object distance
(cm)

Not Applicable

System distance
(cm)

Not Applicable

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table 4.8: Result 7 - Natural positioning
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4.3 Test results and comparison with Microsoft Kinect

The Microsoft Kinect is a powerful hardware that can be used to do many operations.

The Kinect has many libraries for object detection. Despite being a powerful tool, the

Kinect has many limitations that were discussed in Chapter 1. The main limitations

were:

1. The Kinect is a very bulky device, compared to the proposed system and other

portable systems.

2. The Kinect is not lightweight.

3. The Kinect is power hungry, it needs at least 24W power supply, comparing to

the proposed system that uses less than 1W of power.

4. The Kinect price is almost four times the price of the whole proposed system.

5. The Kinect stills needs another system to utilize the software functions (i.e a

windows machine)

Some research was done on object recognition with the Kinect [21]. The results of

this work are shown in Fig. 4.7. The testing was done with many options, including

calibration and non-calibration options. These options that are included in Fig. 4.7

can be explained as follows:

1. The testing was done with many options, including calibration and non-calibration

options.

2. The testing option -v: (min validation point score) is the main option that set

and defines the minimum threshold that allows the recognition of the object.

3. The testing option -m: (set unseen pixels to max range) Setting this option the

borders of the objects are found even if the area around the object was unseen.

4. The testing option -o:(use orientation invariant version) This option control the

orientation of the image of the object.
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5. The testing option -t(reverse planar segmentation) This option uses the planar

segmentation method.

Figure 4.7: Microsoft Kinect Object Detection average results. Image from [21].

As shown in the figure, The Kinect object detection with standard calibrations was

able to get a 83% of matching rate (success detection of objects), while with more

calibrations, it rose up to 88% matching rate. Comparing the average results of the

Kinect with the proposed system average results in Fig. 4.6, the average difference in

non-calibration testing is under 10%.

This indirect comparison shows that the proposed system provide very close accu-

racy results to the Microsoft Kinect. All of the proposed system testing is also done

with no advanced calibrations. This means that the difference can be minimized even

further by improving the proposed system.

These comparisons and results shows how the proposed system was made by using

state-of-art techniques, to go against more complex and advanced systems, while staying

close to them in output result.
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4.4 Visually Impaired People Feedback

A small survey about the proposed system was performed. The survey was conducted

with 20 Visually Impaired individuals at the Emirates Association of the Visually Im-

paired (EAVI) [58]. The selection was random. Each part of the survey is scored from

1 to 5. 1 being the lowest score and 5 is the highest. The survey is about the following

points:

1. System portability/size: This part is about the system size and portability. The

smaller and portable the system the higher the score. 5 is for the optimal size,

while 1 is for the worst size.

2. System functionality: This part is about the system functionality. The function-

ality includes the accuracy of the results. 5 is for good results, while 1 is for the

unacceptable results.

3. System ease-of-use: This part is about the system ease-of-use. The system level

of accessibility and how it is easy to use the functions of the system. 5 is for very

simple, while 1 is for very difficult.

4. System features: This part is about the system features and customization. The

system features are rated from 5 for useful available features to 1 for no useful

available features.

5. System overall rating: This part is about the overall rating for the system. It is

based on all and any other factors not mentioned above. 5 being the highest, 1

being the lowest.

The scored results were collected and averaged, then approximated to the nearest

natural score. Fig. 4.8 shows the bar-chart of the survey results. The system porta-

bility score is high (4); due to the small size of the system. The system functionality

score is average (3); because of the system average accuracy (73.34%) shown in testing

summary section 4.2.1. The system ease-of-use scored high (4); this is due to the simple

user interface designed for the system as shown in sections 3.1.1 and 3.2.2.
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Figure 4.8: Bar-chart for VI People feedback survey about the proposed system.

The system features score is low (2); this is because the system does not offer many

customization or other features than the main function. Finally, the system overall

rating score is average (3).

The Visually Impaired people feedback is promising, and it shows that the proposed

system design is in the correct direction to give Visually Impaired individuals more

independence in their life.
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Chapter 5

Conclusion and Further Work

This final chapter summaries the conclusions that can be drawn from the results pre-

sented in this thesis and provides some ideas for directing further research.

5.1 Conclusion

This thesis has introduced a proposed assistive system designed to help the Visually

Impaired individuals indoors. The proposed system consists of a CCD camera with

a processing unit and an accompanying Time-of-Flight sensor. The processing unit

use the captured images to detect objects; with the help of Tensorflow object detec-

tion models. The Time-of-Flight sensor acquires more information about the detected

objects to complete the proposed system function. Many tests have been carried out

with the implementation of the proposed system. The testing results of the proposed

system are promising. The proposed system has an average accuracy of 73.34%, which

is comparable with other existing systems with higher specifications. Comparing to

already made systems based on Microsoft Kinect, the proposed system is able to stay

close in accuracy (under 10% difference) while offering none of the limitations of the

Kinect. The proposed system has the advantage of being offline (no network coverage),

while existing systems depends on network connections. The proposed system shows a

5% error margin in distance/length results, while other existing systems have a higher

error margin. The proposed system results show a few limitations, such as when the

object detection accuracy is low it rejects the result then output “no object detected”.
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5.2 Further Work

This final section highlights some shortcomings of the proposed system presented in

this thesis and explains how the proposed system could be further improved.

The object detection accuracy can be further improved. There are two main meth-

ods; first is training the Tensorflow model, second is to use a new model algorithm.

Tensorflow allows using custom models by training custom datasets [59]. The object

detection library have the tools needed to export a new model or an updated model.

Fig. 5.1 shows a sample of Tensorflow training process.

Figure 5.1: Tensorflow model training process

Tensorflow supports a wide range of tensor models. The use of a more complex

model will yield higher accuracy results, while training the model will improve the

accuracy on trained objects. The object detection process speed is dependent on the

processing unit. The use of a more powerful SBC will hasten the process time. At

time of writing, the only better SBCs have the limitation of bigger size and power

consumption. The input interface can be improved upon; by using a new input method.

The output TTS engine can be upgraded for better audio features. The Time-of-flight

sensor can be calibrated for improved results.
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The sensor used in the proposed system has three different calibration modes, which

implement the standard VL53L1X API [60] calibration routines:

1. Reference SPADs calibration: Calibrates the SPAD arrays.

2. Offset calibration: Calibrates the offset of the sensor.

3. Cross-talk calibration: Calibrates the “cross-talk” that is received from a close

reflected surface such as a glass cover on the sensor.

The sensor calibration will improve the results and decrease the accuracy error. Another

option is to use another sensor for additional accuracy measurements. The system could

implement the usage of a depth sensor, but this will increase the price point, size, and

the power consumption of the system.
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Appendix A

System Test Results

This Appendix contains more test results. The results follows the same table format

used in the system testing in section 4.2. Each test result is in a separate page. To keep

the Thesis from over-sizing, only 16 results are shown here out of the total 300 (exclud-

ing the ones shown in section 4.2). The ideal positioning results are first, followed by

the natural positioning results.
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Image

Object name Cup/Mug/Glass

System result
with process time
(s)

Glass / 48.67

Object distance
(cm)

35

System distance
(cm)

33.7

Object Height
(cm)

13

System Height
(cm)

14.81

Azure Cloud result

Table A.1: Result 8 - Ideal positioning
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Image

Object name Battery

System result
with process time
(s)

Battery / 52.89

Object distance
(cm)

15

System distance
(cm)

16.2

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table A.2: Result 9 - Ideal positioning
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Image

Object name Wire Cutter/pliers

System result
with process time
(s)

Pliers / 58.27

Object distance
(cm)

22

System distance
(cm)

21.3

Object Height
(cm)

20

System Height
(cm)

23.27

Azure Cloud result

Table A.3: Result 10 - Ideal positioning
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Image

Object name Pen

System result
with process time
(s)

No object detected

Object distance
(cm)

Not Applicable

System distance
(cm)

Not Applicable

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table A.4: Result 11 - Ideal positioning
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Image

Object name Keys

System result
with process time
(s)

Keys / 49.23

Object distance
(cm)

20

System distance
(cm)

18.9

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table A.5: Result 12 - Ideal positioning
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Image

Object name Paper fan

System result
with process time
(s)

Paper / 60.12

Object distance
(cm)

30

System distance
(cm)

24.1

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table A.6: Result 13 - Ideal positioning
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Image

Object name Speakers

System result
with process time
(s)

Speaker unit / 49.77

Object distance
(cm)

15

System distance
(cm)

14.2

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table A.7: Result 14 - Ideal positioning
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Image

Object name Chair

System result
with process time
(s)

Chair / 42.68

Object distance
(cm)

50

System distance
(cm)

49.7

Object Height
(cm)

55

System Height
(cm)

69.49

Azure Cloud result

Table A.8: Result 15 - Ideal positioning
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Image

Object name shelf

System result
with process time
(s)

Shelf / 50.34

Object distance
(cm)

65

System distance
(cm)

63.7

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table A.9: Result 16 - Natural positioning
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Image

Object name Map

System result
with process time
(s)

Painting / 47.19

Object distance
(cm)

Not Applicable

System distance
(cm)

Not Applicable

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table A.10: Result 17 - Natural positioning

80



Image

Object name Plant/Greens/Tree

System result
with process time
(s)

Leaf / 62.35

Object distance
(cm)

Not Applicable

System distance
(cm)

Not Applicable

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table A.11: Result 18 - Natural positioning
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Image

Object name Game boards

System result
with process time
(s)

Chess / 55.29

Object distance
(cm)

Not Applicable

System distance
(cm)

Not Applicable

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table A.12: Result 19 - Natural positioning
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Image

Object name Wall Drawer

System result
with process time
(s)

Door / 50.82

Object distance
(cm)

Not Applicable

System distance
(cm)

Not Applicable

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table A.13: Result 20 - Natural positioning
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Image

Object name Wall Clock

System result
with process time
(s)

Clock / 49.94

Object distance
(cm)

Not Applicable

System distance
(cm)

Not Applicable

Object Height
(cm)

Not Applicable

System Height
(cm)

Not Applicable

Azure Cloud result

Table A.14: Result 21 - Natural positioning
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